The main conclusion from the metrics-based evaluation of video retrieval systems at TREC's video track is that non-interactive image retrieval from general collections using visual information only is not yet feasible. We show how a detailed analysis of retrieval results -looking beyond mean average precision (MAP) scores on topical relevance -gives significant insight in the main problems with the visual part of the retrieval model under study. Such an analytical approach proves an important addition to standard evaluation measures.
INTRODUCTION
In the last few decades, we have seen an enormous interest in the subject of multimedia retrieval. Numerous methods and techniques for disclosing image and video archives have been developed and claimed successful. However, these claims are often based on observations in limited domains. Often retrieval systems are evaluated on relatively easy datasets, with clear distinctions between several sets of homogeneous images. It is relatively easy to find other examples of say sunsets in such a setting, where the collection consists of clearly defined and distinct sets of for example sunsets, zebras and aeroplanes. We will not argue that experiments in these settings are not useful, however one has to be careful not to draw general conclusions from them.
In 2001, TREC started a video track, where the retrieval of video material from general collections is evaluated [4, 3] . Many of the 'standard' content based image retrieval techniques developed over the last decades did not perform very well on this collection. There was some speculation on the reasons for this lack of success at the TREC workshops and in the corresponding papers (e.g., low quality of data, specificity of queries), but a thorough analysis of the results has never been published. In this paper, we go beyond the mean average precision scores of our own runs and dive into the results to find out what works and what does not. We show that an informal, yet detailed failure analysis is a useful tool for getting insight in the capabilities and weaknesses of a specific retrieval model. The extent to which these findings generalise to other image or video retrieval systems is unknown, but at a minimum the findings can suggest hypotheses for other researchers to investigate. The paper is organised as follows. Section 2 describes the retrieval model used. Section 3 introduces TREC's video track and its results. Next, informal results analysis identifies two hypotheses, that are further investigated in Section 5. The final Section draws conclusions for future research.
RETRIEVAL MODEL
The retrieval model we use to rank video shots is a generative model inspired by the language modelling approach to information retrieval [2, 1] and a similar probabilistic approach to image retrieval [5] . We present -concisely -the visual part of the model, referring the interested reader to [8] for more details. The visual model ranks images by their probability of generating the samples (pixel blocks) in query example(s) [8, 6] . The model is smoothed using background probabilities, calculated by marginalisation over the collection. So, a collection image ωi is compared to an example image x consisting of N samples (x = (x1, x2, . . . , xN )) by its ability to explain the samples x. The retrieval status value (RSV) of an image ωi is defined as:
where κ is a mixing parameter. Collection images ωi are modelled as mixtures of Gaussians with a fixed number of components C [5, 8] :
where NC is the number of components in the mixture model, Ci,c is component c of class model ωi and G(x, µ, Σ) is the Gaussian density with mean vector µ and co-variance matrix Σ:
where n is the dimensionality of the feature space and (x − µ) T is the matrix transpose of (x − µ).
The samples are 8 by 8 pixel blocks, described by their DCT coefficients; the models are trained on these using standard EM.
TREC VIDEO TRACK EXPERIMENTS
The goal of TREC's video track is to promote progress in contentbased retrieval from digital video via open, metrics-based evaluation. The video track consists of three separate tasks: shot boundary extraction, feature extraction and search. This paper focuses on the search task and ignores the other two tasks. Last year's search task was defined as follows: 1 Given a multimedia statement of information need and the common shot boundary reference for the search test collection, return a ranked list of 100 shots from the standard set, which best satisfy the need.
A distinction is made between interactive runs, in which a user can interact with a retrieval system to locate relevant shots, and noninteractive runs, in which a user has one go at creating a query from a topic description and then submits this query to the system to retrieve relevant shots; non-interactive runs are called manual runs. Since we are interested in how well a multimedia retrieval system can work with a minimum amount of user effort, the paper concentrates on manual runs.
A video retrieval topic is a short statement of an information need, possibly accompanied by one or more image, video and audio examples. An example topic is shown in Figure 1 . The search collection consists of over 40 hours of MPEG-1 material from the Internet Archive 2 and the Open Video Project 3 . An additional 28 hours of material from the same sources was available for training.
Experimental Setup
Since our retrieval model works on still images, we have to select frames to represent the shots. For this, we simply take the middle frame of each shot and use this as the key-frame representing the shot.
For each representative frame, we build a model in the way described in Section 2. This generative model is then assumed to describe the shot. We also build models from the example images 1 from the topics. From the mixture components of these models we obtain a clustering of the blocks in each example image. The assignment of the image blocks to the individual components makes it possible to use separate coherent parts of an image as individual queries. In addition to the examples provided with the topics, we have built models from additional examples found using Google's image search 4 .
Retrieval Results
The results on the non-interactive search task are all rather disappointing. The mean average precision (MAP) across all participants and all systems is only .056 (for interactive .220). If we ignore runs that used speech recognition, the average score drops further to .044. An observation made by some groups at TREC was that content-based techniques have trouble generalising (e.g., [7] ). This becomes apparent when we take a closer look at the queries. Four out of the 25 topics contained video examples that were taken from the search collection and most systems were able to re-locate these shots (MAP for manual systems without ASR over these 4 queries is .094). If we ignore these four topics, MAP across these systems drops to .026 (a decrease of over 40% from the average over all queries). So, one thing we learned from TREC is that we can relocate a known item if the known-item itself is the query -not too surprising in our case, given the generative nature of the retrieval model used.
Queries and Relevance Judgements
In video information retrieval, we can distinguish between two different types of information needs: visual and topical. A topical information need is the type we know from text retrieval: somebody is looking for information on a specific topic. In the video retrieval case, the collection to be searched for information on this topic happens to be a visual one, but still, the topic can be purely topical: Somebody might be looking for shots of James H. Chandler because she wants to know more about this person. In this case she might not care too much about the visual quality of the shot. If however, a user is primarily interested in the visual content itself (e.g. when a producer needs footage of James H. Chandler for use in a documentary), the information need becomes visual and shots in which James H. Chandler is clearly visible are wanted. Since one of the main goals of the video track is to promote progress in content-based retrieval from digital video, it would be useful to focus on visual information needs and corresponding relevance judgements. Currently however, shots are regarded relevant even if the searched item is only marginally visible. For example a shot with only a small and hazy Golden Gate bridge in the background is marked equally relevant as a full pan of the bridge. If somebody searches for visual material of the Golden Gate bridge, a tiny glimpse of the bridge in the background will not do, just as a brief mention of the bridge in a text document on San Francisco is not relevant for somebody looking for information on the Golden Gate bridge. For this reason, it would be useful to introduce 3 fold visual judgements in the video track (highly-relevant, relevant, irrelevant) or to make an explicit distinction between visually relevant and topically relevant.
INFORMAL RESULTS ANALYSIS
Since the scores on TREC are so low (especially if we ignore the video-example topics), it is hard to draw conclusions from these experiments other than 'We are not there yet.'. To get a better idea of what content-based retrieval can and cannot do, we forget about improving the 'raw' MAP scores for now. Instead, we investigate (informally) two aspects of experimental results by visually inspecting retrieval results:
• how is image similarity captured by the generative model, looking at the representative frames from the retrieved shots within the top 10 results, and
• how did the visual results contribute to the MAP score, looking at the representative frames from the retrieved relevant shots within the top 100 results.
We studied in detail these two questions, both for querying using the full image examples and for querying using individual components. The following sections present the (qualitative) observations obtained.
Shot Relevance vs. Frame Relevance
Since we retrieve shots looking only at one key-frame while the relevance judgements are done looking at full shots, it happens that shots are regarded relevant for a specific query while our representative key-frame is not. According to the relevance judgements, for example, 33 relevant shots exist for topic VT083 ('Find shots of the Golden Gate bridge'). When we inspect their corresponding key-frames, only 19 of those actually show the bridge. Therefore, our retrieval results might benefit from a more clever way to select key-frames and from selecting multiple frames from one shot. A possible approach is to identify the frame most similar to the rest of the shot, often not the middle frame.
Colour
Although the DCT coefficients capture both colour and texture information, it seems that colour plays a (too) important role. The top ranked documents often match the query samples in colour only, even when the samples have a clear and specific texture, like in Figure 2 ; here, if we simply ignore the colour components when calculating results, we retrieve (meaningless) greyscale documents only. Apparently, the Gaussian mixture models trained on colour frames in the collection are unable to explain the texture in this query, while mixture models trained from greyscale frames are the only ones that capture texture information. A more extensive discussion of this observation and its possible explanation is deferred to Section 5.
Homogeneous Queries
Queries composed of image blocks that all belong to the same component are more or less homogeneous: all blocks have more or less the same colour and texture and often there is a clear semantics. At TREC, we have seen that such queries sometimes yield better results (i.e., higher scores) than full example queries. We also noted that we need further analysis to fully understand the role of these components. When we manually inspect the retrieval results for the homogeneous component queries, we see that results are often intuitive, i.e., there is a visual similarity between the query blocks and the top retrieved documents. If the query samples also have a clear semantics (e.g., sky), then the results are often useful ( Figure  3) . Sometimes however, a component carries no true semantics. In these cases, results are merely visually similar. Figure 4 shows examples of this: looking at the components without the context of the full example, the audience can no longer be identified as such and the grass looks like water. Consequently, the results are visually similar but no longer meaningful.
Heterogeneous Queries
In contrast to image components, full example images are often heterogeneous; they contain many different colours and textures, and often show many different things. If we use a full example image as a query, we observe in many cases that only parts of the presented samples contribute to the score. For example, most images retrieved for a query image showing sky, grass and cows ( Figure 5 ) explain the sky samples only. The figure shows for each document a heat-map, indicating how well the document's model explains the individual blocks in the query image. The heat-map is a visual representation of the blocks in the query image, where a colour code is assigned to each block to indicate its probability: lighter colours 5 indicate higher probabilities, and thus better explanations.
If we query using the grass samples only, we retrieve the documents shown in Figure 6 . Looking at the heat-maps of these, we see that overall these documents do not explain the grass samples too well (darker colours). Note that these heat-maps have been created from the full Query example after retrieval, using models of the images retrieved with the grass samples only. Some of these images retrieved still explain the sky samples as good as or better than the grass samples. In other words, no document in the collection explains these grass samples well. This might explain why the sky samples prevail.
Another possible explanation of the overemphasis on sky samples is the fact that these are easily explained from any document (i.e., their background probability is high). Now, if we smooth using background probabilities, indeed we find some images with brownish bits near the bottom, but still the sky seems to remain the most important part (Figure 7) .
Background probabilities seem to help somewhat, but the predominance of a subset of the samples remains a problem. The current retrieval model looks for documents that explain the set of samples best and ignore the scores for the individual samples. A model which favours documents with balanced individual sample scores might give better retrieval results. the hypothesised emphasis on colour information, and the other to investigate the role of the initialisation of the Gaussian mixtures. The experiments presented here focus on the desired behaviour, not using TREC topics and relevance judgements.
FURTHER EXPERIMENTS

Colour
The following test validates the assumption that colour matching dominates the retrieval results. We build a collection in which we have two copies of each frame: the original colour image and a greyscale version. We use different ways of building models (i.e., with and without colour information) and use frames from this collection as queries. In addition, we vary the number of Gaussian mixture components in the models, since this might influence the possibility to capture different aspects of an image (like colour and texture). We test using 4, 8, 16 or 32 components, resulting in 8 different settings (2 sets of features × 4 different numbers of components). Table 1 reports the mean distance between the pairs in the ranked list. The desired behaviour is that this distance equals 1, i.e., that colour and greyscale versions of the same frame immediately follow each other in the ranking. We differentiate between the distance for the pair with the query frame (Mean Query Pair Distance, MQPD) and the distance between any pair (Mean Pair Distance, MPD). The former distance will be more important, since we care mainly about the behaviour at the top of the ranked list. Each document from the collection is used as a query, measuring the difference in ranks between the greyscale and the colour versions of the same frames (both for the query frame and for other frames).
Looking at the results for models built without colour information (G4 through G32), we see that the MQPD for these settings is relatively small. This means that the query frame and its counterpart are on average ranked close to each other. Obviously, if no colour information is captured in the models, then colour and greyscale versions of the same frame are pretty much the same. The interesting case here is when models can capture both colour and texture information (settings C4 through C32). Comparing the grey Q and colour Q columns for these settings, we see that colour queries are better at retrieving their greyscale counterpart than vice versa. Since we rank documents by their ability to explain the query, this implies that the models built from greyscale images describe their colour counterparts relatively well. Apparently, if we start from greyscale images, we can build a model that captures some of the texture information. Conversely, models built from colour images are not as good at describing the greyscale variants. If we start from a colour image, the texture information is mostly lost. Clearly, the components are fit on colour rather than texture information and this explains why colour often dominates the retrieval results.
Colour models with more components are better at retrieving greyscale images from colour queries. Indeed more components can capture more of the texture information in the models of the greyscale frames and thus they can better describe the colour counterparts. However models with many components probably suffer from over-fitting. Further research is needed to conclude if colour information can be ignored altogether, or perhaps information from the user is needed to decide whether colour information is important or not. 
EM initialisation
It is a well known fact that the EM algorithm is sensitive to its initialisation. Building the Gaussian mixture models starts from a random initialisation, thus we may end up with different models if we build two models from the same frame. This might explain why the difference between the ranks of colour and greyscale versions of the same frame is not always 1, even when ignoring colour information in building the models.
This Section investigates the influence of the EM initialisation on the final ranking of the documents. To do so, we build a collection with several models for each frame and compare the scores of the different versions on a number of queries. We concentrate on the effects of initialisation on top ranking documents, i.e., the documents that are most similar to the query.
We design our collection in such a way that we have different levels of (assumed) similarity:
• We select two videos from the TREC-2002 collection;
• from each shot in each of the videos we select five frames (evenly distributed over the shot);
• for each frame we build 10 models (using EM from random initialisations).
This way, we can differentiate between exact matches (i.e., different models of the same frame), frames from the same shot, frames from the same video, and frames from different videos. The middle frames of the shots were used as queries. We expect that different models from the same frame generate roughly the same score for each query. The scores for the models of frames from the same shot should not vary much either.
We calculate scores as follows. We run a query against the collection and rank the results. For each frame in the collection, we compute the average rank (and standard deviation) of all 10 models representing this frame. These scores are then averaged over all frames and over all queries. The results are shown in table 2.
If EM was insensitive to its initialisation, all models for a given frame would have been exactly the same and they would have been ranked in sequence, yielding the best possible standard deviation for 10 models: 3.03. The table shows that this is not the case, thus indeed, initialisation influences EM. However, on average all 10 models of the query frame are near the top of the ranked list (mean rank 8.06 std dev. 5.95). Furthermore, different models of frames from the same shot are on average closer together (and closer to the top of the list) than models from other frames. In fact, the mean rank of a set of frames correlates with the standard deviation of this rank. Frames that rank higher are in general closer together. Figure  8 shows mean rank and standard deviation for different queries in a single plot. On the x-axis we have all queries sorted by mean shot-rank (i.e., the mean rank of all models of all 5 frames from the same shot as the query). The solid blue line corresponds to the left y-axis and shows the mean shot-ranks for each query; the green dots correspond to the right y-axis and show the standard deviation in shot-rank (i.e., the standard deviation in ranks within this set of 10 models of 5 frames from the same shot as the query frame). The plot shows that if the queries get harder (i.e. mean ranks for frames from same shot get higher), the different models of frames from the query shot get more spread out (i.e. standard deviation goes up). We can conclude that although EM is sensitive to its initialisation, this mainly has an effect on the lower part of the ranking. The top ranking documents are rather insensitive to differences in the EM starting points.
CONCLUSIONS
We have argued that content based video retrieval has not matured enough for metrics-based evaluation on topical relevance. To get insight in what does and does not work in this field, our deep analysis of results has been a useful alternative. We analysed results informally, which gave us some interesting starting points for further research. Two aspects of results produced by our retrieval model were studied more closely: the influence of colour on the ranking and the influence of the EM initialisation on retrieval results. The experiments performed confirm the observation that colour information is predominant in the current model setting. Again, the combination of evidence from multiple representations (in this case colour and texture information) has proved difficult. Future research is needed to identify whether ignoring colour information in our model harms retrieval results, and if representing pixel blocks by something other than DCT coefficients diminishes the influence of colour on retrieval results.
On the positive side, we have shown that retrieval results are not harmed much by the sensitivity of EM to its starting point. Future research should concentrate on solving the problem with heterogeneous queries, where results seem to be dominated by only a subset of the query-samples.
