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Abstract
In this paper we introduce a special class of ﬁnite-dimensional symmetric subspaces of L1;
so-called regular symmetric subspaces. Using this notion, we show that for any kX2; there
exist k-dimensional symmetric subspaces of L1 which have maximal projection constant
among all k-dimensional symmetric spaces. Moreover, L1 is a maximal overspace for these
spaces (see Theorems 4.4 and 4.5.) Also a new asymptotic lower bound for projection
constants of symmetric spaces is obtained (see Theorem 5.3). This result answers the question
posed in [12, p. 36] (see also [15, p. 38]) by H. Koenig and co-authors. The above results are
presented both in real and complex cases.
r 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let X be a normed (real or complex) space and let V be a linear subspace of X :
Denote by PðX ; VÞ the set of all projections from X onto V ; i.e., the set of all
continuous extensions of id : V-V to X : Let
lðV ; X Þ ¼ inffjjPjj : PAPðX ; VÞg ð1:1Þ
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and
lðVÞ ¼ supflðV ; X Þ :VCXg: ð1:2Þ
We call lðV ; XÞ the relative projection constant of V in X and lðVÞ the absolute
projection constant of V : A projection PAPðX ; VÞ is called minimal if jjPjj ¼
lðV ; X Þ: Let us denote (in the real and complex case)
lk ¼ supflðY Þ : Y is a k-dimensional linear spaceg: ð1:3Þ
It is known (see e.g [18]) that there exists a k-dimensional space X k such that
lk ¼ lðX kÞ: ð1:4Þ
By the Kadec˘–Snobar Theorem [9], lkp
ﬃﬃﬃ
k
p
: Moreover, the examples from [13] in the
real case and [10] in the complex case show that this estimate is asymptotically the
best possible, which means that
lim
k
lðX kÞ=
ﬃﬃﬃ
k
p
¼ 1; ð1:5Þ
where X k is given by (1.4). A generalization of the Kadec˘–Snobar Theorem can be
found in [14]. For other related results see [8,10–16].
It is worth saying that the spaces X k deﬁned by (1.4) are not symmetric. Recall
that a k-dimensional Banach space V over a ﬁeld K (K ¼ R or C) is called symmetric
if there is a basis v1;y; vk of V such that
Xk
j¼1
ajv
j



 ¼
Xk
j¼1
ejasðjÞvj



 ð1:6Þ
for any a1;y; ak; e1;y; ekAK; jejj ¼ 1; and sASk; where Sk denotes the set of all
permutations of f1;y; kg:
Moreover, equality (1.5) does not hold in the case of symmetric spaces, which
recently has been shown in [12]. The authors proved that
lim sup
k
ðlSk=
ﬃﬃﬃ
k
p
Þo1 1=900 ð1:7Þ
in the real case (o1 1=1600 in the complex case), where
lSk ¼ supflðY Þ :Y k-dimensional; symmetric spaceg: ð1:8Þ
Also it has been conjectured in [12, p. 36] (see also [15, p. 38]) that
lim sup
k
lSk=
ﬃﬃﬃ
k
p
¼ 1=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
Þ ð1:9Þ
in the real case (¼ 1=ð2 ﬃﬃﬃpp =2Þ in the complex case).
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In this paper in Section 2 we introduce a particular class of symmetric subspaces of
L1; so-called regular symmetric subspaces (see Deﬁnition 2.5). We will point out that
this class of spaces is very useful in solving ‘‘maximal problems’’ for minimal
projections.
The main results of the paper will be contained in Sections 4 and 5. In particular,
in Section 4 we show that, for any kAN; a k-dimensional symmetric space Y k
satisfying
lðY kÞ ¼ lSk ð1:10Þ
can be obtained as a limit (in the sense of the Banach–Mazur distance) of k-
dimensional regular symmetric subspaces (Theorem 4.2). Also we show that there
exists such a Y k which is isometric to a subspace of L1 (Theorem 4.4). Moreover, we
show that L1 is a maximal overspace space for Y
k (Theorem 4.5), which means that
lSk ¼ lðY kÞ ¼ lðY k; L1Þ
¼ supflðV ; L1Þ : V a k-dimensional regular
symmetric subspaceg: ð1:11Þ
The above results will be proved in both the complex and real cases.
In Section 5 we construct k-dimensional regular symmetric subspaces Vk satisfying
lim inf
k
lðVk; L1Þ=
ﬃﬃﬃ
k
p
41=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
Þ
in the real case (41=ð2 ﬃﬃﬃpp =2Þ in the complex case), which answers the question
posed in [12, p. 36] (see also [15, p. 38]).
The following results will be the main tool in our investigations.
Theorem 1.1 (Chalmers and Metcalf [6,7]). Let X be a Banach space (real or
complex) and let V be a finite-dimensional subspace of X : For PAPðX ; VÞ denote by
ExtP ¼ fðxn; xnnÞASXn 	 SXnn : xnðPnnxnnÞ ¼ jjPjjg;
where Pnn is the second adjoint extension of P: Then P is a minimal projection from X
onto V if and only if there exists a Borel probability measure m on SX n 	 SX nn
(we consider SX n 	 SXnn with the weakn 	 weaknn topology) such that an operator
EP : X-X
nn; defined by
EPðzÞ ¼
Z
ExtP
ðxn#xnnÞz dmðxn; xnnÞ
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for zAX ; maps V into V : Here xn#xnn denotes the one-dimensional operator from X
into Xnn defined by
ðxn#xnnÞz ¼ xnðzÞxnn:
In the case X ¼ L1; P ¼Pki¼1 uið
Þvi is a minimal projection onto V ¼ ½v1;y; vk if
and only if there exists a nonzero k 	 k matrix M such that for every tAsuppðMðvÞÞ;
where vðtÞ :¼ ðv1ðtÞ;y; vkðtÞÞ;
uðtÞ :¼ ðu1ðtÞ;y; ukðtÞÞ ¼ jjPjjaðtÞ;
where aðtÞ :¼ ða1ðtÞ;y; akðtÞÞ are the coordinates with respect to v1;y; vk of a
norming point for a functional on V associated with MvðtÞ; i.e.,
ðMvðtÞÞðxÞ ¼
Xk
i¼1
ðMðvðtÞÞixi:
Here x ¼Pki¼1 xivi:
Remark 1.2 (See Tomczak-Jaegermann [18]). If V is a symmetric space then M is
equal to the identity matrix.
Remark 1.3. By Chalmers and Metcalf [7, Theorem 1] it is easy to see that if M is
invertible and vðtÞ ¼ ðv1ðtÞ;yvkðtÞÞa0 then the Lebesgue function LðtÞ :¼ jjuðtÞ 

V jjL1 of P is equal to jjPjj:
Remark 1.4. By Chalmers and Metcalf [7, Theorem 1] it is easy to see that if M is
invertible and Vja0 for j ¼ 1;y; n; then critðPÞ ¼ f1;y; ng for any minimal
projection P:
2. Regular symmetric subspaces
Deﬁnition 2.1. Let xARk and let D ¼ fzAC : jzj ¼ 1g: Denote by Sk the set of all
permutations of f1;y; kg: Let T ¼ Sk 	 f1; 1gk (T ¼ Sk 	 Dk in the complex
case) be the symmetry group with the normalized Haar measure nk (nk equals the
counting measure divided by k!2k in the real case and nk ¼ mk=k!ð2pÞk in the complex
case, where mk denotes the measure on D
k associated with k-dimensional Lebesgue
measure on ½0; 2pÞkÞ: Let ½½x : T-Ck be deﬁned by
½½xðs; e1;yekÞ ¼ ðxsð1Þe1;y; xsðkÞekÞ:
We will refer to the function ½½x as the block generated by x:
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Deﬁnition 2.2. Let k; NAN: Let x1;y; xNARk: Set, for i ¼ 1;y; N; Ti ¼ fig 	 T ;
where T has been deﬁned in Deﬁnition 2.1. Set SN ¼ SNk ¼
SN
i¼1 Ti: Let us equip S
N
with a measure nNk given by n
N
k ðWÞ ¼
PN
i¼1 nkðWiÞ; where W ¼
SN
i¼1fig 	 Wi and Wi
is a nk-measurable subset of T : It is said that a linear subspace VCL1ðSNÞ is
generated by ðx1;y; xNÞ if and only if the functions v1;y; vkAL1ðSNÞ deﬁned by
vj ¼ ðSNi¼1 ½½xiÞj for j ¼ 1;y; k form a basis of V : Here, for i ¼ 1;y; N; ½½xi is the
block generated by xi (see Deﬁnition 2.1) and, for j ¼ 1;y; k; ðSNi¼1 ½½xiÞj denotes
the jth coordinate of the function
SN
i¼1 ½½xi; i.e. vjðtÞ ¼ ð½½xiðtÞÞj; where tASN and i
is so chosen that tATi (since Ti-Tk ¼ | for iak; vj are deﬁned properly). It is easy
to check that V is a symmetric space (see (1.6)) with respect to v1;y; vk:
The following notation will be frequently used in both the real and complex cases.
For x; yARk set
y 
 ½½x ¼
Z
T
Xk
j¼1
yjejxsðjÞ

 dnkðs; e1;y; ekÞ
 !
: ð2:1Þ
Observe that for any x; yARk
y 
 ½½x ¼ x 
 ½½y: ð2:2Þ
Now let VCL1ðSNÞ be a subspace generated by x1;y; xN from Rk: For zAKk we set
jjzjj ¼
Xk
j¼1
zjv
j




1
; ð2:3Þ
where v1;y; vk is the basis of V associated with x1;y; xN by Deﬁnition 2.2. Also by
jjzjje we denote the euclidean norm of zAKk: Observe that
jjzjj ¼
XN
j¼1
z 
 ½½xj: ð2:4Þ
In the sequel we will need the following lemma. The straightforward proof will be
omitted (see also Remark 2.4).
Lemma 2.3. Let k; NAN: Let VCL1ðSNÞ be a k-dimensional space generated by
x1;y; xN from Rk\f0g: Let v1;y; vk be the basis of V associated with x1;y; xN by
Definition 2.2. Define, for tASN ; vðtÞ ¼ ðv1ðtÞ;y; vkðtÞÞ and
uðtÞ ¼ ðu1ðtÞ;y; ukðtÞÞ ¼ ðvðtÞ=jjvðtÞjjÞl; ð2:5Þ
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where
l ¼ kPN
i¼1ðjjxijj2e=jjxijjÞ
: ð2:6Þ
(Since x1;y; xNARk\f0g; vðtÞa0 for any tASN :) Then the operator PV defined by
PV x ¼ u1ðxÞv1 þ?þ ukðxÞvk ð2:7Þ
belongs to PðL1ðSNÞ; VÞ and jjPV jj ¼ l:
Remark 2.4. Deﬁne on SN a measure gk deﬁned by gkðTÞ ¼ l
PN
i¼1 nkðTiÞ=jjxijj;
where T ¼ SNi¼1 fig 	 Ti: Let us deﬁne a scalar product ½
; 
gk by: ½f ; ggk ¼R
SN
f ðtÞgðtÞ dgkðtÞ for f ; g being gk-measurable, simple functions on SN : Then PV
is the orthogonal projection from L2ðSN ; gkÞ onto V :
Now we present a deﬁnition crucial for our investigations.
Deﬁnition 2.5. Let k; NAN: Suppose x1;y; xNARk\f0g: Let V be the space
generated by x1;y; xN : It is said that V is a regular symmetric subspace if and only
if the projection PV deﬁned in Lemma 2.3 is a minimal projection in PðL1ðSNÞ; VÞ
i.e., jjPV jjpjjPjj for any PAPðL1ðSNÞ; VÞ:
Examples of regular symmetric subspaces can be found in [3–5]. (In [3–5] the
spaces have not been formally named as regular symmetric subspaces.) The idea of
considering spaces deﬁned by Deﬁnition 2.5 came from [2].
3. Technical lemmas
This section contains technical lemmas which will be of use later. The tedious but
elementary proofs will be omitted. Only the main ideas of the proofs will be
indicated.
Lemma 3.1. Let x1;y; xNARk\f0g and let V be the space generated by x1;y; xN :
Without loss of generality, we can assume that
XN
j¼1
jjxjjje ¼ 1: ð3:1Þ
Let PV be as in Lemma 2.3. Then
jjPV jjpk
XN
j¼1
jjxjjj: ð3:2Þ
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Moreover,
jjPV jj ¼ k
XN
j¼1
jjxjjj ð3:3Þ
if and only if jjxj jj=jjxjjje ¼ jjx1jj=jjx1jje for j ¼ 1;y; N:
Proof. The proof follows easily from the inequality
1Pn
i¼1 liðbiÞ1
p
Xn
i¼1
libi;
where 0olip1; bi40; and
Pn
i¼1 li ¼ 1; with equality if and only if bi ¼ b1 for
i ¼ 1;y; n: (The (weighted) arithmetic mean dominates the (weighted) harmonic
mean.) &
Lemma 3.2. Let x1;y; xNARk and let n ¼ k!2kN: Assume
J :Sk 	 f1; 1gk-f1;y; k!2kg ð3:4Þ
is a fixed bijection such that Jðid; ð1;y; 1ÞÞ ¼ 1 (cf. with Definition 2.1). Let, for
j ¼ 1;y; N; l ¼ 1;y; k!2k; ðxjÞðlÞ denote the lth column of the block ½½xj associated
with xj; i.e.
ðxjÞðlÞ ¼ ðe3sÞðxjÞ ¼ ðe1xjsð1Þ;y; ekxjsðkÞÞ; ð3:5Þ
where e and s are so chosen that Jðs; eÞ ¼ l: Define g :RkN-R by
gðx1;y; xNÞ ¼
XN
j¼1
Xk!2k
l¼1
w
j
j;l ½xj ; ðxjÞðlÞ þ
X
iaj
Xk!2k
l¼1
wij;l ½xj; ðxiÞðlÞ
! ,
k!2k; ð3:6Þ
where, for i; j ¼ 1;y; N and l ¼ 1;y; k!2k; wij;l are fixed real numbers and ½
 denotes
the standard scalar product in Rk: Moreover, we assume that for i; j ¼ 1;y; N;
wij;l ¼ wji;l1 ; ð3:7Þ
where l1 ¼ Jðs1; ðes1ð1Þ;y; es1ðkÞÞÞ if l ¼ Jðs; eÞ: Suppose that there exists
y1;y; yNARk\f0g; lAR such that, for i ¼ 1;y; N; and s ¼ 1;y; k;
@g
@xis
ðy1;y; yNÞ ¼ ly
i
s
jjyijje
; ð3:8Þ
where @g@xis
denotes the derivative of g with respect to the variable xis: For i ¼ 1;y; N and
xARk set
giðxÞ ¼
XN
j¼1
Xk!2k
l¼1
wij;l ½x; ðyjÞðlÞ
 !,
k!2k: ð3:9Þ
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Then, for i ¼ 1;y; N;
ðjjyijjelÞ=2 ¼ giðyiÞ: ð3:10Þ
Proof. The proof follows by, for ﬁxed iAf1;y; Ng; sAf1;y; kg; multiplying (3.8)
by yis=2 and summing up these equations with respect to s:
Corollary 3.3. Let y1;y; yN be as in Lemma 3.2. Suppose additionally that, for
i; j ¼ 1;y; N and l ¼ 1;y; k!2k; if sgn½yi; ðyjÞðlÞa0 then
wij;l ¼ sgn½yi; ðyjÞðlÞ ð3:11Þ
and wij;l ¼ 1 in the opposite case. Then, for i ¼ 1;y; N; giðyiÞ ¼ jjyijj: In particular,
l40 and, for i ¼ 1;y; N;
jjyijj=jjyijje ¼ l=2 ð3:12Þ
(cf. with equality (3.3) in Lemma 3.1).
Proof. Follows immediately from (2.4) and Lemma 3.2. &
Lemma 3.4. Let VClðnÞN be a k-dimensional symmetric space. Then there exist
x1;y; xNARk\f0g; such that the space W generated by x1;y; xN considered with the
lN-norm is isometric to V :
Proof. Let v1;y; vk be a basis of V ; such that V is symmetric with respect to it. Set
K ¼ jAf1;y; ng : there exists aAKk\f0g;
Xk
i¼1
aiv
i




N
¼
Xk
i¼1
aiv
i
j


( )
:
Set, for jAK ; xj ¼ ðjv1j j;y; jvkj jÞ: Let W be the space generated by ½½xjjAK
considered with the lN-norm. Let w
1;y; wk be a basis of W determined by
Deﬁnition 2.2. Set
T
Xk
s¼1
asv
s
 !
¼
Xk
s¼1
asw
s:
It is easy to show that T is the required isometry.
Lemma 3.5. Let kAN and let a ¼ ða1;y; akÞARk; b ¼ ðb1;y; bkÞARk; and sASk:
Suppose ajasðjÞa0 for some jAf1;y; kg and albsðlÞa0 for some lAf1;y; kg: Then,
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for m ¼ 1;y; k;
@ðR½0;2pk jPkj¼1 ajbsðjÞeifj j dmkÞ
@am
ðaÞ
¼
Z
½0;2pk
sgn
Xk
j¼1
ajbsðjÞeifj
 !
bsðmÞeifm dmk: ð3:13Þ
If s ¼ s1; then for m ¼ 1;y; k;
@ðR½0;2pk jPkj¼1 ajasðjÞeifj j dmkÞ
@am
ðaÞ
¼ 2
Z
½0;2pk
sgn
Xk
j¼1
ajasðjÞeifj
 !
asðmÞeifm dmk: ð3:14Þ
If sas1; then for m ¼ 1;y; k;
@ðR½0;2pk jPkj¼1 ajasðjÞeifj j þ jPkj¼1 ajas1ðjÞeifj j dmkÞ
@am
ðaÞ
¼ 2
Z
½0;2pk
sgn
Xk
j¼1
ajasðjÞeifj
 !
asðmÞeifm
 
þ sgn
Xk
j¼1
ajas1ðjÞe
ifj
 !
as1ðmÞe
ifm dmk
!
: ð3:15Þ
Proof. The proof follows from elementary rules of differentiation and proper
changes of variables.
Lemma 3.6. Let y1;y; yNARk\f0g and let mk be the k-dimensional Lebesgue measure.
Set for i; jAf1;y; Ng
Ai;j ¼ Ai;jðy1;y; yNÞ ¼ fsASk : yilyjsðlÞa0 for some l ¼ 1;y; kg: ð3:16Þ
Define g :RkN-R by
gðx1;y; xNÞ ¼ ð1=ð2pÞkk!Þ
XN
j¼1
X
sAAj;j
Z
½0;2pk
Xk
l¼1
x
j
lx
j
sðlÞe
ifl

 dmk
0
@
þ
X
iaj
X
sAAi;j
Z
½0;2pk
Xk
l¼1
xilx
j
sðlÞe
ifl

 dmk
1
A: ð3:17Þ
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Suppose that there exists lAR such that, for i ¼ 1;y; N; and s ¼ 1;y; k;
@g
@xis
ðy1;y; yNÞ ¼ ly
i
s
jjyijje
; ð3:18Þ
where @g@xis
denotes the derivative of g with respect to the variable xis: For i ¼ 1;y; N and
xARk set
giðxÞ ¼ ð1=ð2pÞkk!Þ
XN
j¼1
X
sAAi;j
Z
½0;2pk
Xk
l¼1
xly
j
sðlÞe
ifl

 dmk ð3:19Þ
Then, for i ¼ 1;y; N;
ðljjyijjeÞ=2 ¼ giðyiÞ ¼ jjyijj: ð3:20Þ
Proof. The proof follows by, for ﬁxed iAf1;y; Ng; sAf1;y; kg; multiplying (3.18)
by yis=2 and summing up these equations with respect to s: &
4. Main results
The next result will be crucial for our investigations.
Theorem 4.1. Let k; NAN: Consider the following extremal problem. Maximize the
function f :RkN-R defined by
f ðx1;y; xNÞ ¼
XN
j¼1
jjxj jj ð4:1Þ
under the conditions
XN
j¼1
jjxjjje ¼ 1 ð4:2Þ
and
xiq ¼ xik ð4:3Þ
for iAI ; q ¼ qi; qi þ 1;y; k; where qi depends on i: Here I is a fixed subset of
f1;y; Ng: Let ðy1;y; yNÞARkN be a point satisfying (4.2) and (4.3) at which f attains
its maximum. (Since f is a continuous function considered on a nonempty compact set,
such a point exists.) Set J ¼ fjAf1;y; Ng : yja0g: Then the space V generated by
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fyj : jAJg is a regular symmetric subspace. Moreover,
jjPV jj ¼ k
X
jAJ
jjyjjj ¼ kjjyijj=ðjjyijjeÞ ð4:4Þ
for any iAJ: Note that (4.4) shows that the points yi=jjyijj (and hence the points uðtÞ in
(2.5)) all lie on a Euclidean sphere in Rk:
Proof. I. Real case: First suppose that I ¼ |; i.e., we consider the problem of
maximizing f under (4.2). Let ðy1;y; yNÞARkN be a point satisfying (4.2) at which
f attains the maximal value under (4.2). Assume additionally that yia0 for
i ¼ 1;y; N: Set, for i; j ¼ 1;y; N; l ¼ 1;y; k!2k;
wij;l ¼ sgn½yi; ðyjÞðlÞ ð4:5Þ
if ½yi; ðyjÞðlÞa0 and wij;l ¼ 1 in the opposite case. By (2.2) and (2.4)
f ðx1;y; xNÞ ¼
XN
j¼1
xj 
 ½½xj þ
X
iaj
xi 
 ½½xj : ð4:6Þ
It is clear that for any x1;y; xN satisfying (4.2)
gðy1;y; yNÞ ¼ f ðy1;y; yNÞXf ðx1;y; xNÞXgðx1;y; xNÞ; ð4:7Þ
where g is the function given by (3.6) with wij;l deﬁned by (4.5). Consequently,
gðy1;y; yNÞ is the maximal value of the function g deﬁned on an open set UCRkN
determined by the conditions jjxijje40 for i ¼ 1;y; N under constraint (4.2).
Observe that ðy1;y; yNÞAU and that the function
cðx1;y; xNÞ ¼
XN
i¼1
jjxijje
is a CN function on U : It is obvious that rankðc0Þ ¼ 1: Hence there exists a Lagrange
multiplier l such that (3.8) is satisﬁed. Also, by Lemma 3.2 and Corollary 3.3, for
i ¼ 1;y; N; giðyiÞ ¼ jjyijj: By (3.12), for i ¼ 1;y; N;
l ¼ 2jjyijj=jjyijje40: ð4:8Þ
Now we are in a position to apply Theorem 1.1. Fix sAf1;y; Nk!2kg: Then there
exists exactly one jAf1;y; Ng with ðj  1Þk!2k þ 1pspjk!2k: Let us deﬁne
gs ¼ ð2jjyj jjeÞ=l ð4:9Þ
and
ls ¼ gs
XNk!2k
t¼1
gt
 !,
: ð4:10Þ
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Let v1;y; vk be the basis of the space V generated by y1;y; yN deﬁned in Deﬁnition
2.2. Let, for s ¼ 1;y; n; where n ¼ 2kk!N; vðsÞARk be as in Lemma 3.2. Since, for
i ¼ 1;y; N; yia0; vðsÞa0 for sAf1;y; ng: Hence by Remark 1.4, crit P ¼
f1;y; ng: Set, for any sAf1;y; ng;
zs ¼ fzs1;y; zsNgAlðnÞN ; ð4:11Þ
where zsiAf1; 1gk!2
k
is deﬁned by
ðzsi Þl ¼ sgn½ðyjÞðpÞ; ðyiÞðlÞ ð4:12Þ
if ½ðyjÞðpÞ; ðyiÞðlÞa0 and ðzsi Þl ¼ 1 in the opposite case. Here pAf1;y; k!2kg and
jAf1;y; Ng are so chosen that s ¼ ðj  1Þk!2k þ p and lAf1;y; k!2kg: By (2.5)
and (2.7),
zsðPV esÞ ¼ jjPV jj:
Hence ðzs; esÞAExtPV (see Theorem 1.1) for s ¼ 1;y; n: Deﬁne, for zAlðnÞ1 ;
WPV ðzÞ ¼
Xn
s¼1
gsz
sðzÞes; ð4:13Þ
where gs is deﬁned by (4.9). Set
EPV ðzÞ ¼
Xn
s¼1
lszsðzÞes; ð4:14Þ
where ls is deﬁned by (4.10). To show that PV is a minimal projection, by Theorem
1.1, it is enough to check that EPV ðVÞCV : To do this, it is sufﬁcient to demonstrate
that WPV ðVÞCV : In fact, we prove that
WPV ðvjÞ ¼ vj ð4:15Þ
for j ¼ 1;y; k: By symmetry considerations, it is enough to check (4.15) for j ¼ 1:
First we show that
ðWPV ðv1ÞÞ1 ¼ g1z1ðv1Þ ¼ v11: ð4:16Þ
By (3.8), and the deﬁnition of g1; we should check that
z1ðv1Þ ¼ @g
@x11
ðy1;y; yNÞ
 
2: ð4:17Þ
First observe that by (4.5) and (4.12) (without loss of generality, we can assume that
ðy1Þð1Þ ¼ y1 (see Deﬁnition 2.1)), for any l ¼ 1;y; k!2k;
ðz1i Þl ¼ w1i;l ¼ wi1;l1 ¼ ðz
ði1Þk!2kþ1
1 Þl1 ; ð4:18Þ
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where l1 is given by (3.7). First suppose that i ¼ 1; s ¼ s1 and e ¼ es1 ; where
es
1 ¼ ðes1ð1Þ;y; es1ðkÞÞ: ð4:19Þ
Consider the term D11;l of g given by
D11;l ¼ w11;l ½y1; ðy1ÞðlÞ;
where l ¼ Jðs; eÞ: After differentiation of D11;l with respect to x11; we get
2w11;le1y
1
1 ¼ 2ðz11Þlv11: ð4:20Þ
If sas1 or eaes
1
; consider the term C11;l of g given by
C11;l ¼ w11;l ½y1; ðy1ÞðlÞ þ w11;l1 ½y1; ðy1Þðl1Þ;
where l1 is associated with l by (3.7). Observe that in our situation l1al: After
differentiation of C11;l with respect to x
1
1 we get
2ððy1ÞðlÞ1 w11;l þ ðy1Þðl1Þ1 w11;l1Þ ¼ 2ðv1l ðz11Þl þ v1l1ðz11Þl1Þ: ð4:21Þ
Now let ia1: Consider the term F1i;l of g given by
F1i;l ¼ 2w1i;l ½y1; ðyiÞðlÞ:
After differentiation of F 1i;l with respect to x
1
1 we get
2w1i;lðyiÞðlÞ1 ¼ 2ðz1i Þlv1ði1Þk!2kþl ; ð4:22Þ
since ðyiÞðlÞ1 ¼ v1ði1Þk!2kþl and w1i;l ¼ ðz1i Þl : Summing up (4.20)–(4.22) over l ¼
1;y; k!2k; i ¼ 1;y; N and dividing this sum by 2, we get (4.17) and consequently
(4.16), i.e.,
ðWPV ðv1ÞÞ1 ¼ v11:
Now take s ¼ ði  1Þk!2k þ 1: Then v1s ¼ yi1: Note that
f ðyi; y2;y; yi1; y1; yiþ1;y; yNÞ ¼ f ðy1;y; yNÞ: ð4:23Þ
Let w1 ¼ yi; wi ¼ y1 and wj ¼ yj for ja1; i: Set, for i; j ¼ 1;y; N; l ¼ 1;y; k!2k;
wij;l ¼ sgn½wi; ðwjÞðlÞ
if ½wi; ðwjÞðlÞa0 and wij;l ¼ 1 in the opposite case. Let g be the function associated
with the above wij;l by (3.6). By the above reasoning, (3.8) is satisﬁed for ðw1;y; wNÞ:
By Lemma 3.2, since V is symmetric with respect to v1;y; vk; the constant l
associated with ðw1;y; wNÞ is the same as in the case of ðy1;y; yNÞ: Consequently,
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by the previous reasoning,
zsðv1Þ ¼ @g
@xi1
ðy1;y; yNÞ
 
2:
Hence by (3.8),
ðWPV ðv1ÞÞs ¼ gszsðv1Þ ¼ v1s
as required.
Now assume ði  1Þk!2k þ 1ospi2kk!: Then v1s ¼ e1yisð1Þ ¼ ðyiÞðlÞ1 ; where l ¼
Jðs; eÞ: Note that
f ððyiÞðlÞ; y2;y; yi1; y1; yiþ1;y; yNÞ ¼ f ðy1;y; yNÞ: ð4:24Þ
Let w1 ¼ ðyiÞðlÞ; wi ¼ y1 and wj ¼ yj for ja1; i: Set, for i; j ¼ 1;y; N; l ¼ 1;y; k!2k;
wij;l ¼ sgn½wi; ðwjÞðlÞ
if ½wi; ðwjÞðlÞa0 and wij;l ¼ 1 in the opposite case. Let g be the function associated
with the above wij;l by (3.6). By the above reasoning, (3.8) is satisﬁed for ðw1;y; wNÞ:
By Lemma 3.2, since V is symmetric with respect to v1;y; vk; the constant l
associated with ðw1;ywNÞ is the same as in the case of ðy1;y; yNÞ: By the previous
part of the proof, we get
ðWPV ðv1ÞÞs ¼ gszsðv1Þ ¼ v1s
as required.
Hence, by Theorem 1.1, PV is a minimal projection. By Lemma 3.1,
jjPV jjpkf ðy1;y; yNÞ:
Moreover, by Corollary 3.3, jjyijj=jjyijje ¼ l=2: By Lemma 3.1,
jjPV jj ¼ kf ðy1;y; yNÞ ¼ k jjy
ijj
jjyijje
:
Hence the proof of the theorem is ﬁnished in the case jjyijj40 for i ¼ 1;y; N and
I ¼ |:
Now assume yia0 for i ¼ 1;y; N and Ia|: Let us consider a function f1 ¼ f 3h;
and g1 ¼ g3h; where h ¼ ðh1;y; hNÞ and, for iAI ; hi :Rkqiþ1-Rk is deﬁned by
hiðx1; x2;y; xqiÞ ¼ ðx1; x2;y; xqi ;y; xqiÞ
(xqi is repeated k  qi times) and hiðxÞ ¼ x for ieI : Replacing f by f1; g by g1 and
reasoning in the same manner we get the result.
Now suppose yj ¼ 0 for some jAf1;y; Ng: Without loss, by symmetry
considerations, we can assume
J ¼ fjAf1;y; Ng : yja0g ¼ f1;y; Mg
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for some MoN: Consider
f2ðx1;y; xMÞ ¼
XM
j¼1
jjxj jj
and
g2ðx1;y; xMÞ ¼
XM
j¼1
Xk!2k
l¼1
w
j
j;l ½xj; ðxjÞðlÞ þ
X
iaj
Xk!2k
l¼1
wij;l ½xj; ðxiÞðlÞ;
where wij;l are deﬁned by (4.5). Then g2 attains its maximum at ðy1;yyMÞ under
conditions (4.2) and (4.3). Replacing f by f2 and g by g2 we can reduce our situation
to the previous one. The proof of Theorem 4.1. in the real case is complete.
II. Complex case: The method of the proof in the complex case is the same as in the
real case. We apply Theorem 1.1 and (instead of Lemma 3.2 and Corollary 3.3)
Lemmas 3.5 and 3.6 to the function g deﬁned by (3.17) and the projection PV : Here
V is the symmetric subspace generated by fyj : jAJg; where fy1;y; yNgARkN is a
point satisfying (4.2) and (4.3), at which the function f given by (4.1) attains its
maximal value.
Now we present some consequences of Theorem 4.1. Set for ﬁxed NAN;,
ðlSk ÞN ¼ k sup
XN
i;j¼1
aiaj
Z
T
Xk
s¼1
xjsx
i
sðsÞes

 dnkðs; e1;y; ek
 !
;
(
x1;y; xNARk; jjxijje ¼ 1;
for i ¼ 1;y; N; a1;y; aNA½0; 1;
XN
j¼1
aj ¼ 1
)
: ð4:25Þ
Theorem 4.2. Let kAN: Then
lSk ¼ supfðlSk ÞN : NANg
¼ supflðV ; L1Þ : VCL1; V k-dim: regular symmetric subspaceg;
where lSk is defined by (1.8).
Proof. Set
GN :¼ supflðV ; L1ðSNÞÞ :V a k-dimensional regular subspace
generated by N blocksg:
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By Theorem 4.1 and Lemma 3.1,
ðlSk ÞN ¼ GN : ð4:26Þ
Hence
sup
N
ðlSk ÞNpsupflðV ; L1ðSNÞÞ : VCL1ðSNÞ; V k-dimensional regular symmetric
subspace}
psupflðVÞ : VCL1; V k-dimensional regular symmetric space} plSk :
To ﬁnish the proof in the real case by (4.26), we should only show that
lSkpsupfGN : NANg: ð4:27Þ
To do this, choose a k-dimensional, symmetric space Y such that lSk ¼ lðY Þ: (By the
compactness of the Banach–Mazur compactum and the continuity of the function
Y-lðYÞ such a space exists.) By Wojtaszczyk [19], we can assume that YClN and
lðYÞ ¼ lðY ; lNÞ: Choose a sequence of k-dimensional, symmetric subspaces ðYrÞ
with polygonal unit balls tending to Y in the sense of the Banach–Mazur distance.
Note that, for any rAN; Yr is isometric to a subspace of l
ðmrÞ
N : By Lemma 3.4, Yr is
isometric to a space Wr generated by Nr blocks considered with the lN-norm.
Consequently, by deﬁning Cr :¼ jjPWr : LNðSNrÞ-LNðSNrÞjj;
lðYÞ ¼ lim
r
lðWrÞp lim sup
r
Cr: ð4:28Þ
By Remark 2.4, PWr ; as the orthogonal projection with respect to a scalar product in
L2ðSNr ; gkÞ; is a self-adjoint operator. Hence, by the deﬁnition of PWr
Cr ¼ jjPWr : L1ðSNr ; gkÞ-L1ðSNr ; gkÞjj: ð4:29Þ
By Theorem 4.1, CrpGNr : By (4.28) and (4.29), we get (4.27), which completes the
proof. Note that the equality lSk ¼ supfðlSk ÞN : NANg has been proved by a different
method in [11]. &
To prove the next theorem, we need
Theorem 4.3 (Bretagnolle [1], see also [15]). Let 1ppp2: A k-dimensional Banach
space B (we consider real and complex case) is isometric to a subspace of Lp if and only
if the function expðjjxjjpÞ is positive definite. Recall that a complex valued function
defined on Rk is called positive definite if and only if for every finite sequence fzigi¼1;y;n
in Rk and every choice of complex numbers fcjgj¼1;y;n
Xn
i¼1
Xn
j¼1
ci %cjf ðzi  zjÞX0: ð4:30Þ
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Theorem 4.4. Let kAN: Then there exists a k-dimensional, symmetric space Y ;
isometric to a subspace of L1; satisfying l
S
k ¼ lðY Þ:
Proof. We apply Theorem 4.3 in the case p ¼ 1: By Theorem 4.2, there exists a
sequence of k-dimensional subspaces YrCL1ðSNrÞ such that
lðYr; L1ðSNrÞÞ-lSk :
Observe that by the compactness of the Banach–Mazur compactum, without loss of
generality, Yr-Y : By the continuity of l; lðY Þ ¼ lSk : Suppose now, that Y is not
isometric to a subspace of L1: Then there exist a ﬁnite sequence fzigi¼1;y;n in Rk and
complex numbers fcjgj¼1;y;n with
Pn
i¼1
Pn
j¼1 ci %cjexpðjjzi  zj jjÞo0: But this
contradicts (4.30) for Yr; r sufﬁciently large.
Theorem 4.5. Let kAN and let Y be a space given in the proof of Theorem 4.4. Then
lðYÞ ¼ lðY ; L1Þ:
Proof. We need only show lðYr; L1Þ-lðY ; L1Þ: Let Yr ¼ ½vr :¼ ½v1r ;y; vkr CL1: Let
S be the unit sphere in Kk and let oðsÞ ¼ ðo1ðsÞ;y;okðsÞÞ be the k-tuple of
coordinate functions for S; where s is an arbitrary parameterization of S (e.g., s can
be taken to be an arbitrary point on S). Next, by rearranging the values of vr
according to the directions in Kk (by gathering together all the values of vr in a ﬁxed
direction oðsÞ), we can conclude that ½vr is isometric to and can therefore be
replaced by ½vr ¼ ½oðsÞCL1½rr; where rr is a ﬁnite Borel measure on S: Next, by
Theorem 4.4, it follows that Yr-Y ¼ ½oðsÞCL1½r; where rr-r; a ﬁnite Borel
measure on S: Next, by Theorem 1.1,
PYr ¼
Xk
i¼1
uirð
Þoi;
where urðtÞ=jjPYr jj is a norming point associated with oðtÞ and rr (see Theorem 1.1).
Thus urðtÞ-uðtÞ; for each t; since rr-r; where uðtÞ=jjPY jj is a norming point
associated with oðtÞ and r: Finally,
jjPYr jj ¼
Z
S
jurðtÞ 
 oðsÞj drrðsÞ ð4:31Þ
for all tAS; since the right-hand side of (4.31) is the Lebesgue function of PYr : Then
urðtÞ-uðtÞ and rr-r implies
lðYr; L1½rrÞ ¼ jjPYr jj-jjPY jj ¼ lðY ; L1½rÞ
¼ R
S
juðtÞ 
 oðsÞj drðsÞ; which completes the proof. &
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Remark 4.6. The above procedure in the proof of Theorem 4.5 of replacing Yr by
½oCL1½rr provides an alternate proof of Theorem 4.4, yielding Y ¼ ½oCL1½r:
5. Regular symmetric subspaces with large projection constant
In this section we show that there exist k-dimensional regular symmetric subspaces
V k satisfying
lim inf
k
lðVk; L1Þ=
ﬃﬃﬃ
k
p
41=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
Þ; ð5:1Þ
in the real case and
lim inf
k
lðV k; L1Þ=
ﬃﬃﬃ
k
p
41=ð2 ﬃﬃﬃpp =2Þ; ð5:2Þ
which gives an answer to the question of Koenig and co-authors (see [15, p. 38; 12,
p. 36]). In fact, we show that (5.1) and (5.2) hold true for k-dimensional regular
symmetric subspaces generated by only two blocks. To do this, set for kAN;
kX2;
x1;k ¼ ða1=
ﬃﬃﬃ
k
p
Þð1;y; 1Þ; x2;k ¼ ðck; dk;y; dkÞ; ð5:3Þ
where a1 ¼ 1=ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p Þ in the real case and a1 ¼ 1=ð2 ﬃﬃﬃpp =2Þ in the complex
case and ck; dk are nonnegative numbers such thatﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðckÞ2 þ ðk  1ÞðdkÞ2
q
¼ a2 ¼ 1 a1 ð5:4Þ
and ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k  1
p
dk ¼ w; ð5:5Þ
where wA½0; a2Þ is a ﬁxed number independent of k:
Lemma 5.1. Let f k be the function defined in Theorem 4.1 by (4.1) for N ¼ 2 and
kX2: Then in the real case
kf kðx1;k; x2;kÞ
Xgk;RðwÞ :¼ a
2
1Ck
2k1
þ 2
ﬃﬃﬃ
k
p
a1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k  1
p
w
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
; ð5:6Þ
where
Ck ¼
Xðk1Þ=2
l¼0
k
l
 !
ðk  2lÞ
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for k odd, and
Ck ¼
Xk=21
l¼0
k
l
 !
ðk  2lÞ
for k even. In the complex case
kf kðx1;k; x2;kÞ
Xgk;CðwÞ :¼ a21Dk þ 2
ﬃﬃﬃ
k
p
a1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
þ D2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k  1
p
w
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
; ð5:7Þ
where
Dk ¼ ð1=ð2pÞkÞ
Z
½0;2pk
Xk
j¼1
eifj

 dmkðf1;y;fkÞ:
Proof. First we consider the real case. By (4.1) and (2.2),
f kðx1;k; x2;kÞ ¼ x1;k 
 ½½x1;k þ 2x1;k 
 ½½x2;k þ x2;k 
 ½½x2;k: ð5:8Þ
Note that by elementary calculations (cf. with [4, Theorem 2.8])
x1;k 
 ½½x1;k ¼ ða21CkÞ=k2k1: ð5:9Þ
Also
x1;k 
 ½½x2;kXða1=
ﬃﬃﬃ
k
p
Þck ð5:10Þ
and
x2;k 
 ½½x2;kXckðck þ ðk  1Þ dkÞ=k: ð5:11Þ
The proof of (5.10) and (5.11) follows from (2.1) and the simple fact that
jxjXmaxfx; xg for any xAR: Note that by (5.4), ck ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
: Applying this
fact, (5.4) and (5.9)–(5.11), we get the result.
The proof of the complex case goes in a similar manner, and so we omit it. &
Lemma 5.2. Let gR : ½0; a2-R be defined by
gRðwÞ ¼ a21
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
þ 2a1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
þ w
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
: ð5:12Þ
Let gC : ½0; a2-C be defined by
gCðwÞ ¼ a21
ﬃﬃﬃ
p
p
=2þ 2a1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
þ D2w
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
: ð5:13Þ
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Let woA½0; a2 be so chosen that gR (gC resp.) attains the maximal value at wo: Let,
for kAN; kX2; x1;k; x2;kARk be the vectors associated with wo by (5.3)–(5.5). Let f k be
as in Lemma 5.1. Then
lim inf
k
ﬃﬃﬃ
k
p
f kðx1;k; x2;kÞXgðwoÞ4ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
Þ1 ð5:14Þ
in the real case and
lim inf
k
ﬃﬃﬃ
k
p
f kðx1;k; x2;kÞXgðwoÞ4ð2
ﬃﬃﬃ
p
p
=2Þ1 ð5:15Þ
in the complex case.
Proof. By Lemma 5.1, it is enough to show that
lim
k
gk;RðwoÞ=
ﬃﬃﬃ
k
p
¼ gRðwoÞ4ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
Þ1 ð5:16Þ
and
lim
k
gk;CðwoÞ=
ﬃﬃﬃ
k
p
¼ gCðwoÞ4ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
p=2
p
Þ1: ð5:17Þ
Note that for any wA½0; a2;
lim
k
gk;RðwÞ=
ﬃﬃﬃ
k
p
¼ lim
k
a21Ckﬃﬃﬃ
k
p
2k1
 
þ 2a1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
þ w
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a22  w2
q
:
By Chalmers and Lewicki [4, Lemma 2.3], Ck=2
k1 ¼ lðlðkÞ2 Þ: By Rutovitz [17],
limk lðlðkÞ2 Þ=
ﬃﬃﬃ
k
p ¼ ﬃﬃﬃﬃﬃﬃﬃﬃ2=pp ; which gives the equality in (5.16). Since, by the central limit
theorem, limk Dk=
ﬃﬃﬃ
k
p ¼ ﬃﬃﬃpp =2; limk gk;CðwÞ= ﬃﬃﬃkp ¼ gCðwÞ: To end the proof, it is
necessary to show that gRðwoÞ4ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p Þ1 and gCðwoÞ4ð2 ﬃﬃﬃpp =2Þ1: Since
gRð0Þ ¼ ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p Þ1 and gCð0Þ ¼ ð2 ﬃﬃﬃpp =2Þ1; it is enough to demonstrate that
gR and gC attain a strict global maximum in ½0; a2 at woAð0; a2Þ: But this can be
done by elementary differentiation. The proof is complete. &
Theorem 5.3. For each kAN there exist y1;k; y2;kARk satisfying y1;kl ¼ y1;k1 40 for
l ¼ 1;y; k; y2;k1 40; y2;k1 Xy2;km ¼ y2;kk for m ¼ 2;y; k and jjy1;kjje þ jjy2;kjje ¼ 1 such
that the regular symmetric subspaces V k generated by y1;k; y2;k satisfy
lim inf
k
ðlðVk; L1ðS2kÞÞ=
ﬃﬃﬃ
k
p
Þ4ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
Þ1
in the real case and
lim inf
k
ðlðV k; L1ðS2kÞÞ=
ﬃﬃﬃ
k
p
Þ4ð2 ﬃﬃﬃpp =2Þ1
in the complex case.
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Proof. We apply Theorem 4.1. Fix kAN; N ¼ 2; q1 ¼ 1; and q2 ¼ 2: Let y1;k and y2;k
be the vectors satisfying (4.2) and (4.3) with the above deﬁned q1; q2 maximizing the
function f ¼ f k deﬁned by (4.1). Let Vk be the maximal symmetric space generated
by y1;k and y2;k: By Theorem 4.1,
lðVk; L1ðS2kÞÞ ¼ kf kðy1;k; y2;kÞXkf kðx1;k; x2;kÞ;
where x1;k and x2;k are as in Lemma 5.2. By Lemma 5.2, we get the result. &
Remark 5.4. Lemma 5.2 provides the lower estimate
lim inf
k
ðlðVk; L1ðS2kÞÞ=
ﬃﬃﬃ
k
p
ÞX gðwoÞ ¼ 0:83327y
4 gð0Þ ¼ ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
Þ1 ¼ 0:8319y
in the real case and
lim inf
k
ðlðVk; L1ðS2kÞÞ=
ﬃﬃﬃ
k
p
ÞX gðwoÞ ¼ 0:898327y
4 gð0Þ ¼ ð2
ﬃﬃﬃﬃﬃﬃﬃﬃ
p=2
p
Þ1 ¼ 0:897849y
in the complex case.
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