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INVARIANT MEASURES OF MASS MIGRATION PROCESSES
L.FAJFROVA´, T.GOBRON, E.SAADA
Abstract. We introduce the Mass Migration Process (MMP), a conservative particle system
on NZ
d
. It consists in jumps of k particles (k ≥ 1) between sites, with a jump rate depending
only on the state of the system at the departure and arrival sites of the jump. It generalizes
misanthropes processes, hence in particular zero range and target processes. After the construc-
tion of MMP, our main focus is on its invariant measures. We obtain necessary and sufficient
conditions for the existence of translation-invariant and invariant product probability measures.
In the particular cases of asymmetric mass migration zero range and mass migration target
dynamics, these conditions yield explicit solutions. If these processes are moreover attractive,
we obtain a full characterization of all translation-invariant, invariant probability measures. We
also consider attractiveness properties (through couplings) and condensation phenomena for
MMP. We illustrate our results on many examples; in particular, we prove the coexistence of
both condensation and attractiveness in one of them.
1. Introduction
In the study of an interacting particle system, an essential tool is the explicit knowledge of an
invariant measure. Conservative systems such as exclusion or zero-range processes possess a one-
parameter family of translation invariant and invariant product probability measures, where the
parameter represents the average particle density per site [26, 19, 1]. Under conditions on the rates,
this is also the case for misanthropes processes, which include the more recently studied target
processes [8, 15, 21]. All these dynamics (we call them single-jump models) consist in individual
jumps of particles between sites, with rates which are the product of two terms: a transition
probability giving the direction of the jump, and a function depending on the occupation numbers
at the departure and/or arrival sites of the jump. Each dynamics has its particular features, which
dictate the precise form of the rates.
However, finding invariant measures is challenging as soon as one departs from these classical
models. In this paper we address this question for a class of models generalizing them, that we
call mass migration processes (abbreviated as MMP). Those dynamics, of state space NZ
d
, allow
multiple (simultaneous) jumps of particles between sites, according to rates written as above, but
where the function depends also on the number k ≥ 1 of particles which jump. We distinguish
among them the processes for which the rates do not depend on the occupation number of the
arrival site and call them mass migration zero range processes (abbreviated as MM-ZRP), and the
processes for which the rates do not depend on the occupation number of the departure site (as
long as it is non-empty) and call them mass migration target processes (abbreviated as MM-TP).
Examples of such dynamics have appeared in the literature in various contexts and under various
names. Without being exhaustive, we quote some of them that will illustrate our results: The
totally asymmetric stick process has a constant jump rate (independent of particles’ numbers); it
was studied in [25] in the context of Ulam’s problem, and a generalization with nearest neighbour
jumps was considered in [14]; it possesses a one parameter family of product geometric invariant
measures. The MMP is a particular case of the multiple particle jump model studied in [14] in
the context of attractiveness properties; under some conditions on the rates, the latter possesses a
one parameter family of translation invariant and invariant measures, that are not always explicit.
Dynamics with zero range interaction and multiple jumps were studied in a finite volume setup in
the context of condensation properties: they were called mass transport models in [10, 11, 12], and
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generalized zero range processes in [16] (where the number k of particles that may jump together
was bounded). In those references, the set of sites is an interval, a general finite graph or a cube;
in [11, 12], the authors consider a continuous mass instead of particles moving among sites. A
generic form of stationary product measures is exhibited for all those dynamics; such an explicit
form is required to analyse condensation phenomena, this is why these models are often chosen as
examples (see the reviews [9, 10, 7]). In the context of exactly solvable models and duality, the q-
Hahn asymmetric zero range processes are other dynamics with zero range interaction and multiple
jumps (see [3] and references therein) with explicit product invariant measures; this knowledge
is crucial for exact-solvability. Another possible extension of these models are processes in which
multiple births and deaths are superimposed to multiple jumps; their attractiveness properties have
been established in [5], and then they have been applied to the study of survival and extinction
of species in [6].
In all those cases, a specific derivation is performed for each model to find stationary product
measures, under conditions on the rates if necessary. In the present paper, our central result unifies
and generalizes those derivations, which in particular opens the door to the study of condensation
phenomena and exact solvability for new models, or models not tractable up to now: In Theorem
3.1, we obtain necessary and sufficient conditions on the rates of a MMP (which is a dynamics in
infinite volume) to guarantee the existence of translation-invariant, product invariant probability
measures for the process. We can state explicitly how these measures look like for single-jump
models, that is misanthropes, zero-range and target processes (abbreviated as MP, ZRP and TP),
as well as for MM-ZRP and MM-TP. For MMP, we then analyse attractiveness properties, as well
as condensation issues; our exact formulas for invariant measures enable us to study the relations
between those two properties. Finally, we illustrate our results on various examples, including
the ones previously mentioned. In particular, we prove for the first time that attractiveness and
condensation can coexist on an example of MM-ZRP.
The paper is organized as follows. In Section 2, we give a formal description and state an exis-
tence theorem for MMP; proofs are done in Section 8. Section 3 is devoted to invariant measures
of MMP: Theorem 3.1, single-jump models, MM-ZRP and MM-TP. Proofs are done in Section 4.
Section 5 is devoted to attractiveness of MMP, and contains the determination of the extremal
translation invariant and invariant measures for MM-ZRP and MM-TP. We explain in Section 6
how known results on condensation for ZRP can be applied to MMP, and check whether MMP
could also be attractive. In section 7 we bring examples of MMPs and, for each one, we check
whether the conditions established in Sections 2, 3, 5, and 6 are satisfied.
2. The model
2.1. Description, existence results. Let us introduce the mass migration process, abbreviated
as MMP. Particles are located on a countable set X of sites, typically Zd. At a given time t ≥ 0, for
a configuration ηt = (ηt(x) : x ∈ X), ηt(x) ∈ N is the number of particles on site x ∈ X. Particles
move between sites with respect to the mass migration dynamics, that is, k ≥ 1 particles from the
total amount α of particles at a departure site x jump simultaneously to a target site y occupied
by β particles with a rate
p(x, y)gkα,β (1)
where (p(x, y), x, y ∈ X) is a transition probability on X, and where, for all α, β ∈ N,
g0α,β = 0, g
k
α,β are nonnegative for 0 < k ≤ α, and g
k
α,β = 0 for k > α or α = 0. (2)
This dynamics is conservative: the total number of particles involved in a transition is preserved.
When X is finite, rates (1) define straightforwardly a Markov process (ηt)t≥0 on the state space
N
X. When X is countably infinite, some care is required to define (ηt)t≥0 as a Markov process. For
this, we rely on methods by Andjel [1] and Liggett & Spitzer [18] and proceed as follows. Details
and proofs are given in Section 8.
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To avoid initial configurations that could cause explosions, we first restrict the state space to
X = {η ∈ NX : ‖η‖ <∞} (3)
where
‖η‖ =
∑
x∈X
η(x)ax (4)
for a positive function a on X such that, for some positive constant M ,∑
y∈X
p(x, y)ay +
∑
y∈X
ayp(y, x) ≤Max, for every x ∈ X. (5)
and ∑
x∈X
ax <∞. (6)
The following proposition and theorem define the infinitesimal generator L and the corresponding
semigroup (S(t), t ≥ 0) for the Markov process (ηt)t≥0. We also introduce the associated Markov-
ian coupled process, and finally characterize invariant measures for (ηt)t≥0.
We assume from now on that (p(x, y) : x, y ∈ X) is an irreducible transition probability satisfying
sup
y∈X
∑
x∈X
p(x, y) = mp <∞. (7)
and that the rates satisfy (2). Let the set of Lipschitz functions on X be
L = {f : X→ R such that for some Lf > 0, |f(η)− f(ζ)| ≤ Lf‖η − ζ‖, ∀η, ζ ∈ X}. (8)
(where ‖η − ζ‖ =
∑
x∈X |η(x) − ζ(x)|ax).
Proposition 2.1. Assume that there exists a constant C > 0 such that
α∑
k=1
k gkα,β ≤ C(α+ β) for all α > 0, β ≥ 0, (9)
then the infinitesimal generator defined for f ∈ L, η ∈ X by
Lf(η) =
∑
x,y∈X
∑
k>0
p(x, y) gkη(x),η(y)
(
f
(
Skx,yη
)
− f (η)
)
(10)
where
(Skx,yη)(z) =


η(x)− k if z = x and η(x) ≥ k
η(y) + k if z = y and η(x) ≥ k
η(z) otherwise
(11)
satisfies
|Lf(η)| ≤ LfC(1 +M +mp)‖η‖ . (12)
We stress that the natural condition (9) on rates is not strong enough to prove Theorem 2.2
below (see Section 8), hence we introduce for this the following sufficient condition, which implies
(9): There exists a constant C > 0 such that
α∨γ∑
k=1
k |gkα,β − g
k
γ,δ| ≤ C(|α − γ|+ |β − δ|) for all α, β, γ, δ ≥ 0. (13)
Theorem 2.2. Consider the infinitesimal generator L given by (10), and assume that condition
(13) is satisfied. Then there exists a Markov semigroup of operators (S(t), t ≥ 0), defined on
Lipschitz functions L on X, and a constant c > 0 such that for all f ∈ L, t ≥ 0, η ∈ X, the
following items hold:
(1) S(t)f ∈ L and LS(t)f ≤ Lfe
ct;
4 L.FAJFROVA´, T.GOBRON, E.SAADA
(2) S(t)f(η) = f(η) +
t∫
0
LS(s)f(η)ds;
(3) if
∑
x∈X η(x) < +∞, S(t)f(η) = E
ηf(ηt),
where (ηt)t≥0 on the right-hand side is a (countable state space) Markov process with
rates (1), initial configuration η0 = η, and E
η denotes its expectation.
Having a Markov semigroup S(t) on L, Daniell-Kolmogorov extension theorem (e.g. [22, The-
orem31.1]) yields the corresponding Markov process, defined by probabilities P η on trajectories
where projections P η(pit ∈ ·) concentrate on X and satisfy
∫
f(ξ)P η(pit ∈ dξ) = S(t)f(η).
We construct similarly a (Markovian) coupled process (ηt, ζt)t≥0 on X × X (where we set
‖(η, ζ)‖ = ‖η‖ + ‖ζ‖) whose marginals (ηt)t≥0, (ζt)t≥0 are copies of the original MMP. As de-
tailed in Section 8, such a process in finite volume enables to prove Theorem 2.2, and it can then
be extended analogously to infinite volume, with a Markov semigroup (S(t) : t ≥ 0) derived from
an infinitesimal generator L. Whereas basic coupling was the natural coupling to use in [1] and
[18], it is not valid anymore here, hence we use the one introduced in [14], which will moreover be
helpful dealing later on with attractiveness (the purpose for which it was built), see Section 5 for
details.
A probability measure µ¯ on NX is called invariant for the process with generator L and Markov
semigroup (S(t) : t ≥ 0) if
µ¯ is supported on X, and (14a)∫
S(t)f dµ¯ =
∫
f dµ¯ for every bounded f ∈ L and every t ≥ 0. (14b)
Proposition 2.3. Let µ¯ be a probability measure on NX satisfying∫
‖η‖ dµ¯(η) <∞ (15)
Let us consider a process with generator L given by (10) where rates satisfy (9). Assume that the
Markov semigroup (S(t) : t ≥ 0) is such that statements (i)–(vii) of Lemma 8.11 hold. Then (14b)
is equivalent to ∫
Lf dµ¯ = 0 for every bounded cylinder function f on NX. (16)
2.2. Alternatives. For some models, Conditions (13) and/or (9) will not be valid, and/or the
involved probability measures will not satisfy Condition (15). All these assumptions were sufficient
for our construction, so for some examples they could be not necessary, and an alternative con-
struction could work (this includes dynamics in finite volume). Moreover some examples require
a state space smaller than X and a different construction (see Section 7).
To deal with some of these cases, we will indicate how to adapt the proofs for invariant measures
results in Section 3 for models satisfying the two following assumptions:
 A probability measure µ¯ on NX is invariant for the process with generator L
given by (10) and Markov semigroup (S(t) : t ≥ 0) when (14b) is satisfied,
and (14b) is equivalent to (16).
(17a)
 There exists a constant C > 0 such that∑
k≤α
gkα,β ≤ C <∞. (17b)
Note that assumption (17b) implies (9).
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2.3. Examples. All along this paper, we will illustrate our results on the following models, which
have only one conservation law. They were all initially defined as single-jump models, that is with
rates p(x, y)gkα,β such that g
k
α,β = 0 for k > 1. We analyse their generalizations to k ≥ 2, which
were either already defined or that we introduce in this work.
• In the misanthropes process (MP), introduced by Cocozza in [8],
gkα,β = I[k=1]g
1
α,β (18)
for a nonnegative function g1·,· on N × N, non-decreasing (non-increasing) in its first (second) co-
ordinate. In the works of Godre`che et al. [15, 20, 21], arbitrary (that is, without monotonicity
properties) nonnegative g1·,· on N × N are considered in (18) and the process is then called the
dynamic urn model or the migration process. However, as per usual, we keep the denomination
MP also for those cases; we denote by mass migration processes (MMP) the dynamics extended
to multiple jumps.
• Zero range processes (ZRP) are single-jump dynamics (that is, with rate (18)) introduced by
Spitzer in [26], for which the dependence on β is dropped in g1α,β. We denote by MM-ZRP their
extension to multiple jumps, which was introduced in [16]. To simplify the notation for the rates,
gkα denotes a function of k and α (the occupation number on the departure site of the jump) only:
gkα,β = I[k=1]g
1
α (ZRP) (19)
gkα,β = g
k
α (MM-ZRP). (20)
• Target processes (TP) are single-jump dynamics (that is, with rate (18)) introduced in [21], for
which the dependence on α is (almost) dropped in g1α,β: only α > 0 is required. We define in this
paper their generalization to multiple jumps (MM-TP). To simplify the notation for the rates,
gk∗,β denotes a function of k and β (the occupation number on the arrival site of the jump) only:
gkα,β = I[k=1≤α] g
1
∗,β (TP) (21)
gkα,β = I[k≤α] g
k
∗,β (MM-TP). (22)
We will study in detail various examples of MM-ZRP and MM-TP in Section 7.
3. Product invariant measures
Throughout this section we consider a mass migration process (MMP) (ηt)t≥0 on the set of
sites X = Zd, with generator (10), rates satisfying assumption (9), which is translation invariant,
that is with (p(x, y), x, y ∈ X) a translation invariant transition probability (hence bistochastic, so
that mp = 1 in (7)). Let us denote by S the set of translation-invariant probability measures on
N
Z
d
, and by I the set of invariant probability measures for the MMP (ηt)t≥0. We are interested
in product, translation-invariant and invariant probability measures for (ηt)t≥0. Most proofs are
done in Section 4.
3.1. Necessary and sufficient conditions for product invariant measures. In this sub-
section, we exhibit necessary and sufficient relations between the rates of the MMP (ηt)t≥0 and
the single site marginal µ of a product, translation-invariant probability measure µ¯ on NZ
d
which
make the latter invariant for (ηt)t≥0.
Theorem 3.1. Consider a mass migration process with generator L given by (10), whose rates
satisfy (9). Let µ¯ ∈ S be a product measure whose single site marginal µ has a finite first moment
‖µ‖1 =
∑
n∈N nµ(n). Let us denote for all α, β ≥ 0
A(α, β) =


∑
k≤β
gkα+k,β−k
µ(α+ k)µ(β − k)
µ(α)µ(β)
−
∑
k≤α
gkα,β if µ(α)µ(β) 6= 0
0 otherwise.
(23)
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A necessary condition for µ¯ to be invariant for the process is∑
k≤β
gkα+k,β−kµ(α+ k)µ(β − k) = 0 for all α, β ≥ 0 such that µ(α)µ(β) = 0 (24)
combined with
A(α, β) = −A(β, α) for all α, β ≥ 0. (25)
These two conditions are also sufficient when p(·, ·) is symmetric. When p(·, ·) is asymmetric,
(24) has to be combined with the following stronger condition to be necessary and sufficient: there
exists a function ψ on N such that
A(α, β) = ψ(β)− ψ(α) for all α, β ≥ 0 such that µ(α)µ(β) 6= 0. (26)
Theorem 3.1 includes dynamics with state space {0, · · · , γ}Z
d
, for some γ > 0, as well as
measures µ¯ such that µ(α) = 0 for various value(s) of α. We will deal with such cases in a
forthcoming paper, and we will restrict ourselves in the present paper to measures such that
µ(α) > 0 for all α ∈ N. In this case definition (23) reduces to its first line, and condition (24) is
absent.
Remark 3.2. (a) Conditions (25) or (26) imply that A(α, α) = 0 for all α ≥ 0.
(b) Condition (26) combined with ψ(0) = 0 implies
ψ(α) = −A(α, 0) = A(0, α) for all α ≥ 0. (27)
It is also possible to deal with a product measure µ¯ whose single site marginal µ has an infinite
first moment, either by taking an alternative norm to the one defined in (4) in the construction
of the process, or if assumptions (17a)–(17b) are valid.
Remark 3.3. If
∑
n≥0 nµ(n) = +∞ but there exists a non-decreasing function f : [0,+∞) →
[0,+∞), with f(0) = 0 and increasing to infinity when n→∞ in such a way that
∑
n≥0 f(n)µ(n) <
∞, then it is possible to replace the coefficients ax in the norm ‖·‖ defined in (4) by new coefficients
a∗x for which a new norm ‖ · ‖
∗ defined by ‖η‖∗ =
∑
x∈X η(x)a
∗
x satisfies µ¯(‖η‖
∗ <∞) = 1.
Corollary 3.4. Under assumptions (17a)–(17b), Theorem 3.1 is valid without assuming that µ
has a finite first moment.
From Theorem 3.1 and Corollary 3.4, we deduce that if the product measure µ¯ is invariant for
the MMP, the latter possesses a one-parameter family of invariant product probability measures:
Corollary 3.5. Consider a MMP with generator L given by (10). Let µ¯ ∈ S be a product measure
invariant for the process. Assume that either the rates of the MMP satisfy assumption (9) and
the single site marginal µ of µ¯ has a finite first moment, or that the rates of the MMP satisfy
assumptions (17a)–(17b). Let ϕc ≥ 1 be the radius of convergence of the series
Zϕ =
∞∑
n=0
ϕnµ(n). (28)
Then for all ϕ < ϕc, the translation invariant product measure µ¯ϕ defined by its single site marginal
µϕ(n) = µ¯ϕ(η(x) = n) =
1
Zϕ
ϕnµ(n), n ∈ N, (29)
is invariant for the process. Moreover,
either if
∑
n≥0
nϕnc µ(n) <∞, or if Zϕc <∞ and assumptions (17a)–(17b) are satisfied, (30)
then the measure µ¯ϕc is also invariant for the process.
MASS MIGRATION PROCESSES 7
Therefore the latter possesses a one-parameter family of invariant product probability measures,
either {µ¯ϕ : ϕ ∈ Rad(Z)} or {µ¯ϕ : ϕ ∈ Rad(Z ′)}, where Rad(Z ′) ⊆ Rad(Z) are defined by
Rad(Z) =
{
(0, ϕc] if Zϕc <∞
(0, ϕc) if Zϕc = +∞
(31)
and
Rad(Z ′) =
{
(0, ϕc] if
∑
n≥0 nϕ
n
c µ(n) <∞
(0, ϕc) otherwise.
(32)
For further use, when Zϕc <∞ we define the critical density by
ρc = Z
−1
ϕc
∑
n≥0
nϕnc µ(n). (33)
3.2. Applications.
In this subsection, we use Theorem 3.1, Corollaries 3.4 and 3.5 to characterize invariant product
probability measures for the various examples introduced in Section 2.3. The necessary and
sufficient conditions obtained in Theorem 3.1 will be exploited in two ways: 1) the rates being
given, check that a measure µ¯ is invariant; 2) a measure µ¯ being given, define rates for which µ¯ is
invariant.
This second point of view will enable us in Section 6 to associate many different dynamics to a
measure µ¯ satisfying condensation properties.
3.2.1. Single-jump models.
The single-jump models we consider are misanthropes processes (MP), for which the generic rate is
p(x, y)gkα,β with g
k
α,β given by (18). In this case we derive the following proposition from Theorem
3.1.
Proposition 3.6. Consider a MP with rates p(x, y)g1α,β. Assume that the rates (g
1
1,α)α≥0 and
(g1α,0)α≥1 are positive. Let µ¯ ∈ S be a product probability measure whose single site marginal µ
satisfies µ(α) > 0 for all α ∈ N, and such that either µ has a finite first moment or assumptions
(17a)–(17b) are verified.
Then µ¯ is invariant for the MP if and only if its single site marginal µ is given by
µ(α) = µ(0)
α∏
k=1
[ µ(1)
µ(0)
g11,k−1
g1k,0
]
for all α ≥ 1; (34)
and provided that the following compatibility conditions are fulfilled, respectively
g1α+1,β =
g1α+1,0
g11,α
g11,β
g1β+1,0
g1β+1,α for all α, β ≥ 0, (35)
in the symmetric case, and (35) together with
g1β,α = g
1
α,β + g
1
β,0 − g
1
α,0 for all α, β ≥ 0 (36)
in the asymmetric case.
Proof. For MP, definition (23) becomes:
A(α, β) =
µ(α + 1)
µ(α)
µ(β − 1)
µ(β)
g1α+1,β−1 − g
1
α,β for all α ≥ 0, β ≥ 1 (37)
A(α, 0) = −g1α,0 for all α ≥ 0. (38)
Here, condition (25) of Theorem 3.1 reduces to well known detailed balance conditions, also called
pairwise balance conditions in the asymmetric case [20, 24]. Indeed, using (37), condition (25) for
α ≥ 1, β ≥ 1 can be written as:
g1α+1,β−1µ(α+ 1)µ(β − 1)− g
1
β,αµ(α)µ(β) = g
1
α,βµ(α)µ(β) − g
1
β+1,α−1µ(α− 1)µ(β + 1) (39)
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where both sides of the equality have the same form and differ only by a shift (α, β) → (α−1, β+1).
For α = 0, β ≥ 1, using (37), (38), condition (25) reads
g11,β−1µ(1)µ(β − 1)− g
1
β,0µ(0)µ(β) = 0. (40)
Iterating (39) then using (40), one gets for α ≥ 0, β ≥ 1
g1α+1,β−1µ(α+ 1)µ(β − 1)− g
1
β,αµ(α)µ(β) = g
1
1,α+β−1µ(1)µ(α+ β − 1)− g
1
α+β,0µ(α+ β)µ(0)
= 0. (41)
Equation (41) expresses detailed balance condition, which can be written in a more symmetric
form as (cf. [20]):
g1α+1,βµ(α+ 1)µ(β) = g
1
β+1,αµ(β + 1)µ(α) for all α, β ≥ 0. (42)
On one hand, (42) for β = 0 gives a relation between the invariant product measure and the
subsets of rates (g11,α)α≥0 and (g
1
α,0)α≥1. One has
g1α+1,0
g11,α
=
µ(1)
µ(0)
µ(α)
µ(α + 1)
for all α ≥ 0. (43)
Remark 3.7. Equations (43) allows to derive the measure µ, given the rates, up to the ratio
µ(1)/µ(0). This is consistent with Corollary 3.5 which defines a family of invariant product mea-
sures from a given one.
In other words, the existence of a product invariant measure for the dynamics implies the
existence of a family of such measures. Indeed, from (43), one gets (34).
On the other hand, inserting expression (43) in (42) leads to an expression of detailed balance
condition in terms of the jump rates only, that is (35). Condition (35) has to be supplemented by
condition (26) in the asymmetric case: the latter, after using Remark 3.2(b) and (38), (41), writes
(36). 
In [8], conditions (35), (36) (denoted there by (2.3), (2.4)) were proved to be sufficient to get
product invariant measures, satisfying (43) (denoted there by (2.6)).
We now apply Proposition 3.6 to ZRP and TP, that is, we check what become the compatibility
conditions (35), (36), and the form of the marginal (34) of a product invariant measure, when it
exists. We also explicit Corollary 3.5 in these cases.
• Zero range process (ZRP).
Here, both conditions (35) and (36) are always satisfied, so that there are no compatibility condi-
tions on the rates.
Equation (43) expresses that for a product invariant measure with marginal µ, there is a constant
ϕµ > 0 such that for all α ≥ 1,
g1α = ϕµ
µ(α− 1)
µ(α)
(44)
Consistently with Remark 3.7, a convenient expression for ϕµ is thus
ϕµ = g
1
1
µ(1)
µ(0)
> 0 (45)
Let ϕc ≥ 1 be the radius of convergence of the series (28) which writes here
Zϕ = µ(0)
∞∑
k=0
(ϕϕµ)
k
(g1k)!
(46)
where
(g1k)! =
{
1 if k = 0
g1kg
1
k−1 · · · g
1
1 if k > 0.
(47)
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By Corollary 3.5, there exists a family of product, translation-invariant, invariant measures,
{µ¯ϕ, 0 < ϕ < ϕc} or {µ¯ϕ, 0 < ϕ ≤ ϕc} if (30) is satisfied, with single site marginal (cf. (34)):
µϕ(α) =
µ(0)
Zϕ
(ϕϕµ)
α
(g1α)!
for α ≥ 0. (48)
Remark 3.8. Instead of considering equation (36), one can insert Equation (44) in (37), (38)
and get the following expression for A(α, β),
A(α, β) = g1β − g
1
α for all α, β ≥ 0 (49)
which is directly the form of condition (26) with ψ(α) = g1α. This implies that, for the zero range
process, conditions for the existence of product invariant measures are the same for both p(·, ·)
symmetric and p(·, ·) asymmetric.
The invariant measures derived here are those studied by [26, 1].
• Target process (TP).
For a target process, conditions (35) are always satisfied, hence there are no compatibility condi-
tions on the rates in the symmetric case. Condition (36) becomes here
g1∗,β = g
1
∗,1 for β > 0. (50)
Thus, only under condition (50) does an asymmetric target process admit invariant product prob-
ability measures.
Equation (43) expresses that for a given product invariant measure with marginal µ, there is a
constant
ϕ˜µ =
1
g1∗,0
µ(1)
µ(0)
> 0 (51)
such that for all β ≥ 0,
g1∗,βϕ˜µ =
µ(β + 1)
µ(β)
. (52)
Let ϕc ≥ 1 be the radius of convergence of the series
Zϕ = µ(0)
(
1 +
∞∑
k=1
(ϕϕ˜µ)
k g1∗,k−1 g
1
∗,k−2 · · · g
1
∗,0
)
. (53)
Then, by Corollary 3.5, there exists a one-parameter family of product, translation-invariant,
invariant probability measures, {µ¯ϕ, 0 < ϕ < ϕc} or {µ¯ϕ, 0 < ϕ ≤ ϕc} if (30) is satisfied, with
single site marginal given by (cf. (34)):
µϕ(0) =
µ(0)
Zϕ
, µϕ(α) =
µ(0)
Zϕ
(ϕϕ˜µ)
α g1∗,α−1 g
1
∗,α−2 · · · g
1
∗,0 for α ≥ 1. (54)
Then, only under condition (50), an asymmetric target process admits a family of invariant product
probability measures, for which the expression (54) for the single site marginal depends on the
two distinct jump rates, and becomes:
µϕ(α) = µϕ(0)(ϕϕ˜µ)
αg1∗,0(g
1
∗,1)
α−1 for all α ≥ 1, µϕ(0) =
(1− ϕϕ˜µ)g1∗,1
g1∗,1 + ϕϕ˜µ(g
1
∗,0 − g
1
∗,1)
. (55)
Remark 3.9. Comparing (54) with the analogous formula (48) for zero range process, we see
that there is a family of invariant product measures, common to both a zero range process and a
symmetric target process if and only if there exists a constant c0 > 0 such that
g1∗,α =
c20
g1α+1
(56)
holds for all α ≥ 0. In [21], (56) is called a duality relation between ZRP and TP.
The invariant measures derived here were studied in [21].
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3.2.2. Mass migration zero range process (MM-ZRP)..
In this subsection and the following one, we will see that the possibility for k to be larger than 1
yields a very different behavior than for single-jump models.
Proposition 3.10. Let µ¯ ∈ S be a product measure whose single site marginal µ satisfies µ(0) > 0.
Consider a MM-ZRP with rates p(x, y)gkα for an asymmetric p(·, ·) and g
k
α. Assume that either the
rates satisfy (9) and µ has a finite first moment, or that assumptions (17a)–(17b) are satisfied.
Then µ¯ is invariant for the MM-ZRP if and only if
gkα+kµ(α + k) = µ(α)
µ(k)
µ(0)
gkk for all k ≥ 1, α ≥ 1. (57)
If p(·, ·) is symmetric then condition (57) is only sufficient for µ¯ to be invariant.
The form (57) for the rate is the generic one exhibited in [11, 16]. We will study such models
in detail along the paper, in Subsection 5.2, examples 3 and 4 in Section 7.
An additional assumption on the rates yields the following corollary.
Corollary 3.11. Let µ¯ ∈ S be a product measure whose single site marginal µ satisfies µ(0) > 0.
Consider a MM-ZRP with rates p(x, y)gkα for an asymmetric p(·, ·). Assume that either the rates
satisfy (9) and µ has a finite first moment, or that assumptions (17a)–(17b) are satisfied. Assume
that
∀α ≥ 1, g1α > 0. (58)
Then µ¯ is invariant for the MM-ZRP if and only if
µ(α)
µ(0)
=
1
(g1α)!
(µ(1)
µ(0)
g11
)α
for all α ≥ 1, & (59)
& gkα =
(g1α)!
(g1α−k)!(g
1
k)!
gkk for all 1 ≤ k ≤ α (60)
where (g1k)! was defined in (47).
Indeed putting k = 1 in (57) gives (59), and then inserting (59) back in (57) for k ≥ 2 gives the
compatibility condition (60) on the rates. The converse is straightforward.
Remark 3.12. Unlike for ZRP, the rates have here to satisfy a compatibility condition, namely (60).
The result of Proposition 3.10 can be used on one hand to find invariant measures when the
rates of a process are given, and on the other hand to set rates of a process such that it has a
prescribed invariant measure. Hence we rephrase Proposition 3.10 and Corollary 3.11 as follows.
Proposition 3.13.
(a) If µ is a probability measure on N with µ(α) > 0 for all α ∈ N, then formula (57) gives
transition rates for a MM-ZRP for which the product measure µ¯ with single site marginal µ is
invariant. Here gkk > 0, k ≥ 1 can be arbitrarily chosen such that the rates g
k
α+k for all α, k ≥ 1
satisfy (9).
(b) If a MM-ZRP has rates gkα which satisfy (9), (58) and (60), then this MM-ZRP possesses a
one-parameter family of product invariant probability measures µ¯ϕ with single site marginal given
by (45)–(48), for ϕ ∈ Rad(Z ′) or ϕ ∈ Rad(Z).
Note that both (a) and (b) hold independently of p(·, ·). If we assume p(·, ·) asymmetric then
condition (60) is also necessary for the existence of product invariant measures.
Remark 3.14. In (b) above, the measure µ¯ϕ, which depends only on the rates g
k
α for k = 1, is
the same as in the single-jump case.
We conclude that an asymmetric MM-ZRP has the set of product, translation-invariant, in-
variant measures either empty (if (57) is not satisfied for any µ) or given explicitly by either
{µ¯ϕ : ϕ ∈ Rad(Z ′)} or {µ¯ϕ : ϕ ∈ Rad(Z)} where µ¯ϕ are product measures with marginals given
by (45)–(48).
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The situation is rather different for a symmetric MM-ZRP. In general, the only equivalence result
follows from Theorem 3.1 and says that a product, translation-invariant probability measure µ¯
(such that µ¯(X) = 1) is invariant for this process with rates gkα if and only if∑
k≤β
gkα+kµ(α+ k)µ(β − k)−
∑
k≤α
gkαµ(α)µ(β)
= −
∑
k≤α
gkβ+kµ(β + k)µ(α− k) +
∑
k≤β
gkβµ(β)µ(α) ∀α ≥ 0, β ≥ 1. (61)
If (57) is satisfied, then all product, translation-invariant probability measures µ¯ϕ with marginals
given by (48) are invariant for the symmetric MM-ZRP with rates gkα. But there could exist other
product translation-invariant probability measures satisfying (61) but not (57).
3.2.3. Mass migration target process (MM-TP)..
Theorem 3.15. Let µ¯ ∈ S be a product measure whose single site marginal µ satisfies µ(α) > 0
for all α ∈ N. Consider a MM-TP with rates p(x, y)gk∗,α for an asymmetric p(·, ·). Assume that
either the rates satisfy (9) and µ has a finite first moment, or that assumptions (17a)–(17b) are
satisfied. Then µ¯ is invariant for the MM-TP if and only if
gα∗,β = g
α
∗,0 +
1
µ(β)
β∑
k=1
Hα(β, k)g
k
∗,0 for all α ≥ 1, β ≥ 1 (62)
where the Hα(β, k) depend only on µ(·) and are solution of the following recurrence relations:{
Hα(β, β) = ∆α(β)µ(0) for β ≥ 1,
Hα(β, k) = ∆α(k)µ(β − k) +
∑β−k
l=1 ∆α(l)Hl(β − l, k) for β ≥ 2, 1 ≤ k ≤ β − 1,
(63)
with for all r > 0 and all s ≥ 0
∆r(s) =
µ(r + s)
µ(r)
−
µ(r + s− 1)
µ(r − 1)
. (64)
By iterating (63), we obtain the simplest terms Hα(β, k):
Hα(β, β − 1) = ∆α(β − 1)µ(1) + ∆α(1)∆1(β − 1)µ(0)
Hα(β, β − 2) = ∆α(β − 2)µ(2) + ∆α(1)∆1(β − 2)
(
µ(1) + ∆1(1)µ(0)
)
+∆α(2)∆2(β − 2)µ(0).
The general term can be guessed:
Hα(β, k) = ∆α(k)µ(β − k)
+
β−k∑
r=1
∑
k1,...,kr≥1k1+···+kr≤β−k
∆α(k1)∆k1(k2) . . .∆kr−1(kr)∆kr (k)µ(β − k −
r∑
j=1
kj). (65)
Like for MM-ZRP, the result of Theorem 3.15 can be used on one hand to find invariant measures
of a MM-TP with given rates, and on the other hand to set rates of a MM-TP such that it has a
prescribed invariant measure. As in Corollary 3.11 and Proposition 3.13, an additional assumption
on the rates enables to write a compatibility condition on the rates.
Proposition 3.16.
(a) For a probability measure µ on N with µ(α) > 0 for all α ∈ N, for arbitrarily chosen gα∗,0 > 0
for all α ≥ 1 such that condition (9) is satisfied, equations (62)–(63) give transition rates for a
MM-TP for which the product measure with single site marginal µ is invariant, provided that all
such rates are non-negative. A sufficient condition for the gα∗,β to be non-negative is that ∆r(s) ≥ 0
for all r > 0, s ≥ 0, or equivalently that the ratio µ(n+ 1)/µ(n) is a nondecreasing function of n.
(b) Consider a MM-TP with the following rates. For k ≥ 1, gk∗,0 and g
k
∗,1 are given such that
g1∗,0 > 0, g
1
∗,1 > 0; and ∀α ≥ 2, g
1
∗,1 +
α∑
k=2
(gk∗,1 − g
k
∗,0) > 0. (66)
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For the weights w(α), α ≥ 0, defined as

w(0) = 1
w(1) = g1∗,0
w(2) = g1∗,1g
1
∗,0
w(α) = w(α − 1)
(
g1∗,1 +
α−1∑
i=2
(gi∗,1 − g
i
∗,0)
)
∀α ≥ 3
(67)
then setting for all r > 0 and all s ≥ 0,
∆∗r(s) =
w(r + s)
w(r)
−
w(r + s− 1)
w(r − 1)
(68)
and 

H∗α(β, β) =
w(0)
w(β)
∆∗α(β) ∀α ≥ 1, β ≥ 1,
H∗α(β, k) =
w(β − k)
w(β)
∆∗α(k)
+
β−k∑
l=1
w(β − l)
w(β)
∆∗α(l)H
∗
l (β − l, k) ∀α ≥ 1, β ≥ 2, 1 ≤ k ≤ β − 1,
(69)
the rates gα∗,β, for all α ≥ 1, β > 1, are given by
gα∗,β = g
α
∗,0 +
β∑
k=1
H∗α(β, k)g
k
∗,0 . (70)
Then, provided these rates satisfy (9), there is a one-parameter family of product invariant prob-
ability measures {µ¯ϕ, ϕ ∈ Rad(Z
′)} or {µ¯ϕ : ϕ ∈ Rad(Z)} with single site marginal given by, for
ϕ˜µ defined in (51),
µϕ(α) =
µ(0)
Zϕ
(ϕϕ˜µ)
α w(α) for α ≥ 0, (71)
Zϕ = µ(0)
∑
n≥0
(ϕϕ˜µ)
nw(n). (72)
Note that both (a) and (b) hold independently of p(·, ·). If we assume p(·, ·) asymmetric then
conditions (66)–(70) on rates are also necessary for the existence of product invariant probability
measures.
Remark 3.17. (a) In Proposition 3.16(b), if gk∗,1 ≥ g
k
∗,0 for k ≥ 2, then (66) is satisfied, but
the process will not be attractive unless gk∗,1 = g
k
∗,0, see (127a) in Lemma 5.1 below. Similarly, in
Proposition 3.16(a), if µ(n + 1)/µ(n) is strictly nondecreasing, the process will not be attractive,
see Proposition 6.2 below.
(b) Taking gk∗,1 = g
k
∗,0 = 0 for k ≥ 2 in Proposition 3.16(b) yields g
α
∗,β = 0, for all α > 1, β ≥ 0
by (70), and
∆∗1(1) = g
1
∗,1 − g
1
∗,0 ; ∆
∗
1(l) = 0 ∀ l ≥ 2
H∗1 (β, 1) =
g1∗,1 − g
1
∗,0
g1∗,0
∀β ≥ 1 thus
g1∗,β = g
1
∗,0 +H
∗
1 (β, 1)g
1
∗,0 = g
1
∗,1 ∀β ≥ 1,
that is, we recover (50).
Therefore an asymmetric MM-TP has the set of all product, translation-invariant, invariant
measures either empty (when rates do not satisfy (62)–(63) for any µ) or given explicitly as the
set {µ¯ϕ : ϕ ∈ Rad(Z ′)} or {µ¯ϕ : ϕ ∈ Rad(Z)} where µ¯ϕ are product measures with marginals
given by (71).
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Note that for a symmetric MM-TP, the set of all product, translation-invariant, invariant mea-
sures is in general bigger. In addition to the measures µ¯ϕ with single site marginal (71) when
(62)–(63) are satisfied, there may exist other product translation-invariant measures satisfying
(25) but not (62)–(63).
4. Proofs for Section 3
4.1. Proofs for Subsection 3.1. Hereafter, we prove Theorem 3.1, Remark 3.3, and Corollaries
3.4 and 3.5. We first prove the following lemma.
Lemma 4.1. Under the assumptions of Theorem 3.1, for all α, β ∈ N, the three quantities∑
γ≥0 |A(α, γ)|µ(γ),
∑
γ≥0 |A(γ, β)|µ(γ), and
∑
α≥0
∑
γ≥0 |A(α, γ)|µ(γ)µ(α) are finite. More-
over if (26) is satisfied, we have ∑
β≥0
|ψ(β)|µ(β) <∞. (73)
Proof. We define the set
Sµ = {α ∈ N, µ(α) 6= 0}. (74)
For N fixed, we deal simultaneously with the term
∑
γ≤N |A(α, γ)|µ(γ) for a given value of α ∈ N
with α ∈ Sµ and for its sum over α ≤ N , that is
∑
α≤N
∑
γ≤N |A(α, γ)|µ(γ)µ(α). We omit a
similar proof for
∑
γ≥0 |A(γ, β)|µ(γ).∑
γ≤N
|A(α, γ)|µ(γ) ≤
1
µ(α)
∑
γ≤N
∑
k≤γ
gkα+k,γ−kµ(α+ k)µ(γ − k) +
∑
γ≤N
∑
k≤α
gkα,γµ(γ) (75)
∑
α≤N
∑
γ≤N
|A(α, γ)|µ(γ)µ(α) ≤
∑
α≤N
∑
γ≤N
∑
k≤γ
gkα+k,γ−kµ(α+ k)µ(γ − k)
+
∑
α≤N
∑
γ≤N
∑
k≤α
gkα,γµ(α)µ(γ). (76)
We have by (9) ∑
γ≤N
µ(γ)
∑
k≤α
gkα,γ ≤
∑
γ≤N
µ(γ)C(α+ γ) ≤ C(α+ ‖µ‖1) (77)
∑
α≤N
µ(α)
∑
γ≤N
µ(γ)
∑
k≤α
gkα,γ ≤
∑
α≤N
µ(α)C(α + ‖µ‖1) ≤ 2C‖µ‖1. (78)
We have also∑
γ≤N
∑
k≤γ
gkα+k,γ−kµ(α+ k)µ(γ − k) =
∑
k≤N
∑
k≤γ≤N
gkα+k,γ−kµ(α+ k)µ(γ − k)
≤
∑
k≤N
∑
α≤N
∑
k≤γ≤N
gkα+k,γ−kµ(α+ k)µ(γ − k) (79)
and finally∑
k≤N
∑
α≤N
∑
k≤γ≤N
gkα+k,γ−kµ(α + k)µ(γ − k) =
∑
k≤N
∑
k≤α∗≤k+N
∑
γ∗≤N−k
gkα∗,γ∗µ(α
∗)µ(γ∗)
≤
∑
k≤N
∑
k≤α∗≤2N
∑
0≤γ∗≤N
gkα∗,γ∗µ(α
∗)µ(γ∗)
≤
∑
0≤α∗≤2N
∑
0≤γ∗≤N
∑
k≤α∗
gkα∗,γ∗µ(α
∗)µ(γ∗)
≤
∑
0≤α∗≤2N
∑
0≤γ∗≤N
µ(α∗)µ(γ∗)C(α∗ + γ∗)
≤ 2C‖µ‖1. (80)
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Combining (75)–(80) we get∑
γ≤N
|A(α, γ)|µ(γ) ≤ 2
C
µ(α)
‖µ‖1 + C(α+ ‖µ‖1) (81)
∑
α≤N
∑
γ≤N
|A(α, γ)|µ(γ)µ(α) ≤ 4C‖µ‖1 (82)
and we can let N → +∞ to conclude that for any α ≥ 0 with α ∈ Sµ,
∑
γ≥0 |A(α, γ)|µ(γ) is
finite, and so is
∑
α≥0
∑
γ≥0 |A(α, γ)|µ(γ)µ(α).
Finally, if ψ is a function on N such that ψ(β) − ψ(α) = A(α, β) for all α, β ∈ Sµ, then for
every α ∈ Sµ, ∑
β≥0
|ψ(β)|µ(β) ≤
∑
β≥0
|A(α, β)|µ(β) + |ψ(α)| <∞
and (73) is also satisfied. 
Proof. of Theorem 3.1.
Step 1. We first note that, using (6),
∫
X
‖η‖ dµ¯(η) ≤
∫
‖η‖ dµ¯(η) =
∑
x∈X
ax
∫
η(x)dµ(η(x)) =
(∑
x∈X
ax
)∑
n≥0
nµ(n)

 . (83)
Hence, if µ has a finite first moment, then µ¯(X) = µ¯(‖η‖ <∞) = 1 is satisfied.
Now, as a consequence of Proposition 2.3, Lemmas 8.8 and 8.2, the probability measure µ¯ is
invariant if and only if for every bounded cylinder function f on NZ
d
,
0 =
∫
Lf(η) dµ¯(η) = lim
n→∞
∫
Lnf(η) dµ¯(η), (84)
where Ln is the finite volume approximation of L defined by (180).
Let f be a bounded cylinder function, and denote by Vf ∈ Zd its finite support, and by mf an
upper bound for |f |. We want to derive an expression for
∫
Lnf(η) dµ¯(η), involving A(·, ·) defined
in (23). We have∫
Lnf(η) dµ¯(η) =
∑
x,y∈Xn,x 6=y,{x,y}∩Vf 6=∅
p(x, y)
∫ ∑
k>0
gkη(x),η(y)(f(S
k
x,yη)− f(η)) dµ¯(η). (85)
For further use, note that since the probability measure µ has a finite first moment ‖µ‖1, we have
by (9), for x, y ∈ Xn, x 6= y∫ ∑
k>0
gkη(x),η(y)|f(S
k
x,yη)| dµ¯(η)∫ ∑
k>0
gkη(x),η(y)|f(η)| dµ¯(η)

 ≤ mfC
∫
(η(x) + η(y)) dµ¯(η) ≤ 2mfC‖µ‖1. (86)
Step 2. We now prove that condition (24) is necessary. Let α0, β0 such that µ(α0)µ(β0) = 0 and
consider the function f0(η) = 1{η(x0)=α0,η(y0)=β0} for some x0, y0 with p(x0, y0) 6= 0. If µ¯ is an
invariant product measure, we have, since µ(α0)µ(β0) = 0,
0 =
∫
Lnf0(η) dµ¯(η)
=
∫ ∑
x,y∈Xn,x 6=y
p(x, y)
∑
k>0
gkη(x),η(y)(f0(S
k
x,yη)− f0(η)) dµ¯(η)
=
∫ ∑
x,y∈Xn,x 6=y
p(x, y)
∑
k>0
gkη(x),η(y)f0(S
k
x,yη) dµ¯(η).
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The last line is a sum of non negative terms, thus each term is zero and in particular the one for
x = x0, y = y0, which reads ∑
k≤β0
gkα0+k,β0−kµ(α0 + k)µ(β0 − k) = 0
that is Condition (24).
Step 3. For x, y ∈ Xn, x 6= y, {x, y} ∩ Vf 6= ∅, thanks to (86), the integral in the right hand
side of (85) reads∫ ∑
k>0
gkη(x),η(y)(f(S
k
x,yη)− f(η)) dµ¯(η)
=
∑
k>0
∫
{η(x)≥k}
gkη(x),η(y)f(S
k
x,yη) dµ¯(η)−
∑
k>0
∫
{η(x)≥k}
gkη(x),η(y)f(η) dµ¯(η)
=
∑
k>0
∫
{η(y)≥k}
gkη(x)+k,η(y)−kf(η) dµ¯(S
k
y,xη)−
∑
k>0
∫
{η(x)≥k}
gkη(x),η(y)f(η) dµ¯(η)
=
∑
k>0
∫
{η(y)≥k}
1{η(x)∈Sµ}1{η(y)∈Sµ}g
k
η(x)+k,η(y)−kf(η) dµ¯(S
k
y,xη)
−
∑
k>0
∫
{η(x)≥k}
gkη(x),η(y)f(η) dµ¯(η)
=
∑
k>0
∫
{η(y)≥k}
1{η(x)∈Sµ}1{η(y)∈Sµ}g
k
η(x)+k,η(y)−kf(η)D
k
µ(η(x), η(y)) dµ¯(η)
−
∑
k>0
∫
{η(x)≥k}
gkη(x),η(y)f(η) dµ¯(η)
=
∫
1{η(x)∈Sµ}1{η(y)∈Sµ}
(η(y)∑
k=1
gkη(x)+k,η(y)−kD
k
µ(η(x), η(y)) −
η(x)∑
k=1
gkη(x),η(y)
)
f(η) dµ¯(η)
=
∫
1{η(x)∈Sµ}1{η(y)∈Sµ}A(η(x), η(y))f(η) dµ¯(η)
=
∫
A(η(x), η(y))f(η) dµ¯(η) (87)
where we used Condition (24) in the third equality and introduced in the next one the quantity
Dkµ(α, β) =


µ(α+ k)µ(β − k)
µ(α)µ(β)
if k ≤ β and µ(α)µ(β) 6= 0,
1 if µ(α)µ(β) = 0.
(88)
Step 4. We prove necessity of condition (26) and condition (25), respectively for the asymmetric
and symmetric cases. Let us denote
(Aµ)(α) =
∑
γ≥0
A(α, γ)µ(γ), (µA)(β) =
∑
γ≥0
A(γ, β)µ(γ). (89)
Using (87), we have for any n large enough so that Vf ⊂ Xn∫
Lnf(η) dµ¯(η) =
∑
x,y∈Vf ,x 6=y
p(x, y)
∫
A(η(x), η(y))f(η) dµ¯(η)
+
∑
x∈Vf ,y∈Xn\Vf
p(x, y)
∫ (∑
β≥0
A(η(x), β)µ(β)
)
f(η) dµ¯(η)
+
∑
x∈Xn\Vf ,y∈Vf
p(x, y)
∫ (∑
α≥0
A(α, η(y))µ(α)
)
f(η) dµ¯(η)
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=
∑
x,y∈Vf ,x 6=y
p(x, y)
∫
A(η(x), η(y))f(η) dµ¯(η)
+
∑
x∈Vf ,y∈Xn\Vf
p(x, y)
∫
(Aµ)(η(x))f(η) dµ¯(η)
+
∑
x∈Xn\Vf ,y∈Vf
p(x, y)
∫
(µA)(η(y))f(η) dµ¯(η). (90)
In the first equality, we have split the sum over x and y in three terms, depending on whether
they belong to the support of f , and used the fact that µ¯ is a product measure. In the second
equality, we introduced notations (89).
Consider f(η) = I[η(x0)=α] for some fixed x0 ∈ Z
d and α ∈ Sµ. We get in this case from (90),∫
Lnf(η) dµ¯(η) =
∑
y∈Xn\{x0}
(
p(x0, y)(Aµ)(α) + p(y, x0)(µA)(α)
)
µ(α).
Taking the limit n→ +∞ gives by (84)
(Aµ)(α) + (µA)(α) = 0. (91)
Now consider f(η) = I[η(x0)=α,η(y0)=β] for some fixed x0, y0 in Z
d, x0 6= y0 and α, β ∈ Sµ. We get
from (90),∫
Lnf(η) dµ¯(η) = µ(α)µ(β)
(
p(x0, y0)A(α, β) + p(y0, x0)A(β, α)
+
∑
z∈Xn\{x0,y0}
(
p(x0, z)(Aµ)(α) + p(z, x0)(µA)(α)
)
+
∑
z∈Xn\{x0,y0}
(
p(y0, z)(Aµ)(β) + p(z, y0)(µA)(β)
) )
.
Taking the limit n→ +∞ gives by (84)
µ(α)µ(β)
(
p(x0, y0)A(α, β) + p(y0, x0)A(β, α)
+(1− p(x0, y0))
(
(Aµ)(α) + (µA)(β)
)
+(1− p(y0, x0))
(
(µA)(α) + (Aµ)(β)
))
= 0. (92)
Using (91) and the fact that µ(α)µ(β) 6= 0, (92) becomes
p(x0, y0)
(
A(α, β) + (µA)(α) − (µA)(β))
)
+p(y0, x0)
(
A(β, α) + (µA)(β) − (µA)(α)
)
= 0. (93)
The same relation being valid under exchange of x0 and y0, both the symmetric and antisymmetric
parts of equation (93) are separately zero. The symmetric part reads(
p(x0, y0) + p(y0, x0)
)(
A(α, β) +A(β, α)
)
= 0 (94)
which implies (25) since there is some (x0, y0) such that p(x0, y0) + p(y0, x0) 6= 0.
Assuming (25), the antisymmetric part gives
(p(x0, y0)− p(y0, x0))
(
A(α, β) − (µA)(β) + (µA)(α)
)
= 0.
If p(·, ·) is symmetric, this equation is identically zero for any choice of A, and we are left with
(25) alone. If p(·, ·) is asymmetric, there is a choice of (x0, y0) such that p(x0, y0) 6= p(y0, x0) and
we obtain
A(α, β) = ψ(β)− ψ(α). (95)
Since (95) defines ψ up to a constant, we may take ψ(0) = 0 and write ψ(·) in terms of A as
ψ(γ) = (µA)(γ) − (µA)(0). (96)
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Step 5. Let us show now that conditions (24)–(25) and conditions (24)–(26) are sufficient for µ¯
to be invariant, respectively in the symmetric and in the asymmetric case.
Assume first p(x, y) = p(y, x) for all x, y and conditions (24)–(25) satisfied. Equation (87) gives∫
Lnf(η) dµ¯(η) =
1
2
∫ ∑
x,y∈Xn,x 6=y,{x,y}∩Vf 6=∅
p(x, y)
(
A(η(x), η(y)) +A(η(y), η(x))
)
f(η) dµ¯(η)
= 0. (97)
Assume now p(., .) asymmetric and conditions (24)–(26) satisfied. Thus, recalling that f is a
cylinder function, and using that by (73), ψ is integrable, we have∑
x,y∈Xn,{x,y}∩Vf 6=∅
p(x, y)
∫ ∣∣∣ψ(η(y))f(η)∣∣∣dµ¯(η) ≤ mf |Vf |∑
α∈N
|ψ(α)|µ(α) <∞ (98)
then ∫
Lnf(η) dµ¯(η) =
∫ ∑
x,y∈Xn,{x,y}∩Vf 6=∅
p(x, y)
(
ψ(η(y))− ψ(η(x))
)
f(η) dµ¯(η)
=
∫ ∑
x,y∈Xn,{x,y}∩Vf 6=∅
(p(x, y)− p(y, x))ψ(η(y))f(η) dµ¯(η).
For every n such that Vf ⊂ Xn,∫
Lnf(η) dµ¯(η) =
∑
y∈Vf
∑
x∈Xn
(
p(x, y)− p(y, x)
) ∫
ψ(η(y))f(η) dµ¯(η)
+
∑
y∈Xn\Vf
∑
x∈Vf
(
p(x, y)− p(y, x)
)(∑
α∈N
ψ(α)µ(α)
) ∫
f(η) dµ¯(η)
=
∑
y∈Vf
∑
x∈Xn
(
p(x, y)− p(y, x)
) ∫
ψ(η(y))f(η) dµ¯(η)
−
∑
y∈Vf
∑
x∈Xn\Vf
(
p(x, y)− p(y, x)
)(∑
α∈N
ψ(α)µ(α)
) ∫
f(η) dµ¯(η)
=
∑
y∈Vf
∑
x∈Xn
(
p(x, y)− p(y, x)
) ∫ (
ψ(η(y))−
∑
α∈N
ψ(α)µ(α)
)
f(η) dµ¯(η)
=
∑
y∈Vf
∑
x 6∈Xn
(
p(y, x)− p(x, y)
) ∫ (
ψ(η(y))−
∑
α∈N
ψ(α)µ(α)
)
f(η) dµ¯(η).
In the first equality, we have split the sum on y in two terms and used the fact that µ¯ is a product
measure. In the second equality, we have exchanged the roles of x and y in the second term. The
third equality uses that ∑
y∈Vf
∑
x∈Vf
(p(x, y) − p(y, x)) = 0.
In the fourth equality, we used the fact that p(·, ·) is bistochastic,∑
x∈Xn
(p(x, y)− p(y, x)) =
∑
x 6∈Xn
(p(y, x) − p(x, y)).
Thus, using (98), we have∣∣∣∫ Lnf(η) dµ¯(η)∣∣∣ ≤ 2 ∑
y∈Vf
∣∣∣ ∑
x 6∈Xn
(
p(x, y)− p(y, x)
)∣∣∣mf ∑
α∈N
|ψ(α)|µ(α)
which converges to 0 when n→ +∞.
Thus equation (84) is satisfied. 
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Proof. of Remark 3.3. Define, for x ∈ X, a∗x = ax/f
−1(‖x‖1) where f−1 is the inverse function
of f and ‖x‖1 =
∑d
i=1 |xi|. Define, for all x ∈ X, k ∈ N, the events
Ax = {η(x) ≥ f
−1(‖x‖1)} = {η(x)a
∗
x ≥ ax}, Bk = {η(0) ≥ f
−1(k)}.
Since µ¯ is translation-invariant, µ¯(Ax) = µ¯
(
η(0) ≥ f−1(‖x‖1)
)
= µ¯(Bk) whenever ‖x‖1 = k. Then
we have ∑
k∈N
µ¯(Bk) =
∑
k∈N
µ¯(η(0) ≥ f−1(k)) =
∑
k∈N
µ¯(f(η(0)) ≥ k) =
∑
n∈N
f(n)µ(n) <∞.
It follows from Borel-Cantelli Lemma that µ¯(Bk holds for infinitely many k ∈ N) = 0. Therefore
also µ¯(Ax holds for at most finitely many x ∈ Zd) = 1. But it means that
µ¯(
∑
x∈Zd η(x)a
∗
x <∞) = 1. 
Proof. of Corollary 3.4. Note first that in the proof of Lemma 4.1, replacing each bound involving
the first moment of µ by the bound (17b) yields the results of the lemma.
We now explain where and how to modify the proof of Theorem 3.1 to obtain Corollary 3.4
under assumptions (17a)–(17b). By assumption (17a), the first remark in Step 1 is useless. The
first equality in (84) comes from assumption (17a); to derive the second one thanks to assumption
(17b), we need to go into the proofs of Subsections 8.2, 8.3.
Let f be a bounded cylinder function, where Vf denotes the support of f and mf an upper
bound for |f |. Let η ∈ NX . Using (17b), we replace the computation (195) done in the proof of
Lemma 8.2 by
|Lnf(η)| ≤
∑
x,y∈Xn,x 6=y,{x,y}∩Vf 6=∅
p(x, y)
η(x)∑
k=1
gkη(x),η(y)|f(S
k
x,yη)− f(η)|
≤ 2mf
∑
x,y∈Xn,x 6=y,{x,y}∩Vf 6=∅
p(x, y)
η(x)∑
k=1
gkη(x),η(y)
≤ 2mf C |Vf |. (99)
This computation (99) enables to adapt Lemmas 8.2, 8.4, 8.6, 8.8, and (12) in Proposition 2.1,
thus we obtain (84).
Then by assumption (17b), the two terms considered in (86) are bounded directly by mf , which
enables to do Step 3. No other modification is needed. 
Proof. of Corollary 3.5. For every ϕ < ϕc, and for ϕ = ϕc if
∑
n≥0 nϕ
n
c µ(n) < ∞, if the rates
of the MMP satisfy assumption (9) and the single site marginal µ of µ¯ has a finite first moment,
then the measure µ¯ϕ has a finite first moment, and Theorem 3.1 may be applied to µ¯ϕ.
For every ϕ < ϕc, and for ϕ = ϕc if
∑
n≥0 nϕ
n
c µ(n) = +∞ with Zϕc < ∞, if the rates of the
MMP satisfy assumptions (17a)–(17b), then Corollary 3.4 may be applied to µ¯ϕ.
It follows from the definition (29) of µ¯ϕ that the quantities A(., .) defined in (23) coincide for
both µ¯ and µ¯ϕ for all a, β ∈ N. Since the necessary and sufficient conditions given in Theorem 3.1
are expressed through these quantities, they are thus satisfied for µ¯ϕ as soon as they are satisfied
for µ¯. If µ¯ is invariant for the MMP, then these necessary and sufficient conditions are satisfied.
Thus, by Theorem 3.1 or by Corollary 3.4 for ϕ < ϕc, and, for ϕ = ϕc, either by Theorem 3.1
if
∑
n≥0 nϕ
n
c µ(n) < ∞ under assumption (9), or by Corollary 3.4 if
∑
n≥0 nϕ
n
c µ(n) = +∞ with
Zϕc <∞ under assumptions (17a)–(17b), we have that µ¯ϕ is also invariant for the process. 
4.2. Proofs for Subsection 3.2.
Proof. of Proposition 3.10. For MM-ZRP, we have from (23),
A(α, β) =
∑
k≤β
µ(α+ k)µ(β − k)
µ(α)µ(β)
gkα+k −
∑
k≤α
gkα and A(α, 0) = −
∑
k≤α
gkα.
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Then the invariance condition (26) writes, using (27),∑
k≤β
µ(α+ k)µ(β − k)
µ(α)µ(β)
gkα+k =
∑
k≤β
gkβ ∀α, β ≥ 0. (100)
To prove that condition (57) implies (100) is straightforward. For the converse, let us denote
φkα = g
k
αµ(α), so (100) writes∑
k≤β
µ(β − k)φkα+k = µ(α)
∑
k≤β
φkβ ∀α, β ≥ 0. (101)
Taking β = 1 in (101) gives
φ1α+1 =
µ(α)
µ(0)
φ11 for α ≥ 1. (102)
We prove by induction on (n, i), with 0 < i < n, that we have
φn−in =
µ(i)
µ(0)
φn−in−i for all 0 < i < n, n ≥ 2, (103)
that is, (57) after the change of variables n = α+k, i = α. To initiate the induction for n = 2, i = 1,
we choose β = α = 1 in (101). To complete the induction with n > 2, i = n−1, we choose α = n−1
in (102).
For the induction step, let us fix n > 2, 0 < i < n and assume that (103) holds for all (n′, i′)
such that 2 ≤ n′ < n and 0 < i′ < n′. Use (101) for α = i, β = n − i (that is, α + β = n). We
obtain
n−i∑
k=1
µ(n− i − k)φkk+i = µ(i)
n−i∑
k=1
φkn−i .
After a change of variable l = n− i− k, we have
µ(0)φn−in +
n−i−1∑
l=1
µ(l)φn−i−ln−l = µ(i)
n−i−1∑
l=0
φn−i−ln−i . (104)
Using the induction assumption for each term in the sum of the l.h.s. of (104) yields
µ(0)φn−in = µ(i)φ
n−i
n−i .
The induction is proved. 
Proof. of Theorem 3.15.
We apply Theorem 3.1 with Corollary 3.4. The product measure µ¯ is invariant for the MM-TP if
and only if Conditions (25) and (26) are satisfied. Formula (23) writes
A(α, β) =
∑
k≤β
µ(α+ k)µ(β − k)
µ(α)µ(β)
gk∗,β−k −
∑
k≤α
gk∗,β , for all α ≥ 0, β ≥ 0. (105)
Using Remark 3.2, we set ψ(0) = 0 and equation (27) reads
ψ(α) = −A(α, 0) =
∑
k≤α
gk∗,0 for α > 0. (106)
Thus the set of equations (26) is equivalent to
A(0, β) = ψ(β) ∀β ≥ 0 & (107)
A(α, β)−A(α− 1, β) = ψ(α− 1)− ψ(α) ∀α > 0, β ≥ 0. (108)
We first consider equations (108). Using (105), (106) and notation (64), they can be written as,
for all α > 0, β > 0,
gα∗,β = g
α
∗,0 +
β∑
k=1
µ(β − k)
µ(β)
∆α(k)g
k
∗,β−k . (109)
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For β = 1, it reads
gα∗,1 = g
α
∗,0 +
µ(0)
µ(1)
∆α(1)g
1
∗,0 = g
α
∗,0 +
µ(0)
µ(1)
(µ(α+ 1)
µ(α)
−
µ(α)
µ(α− 1)
)
g1∗,0 (110)
= gα∗,0 +
1
µ(1)
Hα(1, 1)g
1
∗,0
which is equation (62) for β = 1, using Definition (63). We now prove by induction on β ≥ 1 that
equation (62) is satisfied. Suppose that the rates fulfill equations (63) for all values of β up to
some value β˜ − 1 ≥ 1. We derive (62) for β = β˜ as follows. We have
gα
∗,β˜
= gα∗,0 +
µ(0)
µ(β˜)
∆α(β˜)g
β˜
∗,0 +
β˜−1∑
k=1
µ(β˜ − k)
µ(β˜)
∆α(k)g
k
∗,β˜−k
= gα∗,0 +
µ(0)
µ(β˜)
∆α(β˜)g
β˜
∗,0 +
β˜−1∑
k=1
µ(β˜ − k)
µ(β˜)
∆α(k)
(
gk∗,0 +
1
µ(β˜ − k)
β˜−k∑
l=1
Hk(β˜ − k, l)g
l
∗,0
)
= gα∗,0 +
µ(0)
µ(β˜)
∆α(β˜)g
β˜
∗,0 +
β˜−1∑
k=1
µ(β˜ − k)
µ(β˜)
∆α(k)g
k
∗,0 +
1
µ(β˜)
β˜−1∑
l=1
β˜−l∑
k=1
∆α(k)Hk(β˜ − k, l)g
l
∗,0
= gα∗,0 +
µ(0)
µ(β˜)
∆α(β˜)g
β˜
∗,0 +
1
µ(β˜)
β˜−1∑
k=1
(
∆α(k)µ(β˜ − k) +
β˜−k∑
l=1
∆α(l)Hk(β˜ − l, k)
)
gk∗,0
= gα∗,0 +
1
µ(β˜)
β˜∑
k=1
Hα(β˜, k) g
k
∗,0
where we used (109) for the first equality and the induction hypothesis for the second one, we
exchanged the order of the two sums then the names of indexes in the third and fourth ones, and
we used Definition (63) to conclude.
Conversely, suppose that equations (62) are valid. We now prove that equations(108) or equiv-
alently equations (109) are verified. We have
gα∗,β = g
α
∗,0 +
1
µ(β)
β∑
k=1
Hα(β, l)g
k
∗,0
= gα∗,0 +
1
µ(β)
Hα(β, β)g
β
∗,0 +
1
µ(β)
β−1∑
k=1
(
∆α(k)µ(β − k) +
β−k∑
l=1
∆α(l)Hl(β − l, k)
)
gk∗,0
= gα∗,0 +
1
µ(β)
(
Hα(β, β)g
β
∗,0 +
β−1∑
k=1
∆α(k)µ(β − k)g
k
∗,0 +
β−1∑
k=1
∆α(k)
β−k∑
l=1
Hk(β − k, l)g
l
∗,0
)
= gα∗,0 +
1
µ(β)
(
∆α(β)µ(0)g
β
∗,0 +
β−1∑
k=1
∆α(k)µ(β − k)g
α
∗,β−k
)
= gα∗,0 +
β∑
k=1
∆α(k)µ(β − k)g
α
∗,β−k
where we used Definitions (63) for the second and fourth equalities, and we exchanged the order
of the two sums then the names of indexes in the third one.
It remains to show that solutions of (62) also verify (107). We do it in Lemma 4.4 below which
finishes this proof. 
We need two preparatory lemmas to derive Lemma 4.4.
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Lemma 4.2. The coefficients Hα(β, k) solution of (63) are also solution of the following (dual)
recurrence relation{
Hα(β, β) = ∆α(β)µ(0) for β ≥ 1,
Hα(β, k) = ∆α(k)µ(β − k) +
∑β−k
l=1 Hα(β − k, l)∆l(k) for β ≥ 2, 1 ≤ k ≤ β − 1.
(111)
Proof. We do an induction on (β, k), with 1 ≤ k ≤ β − 1. Notice first that for all integers β,m,
we have, by (63),
∆α(m)Hm(β, β) = ∆α(m)∆m(β)µ(0) = ∆m(β)Hα(m,m). (112)
To initiate the induction with β = 2, k = 1, and to complete it for k = β − 1, β > 2, we compute,
for β ≥ 2, using (63), (112):
Hα(β, β − 1) = ∆α(β − 1)µ(1) + ∆α(1)H1(β − 1, β − 1) = ∆α(β − 1)µ(1) + ∆1(β − 1)Hα(1, 1)
which is the expression of Hα(β, β− 1) given by (111). Then we fix 1 ≤ k < β− 1, and we assume
(111) satisfied for all (β′, k′) such that β′ < β and 1 ≤ k′ < β′ − 1. We have
∆α(k)µ(β − k) +
β−k∑
l=1
Hα(β − k, l)∆l(k)
= ∆α(k)µ(β − k) +
β−k−1∑
l=1
(
∆α(l)µ(β − l − k) +
β−l−k∑
m=1
∆α(m)Hm(β − k −m, l)
)
∆l(k)
+Hα(β − k, β − k)∆β−k(k)
= ∆α(k)µ(β − k) +
β−k−1∑
l=1
∆α(l)
(
∆l(k)µ(β − l− k) +
β−l−k∑
m=1
Hl(β − l − k,m)∆m(k)
)
+µ(0)∆α(β − k)∆β−k(k)
= ∆α(k)µ(β − k) +
β−k∑
l=1
∆α(l)Hl(β − l, k)
= Hα(β, k)
where we applied first (63) to Hα(β − k, l) to get the first equality, exchanged the order of the
two sums then the names of indexes to get the second one, applied the induction hypothesis with
β′ = β− l < β to get the third one and finally applied (63) in the other direction to conclude. 
Lemma 4.3. The function defined by ψ(β, k) =
∑β−k
l=1 µ(l)Hl(β − l, k) for β > 1 and k < β
satisfies
ψ(β, k) =
β−k∑
l=1
µ(l)Hl(β − l, k) = µ(0)µ(β) − µ(k)µ(β − k). (113)
Proof. We do an induction on (β, k), with 1 ≤ k ≤ β − 1. To initiate the induction with β =
2, k = 1, and to complete it for k = β − 1, β > 2, we compute, for β ≥ 2, using (63), (64):
ψ(β, β − 1) = µ(1)H1(β − 1, β − 1) = µ(1)µ(0)∆1(β − 1) = µ(1)µ(0)
(
µ(β)
µ(1)
−
µ(β − 1)
µ(0)
)
.
Then we fix 1 ≤ k < β − 1, and we assume (113) satisfied for all (β′, k′) such that β′ < β and
1 ≤ k′ < β′ − 1. We have
ψ(β, k) =
β−k−1∑
l=1
µ(l)
(
∆l(k)µ(β − l − k) +
β−l−k∑
m=1
Hl(β − l − k,m)∆m(k)
)
+µ(β − k)Hβ−k(k, k)
=
β−k−1∑
l=1
(
µ(l)µ(β − l − k) +
β−l−k∑
m=1
µ(m)Hm(β −m− k, l)
)
∆l(k)
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+µ(β − k)∆β−k(k)µ(0)
=
β−k−1∑
l=1
(
µ(l)µ(β − l − k) + ψ(β − k, l)
)
∆l(k) + µ(β − k)∆β−k(k)µ(0)
=
β−k∑
l=1
µ(0)µ(β − k)∆l(k)
= µ(0)µ(β − k)
( µ(β)
µ(β − k)
−
µ(k)
µ(0)
)
= µ(0)µ(β)− µ(k)µ(β − k)
where we applied (111) to get the first equality, we exchanged the order of sums then the names
of indexes to get the second one, we used the definition of ψ(., .) to get the third one, we applied
the induction hypothesis for the fourth one and (64) for the fifth one. 
Now we are ready to show that
Lemma 4.4. Equation (107) holds with rates gα∗,β as in (62)–(63).
Proof. We have, for β ≥ 1,
A(0, β) = I[β≥2]
β−1∑
k=1
µ(k)µ(β − k)
µ(0)µ(β)
gk∗,β−k +
µ(β)µ(0)
µ(0)µ(β)
gβ∗,0
= I[β≥2]
β−1∑
k=1
µ(k)µ(β − k)
µ(0)µ(β)
(
gk∗,0 +
1
µ(β − k)
β−k∑
l=1
Hk(β − k, l)g
l
∗,0
)
+ gβ∗,0
= I[β≥2]
1
µ(0)µ(β)
β−1∑
k=1
(
µ(k)µ(β − k) +
β−k∑
l=1
µ(l)Hl(β − l, k)
)
gk∗,0 + g
β
∗,0
=
1
µ(0)µ(β)
∑
k≤β
(
µ(0)µ(β)
)
gk∗,0 =
∑
k≤β
gk∗,0 = −A(β, 0)
where we used (105) for the first equality, (62) for the second one, we exchanged the order of sums
then the names of indexes to get the third one, we applied Lemma 4.3 for the fourth one and (106)
for the last one. 
Proof. of Proposition 3.16. Point (a) follows directly from Theorem 3.15. As a preliminary for
point (b), take a MM-TP whose rates satisfy (13) and (66), for which a product probability
measure µ¯ ∈ S with single-site marginal µ (with µ(α) > 0 for all α ≥ 0) is invariant. Then by
Theorem 3.15, equations (62)–(63) are satisfied, so that for β = 1, α ≥ 1 we obtain again Equation
(110) that we may write as
µ(α+ 1)
µ(α)
=
µ(α)
µ(α − 1)
+
(gα∗,1 − g
α
∗,0)
g1∗,0
µ(1)
µ(0)
(114)
which implies that
µ(2)
µ(1)
=
µ(1)
µ(0)
g1∗,1
g1∗,0
& (115)
µ(α+ 1) = µ(α)
µ(1)
µ(0)
1
g1∗,0
(
g1∗,1 +
α∑
i=2
(gi∗,1 − g
i
∗,0)
)
for α ≥ 2 (116)
that is, using notations (51), (67),
µ(α) = µ(0)(ϕ˜µ)
αw(α) for α ≥ 0. (117)
Defining, for α ≥ 1, 1 ≤ k ≤ β, ∆∗α(β) and H
∗
α(β, k) by
∆α(k) = (ϕ˜µ)
k∆∗α(k), Hα(β, k) = (ϕ˜µ)
βw(β)µ(0)H∗α(β, k) (118)
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we have that H∗α(β, k) and ∆
∗
α(β) satisfy (69) and (68).
We now come to point (b). We consider a MM-TP where the gα∗,β satisfy (9) and conditions
(66), (70) for H∗α(β, k), α ≥ 1, 1 ≤ k ≤ β given in (69), ∆
∗
r(s), r > 0, s ≥ 0 given in (68) and
w(α), α ≥ 0 given in (67). Then, consistently with (117)–(118), formulas (71)–(72) define a
one-parameter family of product invariant measures. 
5. Attractiveness and coupling rates
In this section, we take advantage of the work done in [14] on multiple-jump conservative dy-
namics of misanthrope type, a class of models including MMP, to analyze attractiveness properties
of MMP. In Subsection 5.1, we derive the extremal translation invariant and invariant probability
measures for MM-ZRP and MM-TP. In Lemma 5.1 and in Subsection 5.2 we give necessary and
sufficient conditions for attractiveness of MMP, MM-ZRP and MM-TP based on the conditions
established in [14].
Let us first recall the set-up for attractiveness, for which we refer to [19]. We consider the
following partial order on the state space X ⊂ NX. For η, ζ ∈ X,
η ≤ ζ if and only if η(x) ≤ ζ(x) for every x ∈ X.
A bounded, continuous function f on X is called monotone if f(η) ≤ f(ζ) whenever η ≤ ζ. We
call a particle system attractive if for every bounded, monotone continuous function f on X and
every time t > 0, the function S(t)f is again a bounded, monotone, continuous function on X.
To check attractiveness of a particle system, the first step is to derive necessary conditions on the
rates. The second step is to check that they are sufficient by constructing an increasing, markovian
coupling (ηt, ζt)t≥0 of two copies of the process, that is a coupling which preserves the ordering of
its marginals:
η0 ≤ ζ0 implies ηt ≤ ζt, P (η0,ζ0)-almost surely, for every t > 0.
Usually, for dynamics with transitions consisting in the jump, birth or death of a single particle,
the so-called basic coupling is used: for jumps, it means that coupled particles try to jump together
as much as possible from the same departure site to the same arrival site. But basic coupling is
useless when k ≥ 1 particles jump simultaneously, as in the class of conservative dynamics analyzed
in [14], which includes the MMP. Let us rewrite the results from [14] we need in the context of
models with generator (10).
For all α, β, k ≥ 0, we denote
Σkα,β =
∑
k′>k
gk
′
α,β =
α∑
k′=k+1
gk
′
α,β. (119)
The following necessary and sufficient conditions for attractiveness were established in [14, Theo-
rem 2.9]: For all α, β, γ, δ ≥ 0, with α ≤ γ, β ≤ δ,
∀ l ≥ 0, Σδ−β+lα,β ≤ Σ
l
γ,δ (120a)
& ∀ k ≥ 0, Σkα,β ≥ Σ
γ−α+k
γ,δ . (120b)
Sufficiency was proved by constructing the following (Markovian) increasing coupling process
(ηt, ζt)t≥0 on X× X, with semigroup (S(t) : t ≥ 0) and infinitesimal generator L.
Lh(η, ζ) =
∑
x∈X
∑
y∈X
p(x, y)
∑
k≥0
∑
l≥0
Gk,lη(x),η(y),ζ(x),ζ(y)
(
h
(
Skx,yη,S
l
x,yζ
)
− h (η, ζ)
)
(121)
is defined for (η, ζ) ∈ X× X on the set of functions
L = {h : X× X→ R such that for some Lh > 0,
|h(η1, ζ1)− h(η2, ζ2)| ≤ Lh(‖η1 − η2‖+ ‖ζ1 − ζ2‖), ∀η1, η2, ζ1, ζ2 ∈ X}. (122)
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The rates for coupled jumps are defined in [14, Proposition 2.11]: for all α, β, γ, δ ≥ 0, for all
1 ≤ k ≤ α when 1 ≤ α, for all 1 ≤ l ≤ γ,
Gk,lα,β,γ,δ =
(
gkα,β − g
k
α,β ∧
(
Σlγ,δ −Σ
l
γ,δ ∧Σ
k
α,β
))
∧
(
glγ,δ − g
l
γ,δ ∧
(
Σkα,β −Σ
l
γ,δ ∧Σ
k
α,β
))
,
Gk,0α,β,γ,δ = g
k
α,β − g
k
α,β ∧
(
Σ0γ,δ −Σ
0
γ,δ ∧Σ
k
α,β
)
,
G0,lα,β,γ,δ = g
l
γ,δ − g
l
γ,δ ∧
(
Σ0α,β −Σ
0
α,β ∧Σ
l
γ,δ
)
.
(123)
In other words, for a given time t and a departure site x ∈ X, a target site y is chosen with
probability p(x, y), and the simultaneous jump of k particles in the first coordinate together with l
particles in the second coordinate from x to y occurs with a rate p(x, y)Gk,lα,β,γ,δ where α = ηt−(x),
β = ηt−(y), γ = ζt−(x), δ = ζt−(y), 0 ≤ k ≤ α and 0 ≤ l ≤ γ. Other jumps are not allowed.
Even if this coupling was originally built in connection with attractiveness, it is of course always
valid, thus we used it in Section 2.
Attractiveness conditions (120a)–(120b) can be reset in the following explicit form for MMP.
Lemma 5.1. Consider (a) the MMP given by generator (10) with rates gkα,β and, respectively in
(b) and (c), the MM-ZRP with rates gkα and the MM-TP with rates g
k
∗,β.
(a) The MMP is attractive if and only if for all α ≥ 1, β ≥ 0, k ≥ 0,
Σk+1α+1,β ≤ Σ
k
α,β ≤ Σ
k
α+1,β (124a)
& Σk+1α,β ≤ Σ
k
α,β+1 ≤ Σ
k
α,β. (124b)
(b) The MM-ZRP is attractive if and only if for all α ≥ 1, k ≥ 0,
α+1∑
k′>k+1
gk
′
α+1 ≤
α∑
k′>k
gk
′
α ≤
α+1∑
k′>k
gk
′
α+1. (125)
(b’) The MM-ZRP is attractive if and only if for all α ≥ 1, 1 ≤ m ≤ α
0 ≤
m−1∑
j=0
(
gα−jα − g
α+1−j
α+1
)
≤ gα+1−mα+1 . (126)
(c) The MM-TP is attractive if and only if for all α ≥ 1, β ≥ 0, k ≥ 0,
gα+1∗,β ≤ g
α
∗,β & g
α
∗,β+1 ≤ g
α
∗,β (127a)
&
α∑
k′>k+1
gk
′
∗,β ≤
α∑
k′>k
gk
′
∗,β+1. (127b)
Proof.
(a) Taking (γ, δ) = (α + 1, β) in (120a) (resp. in (120b)) gives the second (resp. first) inequality
in (124a). Taking (γ, δ) = (α, β + 1) in (120a) (resp. in (120b)) gives the first (resp. second)
inequality in (124b).
For the converse, iterate γ − α times the second (resp. first) inequality in (124a), then δ − β
times the first (resp. second) inequality in (124b), to get (120a) (resp. (120b)).
(b) Writing (124a) for MM-ZRP gives (125), and (124b) becomes trivial for MM-ZRP.
(b’) To rewrite (125) as (126), make the change of variables k′ = α− j (resp. k′ = α+1− j) in the
middle (resp. right and left) sum, then subtract the left sum from every term of the inequalities.
(c) Taking k = α − 1 in (124a)–(124b) gives (127a). Taking k < α − 1 in the first inequality of
(124b) gives (127b). For the converse, the second inequality in (124b) (resp. the first inequality in
(124a)) corresponds to the replacement of α by k′ followed by a sum over k′ of the second (resp.
the first) inequality in (127a). 
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Remark 5.2. For single-jump models, all the inequalities in Lemma 5.1 are restricted to k = 0.
First, we recover well-known results: for ZRP, attractiveness means that g1α is a nondecreasing
function of α (and basic coupling is an increasing coupling process, see [1] for a detailed construc-
tion). The misanthrope process was introduced in [8] as an attractive process, that is with the
function g1α,β nondecreasing in its first coordinate α and nonincreasing in its second one β (thus
explaining the name misanthrope).
For TP, attractiveness means that the function g1∗,β is nonincreasing in β. When a ZRP and
a TP are dual single jump models (see Remark 3.9), attractiveness of the first is equivalent to
attractiveness of the second.
5.1. Characterization of (I ∩ S)e for MM-ZRP and MM-TP. The fact that attractiveness
is a very strong property of conservative particle systems is illustrated by the characterization
of the set of all translation-invariant and invariant measures of MMP. The latter follows from
[14, Theorem 5.13], which requires attractiveness and irreducibility conditions for the coupling
transition rates, denoted by (IC). Under Conditions (IC), if an initial coupled configuration (ξ0, ζ0)
contains a pair of discrepancies of opposite signs (that is, on two sites x, y, (ξ0(x)− ζ0(x))(ξ0(y)−
ζ0(y)) < 0), there is a positive probability (for the coupled evolution) that it evolves into a locally
ordered coupled configuration (that is, for some t ≥ 0, (ξt(x) − ζt(x))(ξt(y)− ζt(y)) ≥ 0; we refer
to [14, Section 2.3] for a detailed analysis of the evolution of discrepancies).
We derive here (I ∩ S)e for the particular cases of MM-ZRP in the context of Proposition 3.13
and MM-TP in the context of Proposition 3.16. To check conditions (IC), we explicit the values
of Gk,lα,β,γ,δ for α, β, γ, δ ≥ 0 and (k, l) ∈ {(0, 1), (1, 0), (1, 1)}, according to (119) expressions (123).
G0,1α,β,γ,δ =


g1γ,δ if Σ
0
α,β ≤ Σ
1
γ,δ
Σ0γ,δ −Σ
0
α,β if Σ
1
γ,δ < Σ
0
α,β ≤ Σ
0
γ,δ
0 if Σ0γ,δ < Σ
0
α,β
(128)
G1,0α,β,γ,δ =


0 if Σ0α,β ≤ Σ
0
γ,δ
Σ0α,β −Σ
0
γ,δ if Σ
1
α,β ≤ Σ
0
γ,δ < Σ
0
α,β
g1α,β if Σ
0
γ,δ < Σ
1
α,β
(129)
G1,1α,β,γ,δ =


0 if Σ0α,β ≤ Σ
1
γ,δ
Σ0α,β −Σ
1
γ,δ if Σ
1
α,β ≤ Σ
1
γ,δ < Σ
0
α,β ≤ Σ
0
γ,δ
g1γ,δ if Σ
1
α,β ≤ Σ
1
γ,δ ≤ Σ
0
γ,δ < Σ
0
α,β
g1α,β if Σ
1
γ,δ < Σ
1
α,β ≤ Σ
0
α,β ≤ Σ
0
γ,δ
Σ0γ,δ −Σ
1
α,β if Σ
1
γ,δ < Σ
1
α,β ≤ Σ
0
γ,δ < Σ
0
α,β
0 if Σ0γ,δ ≤ Σ
1
α,β
(130)
Proposition 5.3. Consider a MM-ZRP for which the gkα’s satisfy (9), (58) and (60). Assume
that the attractiveness condition (125) is satisfied. Then
(I ∩ S)e = {µ¯ϕ : ϕ ∈ Rad(Z
′)} or {µ¯ϕ : ϕ ∈ Rad(Z)} (131)
where each µ¯ϕ is a product probability measure with marginals given by (48).
Proof. By Proposition 3.13, the MM-ZRP has a one-parameter family of product, translation-
invariant, invariant probability measures. As explained above, due to attractiveness, we have
to check conditions (IC) of [14, Theorem 5.13]. For x, y ∈ Zd, let α, β, γ, δ ≥ 0 be such that
ξ0(x) = α, ξ0(y) = β, ζ0(x) = γ, ζ0(y) = δ with α < γ, β > δ. Condition (125) for k = 0 implies
Σ0α,β ≤ Σ
0
γ,δ & Σ
1
α,β ≤ Σ
1
γ,δ ≤ Σ
0
γ,δ.
This combined with (58) enables to simplify (128)–(130), which become
G0,1α,β,γ,δ =
{
g1γ,δ if Σ
0
α,β ≤ Σ
1
γ,δ
Σ0γ,δ −Σ
0
α,β if Σ
1
γ,δ < Σ
0
α,β ≤ Σ
0
γ,δ
G1,0α,β,γ,δ = 0
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G1,1α,β,γ,δ =


0 if Σ0α,β ≤ Σ
1
γ,δ
Σ0α,β −Σ
1
γ,δ if Σ
1
α,β ≤ Σ
1
γ,δ < Σ
0
α,β ≤ Σ
0
γ,δ
0 if Σ0γ,δ ≤ Σ
1
α,β
Therefore
if Σ0α,β ≤ Σ
1
γ,δ then G
0,1
α,β,γ,δ = g
1
γ,δ > 0;
while if Σ0α,β > Σ
1
γ,δ then G
1,1
α,β,γ,δ = Σ
0
α,β −Σ
1
γ,δ > 0.
(132)
Then, proceeding as in the proof of [14, Proposition 6.3], we build a path of coupled transitions
which leads to a locally ordered coupled configuration. In a similar way, if α < γ, β = δ, we
build a path of coupled transitions which creates a discrepancy on y. Hence conditions (IC) are
satisfied. 
Remark 5.4. The path of coupled transitions built previously is a priori not unique. For instance,
for the stick process (see Example 2 in Section 7), other paths are exhibited in [14, Subsection 6.4].
Proposition 5.5. Consider a MM-TP for which the rates gk∗,β satisfy (9), relations (66)–(67),
and are such that g1∗,α > 0 for every α ≥ 0. Assume moreover the attractiveness conditions
(127a)–(127b) satisfied. Then
(I ∩ S)e = {µ¯ϕ : ϕ ∈ Rad(Z
′)} or {µ¯ϕ : ϕ ∈ Rad(Z)} (133)
where each µ¯ϕ is the product measure with marginals given by (71).
Proof. By Proposition 3.16, the MM-TP has a one-parameter family of product, translation-
invariant, invariant probability measures.
Since we assumed that g1∗,α > 0 for every α ≥ 0, we can proceed exactly as in the proof of
Proposition 5.3 to check conditions (IC) of [14, Theorem 5.13], restricting ourselves to coupled
jumps with k, l ∈ {0, 1}. 
5.2. Attractiveness of MM-ZRP with product invariant measures. In this paragraph we
give equivalent forms of condition (126) for attractiveness of MM-ZRP for the following rate,
which is generic for MM-ZRP with product invariant measures (cf. (57)), as will be developed in
Examples 3 and 4 of Section 7.
gkα =
pi(α− k)
pi(α)
h(k) for 1 ≤ k ≤ α (134)
where pi is a positive function on N and h is a non-negative function on N \ {0}; we set pi(i) = 0
for i ∈ Z− and h(0) = 0.
In this setting, condition (126) for attractiveness writes: For all α ≥ 1, 1 ≤ m ≤ α,
0
(a)
≤
m−1∑
j=0
pi(j)
(h(α− j)
pi(α)
−
h(α+ 1− j)
pi(α + 1)
) (b)
≤
pi(m)h(α+ 1−m)
pi(α + 1)
. (135)
For each n ≥ 0 denote
r(n) =
pi(n)
pi(n+ 1)
. (136)
Lemma 5.6. (a) Assume that r is a nonincreasing function. Then condition (135) for attractive-
ness is equivalent to
h(α+ 1)
pi(α + 1)
≤
h(α)
pi(α)
∀α ≥ 1 & (137a)
&
α∑
k=1
h(k)
(pi(α − k)
pi(α)
−
pi(α − k + 1)
pi(α+ 1)
)
≤ pi(0)
h(α+ 1)
pi(α + 1)
∀α ≥ 1 (137b)
and the following condition is necessary for the attractiveness of MM-ZRP with gkα given by (134).
S(α) ≤ S(α+ 1) ∀α ≥ 2, where S(α) =
1
pi(α)
α−1∑
i=1
pi(i)pi(α − i). (138)
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(a’) If we moreover assume that h(α) = h0pi(α) ∀α ≥ 1 for some constant h0 > 0 then condition
(138) is sufficient and necessary for the attractiveness of MM-ZRP with gkα of the form
gkα = h0
pi(α− k)
pi(α)
pi(k) for 1 ≤ k ≤ α. (139)
(b) Assume that r is a nondecreasing function. Then, to have attractiveness, Condition (137a) is
necessary, and Condition
pi(α+ 1)
pi(α)
≥ max
1≤k≤α
(h(k + 1)
h(k)
)
∀α ≥ 1 (140)
is sufficient.
Proof. Preliminaries: Note that the function
m 7→ φα(m) =
pi(m)h(α + 1−m)
pi(α+ 1)
−
m−1∑
j=0
pi(j)
(h(α− j)
pi(α)
−
h(α+ 1− j)
pi(α + 1)
)
(141)
defined for 1 ≤ m ≤ α, which represents the r.h.s. of (135b) minus its l.h.s., has the same mono-
tonicity as r: if r is nonincreasing (resp. nondecreasing), then φα is also nonincreasing (resp.
nondecreasing).
Part (a).
• Takingm = 1 in (135a) yields (137a). Then (137a) combined with the fact that r is nonincreasing
implies that, for 0 ≤ j ≤ m− 1, 1 ≤ m ≤ α,
h(α− j)
h(α− j + 1)
≥
pi(α)
pi(α+ 1)
hence (135a) is valid. Therefore (137a) is equivalent to (135a).
• Because r is nonincreasing, so is φα(.) (by the preliminaries). Hence condition (135b) for every
1 ≤ m ≤ α is equivalent to (135b) for m = α. The latter is equivalent, by the change of variables
k = α− j, to condition (137b).
• Using (137a) twice in (137b), first through inequality h(k) ≥ pi(k)
h(α)
pi(α)
for each summand on its
left hand side, then on its r.h.s., we obtain
h(α)
pi(α)
α∑
k=1
pi(k)
pi(0)
(pi(α − k)
pi(α)
−
pi(α − k + 1)
pi(α+ 1)
)
≤
h(α+ 1)
pi(α+ 1)
≤
h(α)
pi(α)
which is trivial for α = 1, and implies (138) for α ≥ 2.
Part (a’).
If moreover the equality in (137a) holds for all α (that is, h(α) = h0pi(α)), then (138) implies
(137b).
Part (b).
As in Part (a), taking m = 1 in (135a) yields (137a). For the converse, Condition (140) implies
(135a). To get (135b), we use that because r is nondecreasing, so is φα(.) (by the preliminaries).
Hence condition (135b) for every 1 ≤ m ≤ α is equivalent to (135b) for m = 1, which comes from
the fact that r is nondecreasing. 
Remark 5.7. Taking k = α in (139) implies that for all α ≥ 1, gαα = h0pi(0).
Because (138) does not depend on h anymore, Lemma 5.6 implies:
Corollary 5.8. Assume r nonincreasing. If the MM-ZRP with gkα =
pi(α−k)
pi(α) pi(k) is not attractive
then the MM-ZRP with gkα =
pi(α−k)
pi(α) h(k) is not attractive for any other choice of h(·).
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Therefore for attractiveness properties, it is enough to restrict ourselves to the MM-ZRP with
gkα given by (139) with r nonincreasing, for which we arrange condition (138). By (136), we can
write for α ≥ 2, i ≥ 2 with i ≤ α,
S(α) =
pi(i)pi(α − i)
pi(α)
= pi(1)
r(α − 1)r(α − 2)r(α − 3) . . . r(α − i)
r(1)r(2) . . . r(i − 1)
. (142)
6. Condensation
It follows from Section 3 that we are able, for a probability measure µ¯ which is product,
translation-invariant on Zd, with single site marginal µ satisfying some conditions, to define rates
of a MMP for which µ¯ is invariant. Moreover this yields a one-parameter family {µ¯ϕ : ϕ ∈ Rad(Z ′)}
of invariant measures for this process; the single site partition function Zϕ, defined in (28), has
radius of convergence ϕc, and the critical density ρc was defined in (33).
The point is that, as we explain below in subsection 6.1, condensation phenomena amount to
convergence results concerning only stationary distributions, and not the details of the dynamics.
So it is enough to verify convergence properties of the partition function and the average density of
particles with respect to the involved probability measure to know whether condensation occurs in
the stationary states. Then having a stationary state which produces condensation we can study
different MMPs which lead to this stationary state: We give some examples at the end of this
section, and others in Section 7.
We end this section checking whether attractiveness and condensation could be compatible for
MMPs. We answer ‘no’ for particular cases. We then turn to this question for the second set-up
for condensation, where we show that the answer ‘yes’ is possible.
6.1. Known results. Consider a finite set Λ ⊂ Z with L sites where N particles evolve according
to the restriction on Λ of the infinite volume dynamics, with a periodic boundary condition. To
stress dependence on finite volume we denote by µ¯Λϕ the product measure on N
Λ with marginals
µϕ. Such a finite volume process has a unique stationary distribution µN,L (independent of ϕ)
which can be expressed for η ∈ NΛ as
µN,L(η) = µ¯
Λ
ϕ
(
η|
∑
x∈Λ
η(x) = N
)
. (143)
The first set-up for condensation [2, 9, 17] concerns, for a system with finite critical density
ρc < ∞, the thermodynamic limit of the above restricted dynamics when N/L → ρ > ρc when
N,L → ∞. Then there is no appropriate invariant measure and the system can be seen at two
levels: a homogeneous background (fluid phase) where occupation numbers per site are distributed
according to the product measure at critical density µ¯ϕc , and a condensate (condensed phase) in
which the excess mass is accumulated on a single site. We say that the process (or dynamics)
allows condensation.
In the second set-up for condensation [4, 13, 23], the number L of sites is fixed and only the
total number N of particles goes to infinity. This set-up requires only ϕc to be finite, but ρc can
be infinite. We talk about condensation on a fixed finite volume.
We mention both approaches since we will present examples for each one. In either case, we
say that the process exhibits condensation. Note that both cases require that Zϕc < +∞.
In the first set-up for condensation, assuming ρc < ∞, the following equivalence of ensembles
result was proved in [17] in the context of zero range processes: For all ρ ≥ 0, n ∈ N, we have (for
µϕ given by (48))
lim
L,N→∞
N/L→ρ
µN,L(η(x1) = k1, ..., η(xn) = kn) =
n∏
i=1
µϕ(ki) for all k1, . . . , kn ∈ N. (144)
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In the particular case of a ZRP with rate
g1n = 1+
b
n
for some b > 2, (145)
by (48), the product invariant measures µ¯ϕ have single site marginals given by
µϕ(k) = Z
−1
ϕ
ϕk∏k
i=1
(
1 + bi
) . (146)
The local convergence in (144) was improved in [2] in (strong) convergence in the total variation
norm: for ρ > ρc
lim
L,N→∞
N/L→ρ
∥∥∥∥∥µN,L − 1L
∑
x∈Λ
(
µΛ\{xL}ϕc ∗ δN−
∑
Λ\{xL}
η
)
◦ σx,xL
∥∥∥∥∥
t.v.
= 0, (147)
where xL is the last site of linearly ordered Λ, µ
Λ\{xL}
ϕc ∗ δN−
∑
Λ\{xL}
η is a probability measure
on NΛ with marginal on NΛ\{xL} given by µ
Λ\{xL}
ϕc and one site marginal on {xL} given by the
Dirac measure at N −
∑
x∈Λ\{xL}
η(x), and σx,xL is a permutation of configurations given by
(σx,xLη) (z) =


η(z) for z 6= x, xL
η(xL) for z = x
η(x) for z = xL.
If moreover b > 2, (147) implies a stable limit theorem for ML(η) = maxx∈Λ η(x) (see [2]).
For the second set-up for condensation, consider the case b ∈ (1, 2] for the measure µ¯ϕ defined by
(146). As mentioned in [17], Zϕ < ∞ for every ϕ ∈ [0, 1], that is, ϕc = 1, and there is no finite
critical density but
µ1(0) =
b−1
b & µ1(k) ∼ Γ(b)(b− 1)k
−b for k > 0.
Quoting from [17], “a typical configuration for this stationary distribution has a hierarchical
structure which can be understood as a precursor for a condensation phenomenon”. It is proved
in [13] that for a fixed number of sites L ≥ 2, the probability measures
µˆN,L−1 converge weakly to µˆ
L−1
1 as N →∞ (148)
where µˆN,L−1, µˆ
L−1
1 are measures on N
{1,...,L−1} derived respectively from µN,L and µ¯
{1,...,L}
1
on N{1,...,L}, applying an operator on them which orders the coordinates of a configuration and
removes the last one (the maximal one). It means that all but finitely many particles accumulate
at one site.
6.2. Back to MMP. As indicated at the beginning of this section, let us give some examples of
MMPs exhibiting condensation. For instance, consider again the generic model for condensation
used firstly in [9] and later in [17] and [2], that is, ZRP with rate (145) and invariant measures µ¯ϕ
given by their single site marginals (146). Then many possible MMPs have this stationary state
and hence they may exhibit condensation.
• If we choose a MM-ZRP, by (57) in Proposition 3.10, it has rates
gkα+k = c(k)
µ(α)
µ(α+ k)
= c(k)
α+k∏
i=α+1
(
1 +
b
i
)
(149)
for k ≥ 1, α ≥ 0 where c is an arbitrary positive function on N \ {0} and µ is the special case of
(146) for ϕ = 1. We study this case in details later on, as Example 4 in Section 7.
• If we choose a MM-TP, we obtain from Proposition 3.16(a), using that the ratio µ(n+ 1)/µ(n)
is nondecreasing, a recursive formula for its rates
gα∗,0 = c
∗(α)
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gα∗,β = c
∗(α) +
β∑
k=1
Hα(β, k)
µ(β)
c∗(k), β ≥ 1, (150)
for every α ≥ 1, where c∗ is an arbitrary positive function on N \ {0} and the function H is given
by formulas (64)–(65).
For both these MM-ZRP and MM-TP, the results (144), (147), (148) hold, that is, they may
exhibit condensation in both set-ups.
Remark 6.1. We observe a duality between MM-ZRP and MM-TP having rates gkα and g
k
∗,β
which lead to the same family of product, translation-invariant, and invariant measures. But it is
no longer a simple formula as it was the case for the duality between ZRP and TP explicited in
Remark 3.9. Combining (149) and (64) we obtain that
∆α(k) = c(k)
(
1
gkα+k
−
1
gkα−1+k
)
.
By (150), we then obtain a formula for gα∗,β
gα∗,β = c
∗(α) +
β∑
k=1
c∗(k)
[
gkβ
(
1
gkα+k
−
1
gkα−1+k
)
+
β−k∑
r=1
∑
k1,...,kr≥1
k1+···+kr≤β−k
c(k1) · · · c(kr)c(k)
c(k +
∑r
j=1 kj)
g
k+
∑r
j=1 kj
β
(
1
gk1α+k1
−
1
gk1α−1+k1
)
r−1∏
j=1
(
1
g
ki+1
ki+ki+1
−
1
g
ki+1
ki−1+ki+1
)(
1
gkrkr+k
−
1
gkrkr−1+k
)]
which is a function of (gkα+k, g
k
α+k−1, g
l
k : 1 ≤ k ≤ β, 1 ≤ l ≤ k), (c(k) : 1 ≤ k ≤ β) and
(c∗(α), c∗(k) : 1 ≤ k ≤ β) only.
6.3. Condensation vs. attractiveness. An intriguing question is whether an MMP could be
at the same time attractive and exhibit condensation.
The answer is ‘no’ in the two following cases.
Proposition 6.2. (a) A (single jump) ZRP or MP cannot at the same time be attractive and
exhibit condensation.
(b) An MM-TP cannot at the same time be attractive and exhibit condensation.
Proof. (a) Recall Remark 5.2. We also saw in Section 3.2.1 that if there exist product invariant
measures of the form (29) then (see (43) and (44)),
r(n) =
µ(n)
µ(n+ 1)
= ϕµ g
1
n+1 for ZRP, r(n) =
µ(n)
µ(n+ 1)
= ϕµ
g1n+1,0
g11,n
for MP.
We conclude that an attractive ZRP or an attractive MP has r(n) nondecreasing and so Zϕc = +∞
by usual criteria for convergence of series. Thus they cannot exhibit condensation.
(b) Assume a MM-TP has an invariant product measure with marginals µ(·). If the rates gk∗,β
satisfy the conditions (127a)–(127b) for attractiveness then r(n) = µ(n)/µ(n+1) is a nondecreasing
function and therefore Zϕc = +∞. Indeed, from (127a)–(127b) we obtain in particular that
gα∗,β − g
α
∗,0 ≤ 0 for all α, β ≥ 1. Combining this with (110) gives the result. 
Let us consider the second set-up for condensation. For the latter it is proven in [23] that:
“All spatially homogeneous processes with stationary product measures that exhibit condensation
with a finite critical density are necessarily not attractive”. However, processes with an infinite
critical density could be also attractive. In [23] an example is numerically studied to support this
assertion. In Section 7 below, we prove on a particular example, that this coexistence is indeed
possible:
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Proposition 6.3. The MM-ZRP with rate

gkα = pi(1)
α−1∏
i=α−k
(
1+
b
i
)
k−1∏
i=1
(
1+
b
i
) I[k<α] for α ≥ 1, k ≥ 1,
gαα = pi(0) for α ≥ 1.
(151)
where pi is a positive function on N with pi(0) ≥ (1+ b)pi(1) is attractive and exhibits condensation
in the second set-up for b = 3/2.
7. Examples
In this section, we present some examples of MMPs on Zd, for which we check existence con-
ditions, whether they have product invariant probability measures, whether they are attractive,
and whether they exhibit condensation.
For each dynamics, we thus verify the following conditions:
(i) sufficient condition (13) for existence;
The following condition is equivalent to (13): there exists C > 0 such that
α+1∑
k=1
k |gkα+1,β − g
k
α,β|+
α∑
k=1
k |gkα,β+1 − g
k
α,β| ≤ C for all α, β ≥ 0. (152)
It means that there exists C > 0 such that
α∑
k=1
k |gkα+1,β − g
k
α,β| ≤ C,
α∑
k=1
k |gkα,β+1 − g
k
α,β | ≤ C and αg
α
α,β ≤ C for all α, β ≥ 0. (153)
(i)’ sufficient condition (9) (which implies (12)) and condition (17b);
(ii) necessary and sufficient conditions for attractiveness, by Lemma 5.1, (124a)-(127b);
(iii) necessary and sufficient conditions for the existence of product, translation-invariant,
invariant measures, by the appropriate result in Section 3.
If there are such product invariant measures, we compute their single site marginals µϕ, and ϕc, ρc.
We also check condensation properties.
Remark 7.1. For the various conditions in (i) and (i)’, we have that (13) as well as (17b) implies
(9), but converses are wrong. None of the implications between (13) and (17b) hold. Indeed, taking
gkα,β = 0 for k > 1, and g
1
α,β = α+ β, we have that (13) and (9) hold, but not (17b). Considering
MM-ZRP with gkα as in Example 2 below, with r(α) = 1/α for α even, and r(α) = 1/α
2 for α odd,
we have that (17b) and (9) hold, but not (13).
We now study four examples of MM-ZRP, and one of MM-TP, with the following features: conden-
sation is impossible in Example 1; there are no product translation-invariant invariant probability
measures in Example 2 (with the exception of the stick process); Example 3 possesses a one-
parameter family of product translation-invariant invariant probability measures; Example 4 is a
particular case of Example 3, for which attractiveness coexists with condensation for one value of
its parameter; Example 5 is an MM-TP dual to the MM-ZRP of Example 4.
Example 1. MM-ZRP with gkα = h(k) I[k≤α] for α ≥ 1, k ≥ 1, h nonnegative function.
(i) If there exists C > 0 such that αh(α) ≤ C for every α, then condition (13) is satisfied.
(i)’ If there exists C > 0 such that
∑α
k=1 kh(k) ≤ Cα (resp.
∑α
k=1 h(k) ≤ C) for every α,
then condition (9) (resp. (17b)) is satisfied.
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(ii) The process is attractive if and only if
h(k) is nonincreasing for k ≥ 1. (154)
(iii) Conditions (58) and (60) are satisfied, hence by Proposition 3.13(b) there are product,
translation-invariant, invariant probability measures given by (48), which are geometric:
µϕ(η(x) = n) = ϕ
n(1 − ϕ) for all x ∈ Zd, n ∈ N,
for every ϕ ∈ (0, 1). They do not depend on h. The normalizing constant is Zϕ = (1−ϕ)−1;
we have ϕc = 1 and Zϕc =∞; so there is no possibility of condensation.
Particular cases:
• The process with h(k) = 1/k is attractive;
• the process with h(k) = k for k < k0, h(k) = 1/k for k ≥ k0, is not attractive;
and both satisfy the existence condition (13).
• The totally asymmetric q-Hahn ZRP is one of the models studied in [3]; there p(1) = 1, with
h(k) =
qk−1(1− q)
1− qk
for q ∈ (0, 1). The totally asymmetric q-Hahn ZRP is attractive, and condi-
tion (13) is satisfied.
Example 2. MM-ZRP with gkα = R(α) I[k≤α] for α ≥ 1, k ≥ 1 where R is a nonnegative function.
(i) Condition (13) is satisfied if there exists C > 0 such that for α ≥ 0,
α2 |R(α+ 1)−R(α)| + αR(α) ≤ C.
(i)’ Conditions (9) and (17b) are satisfied if there exists C > 0 such that for α ≥ 0, αR(α) ≤ C.
Note that if R is a constant function, both conditions (13), (9) and (17b) fail. It is the
case for the “stick process” introduced in [25] and also studied in [14]; for this example,
another construction was provided in [25], on a state space smaller than X.
(ii) The process is attractive if and only if
R(α) is nonincreasing & αR(α) nondecreasing for α ≥ 1. (155)
(iii) Unless R is constant (that is for the stick process), Condition (60) is never satisfied (take
k = α − 1 ≥ 1 in (60)), so there are no product translation-invariant and invariant
probability measures.
Particular cases:
• The process with R(α) = 1/α is attractive;
• The process with R(α) = 1/α2 is not attractive;
and both satisfy the existence condition (13).
Example 3. Generic MM-ZRP with product invariant measures: we consider the rates (134) for
which we began to investigate attractiveness in Section 5.2, that is
gkα =
pi(α− k)
pi(α)
h(k) I[k≤α] for α ≥ 1, k ≥ 1, (156)
where pi is a positive function on N and h is a non-negative function on N \ {0}. For technical
reasons we define pi(i) = 0 for i ∈ Z− and h(0) = 0.
(i) Condition (13) is satisfied if there exists C > 0 such that for α ≥ 0,
α∑
k=1
k h(k) |
pi(α + 1− k)
pi(α+ 1)
−
pi(α − k)
pi(α)
|+ α
h(α)
pi(α)
≤ C (157)
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(i)’ Condition (9) writes: There exists C > 0 such that for every α ≥ 1,
α∑
k=1
kh(k)pi(α− k) ≤ Cαpi(α). (158)
Condition (17b) writes: there exists C > 0 such that for every α ≥ 1,
α∑
k=1
pi(α − k)h(k) ≤ Cpi(α). (159)
(ii) In Section 5.2 we proved that the process is attractive if and only if Condition (135) is
satisfied. In Lemma 5.6 we simplified this condition when the function r(n) = pi(n)/pi(n+
1) (see (136)) is monotone.
(iii) The rate (156) is the generic one to satisfy assumption (57) hence we have a one-parameter
family of product and translation-invariant measures
{µ¯ϕ : ϕ ∈ Rad(Z ′)}, or {µ¯ϕ : ϕ ∈ Rad(Z)},
where
µ¯ϕ(η : η(x) = n) = Z
−1
ϕ ϕ
npi(n) for all x ∈ Zd, n ∈ N
(160)
and Rad(Z ′), Rad(Z) are given by (32) and (31). These measures do not depend on h.
Properties of the ratio r(n) yield the existence of a critical value ϕc such that Zϕc < ∞
or moreover ρc < ∞. If ϕc ∈ Rad(Z) \Rad(Z
′) then the measure µ¯ϕc is well defined by
(160) but its first moment is infinite. If assumption (30) is satisfied, then µ¯ϕc is invariant.
Example 4. A special case of Example 3: MM-ZRP with product invariant measures where
r(n) =
pi(n)
pi(n+ 1)
= 1 +
b
n
, b > 1, for all n ≥ 1 ; r(0) =
pi(0)
pi(1)
≥ 1 + b. (161)
We are particularly interested in the case h(k) = pi(k), k ≥ 1, which corresponds to example (139)
with h0 = 1, or to (149) (see also Remark 5.7).
We have for n ≥ 1,
pi(n) =
pi(1)
n−1∏
i=1
(
1 +
b
i
) = pi(1) (n− 1)!n−1∏
i=1
(b+ i)
= pi(1)
Γ(n)Γ(b + 1)
Γ(b+ n)
. (162)
By Stirling approximation, when n → ∞ we have pi(n) ∼ pi(1)Γ(b + 1)n−b. Therefore there exist
positive constants ω1, ω2 depending on b such that, for all n > 0,
ω1n
−b ≤ pi(n) ≤ ω2n
−b (163)
(i) Assumption (13) for existence is equivalent to (cf. (157), (153)): there exists C > 0 such
that, for every α ≥ 2,
α−1∑
k=1
k h(k)
(
pi(α− k)
pi(α)
−
pi(α + 1− k)
pi(α + 1)
)
≤ C and α
h(α)
pi(α)
≤ C. (164)
Since we have from (162)
pi(α − k)
pi(α)
−
pi(α + 1− k)
pi(α+ 1)
= kb
Γ(α− k)Γ(b+ α)
Γ(α+ 1)Γ(b+ α+ 1− k)
,
then, using (163), condition (164) is equivalent to : there exists C > 0 such that, for every
α ≥ 2,
αb−1
α−1∑
k=1
k2h(k)
1
(α− k)b+1
≤ C and αh(α) ≤ Cpi(α). (165)
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With the choice h(k) = pi(k), the sufficient condition (164) leads to αh(α) ≤ Cpi(α) which
is never satisfied. But with the choice h(k) = pi(k)/k that we put in (165) combined with
(163) for pi(k), then condition (164) writes
∀α ≥ 2,
α−1∑
k=1
fk,α(b) ≤ C, where fk,α(b) =
αb−1
kb−1(α− k)b+1
(166)
for some C > 0. It is satisfied for b ≥ 1 since we have that
Lemma 7.2. For every b ≥ 1 there exists C > 0 such that (166) is valid.
Proof. For b = 1, we have that
α−1∑
k=1
fk,α(1) =
α−1∑
k=1
1
k2
For b > 1, we have that for 1 ≤ k ≤ α − 1, fk,α(b) ≤ fˆk,α(b − 1) (see (168) below), hence
the result follows from the proof of Lemma 7.3 below. 
(i)’ In the case h(k) = pi(k), condition (9) is satisfied if and only if for some C > 0
⌊α/2⌋∑
k=0
gkα =
⌊α/2⌋∑
k=0
pi(k)pi(α − k)
pi(α)
≤ C for all α ≥ 2. (167)
Indeed, (9) writes (158), and if we use that the term pi(k)pi(α−k)pi(α) is symmetric we obtain
(167), which, by (162), is equivalent to: for some C > 0,
Γ(b+ α)
Γ(α)
⌊α/2⌋∑
k=1
Γ(α− k)
Γ(b+ α− k)
Γ(k)
Γ(b+ k)
≤ C
which, using Stirling approximation (163), is equivalent to
∀α ≥ 2,
⌊α/2⌋∑
k=1
fˆk,α(b) ≤ C, where fˆk,α(b) =
αb
kb(α− k)b
(168)
for some C > 0. We have that
Lemma 7.3. For every b > 0 there exists C > 0 such that (168) is satisfied.
Proof. For b > 0 and α ≥ 2, the function x 7→ x−b(α − x)−b is decreasing on (0, α/2).
Therefore
α−1∑
k=1
fˆk,α(b) ≤ 2
⌊α/2⌋∑
k=1
fˆk,α(b) ≤
(
α
α− 1
)b
+ 2
∫ 1/2
1/(2α)
1
ub(1 − u)b
du.
which implies the lemma. 
Let us now check condition (17b), which writes here (159). With the choice h(k) = pi(k),
it becomes (167). If it is satisfied, it will also be the case for (17b) with the choice
h(k) = pi(k)/k.
(ii) The process is attractive if and only if (137a)& (137b) from Lemma 5.6 hold, since r(α)
is decreasing. In the case h(k) = pi(k), Lemma 5.6(a’) gives a necessary and sufficient
condition for the process to be attractive, namely (138). By (142) and (162), for α ≥ 2
we have, writing from now on Sb(α) instead of S(α) to stress the dependence in b,
Sb(α) = pi(1)
α−1∑
j=1
r(α − 1) · · · r(α − j)
r(j − 1) · · · r(1)
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= pi(1)
Γ(b + α) Γ(b + 1)
Γ(α)
α−1∑
j=1
Γ(j) Γ(α− j)
Γ(j + b) Γ(α− j + b)
(169)
Proposition 7.4. The process is attractive for b = 1 and b = 3/2 and not attractive for
all values of b larger or equal to 2.
Proof. First, for all α ≥ 2 and all b > 0, using that Γ(z + 1) = zΓ(z) for all z > 0, we
compute the increment
Sb(α+ 1)− Sb(α) =
= pi(1)
b + α
α
+ pi(1)
α−1∑
j=1
Γ(b+ 1)Γ(j)
Γ(j + b)
(Γ(b+ α+ 1)Γ(α+ 1− j)
Γ(α+ 1)Γ(α+ 1− j + b)
−
Γ(b + α)Γ(α− j)
Γ(α)Γ(α − j + b)
)
= pi(1)
b + α
α
+ pi(1)
α−1∑
j=1
Γ(j)Γ(α− j)
Γ(α)
Γ(b + 1)Γ(b+ α)
Γ(j + b)Γ(α− j + b)
( (b+ α)(α − j)
α(α − j + b)
− 1
)
= pi(1)
b + α
α
+ pi(1)
α−1∑
j=1
Γ(j)Γ(α− j)
Γ(α)
Γ(b + 1)Γ(b+ α)
Γ(j + b)Γ(α− j + b)
( −bj
α(α − j + b)
)
= pi(1)
b + α
α
− b pi(1)
α−1∑
j=1
j!(α− j − 1)!
α!
Γ(b + 1)Γ(b+ α)
Γ(j + b)Γ(α− j + b+ 1)
For α = 2 we get Sb(3)− Sb(2) = pi(1) ≥ 0 for all b > 0. For all α ≥ 3, we get
Sb(α+ 1)− Sb(α)
= pi(1)
(
1 +
b(α− 2)
α(α− 1)
)
− b pi(1)
α−1∑
j=2
j!(α− j − 1)!
α!
j−1∏
k=1
b+ α− k
b+ j − k
(170)
• For b = 1, the expression (170) becomes
S1(α+ 1)− S1(α) = pi(1)
(
1 +
(α− 2)
α(α − 1)
−
α− 2
α− 1
)
=
2pi(1)
α
≥ 0 (171)
Therefore the inequality in (138) is satisfied for all α ≥ 2, and the process is attractive.
• We now consider b = 3/2. The expression (170) reads
S3/2(α+ 1)− S3/2(α)
= pi(1)
(
1 +
3(α− 2)
2α(α− 1)
)
− 9pi(1)
(2α+ 1)!
(α!)2
α−1∑
j=2
(j!)2(α − j − 1)! (α− j + 1)!
(2j + 1)!(2α− 2j + 3)!
(172)
We define for all α ≥ 3 and all j ∈ {0, · · · , α− 1}
ϕα(j) =
(3α− 2j + 2)
6(α+ 1)(α+ 2)
j! (j + 1)!
(2j + 1)!
(α− j)! (α− j − 1)!
(2α− 2j + 1)!
(173)
In particular
ϕα(1) =
α! (α − 2)!
6(α+ 1)(α+ 2)(2α− 1)!
(174)
ϕα(α− 1) =
α! (α − 1)!(α+ 4)
36(α+ 1)(α+ 2)(2α− 1)!
(175)
Now for all j ∈ {1, · · · , α− 1}, we compute
ϕα(j)− ϕα(j − 1)
=
1
3(α+ 1)(α+ 2)
(j!)2(α− j − 1)! (α− j + 1)!
(2j + 1)!(2α− 2j + 3)!
×
(
(j + 1)(3α− 2j + 2)(2α− 2j + 3)− (2j + 1)(α− j)(3α− 2j + 4)
)
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=
(j!)2(α− j − 1)! (α− j + 1)!
(2j + 1)!(2α− 2j + 3)!
Using this expression in (176), and then (174), (175) gives
S3/2(α+ 1)− S3/2(α)
= pi(1)
(
1 +
3(α− 2)
2α(α− 1)
)
− 9pi(1)
(2α+ 1)!
(α!)2
α−1∑
j=2
(
ϕα(j)− ϕα(j − 1)
)
= pi(1)
(
1 +
3(α− 2)
2α(α− 1)
)
− 9pi(1)
(2α+ 1)!
(α!)2
(
ϕα(α− 1)− ϕα(1)
)
= pi(1)
(
1 +
3(α− 2)
2α(α− 1)
−
(2α+ 1)(α2 + 3α− 10)
2(α− 1)(α+ 1)(α+ 2)
)
=
3pi(1)(3α+ 2)
α(α + 1)(α+ 2)
≥ 0 (176)
Thus, the inequalities (138) are satisfied and the process is attractive for b = 3/2.
• For the last case, for any given b ≥ 2, we just compute
Sb(11)− Sb(10) = pi(1)
(
1 +
4b
45
−
37b(b+ 9)
360(b+ 1)
−
31b(b+ 9)(b+ 8)
2520(b+ 1)(b+ 2)
−
b(b+ 9)(b+ 8)(b+ 7)
280(b+ 1)(b+ 2)(b+ 3)
−
b(b+ 9)(b+ 8)(b+ 7)(b+ 6)
504(b+ 1)(b+ 2)(b+ 3)(b+ 4)
)
= pi(1)
−750 + (2− b)(4155 + 3039b+ 955b2 + 151b3 + 10b4)
315(b+ 1)(b+ 2)(b+ 3)(b+ 4)
< 0 (177)
Therefore Sb(11)− Sb(10) < 0 for b ≥ 2 and the process is not attractive for b ≥ 2. 
Remark 7.5. Equation (177) shows that the process is not attractive also for values of
b slightly smaller than 2. In fact, further numerical computations also indicate that the
quantity (170) for larger values of α gets negative for smaller values of b. For instance,
Sb(201)−Sb(200) is found to be negative for b ≥ 1.55. Thus we conjecture that the process
is attractive for all values of b ∈ (0, 3/2] and not attractive for all values of b > 3/2.
(iii) By part (iii) in Example 3, we have a family (160) of product, translation-invariant,
invariant probability measures where
ϕc = 1,
Z1 <∞ if and only if b > 1,
ρc <∞ if and only if b > 2.
Since
∑
n≥1 npi(n) = +∞ when b ≤ 2, we have Rad(Z
′) = (0, 1] for b > 2 and Rad(Z ′) =
(0, 1) for 1 < b ≤ 2.
Let us consider the case 1 < b ≤ 2. If moreover h(k) = pi(k), we have by (167)
with Lemma 7.3 that
∑
k≤α g
k
α is bounded, hence, by (167), assumption (17b) is satisfied.
Therefore, by Corollary 3.5, if assumption (17a) is satisfied, then the probability measure
µ¯1 is invariant, and {µ¯ϕ : ϕ ∈ (0, 1]} (by (160)) with pi given by (162) are invariant
measures.
In this example, we chose pi such that the process with b > 2 exhibits condensation in
the first set-up whereas the process with b > 1 exhibits condensation in the second set-up
(that is, on a fixed finite volume), which follows from results in [13, 17] (see Section 6).
We proved coexistence of attractiveness and condensation in the second set-up for b = 3/2
(cf. Proposition 6.3).
MASS MIGRATION PROCESSES 37
Example 5. Consider the MM-TP with gkα,β = I[k≤α]g
k
∗,β.
(i) Condition (13) writes: there exists C > 0 such that, for all β, α ≥ 0,
α∑
k=1
k |gk∗,β+1 − g
k
∗,β| + αg
α
∗,β ≤ C.
Note that if gk∗,β is independent of k, this condition fails.
(i)’ Condition (9) writes: for all β, α ≥ 0,
∑α
k=1 kg
k
∗,β ≤ C(α + β).
Condition (17b) writes: for all β, α ≥ 0,
∑α
k=1 g
k
∗,β ≤ C.
(ii) The process is attractive if and only if conditions (127a)–(127b) are satisfied. Note that
gα∗,β ≤ g
α−1
∗,β+1 for α ≥ 1, β ≥ 0, k ≥ 0, is sufficient for (127b).
(iii) If conditions (62)–(63) or conditions (66) on rates are satisfied then there exist product
invariant probability measures given by formulas (71)–(72).
The MM-TP dual of Example 4 has rates (150) (see Remark 6.1). Contrary to duality for single-
jump dynamics which conserves attractiveness (see Remark 5.2), we have here a non-attractive
dynamics (by Proposition 6.2) dual of a one which can be attractive (by Proposition 7.4).
8. Appendix: Construction of the process
In this section we shall prove Proposition 2.1, Theorem 2.2, and Proposition 2.3.
For our construction, Consider an approximation of the infinite set X by an increasing sequence
of finite sets
X1 ⊂ X2 ⊂ . . . ⊂ X,
⋃
n
Xn = X (178)
and let us define (as in [18]) a restriction of the transition probabilities (p(x, y), x, y ∈ X) on Xn
by
pn(x, y) =


p(x, x) +
∑
z 6∈Xn
p(x, z) x = y, x ∈ Xn
1 x = y, x 6∈ Xn
p(x, y) x 6= y, x, y ∈ Xn
0 otherwise.
(179)
The transition probabilities (pn(x, y), x, y ∈ Xn) satisfy (5) with M replaced by M + 1, because
pn(x, y) ≤ p(x, y) + I[x=y]. They induce a restriction of the dynamics of MMP to Xn, whose
generator Ln is given by (10) with p(·, ·) replaced by pn(·, ·): for f : NX → R, f ∈ L, η ∈ NX,
Lnf(η) =
∑
x,y∈X
∑
k>0
pn(x, y) g
k
η(x),η(y)
(
f
(
Skx,yη
)
− f (η)
)
=
∑
x 6=y∈Xn
∑
k>0
p(x, y) gkη(x),η(y)
(
f
(
Skx,yη
)
− f (η)
)
. (180)
Since particles do not move outside Xn, this corresponds to a Markov process on the countable
state space NXn . Hence there is a well defined Markov semigroup of operators (Sn(t), t ≥ 0) on
functions f ∈ L, associated to Ln:
Sn(t)f(η) = f(η) +
∫ t
0
LnSn(s)f(η)ds. (181)
Similarly, the dynamics of the coupled process restricted to Xn has generator Ln given by (121)
with p(·, ·) replaced by pn(·, ·): for (η, ζ) ∈ X× X, h ∈ L,
Lnh(η, ζ) =
∑
x 6=y∈Xn
pn(x, y)
∑
k≥0
∑
l≥0
Gk,lη(x),η(y),ζ(x),ζ(y)
(
h
(
Skx,yη,S
l
x,yζ
)
− h (η, ζ)
)
. (182)
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Our goal is to define, in Subsection 8.3, limits of the generators Ln and semigroups Sn(t), as
n→∞. For this we will as a first step, in Subsection 8.2, analyze the restriction of (ηt)t≥0 to the
finite set of sites Xn, keeping by a misuse of language the same notations Ln, Sn(t), (ηt)t≥0,Ln for
the dynamics of state space NXn . Subsection 8.1 is devoted to preliminary results.
8.1. Preliminaries. In this subsection we explicit some statements done in Section 2, and derive
a key inequality about the coupling rates.
• Let us exhibit a function a on X satisfying (5) and (6). Choose any M > 1 + mp (cf. (7))
and define, for all x, y ∈ X,
p˜(x, y) =
1
1 +mp
(
p(x, y) + p(y, x)
)
.
Fix a reference site x0 ∈ X and set
ax =
∑
n≥0
(
1 +mp
M
)n
p˜(n)(x, x0) (183)
where p˜(n)(., .) are the n-step transition probabilities corresponding to p˜(., .):
p˜(0)(x, x0) = I[x=x0] and p˜
(n)(x, x0) =
∑
x1∈X
p˜(x, x1)p˜
(n−1)(x1, x0) for n ≥ 1. (184)
Then (5) holds, as well as (6).
• Note that the set L includes all bounded cylinder functions. More precisely let f on NX be
such a function. It is bounded by a value mf , and its support is a finite set Vf ⊂ X such that f
depends only on values (η(x) : x ∈ Vf ) and not on the whole η ∈ NX. We can write
‖f(η)− f(ζ)‖ ≤ 2mf
∑
x∈Vf
|η(x) − ζ(x)| ≤ 2mf‖η − ζ‖/ min
x∈Vf
ax. (185)
• Next Lemma provides the analogue for the coupled process of (13) for the MMP, and is crucial
for the following results.
Lemma 8.1. Under assumption (13), the rates Gk,lα,β,γ,δ satisfy, for all α, β, γ, δ, k, l ≥ 0,
α∑
k=0
γ∑
l=0
|k − l|Gk,lα,β,γ,δ ≤ 2C
(
|α− γ|+ |β − δ|
)
. (186)
Proof. We have
α∑
k=0
γ∑
l=0
|k − l|Gk,lα,β,γ,δ =
α∑
k=0
γ∑
l=0
I[l<k](k − l)G
k,l
α,β,γ,δ −
α∑
k=0
γ∑
l=0
I[l≥k](k − l)G
k,l
α,β,γ,δ
=
γ∑
l=0
l
(
l∑
k=0
I[k≤α]G
k,l
α,β,γ,δ − I[l<α]
α∑
k=l+1
Gk,lα,β,γ,δ
)
−
α∑
k=0
k
(
I[k≤γ]
γ∑
l=k
Gk,lα,β,γ,δ −
k−1∑
l=0
I[l≤γ]G
k,l
α,β,γ,δ
)
=
(α−1)∧γ∑
l=1
l
(
l∑
k=0
Gk,lα,β,γ,δ −
α∑
k=l+1
Gk,lα,β,γ,δ
)
+ I[α≤γ]
γ∑
l=α
lglγ,δ
−
α∧γ∑
k=1
k
(
γ∑
l=k
Gk,lα,β,γ,δ −
k−1∑
l=0
Gk,lα,β,γ,δ
)
+ I[α>γ]
α∑
k=γ+1
kgkα,β
=
α∧γ∑
i=1
iRi + I[α<γ]
γ∑
i=α+1
iRi −
α∧γ∑
i=1
iR∗i − I[α>γ]
α∑
i=γ+1
iR∗i
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where we have denoted
Rl =


l∑
k=0
Gk,lα,β,γ,δ −
α∑
k=l+1
Gk,lα,β,γ,δ, for l = 0, . . . , α− 1,
glγ,δ for l = α, . . . , γ if α ≤ γ,
R∗k =


γ∑
l=k
Gk,lα,β,γ,δ −
k−1∑
l=0
Gk,lα,β,γ,δ, for k = 0, . . . , γ,
−gkα,β for k = γ + 1, . . . , α if α > γ.
Therefore using (2)
α∑
k=0
γ∑
l=0
|k−l|Gk,lα,β,γ,δ =
α∧γ∑
i=1
i(Ri−R
∗
i ) +I[α<γ]
α∨γ∑
i=(α∧γ)+1
i (giγ,δ−g
i
α,β) +I[α>γ]
α∨γ∑
i=(α∧γ)+1
i (giα,β−g
i
γ,δ).
(187)
Using notation Σiα,β =
∑
k>i
gkα,β and a telescopic argument [14, Lemma 3.6] for partial sums of
Gk,lα,β,γ,δ gives, for α, β, γ, δ ≥ 0 and 1 ≤ k ≤ α, 1 ≤ l ≤ γ,
Gk,lα,β,γ,δ = g
k
α,β ∧
(
Σl−1γ,δ −Σ
k
α,β ∧Σ
l−1
γ,δ
)
− gkα,β ∧
(
Σlγ,δ −Σ
k
α,β ∧Σ
l
γ,δ
)
or
Gk,lα,β,γ,δ = g
l
γ,δ ∧
(
Σk−1α,β −Σ
k−1
α,β ∧Σ
l
γ,δ
)
− glγ,δ ∧
(
Σkα,β −Σ
k
α,β ∧Σ
l
γ,δ
)
Then, for i = 1, . . . , α ∧ γ, we obtain
Ri = g
i
γ,δ − 2
[
giγ,δ ∧
(
Σiα,β −Σ
i
α,β ∧Σ
i
γ,δ
)]
=


giγ,δ if Σ
i
γ,δ ≥ Σ
i
α,β
giγ,δ − 2
(
Σiα,β −Σ
i
γ,δ
)
if Σiγ,δ < Σ
i
α,β < Σ
i−1
γ,δ
−giγ,δ if Σ
i
α,β ≥ Σ
i−1
γ,δ
R∗i = 2
[
giα,β ∧
(
Σi−1γ,δ −Σ
i
α,β ∧Σ
i−1
γ,δ
)]
− giα,β
=


−giα,β if Σ
i
α,β ≥ Σ
i−1
γ,δ
2
(
Σi−1γ,δ −Σ
i
α,β
)
− giα,β if Σ
i
α,β < Σ
i−1
γ,δ < Σ
i−1
α,β
giα,β if Σ
i−1
γ,δ ≥ Σ
i−1
α,β
Hence
Ri −R
∗
i =


giα,β − g
i
γ,δ if Σ
i
α,β ≥ Σ
i−1
γ,δ
giγ,δ − g
i
α,β if Σ
i
α,β ≤ Σ
i
γ,δ & Σ
i−1
α,β ≤ Σ
i−1
γ,δ
giα,β − g
i
γ,δ if Σ
i
γ,δ < Σ
i
α,β < Σ
i−1
γ,δ < Σ
i−1
α,β
giγ,δ − g
i
α,β − 2(Σ
i
α,β −Σ
i
γ,δ) if Σ
i
γ,δ < Σ
i
α,β < Σ
i−1
γ,δ & Σ
i−1
α,β ≤ Σ
i−1
γ,δ
giα,β − g
i
γ,δ − 2(Σ
i
γ,δ −Σ
i
α,β) if Σ
i
α,β ≤ Σ
i
γ,δ & Σ
i
α,β < Σ
i−1
γ,δ < Σ
i−1
α,β .
Conditions in the last but one line imply that 0 < Σiα,β − Σ
i
γ,δ ≤ g
i
γ,δ − g
i
α,β and similarly
conditions in the last line imply that 0 < Σiγ,δ −Σ
i
α,β ≤ g
i
α,β − g
i
γ,δ. Therefore we can conclude
that |Ri −R∗i | ≤ 2|g
i
α,β − g
i
γ,δ|. From (187) and using assumption (13) then we obtain the desired
inequality
α∑
k=0
γ∑
l=0
|k − l|Gk,lα,β,γ,δ ≤ 2
α∨γ∑
i=1
i |giα,β − g
i
γ,δ| ≤ 2C (|α− γ|+ |β − δ|) . (188)

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8.2. Finite volume. Because Xn is finite, for η, η
′ ∈ NXn , ifN =
∑
x∈Xn
η(x), N ′ =
∑
x∈Xn
η′(x),
then the Markov process (ηt)t≥0 starting from η0 = η (resp. the coupled process (ηt, η
′
t)t≥0
starting from (η0, η
′
0) = (η, η
′)) has the finite state space S = {ξ ∈ NXn :
∑
x∈Xn
ξ(x) = N}
(resp. S = {(ξ, ξ′) ∈ NXn × NXn :
∑
x∈Xn
ξ(x) = N,
∑
x∈Xn
ξ′(x) = N ′}). Hence we can write the
semi-group as an exponential of a Q-matrix, that is
Sn(t)f(η) = E
η(f(ηt)) =
∑
ζ∈S
f(ζ)pt(η, ζ) (189)
Sn(t)h(η, η
′) = E(η,η
′)(h(ηt, η
′
t)) =
∑
(ζ,ζ′)∈S
h(ζ, ζ′)pt(η, η
′; ζ, ζ′), where (190)
pt(η, ζ) =
∞∑
j=0
tj
j!
q(j)(η, ζ) (191)
q(η, ζ) =
∑
x,y∈Xn
η(x)∑
k=1
pn(x, y) g
k
η(x),η(y)
(
I[ζ=Skx,yη] − I[ζ=η]
)
(192)
pt(η, η
′; ζ, ζ′) =
∞∑
j=0
tj
j!
q(j)(η, η′; ζ, ζ′) (193)
q(η, η′; ζ, ζ′) =
∑
x,y∈Xn
η(x)∑
k=1
η′(x)∑
l=1
pn(x, y)G
k,l
η(x),η(y),η′(x),η′(y)
×
(
I[(ζ,ζ′)=(Skx,yη,Skx,yη′)] − I[(ζ,ζ′)=(η,η′)]
)
. (194)
Recall the constants mp, C,M introduced in (7), (5), (9) and (13).
Lemma 8.2. Assume that the rates satisfy (9). We have, for all f ∈ L, η ∈ NXn , n ≥ 1,
|Lnf(η)| ≤ LfC (1 +mp +M) ‖η‖.
Proof. We have
|Lnf(η)| ≤ Lf
∑
x,y∈Xn
p(x, y)
η(x)∑
k=1
gkη(x),η(y)‖S
k
x,yη − η‖
= Lf
∑
x,y∈Xn
p(x, y)
η(x)∑
k=1
kgkη(x),η(y)(ax + ay)
≤ Lf C
∑
x,y∈Xn
p(x, y) (η(x) + η(y)) (ax + ay) (195)
= Lf C
∑
x∈Xn
η(x)
∑
y∈Xn
(
p(x, y) + p(y, x)
)
(ax + ay)
≤ Lf C (1 +mp +M)
∑
x∈Xn
axη(x)
where f ∈ L implies the first inequality, the second one comes from (9), and the third one from
(7), (5). 
Lemma 8.3. Assume that the rates satisfy (13). We have, for all η, η′ ∈ NXn , n ≥ 1,∣∣∣Ln(‖η − η′‖)∣∣∣ ≤ 2C (1 +mp +M) ‖η − η′‖.
Proof. We have
∣∣∣Ln(‖η − η′‖)∣∣∣ = ∣∣∣ ∑
x,y∈Xn
p(x, y)
η(x)∑
k=1
η′(x)∑
l=1
Gk,lη(x),η(y),η′(x),η′(y)
(
‖Skx,yη − S
l
x,yη
′‖ − ‖η − η′‖
)∣∣∣
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≤
∑
x,y∈Xn
p(x, y)
η(x)∑
k=1
η′(x)∑
l=1
Gk,lη(x),η(y),η′(x),η′(y)(ax + ay)|k − l|
≤ 2C
∑
x,y∈Xn
p(x, y)(ax + ay) (|η(x) − η
′(x)|+ |η(y)− η′(y)|)
≤ 2C
∑
x∈Xn
|η(x)−η′(x)|
∑
y∈Xn
(p(x, y) + p(y, x))(ay + ax)
where the second inequality comes from Lemma 8.1. This implies the result by (7), (5). 
Based on Lemmas 8.2 and 8.3, the following technical lemmas (corresponding to [1, Lemmas
2.1–2.4]) can be proved for the MMP (ηt)t≥0 on Xn finite. We rely on (189)–(194).
Lemma 8.4. Fix η ∈ NXn . Assume that the rates satisfy (9). We have for the Markov process
(ηt)t≥0 starting from η0 = η, and for y ∈ Xn,
E
η
(
ηt(y)
)
≤ eCmpt
∑
x∈Xn
η(x)
∞∑
l=0
(Ct)l
l!
p(l)(x, y).
Proof. Fix η ∈ NXn , y ∈ Xn. Since by (9), (7),
∑
ζ∈NXn
ζ(y)q(η, ζ) =
∑
x,z∈Xn
η(x)∑
k=1
p(x, z)gkη(x),η(z)(S
k
x,zη(y)− η(y))
≤
∑
x∈Xn
η(x)∑
k=1
p(x, y)gkη(x),η(y)k ≤ C
∑
x∈Xn
η(x)p(x, y) + Cmpη(y)
and q(j)(η, ζ) =
∑
ξ∈NXn q
(j−1)(η, ξ)q(ξ, ζ) an induction proof gives that for j ≥ 1,
∑
ζ∈NXn
ζ(y)q(j)(η, ζ) ≤ Cj
j∑
l=0
(
j
l
)
mj−lp
∑
z∈Xn
η(z)p(l)(z, y). (196)
We conclude by (191) that
E
η
(
ηt(y)
)
=
∑
ζ∈NXn
ζ(y)pt(η, ζ) ≤
∞∑
j=0
tj
j!
Cj
j∑
l=0
(
j
l
)
mj−lp
∑
x∈Xn
η(x)p(l)(x, y)
and exchanging summations gives the result. 
Lemma 8.5. Let f ∈ L. Assume that the rates satisfy (13). Then
(a) Sn(t)f ∈ L and LSn(t)f ≤ Lfe
2C(M+mp+1)t,
(b) if |f(η)| ≤ c0‖η‖ then |Sn(t)f(η)| ≤ c0e
C(M+mp)t‖η‖.
Proof. It is based on the following consequences of Lemmas 8.2 and 8.3: For every η, η′ ∈ NXn ,
j ∈ N, ∣∣∣∣∣∣
∑
ζ∈S
q(j)(η, ζ)‖ζ‖
∣∣∣∣∣∣ ≤ (C (M +mp + 1))j ‖η‖, (197)∣∣∣∣∣∣
∑
ζ,ζ′∈S
q(j)(η, η′, ζ, ζ′)‖ζ − ζ′‖
∣∣∣∣∣∣ ≤ (2C (M +mp + 1))j ‖η − η′‖. (198)
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Let us derive for instance (197) (it is similar for (198)), by induction on j. For j = 1, using (180),
(192) and Lemma 8.2 for the function f(η) = ‖η‖, which belongs to L with Lf = 1, we have∣∣∣∣∣∣
∑
ζ∈S
q(η, ζ)‖ζ‖
∣∣∣∣∣∣ = |Lnf(η)| ≤ C (1 +mp +M) ‖η‖.
Then for j ≥ 1, using the computation for j = 1 we have∣∣∣∣∣∣
∑
ζ∈S
q(j+1)(η, ζ)‖ζ‖
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
ξ∈S
q(j)(η, ξ)
∑
ζ∈S
q(ξ, ζ)‖ζ‖
∣∣∣∣∣∣ ≤ C (1 +mp +M)
∑
ξ∈S
q(j)(η, ξ)‖ξ‖.
(a) For f ∈ L, we define g(η, η′) = f(η)− f(η′) and h(η, η′) = ‖η− η′‖ for all η, η′. Then by (198),
|Sn(t)f(η)− Sn(t)f(η
′)| = |Sn(t)g(η, η
′)| ≤ Lf |Sn(t)h(η, η
′)|
= Lf
∣∣∣∣∣∣
∞∑
j=0
tj
j!
∑
ζ,ζ′∈S
q(j)(η, η′, ζ, ζ′)h(ζ, ζ′)
∣∣∣∣∣∣ ≤ Lfe2C (M+mp+1)t‖η − η′‖.
(b) For f ∈ L, by (191), (197),
|Sn(t)f(η)| ≤ c0
∑
ζ∈S
pt(η, ζ)‖ζ‖ = c0
∣∣∣∣∣∣
∞∑
j=0
tj
j!
∑
ζ∈S
q(j)(η, ζ)‖ζ‖
∣∣∣∣∣∣ ≤ c0eC (M+mp+1)t‖η‖.

Lemma 8.6. Let m < n and f ∈ L. Assume that the rates satisfy (9). Then
|(Ln − Lm)f(η)| ≤ CLf
∑
x,y∈X
x 6=y
|pn(x, y)− pm(x, y)|(η(x) + η(y))(ax + ay). (199)
Proof. We have, using the proof of Lemma 8.2,
|(Ln − Lm)f(η)| ≤
∑
x,y∈X
x 6=y
η(x)∑
k=1
gkη(x),η(y)|pn(x, y)− pm(x, y)|Lf‖S
k
x,yη − η‖
≤ Lf
∑
x,y∈X
x 6=y
|pn(x, y)− pm(x, y)|
η(x)∑
k=1
kgkη(x),η(y)(ax + ay)
and we conclude by (9) and the proof of Lemma 8.2. 
Corollary 8.7. Let f ∈ L, η ∈ X and t ≥ 0. Assume that the rates satisfy (13). Then
|Sn(t)f(η) − Sm(t)f(η)| ≤ CLfe
2Cmpt
∫ t
0
Hn,m(η) ds (200)
where
Hn,m(η) = e
2C(M+1)(t−s)
∑
z∈Xn
η(z)
∞∑
l=0
(Cs)l
l!
×
∑
x,y∈X
x 6=y
(
p(l)n (z, x) + p
(l)
n (z, y)
)
(ax + ay)|pn(x, y)− pm(x, y)|. (201)
Proof. The result follows from the successive use of the integration by parts formula
Sn(t)f(η)− Sm(t)f(η) =
∫ t
0
Sn(s)(Ln − Lm)Sm(t− s)f(η)ds
and Lemmas 8.6, 8.5(a) and 8.4. 
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8.3. Infinite volume. Through this paragraph X is infinite. We consider its approximation
introduced in (178). Recall notation pn, Ln and Sn(t).
We obtained in Subsection 8.2 some properties of finite volume processes with generator Ln
and semigroup Sn(t), t ≥ 0 that we shall now use to take the limit n to infinity.
Lemma 8.8. Assume that the rates satisfy (9). For all f ∈ L, η ∈ X, Lnf(η) −→ Lf(η) when
n→∞.
Proof. We use Lemma 8.6 and the proof of Lemma 8.2 to write
|(Ln − Lm)f(η)| ≤ CLf
∑
x,y∈X
p(x, y)(η(x) + η(y))(ax + ay) ≤ CLf (1 +mp +M)‖η‖
and each term on the right-hand side of (199) goes to 0 when n,m→∞, we have a Cauchy sequence
that converges using the dominated convergence theorem, and the fact that pn(x, y) → p(x, y)
when n→∞ yields the limit. 
Proof. of Proposition 2.1. It is a consequence of Lemmas 8.8 and 8.2, which also imply (12). 
Lemma 8.9. Assume that the rates satisfy (13). For all f ∈ L, η ∈ X and t ≥ 0, Sn(t)f(η)
converges when n→∞.
Proof. Let us fix t > 0 and η ∈ X. From Corollary 8.7 we have that Hn,m(η) given by (201)
satisfies the upper bound
Hn,m(η) ≤ 2(M + 2)e
2C(M+1)t‖η‖. (202)
Indeed, on the one hand, by induction on l using (5) we get, for z ∈ Xn,∑
x∈Xn
axp
(l)
n (z, x) ≤ az(M + 1)
l. (203)
On the other hand, for x, y ∈ Xn we have
|pn(x, y)− pm(x, y)| = p(x, y)(I[x,y∈Xn\Xm] + I[x∈Xn\Xm, y∈Xm] + I[y∈Xn\Xm, x∈Xm]). (204)
Hence using (204), (5) and (203), we bound the second line of (201) by∑
x∈Xn\Xm
axp
(l)
n (z, x)
∑
y∈Xn
y 6=x
p(x, y) +
∑
x∈Xm
axp
(l)
n (z, x)
∑
y∈Xn\Xm
p(x, y)
+
∑
x∈Xn\Xm
p(l)n (z, x)
∑
y∈Xn
y 6=x
ayp(x, y) +
∑
x∈Xm
p(l)n (z, x)
∑
y∈Xn\Xm
ayp(x, y)
+
∑
y∈Xn\Xm
p(l)n (z, y)
∑
x∈Xn
x 6=y
axp(x, y) +
∑
y∈Xm
p(l)n (z, y)
∑
x∈Xn\Xm
axp(x, y)
+
∑
y∈Xn\Xm
ayp
(l)
n (z, y)
∑
x∈Xn
x 6=y
p(x, y) +
∑
y∈Xm
ayp
(l)
n (z, y)
∑
x∈Xn\Xm
p(x, y)
≤
∑
x∈Xn
axp
(l)
n (z, x) +
∑
x∈Xn
p(l)n (z, x)(M + 1)ax
+
∑
y∈Xn
p(l)n (z, y)(M + 1)ay +
∑
y∈Xn
ayp
(l)
n (z, y)
≤ 2(M + 2)
∑
x∈Xn
axp
(l)
n (z, x) ≤ 2(M + 2)az(M + 1)
l.
Combining (201) and (200), by the dominated convergence theorem we obtain that (Sn(t)f(η))n≥0
is a Cauchy sequence. 
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Definition 8.10. For all f ∈ L, η ∈ X and t ≥ 0 we define
S(t)f(η) = lim
n→∞
Sn(t)f(η). (205)
The following lemma shows that (S(t) : t ≥ 0) thus defined is a semigroup with infinitesimal
generator L given by (10).
Lemma 8.11. Let f ∈ L, t, t1, t2 ≥ 0, η ∈ X
(i) S(t1 + t2) = S(t1)S(t2), S(0) = I;
(ii) S(t)f(η) = f(η) +
t∫
0
LS(s)f(η)ds;
(iii) |S(t)f(η)− f(η)| ≤ ‖η‖Lf(e2C(M+mp+1)t − 1);
(iv) S(t)f(η) is continuous in t;
(v) LS(t)f(η) is continuous in t;
(vi) lim
tց0
S(t)f(η)− f(η)
t
= Lf(η);
(vii) LS(t)f(η) = S(t)Lf(η).
Proof. The properties given in the previous Lemmas enable to use exactly the same arguments as
in the paper [18] to derive [18, Lemma 2.16]. Hence we refer to it, and just note that for (iii),
using Lemmas 8.2 and 8.5(a) we have:
|LnSn(t)f(η)| ≤ LSnfC(1 +mp +M)‖η‖ ≤ Lfe
2C(M+mp+1)tC(1 +mp +M)‖η‖.

Now we are ready to prove Theorem 2.2 and Proposition 2.3.
Proof. of Theorem 2.2. We have that (1) follows from Lemma 8.5(a) and the definition (205)
of S(t), that (2) follows from Lemma 8.11(ii), and that (3) is again a consequence of definition
(205). 
Proof. of Proposition 2.3.
• Properties (i)–(vii) of Lemma 8.11 and the same arguments as in [18, Lemma 2.17] (see also [1,
Lemma 2.9]) yield that µ¯ is invariant if and only if∫
Lf dµ¯ = 0 for every bounded f ∈ L. (206)
Namely we write that, for a bounded f ∈ L,
∫
(S(t)f(η) − f(η)) dµ¯(η) =
∫ ( t∫
0
LS(s)f(η)ds
)
dµ¯(η) =
t∫
0
∫ (
LS(s)f(η) dµ¯(η)
)
ds = 0 (207)
where (12) enables to exchange limits.
• Now consider an arbitrary f ∈ L and assume (206) holds. The sequence of bounded Lipschitz
functions defined by, for η ∈ X,
fm(η) =


f(η) if |f(η)| ≤ m
m if f(η) > m
−m if f(η) < −m
satisfies, for every η ∈ X, limm→+∞ fm(η) = f(η), as well as limm→+∞ Lfm(η) = Lf(η). Indeed,
the Lipschitz constant of fm is Lf for every m, and we have
|Lfm(η)− Lf(η)| ≤
∑
x,y∈X
p(x, y)
η(x)∑
k=1
gkη(x),η(y)|fm(S
k
x,yη)− f(S
k
x,yη) + f(η)− fm(η)|
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which is dominated (using (9)) by 2CLf
∑
x,y∈X p(x, y)(ax + ay)(η(x) + η(y)), which is finite (cf.
the proof of Lemma 8.2). Because of (12), we know that |Lfm(η)| is dominated by Lf‖η‖ (up to
a multiplicative constant) which is µ¯-integrable, we can use the dominated convergence theorem
and conclude that ∫
Lf(η)dµ¯(η) = lim
m→∞
∫
Lfm(η)dµ¯(η) = 0.
We have therefore proved that µ¯ is invariant if and only if∫
Lf dµ¯ = 0 for every f ∈ L. (208)
• Now fix a bounded f ∈ L and assume that
∫
Lg dµ¯ = 0 for every bounded cylinder function g.
Given the sequence (178) of finite sets, one can define a sequence of bounded cylinder functions
fn(η) = f(η↾n) where η↾n (x) =
{
η(x) if x ∈ Xn
0 if x 6∈ Xn
that satisfy limn→∞ fn(η) = f(η) for every η. Using the same arguments as before we obtain that∫
Lf(η)dµ¯(η) =
∫
lim
n→∞
Lfn(η)dµ¯(η) = lim
n→∞
∫
Lfn(η)dµ¯(η) = 0.
Hence the proposition is proved. 
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