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Abstract
Let X be a compact complex manifold and D be a C-linear form sum of divisors of X.
A theorem of Weil and Kodaira says that if X is Ka¨hler, then there is a closed logarithmic
1-form with residue divisor D if and only if D is homologous to zero in H2n−2(X,C). We
generalized their theorem to general compact complex manifolds. The necessary and
sufficient condition is described by a new invariant called Q-flat class. In the second part
of the paper, we classify all the pluriharmonic functions on a compact algebraic manifold
with mild singularities.
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1 Introduction
In this paper, we study the following two questions for compact complex manifolds.
Question 1.1 (Inverse residue problem). Find closed meromorphic 1-forms (called Abelian
diffential in dimension one) with given residues.
Question 1.2 (Existence of pluriharmonic functions). Construct and classify pluriharmonic
functions locally taking the form of
g1(z) + g2(z¯) +
l∑
i=1
ai log |fi|2, (1)
where a1, · · · , al ∈ C and g1, g2, f1, · · · , fl are meromorphic functions.
Integrals of meromorphic 1-forms on Riemann surfaces played an important role in the
development of the theory of complex analysis in one variable. There are two well-known
holomorphic invariants associated with each meromorphic 1-form called residues and pole orders
as follows. Suppose a meromorphic 1-form g has the Laurent expansion near point ξ = 0 in a
local chart (U, ξ) as
g = h(ξ)dξ =
( ∞∑
i=−l
ciξ
i
)
dξ , c−l 6= 0. (2)
Then l is the pole order and c−1 is the residue at ξ. This leads to the following classification of
meromorphic 1-forms by types (see [S2] for details):
1. A differential is called an Abelian differential of the first kind if it is regular on the
Riemann surface, that is, if it has no poles.
2. A differential is called an Abelian differential of the second kind if it has at least
one pole and if, in addition, its residue at each pole is zero.
3. A differential is called an Abelian differential of the third kind if it has at least one
nonzero residue.
Regarding Question 1.1, the following classical theorems give a thorough understanding of
the compact Riemann surfaces case.
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Theorem 1.1 (Theorem 1 in §4.1 of [S2]). Let X be a compact Riemann surface. The sum of
the residues of an Abelian differential over X is always zero.
Theorem 1.2 (Theorem 1 in §4.2 of [S2]). For each point p on a Riemann surface X and
l = 2, 3, · · · there exist Abelian differentials of the second kind dEl(p) and dFl(p) with a single
pole at p with pole order l. Furthermore, all the periods of the integral El(p) are pure imaginary
and those of Fl(p) are real.
Theorem 1.3 (Theorem 2 in §4.2 of [S2]). For any two distinct points p and q on a Riemann
surface X there exists an Abelian differential dE(p, q) of the third kind which is regular apart
from simple poles p and q with residues 1 and −1. Also, all the periods of the integral E(p, q)
are pure imaginary.
Picard and Lefschetz generalized the concept of Abelian differentials on algebraic surfaces.
Notice that an Abelian differential on Riemann surfaces is closed, and hence the line integrals
are homotopic invariant and the residues are well-defined. When the complex dimension of a
complex manifold is larger than or equal to two, the closeness property does not hold automat-
ically. Therefore, in order to attach residues to a differential, it is natural to make the closeness
property as an additional assumption.
In higher dimension, Hodge and Atiyah [HA] generalized the concept of Abelian differentials
by sheaf theory (see §2 for more details). Let X be a complex manifold and W be a reduced di-
visor W of X, namely, an anlytic subvariety of X of codimension one. Denote by H0(X,R1(W ))
the space of the residue divisors supported on W (an analogue of residues), or equivalently,
C-linear formal sums of divisors of X supported on W ; denote by H0(X,Φ1(∗W )) the space of
the closed meromorphic 1-forms with poles on W ; denote by H0(X, dΩ0(∗W )) the subspace of
H0(X,Φ1(∗W )) consisting of the closed meromorphic 1-forms with trivial residue divisors (an
analogue of Abelian differentials of the second kind). Then, they derived the following long
exact sequences:
→ H0(X,Ω0(∗W ))→ H0(X, dΩ0(∗W ))→ H1(X,C)→ H1(X,Ω0(∗W ))→
→ H1(X, dΩ0(∗W ))→ H2(X,C)→ H2(X,Ω0(∗W ))→ · · · , (3)
0→ H0(X, dΩ0(∗W ))→ H0(X,Φ1(∗W )) Res−−→ H0(X,R1(W )) ∆0−→ H1(X, dΩ0(∗W ))→ · · · .
(4)
As a consequence of the long exact sequences (3) and (4), one derives immediately the
following abstract criterion for Question 1.1.
Theorem 1.4 ([HA]). Suppose X is a compact complex manifold and W is a reduced divisor
of X. Let D be an element of H0(X,R1(W )). Then there is a closed meromorphic 1-form with
residue divisor D if and only if ∆0(D) = 0 in H1(X, dΩ0(∗W )).
On the other hand, when X is a compact Ka¨hler manifold, Weil and Kodaira gave a geomet-
ric criterion for the existence of a closed logarithmic 1-form with prescribed residues by using
harmonic integrals and potential theory. (See §4.2 for the definition of logarithmic forms.) We
rewrite their theorem as follows.
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Theorem 1.5 ([W] and [Ko]). Let X be a compact Ka¨hler manifold of complex dimension n
and W be a reduced divisor of X. Let D be an element of H0(X,R1(W )). Then there is a closed
logarithmic 1-form with residue divisor D and with poles on W if and only if D is homologous
to zero in H2n−2(X,C).
In the first part of this paper, we investigate Question 1.1 following Hodge and Atiyah’s
sheaf theoretical method and generalize the geometric criterion of Weil and Kodaira to general
compact complex manifolds.
Before proceeding, first recall the following fact (see Proposition 3.1 in [P] for instance). Let
D be a reduced divisor of a complex manifold X. Suppose D is a flat divisor in the sense that
under a certain trivialization the transition functions of [D], which is the line bundle associated
with D, can be taken as constant functions. Then, there exists a closed meromorphic 1-form
with simple poles along the support D and holomorphic on the complement.
We show that the geometric criterion for general compact complex manifolds is given a
holomorphic invariant measuring the flatness of divisors as follows. (See [F] for the definition
of the Q-flat class of a holomorphic line bundle; see §3.4 for the definition of the Q-flat class of
a C-linear formal sum of divisors.)
Theorem 1.6. Let X be a compact complex manifold and W be a reduced divisor of X. Let
D ∈ H0(X,R1(W )). Then the following statements are equivalent:
• the Q-flat class of D is trivial in H1(X, dΩ0);
• there is a closed logarithmic 1-form with residue divisor D and with poles on W .
Since the Q-flat class of a holomorphic line bundle is trivial if only if the line bundle is
flat up to some positive multiple (see Theorem 1.11 in [F]), we have the following interesting
corollary of Theorem 1.6.
Corollary 1.7. Let X be a compact complex manifold and W be a reduced divisor of X. If
there exist some positive integer m such that mW is flat, then there exists a closed meromorphic
1-form with simple poles along the support W and holomorphic on the complement.
Next, we study the closed meromorphic 1-forms with poles of arbitrary order by refining
Hodge and Atiyah’s criterion (see Theorem 5.1). In particular, we derive the following topo-
logical constraint on the residue divisors.
Theorem 1.8. Let X be a compact complex manifold. Then the residue divisor of a closed
meromorphic 1-form on X is homologous to zero in H2n−2(X,C).
We say that a compact complex manifold X has Property (H) (see Definition 3.10) if and
only if
dimH1(X,C) = dimH0(X, dΩ0) + dimH1(X,OX). (5)
In the following, we apply the above general results to compact complex manifolds with Property
(H). We first reduce the holomorphic criterion in Theorem 1.6 to a topological criterion, which
is similar to that in Theorem 1.5.
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Theorem 1.9. Assume that X is a compact complex manifold with Property (H) and that W is
a reduced divisor of X. Let D ∈ H0(X,R1(W )). Then the following statements are equivalent:
• D is homologous to zero in H2n−2(X,C);
• there is a closed logarithmic 1-form with residue divisor D and with poles on W .
In particular, Theorem 1.9 gives an alternate proof of Theorem 1.5, for compact Ka¨hler
manifolds have Property (H).
Recall a well known result of Deligne [D] that each logarithmic form on projective manifolds
is closed. This result later was generalized to Ka¨hler manifolds and complex manifolds of Fujiki
class C by Noguchi [No] and Winkelmann [Wi], respectively. We further generalize it for 1-forms
in the following way.
Theorem 1.10. Let X be a compact complex manifold with Property (H). Let W be an effective
reduced divisor on X. Then each logarithmic 1-form on X is a sum of a holomorphic 1-form
and a closed logarithmic 1-form, that is,
H0(X,Ω1(logW )) = H0(X,Ω1) +H0(X,Φ1(W )). (6)
We also have the following decompostion result for closed meromorphic 1-forms with poles
of arbitrary order.
Theorem 1.11. Let X be a compact complex manifold with Property (H). Then every closed
meromorphic 1-form is a sum of a closed logarithmic 1-form and a closed meromorphic 1-form
of the second kind.
In the second part of the paper, we turn to the study of pluriharmonic functions on projec-
tive manifolds (Question 1.2). Recall that a pluriharmonic function f (possibly singular) is a
solution of the following overdetermined system of partial differential equations:
∂∂f = 0. (7)
The only regular solutions of equation (7) on a compact complex manifold are constant func-
tions; meromorphic functions and anti-meromorphic functions are its singular solutions. We
first derive the following theorem.
Theorem 1.12. Let X be a compact algebraic manifold. Assume that W is a reduced divisor
of X and there is an effective, ample divisor of X whose support is contained in W . Then
for every closed meromorphic 1-form with poles on W , there exists a closed anti-meromorphic
1-form on X with poles on W , so that the integral of the sum of these two differentials is a
single-valued function on X\W . In particular, the integral is a pluriharmonic function with
singularities on W.
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As an application of Theorem 1.12, we have the following theorem classifying all the singular
solutions of equation (7) with local form (1).
Theorem 1.13. Let X be a compact algebraic manifold. Denote by K(X) the vector space of
meromorphic functions on X; denote by K(X) the vector space of anti-meromorphic functions
on X; denote by dK(X) the vector space of the differentials of meromorphic functions on X.
Denote by Ph(X) the vector space of the pluriharmonic functions on X of local form (1); denote
by Ph0(X) the vector space of the pluriharmonic functions on X of local form (1) without log
terms. Then the following natural homomorphisms induced by differentiation are isomorphisms:
κ : Ph(X)/(K(X) +K(X))
∼=−→ H0(X,Φ1(∗))/dK(X) ; (8)
κ0 : Ph0(X)/(K(X) +K(X))
∼=−→ H0(X, dΩ0(∗))/dK(X) . (9)
We now briefly describe the organization of the paper and the basic ideas for the proof
of theorems. A nature approach to prove Theorem 1.6 and Theorem 1.9 is to interpret sheaf
cohomology as Cˇech cohomology. In order to establish the isomorphism between these two
cohomologies of X, we shall prove that certain cohomology groups are trivial. However, the
Hodge-Atiyah exact sequence is not a sequence of coherent OX-sheaves, and hence Cartan
theorem B does not apply. This difficulty is settled by three lemmas: truncation lemma, good
cover lemma and acyclic lemma. Next, we construct explicitly the double delta map from
the residue divisor group to the obstruction group by diagram chasing and prove Theorem 1.6
and Theorem 1.9. Then, we show that, for manifolds with Property (H), the criterion for the
existence of logarithmic 1-forms with given residues coincides with the criterion for the existence
of closed meromorphic 1-forms with given residues. Therfore, each logarithmic 1-form can be
decomposed into two parts as in Theorem 1.10. Similar to the logarithmic case, we derive the
criterions for prescribing residues for closed meromorphic 1-forms with arbitrary pole order and
as a consequence of which we prove Theorem 1.8.
In the second part of the paper, we investigate Question 1.2. Firstly, we describe the two
kinds of obstructions for getting a single-valued function by integrating closed meromorphic 1-
forms, namely, the long period vectors corresponding to the integrals along loops in H1(X,C),
and the short period vectors corresponding to the integrals along small loops around irreducible
components of the residue divisor. Since such an integral is single-valued if and only if all periods
vanish and it is impossible to carry out a cancellation of periods merely in the holomorphic
category except the trivial case, we produce closed anti-meromorphic 1-forms with opposite
periods, and then sum up the pairs to get a single-valued function. This procedure is made
explicitly in the language of gardens and pairs1. At last, we will prove Theorem 1.12 and
Theorem 1.13 by a careful cancellation of the periods.
The organization of the paper is as follows: In §2, we introduce Hodge and Atiyah’s sheaf
theoretical method. In §3.1, we establish a special truncation of Hodge-Atiyah exact sequence.
1These are named after classical gardens of Suzhou.
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In §3.2, we prove the acyclic lemma. In §3.3, diagram chasing method is used to show the
geometric meaning of the double delta map. In §3.4, we define the Q-flat class of a C linear
formal sums of divisors and derive some basic properties of manifolds with the Property (H).
In §4.1, we prove Theorem 1.6 and Theorem 1.9. In §4.2, we prove Theorem 1.10. In §5, we
prove Theorem 1.8. In §6, we prove Theorem 1.12 and Theorem 1.13.
For reader’s convenience, we include in Appendix I a detailed proof for the existence of a
(very) good cover for a compact complex manifold which is crucial in the comparison of two
cohomologies. Also, we include in Appendix II a proof for the existence of a smooth, transversal
two-chain which is used for calculating periods.
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2 Preliminary and the Hodge-Atiyah sequences
Let X be a complex manifold and Ω1X (or Ω
1 for short) the cotangent bundle of X. For each
meromorphic 1-form f on X, we define an ideal sheaf on X characterizing the singularities of
f as follow.
Definition 2.1. Define a presheaf Ppref as follows: for each open set (in the Euclidean topology)
U ⊂ X,
Γ(Ppref , U) := {h ∈ OX(U)
∣∣ hf |U ∈ H0(U,Ω1)}. (10)
The sheafification of this presheaf is called the denominator ideal sheaf associated with f and
denoted by Pf .
Lemma 2.2. The denominator ideal sheaf associated with f is locally free and of rank 1; that
is, Pf defines a divisor.
Proof : We choose an open set U of X with complex coordinates (z1, · · · , zn) such that
f =
f1
g1
dz1 +
f2
g2
dz2 +
f3
g3
dz3 + · · ·+ fn
gn
dzn, (11)
where fi, gi are holomorphic functions over U. Without loss of generality, we assume fi and gi
are coprime for i = 1, · · · , n. Let h be the least common multiple of g1, g2, · · · , gn. It is easy to
verify that Pf (U) = (h). We complete the proof of the lemma.
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Following [HA], we introduce some notations and recall some important results therein. In
the remaining of this section we assume that W is a reduced divisor on X, namely, W is an
analytic subvariety of X of complex codimension one; we also assume that all the open sets are
in the Euclidean topology.
For each integer q ≥ 0, denote by Ωq(kW ) the sheaf of germs of meromorphic q-forms
having, as their only singularities, poles of order at most k on the components of W . (We view
meromorphic functions as 0-forms, when q = 0.) The union of the sheaves Ωq(kW ) as k →∞
we denote by Ωq(∗W ); it is just the sheaf of germs of meromorphic q-forms with poles of any
order on W . Similarly the union of the sheaves Ωq(∗W ) as W runs through all reduced divisors
of X is denoted by Ωq(∗).
Define a presheaf by
dΩq(kW )(U) := {df |f ∈ Ωq(kW )(U)} for each open set U ; (12)
the C-sheaf dΩq(kW ) is the sheafification of this presheaf. Denote by dΩq(∗W ) the union of
of the sheaves dΩq(kW ) as k →∞; denote by dΩq(∗) the union of the sheaves dΩq(∗W ) as W
runs through all reduced divisors of X. Denote by Φq(kW ), Φq(∗W ) and Φq(∗) the subsheaves
of Ωq(kW ), Ωq(∗W ) and Ωq(∗), respectively, consisting of germs of closed forms. Moreover,
define the sheaf Rq(W ) and R(∗) by the following exact sequences, respectively:
0→dΩq−1(∗W )→ Φq(∗W )→ Rq(W )→ 0 ;
0→ dΩq−1(∗)→ Φq(∗)→ Rq(∗)→ 0 . (13)
Next we will define C-sheaves D(W ) and D(∗). Let U be an open set of X. Denote by
{WUh } the irreducible components of W in U and by CWUh the constant sheaf on WUh . Since
CWUh can be viewed as a C-sheaf on U , we define a presheaf Dpre(W ) by
Γ(Dpre(W ), U) :=
∑
h
CWUh = {
∑
fh| fh ∈ Γ(U,CWUh )}. (14)
Let D(W ) be the sheafification of Dpre(W ). The direct limit of the sheaf D(W ), as W runs
through all reduced effective divisors of X, we denote by D(∗).
Remark 2.3. In the remainning of this paper, we will use Ω0 and OX interchangeably, and
use dΩ0and Φ1 interchangeably.
Recall the following lemma due to Hodge and Atiyah.
Lemma 2.4 (Lemma 8 in [HA]).
(i)R1(W ) ∼= D(W );
(ii)R1(∗) ∼= D(∗).
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Remark 2.5 ([HA]). There is an explicit isomorphism between R1(W ) and D(W ) as follows.
Let x be any point of X, and suppose that W1 · · ·Wt are the locally irreducible components
of W which pass through x, fh = 0 being a local equation of Wh. Then
1
2pi
√−1
dfh
fh
defines an
element rh of R
1(W )x. The isomorphism is given by
α : D(W )→ R1(W ), [1Wh ]x 7→ rh.
Remark 2.6. Let W =
⋃l
i=1Wi be the irreducible decomposition of W . Then
H0(X,D(W )) ∼=
l⊕
i=1
C · 1Wi ,
where 1Wi is the function taking value 1 in Wi and 0 in X\Wi. We also identify the above direct
sum with
⊕l
i=1CWi, the vector space consisting of C-linear formal sums of divisors W1, · · · ,Wl;
call the elements C-divisors.
Hodge and Atiyah considered the following short exact sequences of C-sheaves:
0→ C→ Ω0(∗)→ dΩ0(∗)→ 0 ; (15)
0→ dΩ0(∗)→ Φ1(∗)→ R1(∗)→ 0. (16)
The corresponding long exact sequences of the cohomology groups are
→ H0(X,Ω0(∗))→H0(X, dΩ0(∗))→ H1(X,C)→ H1(X,Ω0(∗))→ H1(X, dΩ0(∗))→
→ H2(X,C)→ H2(X,Ω0(∗))→ · · · ; (17)
0→ H0(X, dΩ0(∗))→ H0(X,Φ1(∗)) Res−−→ H0(X,R1(∗)) ∆0−→ H1(X, dΩ0(∗))→ · · · . (18)
Note that H0(X,Φ1(∗)) is the vector space of closed meromorphic 1-forms on X. If under map
Res in long exact sequence (18) an element of H0(X,Φ1(∗)) has image zero in H0(X,R1(∗)), we
say that it is a closed meromorphic 1-form of the second kind; otherwise we say that it is of the
third kind. It is equivalent to saying that H0(X, dΩ0(∗)) is the group of closed meromorphic
1-forms of the second kind. We shall say that a number of 1-forms are independent if no linear
combination of them is equal to the differential of a meromorphic function on X.
Recall the following well known Serre vanishing theorem.
Theorem 2.7 (See Lemma 5, 6 and 7 in [HA]). If W is ample, and if k is a sufficiently large
integer, then Hp(V,Ωq(kW )) = 0 for p ≥ 1.
It is also proved in [HA] that
Theorem 2.8 (Theorem 1 in §3 of [HA]). The number of independent 1-forms of the second
kind is equal to the first Betti number of X.
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Similarly there are short exact sequences as follows:
0→ C→ Ω0(∗W )→ dΩ0(∗W )→ 0 ; (19)
0→ dΩ0(∗W )→ Φ1(∗W )→ R1(W )→ 0. (20)
The corresponding long exact sequences are
→H0(X,Ω0(∗W ))→ H0(X, dΩ0(∗W ))→ H1(X,C)→ H1(X,Ω0(∗W ))→
→ H1(X, dΩ0(∗W )) δ1−→ H2(X,C)→ H2(X,Ω0(∗W ))→ · · · ,
(21)
0→ H0(X, dΩ0(∗W ))→ H0(X,Φ1(∗W )) Res−−→ H0(X,R1(W )) ∆0−→ H1(X, dΩ0(∗W ))→ · · · .
(22)
In a parallel manner, the following result holds.
Proposition 2.9 (Proposition 1 in §3 of [HA]). If W is ample, H0(X, dΩ0(∗W ))/ImH0(X,Ω0(∗W ))
∼= H1(X,C). Hence a basis for closed meromorphic 1-forms of the second kind (modulo differ-
entials of meromorphic functions) can be chosen from forms with singularities on any ample
divisor W .
In fact, we have the following effective version.
Proposition 2.10. If H1(X,OX(kW )) = 0 for a certain positive integer k, then
H0(X, dΩ0(kW ))/ImH0(X,Ω0(kW )) ∼= H1(X,C). (23)
Moreover, a basis for closed meromorphic 1-forms of the second kind (modulo differentials of
meromorphic functions) can be chosen from forms with singularities on W and pole order (at
most) k + 1 along W .
Proof : By definition, we have that
0→ C→ Ω0(kW )→ dΩ0(kW )→ 0. (24)
The corresponding long exact sequence is:
H0(X,Ω0(kW ))→ H0(X, dΩ0(kW ))→ H1(X,C)→ H1(X,Ω0(kW )). (25)
Noticing that an element of H0(X, dΩ0(kW )) has pole orders no more than k+ 1 along W , we
conclude Proposition 2.10.
We end up this section with the following definitions.
Definition 2.11. Denote by ∆0 the homomorphism from H0(X,R1(W )) to H1(X, dΩ0(∗W )) in
long exact sequence (22); denoted by δ1 the homomorphism from H1(X, dΩ0(∗W )) to H2(X,C)
in long exact sequence (21); call the homomorphism δ1 ◦∆0 : H0(X,R1(W )) → H2(X,C) the
double delta map.
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Definition 2.12. For any closed meromorphic 1-form Φ ∈ H0(X,Φ1(∗W )), we call the image
Res(Φ) of Φ under the homomorphism Res the residue divisor of Φ. Let W =
⋃l
i=1Wi be the
irreducible decomposition of W . Noticing Lemma 2.4, Remark 2.5 and Remark 2.6, Res(Φ) is
a C-linear formal sum of {Wi}li=1 (a C-divisor) as follows,
Res(Φ) =
l∑
i=1
aiWi, ai ∈ C for i = 1, · · · , l.
Remark 2.13. When W is a normal crossing divisor, we can calculate residue divisor Res(Φ)
by taking terms with the form dzi
zi
in the Laurent series expansion of Φ (see the proof of Lemma
3.1).In general, we can calculate Res(Φ) by taking the contour integrals along small loops
around the components of W (see Definition 6.4).
3 A geometric interpretation of δ1 and δ1 ◦∆0
Since the original Hodge-Atiyah sequences involve infinite-dimensional cohomology groups, it
is not effective to control the pole order and is also abstract for the purpose of a geometric
understanding. In this section, we will introduce a special truncation of short exact sequences
(19) and (20). Then by using Cˇech cohomology theory, we are able to derive a geometric
interpretation of the homomorphisms δ1 and δ1 ◦∆0.
3.1 Truncation lemma
Lemma 3.1 (Truncation lemma). Let X be a smooth complex manifold of complex dimension
m. Let W be a reduced divisor of X. There exist short exact sequences of C-sheaves on X as
follows:
0→ C→ Ω0 → dΩ0 → 0 ; (26)
0→ dΩ0 φ−→ Φ1(W ) ψ−→ R1(W )→ 0. (27)
Proof : Exact sequence (26) is a consequence of Poincare´ lemma. To prove exact sequence
(27), it suffices to prove Lemma 3.1 locally at each point x ∈ X. Since R1(W )|x = 0 and φ is
an isomorphism (by Poincare´ lemma) when x ∈ X\W , Lemma (27) holds trivially for x /∈ W .
Now let x be a point of W . Take a neighborhood Ux of x in X such that W is defined
by the equation f1f2 · · · fl = 0, l ≥ 1, where f1, · · · , fl ∈ O(Ux) are irreducible holomorphic
functions vanishing at x and coprime to each other. We denote by Wi the zero locus of fi in
Ux for i = 1, · · · , l.
Since (dΩ0)x ⊂ (Ω1)x, homomorphism φ is a well-defined and injective.
Noticing that there is a natural homomorphism from Φ1(W )x to Φ
1(∗W )x and a homo-
morphism from Φ1(∗W )x to R1(W )x (see short exact sequence (13)), homomorphism ψ is
well-defined. Moreover, ψ is surjective, for R1(W )x is generated by
df1
f1
, df2
f2
, · · · , dfl
fl
∈ Φ1(W )x
by Lemma 2.4 and Remark 2.5.
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In order to show complex (27) is exact at the place Φ1(W )x, it suffices to prove that if
r ∈ Φ1(W )x and ψ(r) = 0, then r is the germ of a holomorphic 1-form. Notice that if a
meromorphic 1-form has its poles on a subvariety of codimension at least two, then the 1-form
is actually holomorphic (see Lemma 2.2). Therefore, it suffices to prove the exactness at smooth
points of W .
Let x be a smooth point of W . Take r ∈ Φ1(W )x with ψ(r) = 0. In the following, we denote
by Ut for t > 0 the polydisc {(z1, · · · , zm)
∣∣|zi| < t for i = 1, · · · ,m}. By a holomoprhic change
of coordinates, we can assume that Ux is biholomporphic to U1; W is defined by z1 = 0 in U1;
r takes the form in U1 as
r =
m∑
p=1
rpdzp =
m∑
p=1
(
1∑
i1=−∞
gpi1(z2, · · · , zm)
zi11
)
dzp, (28)
where gpi1(z2, · · · , zm) is holomorphic in variables z2, · · · , zm for p = 1, · · · ,m; for 0 < t < 1
and p = 1, · · · ,m,
rp · z1 =
1∑
i1=−∞
z1−i11 gpi1(z2, · · · , zm) (29)
is an absolutely convergent series in Ut.
Claim I : g11(z2, · · · , zm) ≡ 0 in Û1 where Û1 = {(z2, · · · , zm)
∣∣|zi| < 1 for i = 2, · · · ,m}.
Proof of the Claim I : Since ψ(r) = 0 in U1, r locally is a differential of a meromorphic
function. Then, each line integral of r along a closed loop in U1\{z1 = 0} is zero. For fixed
(z2, · · · , zm) ∈ Û1, define a loop γz2···zm by ( e
2pi
√−1t
2
, z2, · · · , zm) for t ∈ [0, 1]. Computing the
line integral
∫
γz2···zm
r, we have
∫
γz2···zm
r =
∫
γz2···zm
( m∑
p=1
rpdzp
)
=
∫
γz2···zm
( m∑
p=1
1∑
i1=−∞
gpi1(z2, · · · , zm)
zi11
dzp
)
= 2pi
√−1 · g11(z2, · · · , zm).
(30)
Therefore g11(z2, · · · , zm) ≡ 0 in Û1.
Claim II : gp1(z2, · · · , zm) ≡ 0 in Û1 for p = 2, · · · ,m.
Proof of Claim II : By Claim I, we can rewrite formula (28) as
r =
m∑
p=1
rpdzp =
m∑
p=1
( ∞∑
i1=0
zi11 gp(−i1)(z2, · · · , zm)
)
dzp +
m∑
p=2
z−1p gp1(z2, · · · , zm)dzp. (31)
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Taking the differential of r, we have
0 = dr =
m∑
p=1
d
( ∞∑
i1=0
zi11 gp(−i1)(z2, · · · , zm)
)
∧ dzp +
m∑
p=2
d
(
gp1(z2, · · · , zm)
z11
)
∧ dzp
= −
m∑
p=2
gp1(z2, · · · , zm)
z21
dz1 ∧ dzp + · · · .
(32)
Notice that the coefficient of dz1 ∧ dzp in dr is
− gp1(z2, · · · , zm)
z21
+ hp(z1, · · · , zm), (33)
where hp is a holomorhpic function in U1 and p = 2, · · · ,m. Then gp1(z2, · · · , zm) ≡ 0 in Û1
for p = 2, · · · ,m.
As a conclusion, we proved that r is a holomorphic 1-form in U1, and hence complex (27)
is exact at the place Φ1(W )x. We completed the proof of Lemma 3.1.
By a similar argument, we can prove the following truncation with high order poles.
Lemma 3.2 (Truncation lemma). Let X be a smooth complex manifold of complex dimension
m. Let W be a reduced divisor of X. There exist short exact sequences of C-sheaves on X for
k ≥ 1 as follows:
0→ C→ Ω0(kW )→ dΩ0(kW )→ 0 ; (34)
0→ dΩ0(kW ) φ−→ Φ1((k + 1)W ) ψ−→ R1(W )→ 0. (35)
Proof of Lemma 3.2 : We first prove the following Claim.
Claim : Let U be a open set of X. Let f ∈ H0(U,OX((k + 1)W )) such that f has
pole orders at most k in U outside an analytic subvariety of codimension at least two. Then
f ∈ H0(U,OX(kW )).
Proof of Claim : Noticing that the problem is local, we can assume that U is a complex
ball and W is defined by a reduced holomorphic function h ∈ H0(U,OX). Then f · hk is
holomorphic in U outside an analytic subvariety of codimension at least two; hence, f · hk is
holomorphic in U . Since the pole order of 1
h
on W is 1, we complete the proof.
By the above Claim, we can reduce the problem to a smooth point of W . The remaining of
the proof is similar to the proof of Lemma 27, and hence we omit it here.
3.2 Acyclic lemma
By Lemma 3.1, we have the following short exact sequences of sheaves:
0→ C→ Ω0 → dΩ0 → 0 . (36)
We will prove the following acyclic lemma.
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Lemma 3.3 (Acyclic lemma). Suppose that X is a compact complex manifold. Let U :=
{Ui}Mi=1 be a finite, good cover of X ensured by Lemma A.1 in Appendix I. Denote by Ui1···ip the
intersection
p⋂
j=1
Uij for p ≥ 1 and 1 ≤ i1 < · · · < ip ≤M. The following vanishing results hold.
H1(Ui1···ip ,C) = H2(Ui1···ip ,C) = H3(Ui1···ip ,C) = · · · = 0, p ≥ 1; (37)
H1(Ui1···ip ,Ω
0) = H2(Ui1···ip ,Ω
0) = H3(Ui1···ip ,Ω
0) = · · · = 0, p ≥ 1; (38)
H1(Ui1···ip , dΩ
0) = H2(Ui1···ip , dΩ
0) = H3(Ui1···ip , dΩ
0) = · · · = 0, p ≥ 1. (39)
Proof : Without loss of generality, we can assume Ui1···ip is nonempty; otherwise, the above
formulas hold trivially. Since Ui1···ip is contractible, the sheaf cohomology group H
q(Ui1···ip ,C)
equals the singular cohomology group Hqsing(Ui1···ip ,C) for q ≥ 0 (see [Se] for instance). Since
H1sing(Ui1···ip ,C) = H2sing(Ui1···ip ,C) = H3sing(Ui1···ip ,C) = · · · = 0, H1(Ui1···ip ,C) = H2(Ui1···ip ,C) =
H3(Ui1···ip ,C) = · · · = 0. This is formula (37).
Since Ui1 , · · · , Uip are Stein, so is Ui1···ip ; hence H1(Ui1···ip ,Ω0) = H2(Ui1···ip ,Ω0) = · · · = 0
by Cartan theorem B, for Ω0 = OX is coherent. This is formula (38).
Consider the following long exact sequence associated with short exact sequence (36):
· · · →H0(Ui1···ip ,Ω0)→ H0(Ui1···ip , dΩ0)→ H1(Ui1···ip ,C)→ H1(Ui1···ip ,Ω0)→
→ H1(Ui1···ip , dΩ0)→ H2(Ui1···ip ,C)→ H2(Ui1···ip ,Ω0)→ · · · ,
Because Hq(Ui1···ip ,Ω
0) = Hq+1(Ui1···ip ,C) = 0 for q ≥ 1 and p ≥ 1, we conclude that
Hq(Ui1···ip , dΩ
0) = 0 for q ≥ 1 and p ≥ 1. This is formula (39). We complete the proof of
Lemma 3.3.
Similarly, by Lemma 3.2 we have the short exact sequence
0→ C→ Ω0(kW )→ dΩ0(kW )→ 0 , k ≥ 1, (40)
and the following lemma.
Lemma 3.4 (Acyclic lemma). Suppose that X is a compact complex manifold. Let U := {Ui}Mi=1
be a good cover of X ensured by Lemma A.1 in Appendix I. The following vanishing results hold
for k ≥ 1:
H1(Ui1···ip ,Ω
0(kW )) = H2(Ui1···ip ,Ω
0(kW )) = H3(Ui1···ip ,Ω
0(kW )) = · · · = 0, p ≥ 1; (41)
H1(Ui1···ip , dΩ
0(kW )) = H2(Ui1···ip , dΩ
0(kW )) = H3(Ui1···ip , dΩ
0(kW )) = · · · = 0, p ≥ 1. (42)
Proof : The proof is similar to the proof of Lemma 3.3 and we omit it here.
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3.3 The Cˇech cohomology interpretation of homomorphisms
Let X be a compact complex manifold, W be a reduced divisor of X. Then we have the
following short exact sequences
0→ C→ Ω0 → dΩ0 → 0 ; (43)
0→ dΩ0 φ−→ Φ1(W ) ψ−→ R1(W )→ 0. (44)
Before intepreting the sheaf cohomology as the Cˇech cohomolgoy, we first recall the notions
Cˇech resolution and Cˇech complex (see §4 of [V] for details). Let U := {Ui}Mi=1 be a finite, good
cover of X. Denote by j
i1···ip∗ , p ≥ 1, the inclusion Ui1···ip j
i1···ip∗−−−→ X. Define sheaf ji1···ip∗ F , for
any sheaf of abelian groups F on Ui1···ip , by formula ji1···ip∗ F(V ) := F(V ∩Ui1···ip), where F(·) is
the notion for the global section functor Γ(·,F). Define the sheaf Ck(U ,F), for integer k ≥ 0,
by
Ck(U ,F) :=
⊕
1≤i1<···<ik+1≤M
ji1···ik+1∗ F .
Define the coboundary operator d : Fk → Fk+1, for integer k ≥ 0, by formula
(dσ)i1···ik+2 =
∑
s
(−1)s−1σi1···ˆis···ik+2 |V ∩Ui1···ik+2 , 1 ≤ i1 < · · · < ik+2 ≤M,
where σ = (σj1···jk+1), σj1···jk+1 ∈ jj1···jk+1∗ F(V ) = F(V ∩ Uj1···jk+1), 1 ≤ j1 < · · · < jk+1 ≤ M .
One also defines homomorphism j : F → C0(U ,F) by j(σ)i = σ|V ∩Ui for σ ∈ F(V ).
We have the following proposition.
Proposition 3.5 (Proposition 4.17 in [V]). The (Cˇech) complex
0→ C0(U ,F) d−→ C1(U ,F) d−→ · · · d−→ Cn(U ,F) d−→ Cn+1(U ,F) d−→ · · · (45)
is a resolution of F .
We call this resolution the Cˇech resolution of F associated to the cover U .
Definition 3.6. Define Hˇq(X,F) to be the qth cohomology group of the complex of the global
sections
Cq(U ,F) :=
⊕
1≤i1<···<iq+1≤M
F(Ui1···iq+1)
of the Cˇech complex (45) associated to the cover U .
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In the following, we will consider the Cˇech complexes (45) for sheaves C, Ω0, dΩ0, R1(W )
and Φ1(W ), respectively. Since the derived functor of the global section functor Γ(X, ·) is left
exact, we have the following isomorphisms:
H0(X,C) = Hˇ0(X,C), H0(X,Ω0) = Hˇ0(U ,Ω0),
H0(X, dΩ0) = Hˇ0(U , dΩ0), H0(X,R1(W )) = Hˇ0(U , R1(W )),
H0(X,Φ1(W )) = Hˇ0(U ,Φ1(W )).
(46)
Moreover, since Hq(Ui1···ip ,C) = Hq(Ui1···ip ,Ω0) = Hq(Ui1···ip , dΩ0) = 0 for p ≥ 1 and q ≥ 1
by Lemma 3.3, there are isomorphisms between the sheaf cohomology groups and the Cˇech
cohomology groups (see Theorem 4.41 in [V] for instance) as follows:
Hq(X,C) = Hˇq(U ,C), q ≥ 1;
Hq(X,Ω0) = Hˇq(U ,Ω0), q ≥ 1;
Hq(X, dΩ0) = Hˇq(U , dΩ0), q ≥ 1.
(47)
Applying the global section functor and its derived functor to short exact sequence (43)
and long exact sequence (45) with F = C, Ω0 and dΩ0, we have the following commutative
diagram, noticing H1(Ui1···ip ,C) = 0 for p ≥ 1:
0 → ⊕
i1
C(Ui1) −→
⊕
i1
Ω0(Ui1) −→
⊕
i1
dΩ0(Ui1) → 0yd0C yd0Ω yd0dΩ
0 → ⊕
i1<i2
C(Ui1i2) −→
⊕
i1<i2
Ω0(Ui1i2)
D−→ ⊕
i1<i2
dΩ0(Ui1i2) → 0yd1C yd1Ω yd1dΩ
0 → ⊕
i1<i2<i3
C(Ui1i2i3) −→
⊕
i1<i2<i3
Ω0(Ui1i2i3) −→
⊕
i1<i2<i3
dΩ0(Ui1i2i3) → 0yd2C yd2Ω yd2dΩ
· · · · · · · · ·
. (48)
Here the horizontal lines of the above commutative diagram are exact. By formulas (46) and
(47), we conclude that H0(X,C) = Hˇ0(U ,C) = Ker d0C, H1(X,C) = Hˇ1(U ,C) = Ker d
1
C
Im d0C
and
H2(X,C) = Hˇ2(U ,C) = Ker d2C
Im d1C
; H0(X,Ω0) = Hˇ0(U ,Ω0) = Ker d0Ω, H1(X,Ω0) = Hˇ1(U ,Ω0)
=
Ker d1Ω
Im d0Ω
and H2(X,Ω0) = Hˇ2(U ,Ω0) = Ker d2Ω
Im d1Ω
; H0(X, dΩ0) = Hˇ0(U , dΩ0) = Ker d0dΩ and
H1(X, dΩ0) = Hˇ1(U , dΩ0) = Ker d1dΩ
Im d0dΩ
.
Moreover, we also have the following natural commutative diagram:
→ Hˇ1(U ,Ω0) → Hˇ1(U , dΩ0) δˇ1−→ Hˇ2(U ,C) → Hˇ2(U ,Ω0) →y∼= y∼= y∼= y∼=
→ H1(X,Ω0) → H1(X, dΩ0) δ1−→ H2(X,C) → H2(X,Ω0) →
. (49)
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Noticing H1(Ui1···ip , dΩ
0) = 0 for p ≥ 1, similarly, we have the following commutative
diagram associated with short exact sequence (44):
0 → ⊕
i1
dΩ0(Ui1) −→
⊕
i1
Φ1(W )(Ui1)
H−→ ⊕
i1
R1(W )(Ui1) → 0yd0dΩ yd0Φ yd0R
0 → ⊕
i1<i2
dΩ0(Ui1i2)
G−→ ⊕
i1<i2
Φ1(W )(Ui1i2) −→
⊕
i1<i2
R1(W )(Ui1i2) → 0yd1dΩ yd1Φ yd1R
0 → ⊕
i1<i2<i3
dΩ0(Ui1i2i3) −→ · · · −→ · · · → 0
, (50)
where the horizontal lines are exact. By formulas (46) and (47), H0(X, dΩ0) = Hˇ0(U , dΩ0)
= Ker d0dΩ and H
1(X, dΩ0(kW )) = Hˇ1(U , dΩ0) = Ker d1dΩ
Im d0dΩ
; H0(X,Φ1(W )) = Hˇ0(U ,Φ1(W )) =
Ker d0Φ; H
0(X,R1(W )) = Hˇ0(U , R1(W )) = Ker d0R.
Moreover, we have the following commutative diagram:
→ Hˇ0(U , dΩ0) → Hˇ0(U ,Φ1(W )) → Hˇ0(U , R1(W )) ∆ˇ
0
−−→ Hˇ1(U , dΩ0) → · · ·y∼= y∼= y∼= y∼=
→ H0(X, dΩ0) → H0(X,Φ1(W )) → H0(X,R1(W )) ∆
0
−−→ H1(X, dΩ0) → · · ·
. (51)
Combining diagrams (49) and (51), we have a homomorphism δ1 ◦∆0 from H0(X,R1(W ))
to H2(X,C) such that the following diagram is commutative:
H0(X,R1(W ))
∆0

δ1◦∆0
((
0→ H0(X, dΩ0)→ H1(X,C)→ H1(X,Ω0) j // H1(X, dΩ0) δ1 // H2(X,C).
(52)
The main result of this section is the following theorem.
Theorem 3.7. Let W be a reduced divisor on a compact complex manifold X. Let W =
⋃l
i=1Wi
be the irreducible decomposition of W . Then the map δ1◦∆0 is induced by the first Chern classes
as follows,
δ1 ◦∆0 : H0(X,R1(W ))→ H2(X,C),
l∑
i=1
ai · 1Wi ∼=
l∑
i=1
aiWi 7→
l∑
i=1
c1(Wi)⊗Z ai,
(53)
where c1(Wi) is the first Chern class of Wi for i = 1, · · · , l. By a slight abuse of notation, we call
(δ1◦∆0)(D) the first Chern class of D in the De Rham cohomology for each D ∈ H0(X,R1(W )).
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Remark 3.8. Since H2(X,Z) ⊗Z C ∼= H2(X,C), c1(Wi) ⊗Z 1 can be naturally viewed as an
element of H2(X,C). Also recall that, by Lemma 2.4,
H0(X,R1(W )) =
l⊕
i=1
H0(X,CWi) ∼=
l⊕
i=1
C · 1Wi ∼=
l⊕
i=1
CWi.
.
Proof : Since W is a reduced divisor, Lemma 3.1 holds; hence short exact sequences (43)
and (44) hold. Since X is a compact algebraic manifold, Lemma A.1 and Lemma 3.3 hold.
Therefore, we have commutative diagrams (48),(49),(50),(51) and (52) with respect to a good
cover U := {Ui}Mi=1 of X.
By the linearity of δ1◦∆0, in order to prove formula (53), it suffices to prove it for 1W1 . Notice
that, by diagrams (49) and (51), the homomorphism δ1◦∆0 is isomorphic to the homomorphism
δˇ1 ◦ ∆ˇ0 between the corresponding Cˇech cohomology groups. We will do diagram chasing in
diagrams (48) and (50) in the following.
Recall that the Cˇech 0-cocycle of 1W1 with respect to U is given by⊕
1≤i1≤M
1W1|Ui1 ∈
⊕
1≤i1≤M
R1(W )(Ui1) .
Since Ui is Stein for i = 1, · · · ,M , W1 is defined by a holomorphic function fi = 0 on Ui.
Define gi1i2 :=
fi1
fi2
∈ O∗(Ui1i2) for i1, i2 = 1, · · · ,M . Then {gi1i2} is a system of transition
functions associated with the holomorphic line bundle W1 with respect to U .
Noticing Remark 2.5 and diagram (50), we define a preimage σ of
⊕
1≤i1≤M
1W1|Ui1 under the
homomorphism H :
⊕
1≤i1≤M
Φ1(W )(Ui1)
F−→ ⊕
1≤i1≤M
R1(W )(Ui1) by
σ :=
⊕
1≤i1≤M
1
2pi
√−1
dfi1
fi1
∣∣
Ui1
∈
⊕
1≤i1≤M
Φ1(W )(Ui1). (54)
Then d0Φ(σ) is a Cˇech 1-cocycle as follows,
d0Φ(σ) =
⊕
1≤i1<i2≤M
( 1
2pi
√−1
dfi1
fi1
− 1
2pi
√−1
dfi2
fi2
)∣∣
Ui1i2
∈
⊕
1≤i1<i2≤M
Φ1(W )(Ui1i2). (55)
Since fi1 = gi1i2 · fi2 on Ui1i2 and gi1i2 ∈ O∗(Ui1i2), we have that
d0Φ(σ)(Ui1i2) =
1
2pi
√−1
dfi1
fi1
− 1
2pi
√−1
dfi2
fi2
=
1
2pi
√−1
d(gi1i2fi2)
(gi1i2fi2)
− 1
2pi
√−1
dfi2
fi2
=
1
2pi
√−1
dgi1i2
gi1i2
+
1
2pi
√−1
dfi2
fi2
− 1
2pi
√−1
dfi2
fi2
=
1
2pi
√−1
dgi1i2
gi1i2
=
d(log gi1i2)
2pi
√−1 .
(56)
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Define a Cˇech 1-cocycle ξ by
ξ :=
⊕
1≤i1<i2≤M
(d(log gi1i2)
2pi
√−1
)∣∣
Ui1i2
∈
⊕
1≤i1<i2≤M
dΩ0(Ui1i2).
It is easy to see that ξ is a preimage of d0Φ(σ) under the homomorphism G :
⊕
i1<i2
dΩ0(Ui1i2)
G−→⊕
i1<i2
Φ1(W )(Ui1i2).
Fix a base point ai1i2 ∈ Ui1i2 for 1 ≤ i1 < i2 ≤M. Let τ be a Cˇech 1-cochain given by
τ :=
⊕
1≤i1<i2≤M
τi1i2|Ui1i2 ∈
⊕
1≤i1<i2≤M
Ω0(Ui1i2),
where
τi1i2 =
∫ z
ai1i2
d(log gi1i2)
2pi
√−1 =
1
2pi
√−1
(
log gi1i2(z)− log gi1i2(ai1i2)
)
,
and log gi1i2 is a branch of the log function. Then τ is a preimage of ξ under the homomorphism
D :
⊕
1≤i1<i2≤M
Ω0(Ui1i2)
D−→ ⊕
1≤i1<i2≤M
dΩ0(Ui1i2) in diagram (48).
It is clear that d1Ω(τ) ∈
⊕
1≤i1<i2<i3≤M
Ω0(Ui1i2i3) is a Cˇech 2-cocycle as follows,
d1Ω(τ) =
⊕
1≤i1<i2<i3≤M
d1Ω(τ)i1i2i3 ∈
⊕
1≤i1<i2<i3≤M
Ω0(Ui1i2i3),
where
d1Ω(τ)i1i2i3 = τi1i2 |Ui1i2i3 − τi1i3|Ui1i2i3 + τi2i3|Ui1i2i3 =
{ 1
2pi
√−1
(
log gi1i2(z)− log gi1i2(ai1i2)
)
− 1
2pi
√−1
(
log gi1i3(z)− log gi1i3(ai1i3)
)
+
1
2pi
√−1
(
log gi2i3(z)− log gi2i3(ai2i3)
)}∣∣
Ui1i2i3
.
Since gi1i2 · gi2i3 · gi3i1 ≡ 1 on Ui1i2i3 , d1Ω(τ)i1i2i3 is a constant function for z ∈ Ui1i2i3 . Therefore,
d1Ω(τ) ∈
⊕
1≤i1<i2<i3≤M
C(Ui1i2i3). Noticing that gjk(ajk) is a constant function defined in Uik, we
conclude that d1Ω(τ) defines the same two-cocycle as
τ˜ :=
⊕
1≤i1<i2<i3≤M
1
2pi
√−1
(
log gi1i2 − log gi1i3 + log gi2i3
)∣∣
Ui1i2i3
∈
⊕
1≤i1<i2<i3≤M
C(Ui1i2i3). (57)
We conclude that τ˜ is the image of 1W1 under the map δˇ
1 ◦ ∆ˇ0.
By Proposition §1.1 in [GH], the above τ˜ corresponds to the first Chern class c1(W1) of the
divisor W1. We complete the proof of Theorem 3.7.
Remark 3.9. In fact we constructed a homomorphism f1 from H
0(X,R1(W )) to H1(X,Ω1)
such that δ1 ◦∆0 = i2 ◦ f1 where i2 is the natrual homomorphism from H1(X,Ω1) to H2(X,C).
By a slight abuse of notaion, we call f1(D) the first Chern class of D in the Dolbeault coho-
mology for each D ∈ H0(X,R1(W )).
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3.4 Property (H) and the Q-flat class of a C-linear form sum of
divisors
In this subsection, we will introduce the Property (H) of complex manifolds and the Q-flat
classes of holomorphic line bundles and of C-divisors.
Definition 3.10. A complex manifold X is said to have Property (H) if X is compact and the
following equality holds:
dimH1(X,C) = dimH0(X, dΩ0) + dimH1(X,OX). (58)
Remark 3.11. Notice that there is a natural long exact sequence of cohomology groups induced
by the short exact sequence (36) of C-sheaves as follows:
0→ H0(X, dΩ0)→ H1(X,C)→ H1(X,OX)→ H1(X, dΩ0)→ · · · . (59)
Hence, in general we only have that dimH1(X,C) ≤ dimH0(X, dΩ0) + dimH1(X,OX).
Remark 3.12. Recall that H0(X, dΩ0) is the vector space consisting of the closed holomorphic
differential 1-forms on X and when X is a compact Ka¨hler manifold (or more generally of
Fujiki class C), each holomorphic 1-form on X is closed (see [De] or [U]). The following Hodge
decomposition for H1(X,C) holds
0→ H0(X,Ω1)→ H1(X,C)→ H1(X,OX)→ 0 . (60)
Hence, Ka¨hler manifolds or manifolds of Fujiki class C have Property (H).
Remark 3.13 (See [V]). All compact complex surfaces have Property (H).
Lemma 3.14. Property (H) is preserved under blow up.
Proof of Lemma 3.14 : Let f : Y → X be a blow up map. Since X and Y are smooth,
Rpf∗OY = 0 for p > 0. Then H1(Y,OY ) = H1(X, f∗OY ) = H1(X,OX). It is easy to verify that
H0(X, dΩ0) = H0(Y, dΩ0) and H1(X,C) = H1(Y,C). We complete the proof.
Recall that a holomorphic line bundle is said to be flat if its transition functions can be
taken as constant functions. We can define an holomorphic invariant for each holomoprhic line
bundle, which is called the Q-flat class, so that a certain integral multiple of the holomorphic
line bundle is flat if and only if its Q-flat class is trivial (see §4 of [F])
Since each compact complex manifold has a good cover, we can compute the Q-flat class
map explicitly as follows.
Proposition 3.15 (See Theorem 1.8 and Definition 4.3 in [F]). Let W be a holomorphic line
bundle over X. Let U = {Ui}Mi=1 be a good cover of X and {gi1i2} be a system of transition
functions with respect to U . Denote by F the homomorphism from H1(X,O∗X) to H1(X, dΩ0)
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associating each line bundle with its Q-flat class. Then F can be computed under the natural
isomorphisms H1(X,O∗)Hˇ1(U ,O∗) and H1(X, dΩ0) ∼= Hˇ1(U , dΩ0) as follows ,
F : H1(X,O∗)→ H1(X, dΩ0),⊕
1≤i1<i2≤M
(
gi1i2
)∣∣
Ui1i2
7→
⊕
1≤i1<i2≤M
(d(log gi1i2)
2pi
√−1
)∣∣
Ui1i2
.
(61)
We call the above homomorphism F the Q-flat class map. Recall that there is a natural ho-
mormohpism i2 from H
1(X,Ω1) to H2(X,C) and a natural homomorphism j1 from H1(X, dΩ0)
to H1(X,Ω1). Then we have the following propositions.
Proposition 3.16 (See Theorem 4.5 in [F]). Let X be a compact complex manifold. The first
Chern class maps factor through the Q-flat class map F as
H1(X,O∗) F−→ H1(X, dΩ0) j1−→ H1(X,Ω1) i2−→ H2(X,C) . (62)
That is to say, for each holomorphic line bundle W of X, (j1 ◦ F )(W ) is the first Chern class
of W in the Dolbeault cohomology group H1(X,Ω1); (i2 ◦ j1 ◦ F )(W ) is the first Chern class of
W in the De Rham cohomology group H2(X,C).
We now extend the Q-flat classes from holomoprhic line bundles to C-divisors by linearity.
Definition 3.17. Suppose D =
∑l
i=1 ai · Wi where Wi is a divisor of X and ai ∈ C for
i = 1, · · · , l. Define the Q-flat class of D by F (D) := ∑li=1 ai · F (Wi) ∈ H1(X, dΩ0).
Remark 3.18. It is easy to verify that the homomorphism ∆0 in commutative diagram (52)
is the homomorphism F .
Notice that we have the following lemma.
Lemma 3.19. If X has Property (H), then the flat class, the first Chern class in the Dolbeault
cohomology and the first Chern class in the De Rham cohomology coincide for each element in
H0(X,R1(W )).
Proof of Lemma 3.19 : Recalling Remark 3.9 and commutative diagram (52), we have the
following commutative diagram:
H0(X,R1(W ))
0 H0(X, dΩ0) H1(X,C) H1(X,Ω0) H1(X, dΩ0) H2(X,C)
H1(X,Ω1) .
∆0
δ1◦∆0
j
j1
δ1
i2
Notice that for each elementD ∈ H0(X,R1(W )) theQ-flat class F (D) = ∆0(D); the first Chern
class in the Dolbeault cohomology is (j1 ◦∆0)(D); the first Chern class in the De Rham coho-
mology is (δ1 ◦ ∆0)(D). Since X has Property (H), the homomorphism j is a zero map, and
hence the homomorphisms δ1, j1 and i2 are injective. Then Lemma 3.19 follows.
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4 Logarithmic forms
In this section, we will study the logarithmic 1-forms. First recall the following notions of
logarithmic forms (see [No] for instance).
Let X be a compact complex manifold of complex dimension n and W be an effecive reduced
divisor on X. Fix a point p ∈ X and take irreducible germs of holomorhpic functions fj ∈ OX,x,
1 ≤ j ≤ k, so that {f1 = 0}, · · · , {fk = 0} define the local irreducible components of W at p.
Then we define the sheaf Ω1(logW ) of germs of logarithmic 1-forms along W by
Ω1X,x(logW ) =
k∑
j=1
OX,xdfj
fj
+ Ω1X,x . (63)
Notice that the sheaf Φ(W ) is a subsheaf of Ω1(logW ).
4.1 Proofs of Theorems 1.6 and 1.9
Proof of Theorem 1.6 : Recall the bottom horizontal line of long exact sequence (51). It
is clear the there exists an element φ ∈ H0(X,Φ1(W )) with residue divisor D if and only if
∆0(D) = 0. Since ∆0(D) is the Q-flat class of D, we conclude Theorem 1.6.
Proof of Theorem 1.9: Recall the commutative diagram (52). When X has Property (H),
the homomorphism j is an injection. Therefore ∆0(D) = 0 if and only if (δ1 ◦∆0)(D) = 0. By
Theorem 3.7 and the Poincare´ duality, we conclude Theorem 1.9.
Proof of Corollary 1.7: Since the Q-flat class of a holomorphic line bundle is trivial if only
if the line bundle is flat up to some positive multiple (see Theorem 1.11 in [F]), ∆0(W ) =
1
m
·∆0(mW ) = 0. By Theorem 1.6, we conclude corollary 1.7.
Noticing Remark 3.12 and Remark 3.13, we further have the following corollaries.
Corollary 4.1 (The theorem of Weil and Kodaira). For a Ka¨hler manifold X, there exists a
closed logarithmic 1-form with residue divisor D on X if and only if D is homologous to zero.
Corollary 4.2. For a manifold X of Fujiki class C, there exists a closed logarithmic 1-form
with residue divisor D on X if and only if D is homologous to zero.
Remark 4.3. Corollary 4.2 can also be derived from Weil and Kodaira’s original theorem as
follows. Suppose X is a manifold of Fujiki class C. Then there is a holomorphic map f from
a Kahler manifold X ′ to X such that f is generic one to one and surjective. Pull back the
residue divisor to X ′ and apply Weil and Kodaira’s theorem on X ′. the push forward the form
constructed on X ′ to X. The resulting form is the desired one.
Corollary 4.4. For a compact complex surface X, there exists a closed logarithmic 1-form with
residue divisor D on X if and only if D is homologous to zero.
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Corollary 4.5 (Lemma in §2.2 of [GH]). Given a finite set of points {pλ} on compact Riemann
surface S and complex numbers {aλ} such that
∑
aλ = 0, there exists a differential of the third
kind on S, holomorphic in S − {pλ} and has residue aλ at pλ.
Corollary 4.6. Let L be a holomorphic line bundle over X and S1, S2, · · · , Sk be generic
elements of the complete linear system of L. Then dimH0(X,Φ1(Ŝ))− dimH0(X,Φ1) = k− 1
or k, where Ŝ = S1 + · · ·Sk is a reduced divisor of X.
Proof : Let D :=
∑k
i=1 aiSi be an element of H
0(X,R1(Ŝ)). Since S1, S2, · · · , Sk are the
elements of the complete linear system of L, (δ1 ◦ ∆0)(D) = (∑ki=1 ai) · c1(L). If c1(L) = 0
in H2(X,C), we have that dimH0(X,Φ1(Ŝ)) − dimH0(X,Φ1) = k; otherwise we have that
dimH0(X,Φ1(Ŝ))− dimH0(X,Φ1) = k − 1.
Corollary 4.7. Suppose S is a connected, smooth element of an ample line bundle over X.
Then closed meromorphic 1-forms with singularities on S are residue free.
Proof : This is an easy consequence of the fact that c1(S) 6= 0.
In the following, we collect some well known examples on prescribing residues.
Example 4.8 (See [BPV] and [M]). Let X be a generic Hopf surface (or generic Hopf manifold).
There are finitely many divisors on X, each of which is associated with a flat line bundle. Then
we can prescribe residues on each divisor (see [P]). On the other hand, the second singluar
cohomology group of X is zero, and hence each divisor is homologous to zero.
Example 4.9 (See [N2]). Each type VII surfaces has at most finitely many curves. Each curve
is homologous to zero and associated with a flat bundle.
Example 4.10 (See [N1]). Let X be the Iwasawa manifold. We have that dimH0(X, dΩ0) = 2,
dimH0(X,Ω1) = 3, dimH1(X,OX) = 2 and dimH1(X,C) = 4. Therefore X has property (H)
but the Hodge decomposition does not hold (there are non-closed holomorphic 1-forms on X).
On the other hand, X is a fiberation over an abelian variety T of complex dimension 2; the
divisors on X are the pull backs of the divisors on T .
To end up this section, we would like to ask the following question.
Question 4.1. Is there an example of a compact complex manifold X with a C-divisor D such
that D is homologous to zero but there is no closed logarithmic 1-form on X with residue D?
4.2 Proof of the decomposition theorem for logarithmic 1-forms
Proof of Theorem 1.10 : Without loss of generality, we can assume that W is an effective,
reduced and normal crossing divisor by Lemma 3.14. In the following, we fix a good cover
U = {Ui}Mi=1 of X and choose local coordinates (zi1, · · · , zin) on Ui, for i = 1, · · · , n, such that
W ∩ Ui = {z1 · · · zli = 0} for certain 0 ≤ li ≤ n (when W ∩ Ui = ∅, li = 0 by convention).
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Let us recall the following construction of the residue divisors for logarithmic 1-forms (see
[B] or [No]). Let W =
⋃m
i=1 Wi be the irreducible decomposition of W . Let ιi : W˜i → Wi be the
normalization of Wi for i = 1, · · · ,m. Then W˜ :=
∐m
i=1 W˜i is the normalization of W of which
the map we denote by ι : W˜ → W . Noticing that W is a subvariety of X, by abuse of notation,
we also denote by ιi the map W˜i → X, i = 1, · · · ,m, and ι the map W˜ → X. Fix a point
x ∈ X. Then there is a holomorphic local coordinate system (z1, · · · , zm) in a neighborhood U
of x such that x = (0, · · · , 0) and W ∩ U = {z1 · · · zl = 0} ∩ U where l is an nonegative integer
between 0 and n. Without loss of generality, we can assume that Wi ∩ U = {zi = 0} ∩ U for
i = 1, · · · , l and Wi ∩ U = ∅ for i = l + 1, · · · ,m. For ω ∈ H0(X,Ω1(logW )) we can write
ω =
l∑
i=1
1
2pi
√−1
dzi
zi
∧ ηi + ω′ in U, (64)
where ηi ∈ H0(U,OX) for i = 1, · · · , l and ω′ ∈ H0(U,Ω1). Put ResW˜i(ω) = ι∗i (η) in
W˜i
⋂
ι−1(U) for i = 1, · · · ,m. Then ResW˜i(ω) is globally well-defined and
ResW˜i(ω) ∈ H0(W˜i,OW˜i) for i = 1, · · · ,m. (65)
By pushing forward, we have the following short exact sequence of OX-sheaves on X
0→ Ω1X → Ω1X(logW ) Res−−→ ι∗OW˜ → 0 . (66)
We next consider the Cˇech cohomology groups associated with exact sequence (66) with
respect to U . In the same way as in §3.3, the following commutative diagram holds
0 → ⊕
i1
Ω1X(Ui1) −→
⊕
i1
Ω1X(logW )(Ui1)
H−→ ⊕
i1
ι∗OW˜ (Ui1) → 0yd0Ω yd0log yd0W
0 → ⊕
i1<i2
Ω1X(Ui1i2)
G−→ ⊕
i1<i2
Ω1X(logW )(Ui1i2) −→
⊕
i1<i2
ι∗OW˜ (Ui1i2) → 0yd1Ω yd1log yd1W
0 → ⊕
i1<i2<i3
Ω1X(Ui1i2i3) −→ · · · −→ · · · → 0
. (67)
Moreover, we have
Hˇ0(U ,Ω1X) → Hˇ0(U ,Ω1X(logW )) Res−−→ Hˇ0(U , ι∗OW˜ )
∆ˇ0−−→ Hˇ1(U ,Ω1X) → · · ·y∼= y∼= y∼= y∼=
H0(X,Ω1X) → H0(X,Ω1X(logW )) Res−−→ H0(X, ι∗OW˜ )
∆0−−→ H1(X,Ω1X) → · · ·
. (68)
Notice that
H0(X, ι∗OW˜ ) ∼= H0(W˜ ,OW˜ ) ∼= H0(W,OW ) ∼=
m⊕
i=1
C · 1Wi ∼= H0(X,R1(W )) . (69)
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Hence each element σ ∈ Hˇ0(U , ι∗OW˜ ) can be represented by a Cˇech 0-cocycle
σ =
⊕
1≤i1≤M
(
m∑
k=1
ak · 1Wk)
∣∣
Ui1
∈
⊕
1≤i1≤M
ι∗OW˜ (Ui1) , (70)
where ak ∈ C for k = 1, · · · ,m.
We will show that the homomorphism ∆0 between H0(X, ι∗OW˜ ) and H1(X,Ω1X) is induced
by the first Chern classes as follows.
Claim : The map ∆0 : H0(X, ι∗OW˜ )→ H1(X,Ω1X) is given by
∆0 :
m∑
j=1
aj ·Wj 7→
m∑
j=1
aj · c1(Wj), (71)
where c1(Wj) is the first Chern class of the holomorphic line bundle [Wj] in the Dolbeault
cohomology group H1(X,Ω1X). By abuse of notation, we call ∆
0(D) the first Chern class of D
in the Dolbeault cohomology for each D ∈ H0(X, ι∗OW˜ ).
Proof of Claim : Since ∆0 is a linear map, without loss of generality, it suffices to prove
Claim when a1 = 1, a2 = a3 = · · · = am = 0. Suppose W1 is defined by a holomorphic function
fi in Ui for i = 1, · · · ,M and the transition function gij = fifj in Uij for i, j = 1, · · · ,M . Then
the element 1 ·W1 ∈ H0(X, ι∗OW˜ ) can be represented by a Cˇech 0-cocycle σ as
σ =
⊕
1≤i1≤M
(1W1)
∣∣
Ui1
∈
⊕
1≤i1≤M
ι∗OW˜ (Ui1) . (72)
A preimage η of σ under H can be taken as
η =
⊕
1≤i1≤M
( 1
2pi
√−1
dfi1
fi1
)∣∣
Ui1
∈
⊕
1≤i1≤M
Ω1X(logW )(Ui1) . (73)
The Cˇech one-cocycle d0log(η) takes the form
d0log(η) =
⊕
1≤i1<i2≤M
( 1
2pi
√−1
dfi1
fi1
− 1
2pi
√−1
dfi2
fi2
)∣∣
Ui1i2
∈
⊕
1≤i1<i2≤M
Ω1X(logW )(Ui1i2). (74)
Since fi1 = gi1i2fi2 ,
1
2pi
√−1
dfi1
fi1
− 1
2pi
√−1
dfi2
fi2
=
1
2pi
√−1d(log gi1i2) ∈ Ω
1
X(Ui1i2). (75)
Therefore we can lift η to a Cˇech 1-cocycle ξ as
ξ :=
⊕
1≤i1<i2≤M
( 1
2pi
√−1d(log gi1i2)
)∣∣
Ui1i2
∈
⊕
1≤i1<i2≤M
Ω1X(Ui1i2). (76)
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By Proposition §1.1 in [GH], we conclude that ξ is the first Chern class of W1 as an (1, 1) form.
Therefore, we complete the proof of Claim.
Now we proceed to prove Theorem 1.10. Let ω ∈ H0(X,Ω1X(logW )). Then the first Chern
class of Res(ω) in the Dolbeault cohomology is trivial. Siince X has Property (H), the Q-flat
class of Res(ω) is trivial by Remark 3.19. Therefore, there is a closed meromorphic 1-form ω1
with the residue class Res(ω). Since the residue divisor of ω−ω1 is zero, ω−ω1 is a holomorphic
1-form by long exact sequence (68). We finish the proof of Theorem 1.10.
Remark 4.11. Theorem 1.10 holds under a slightly weaker condition that in the Fro¨licher
spectral sequence of X,
E0,12 = E
0,1
3 . (77)
Example 4.12 (See [N1]). Let X be an Iwasawa manifold. Then X has property (H) but
does not have the Hodge decomposition. There are non-closed holomorphic 1-forms on X.
5 Forms with high order poles
In this section, we will study the closed meromorphic 1-froms with poles of higher order. We
first refine Hodge and Atiyah’s criterion in the following way.
Theorem 5.1. Let X be a compact complex manifold and W be a reduced divisor of X. Let
D ∈ H0(X,R1(W )) be a C-linear formal sum of divisors of X. Let k be an nonnegative integer.
Then the following statements are equivalent:
• Jk(F (D)) is trivial in H1(X, dΩ0(kW )), where Jk : H1(X, dΩ0) → H1(X, dΩ0(kW )) is the
natural homomorphism associated with the homomorphism of sheaves jk : dΩ
0 → dΩ0(kW );
• there is a closed logarithmic 1-form φ ∈ H0(X,Φ((k + 1)W )) with residue divisor D.
Proof of Theorem 5.1 : By Lemma 3.2, we have the following short exact sequence of
sheaves:
0→ dΩ0(kW ) φ−→ Φ1((k + 1)W ) ψ−→ R1(W )→ 0. (78)
By Lemma 3.4 we can compute the sheaf cohomology groups by Cˇech cohomology groups in
the same as the approach in §3. In particular, we have the following commutative diagram:
0 → ⊕
i1
dΩ0(kW )(Ui1) −→
⊕
i1
Φ1((k + 1)W )(Ui1) −→
⊕
i1
R1(W )(Ui1) → 0yd0dΩ yd0Φ yd0R
0 → ⊕
i1<i2
dΩ0(kW )(Ui1i2) −→
⊕
i1<i2
Φ1((k + 1)W )(Ui1i2) −→
⊕
i1<i2
R1(W )(Ui1i2) → 0yd1dΩ yd1Φ yd1R
0 → ⊕
i1<i2<i3
dΩ0(kW )(Ui1i2i3) −→ · · · −→ · · · → 0
.
(79)
26
Moreover, we also have the following commutative diagrams:
Hˇ0(U , dΩ0(kW )) → Hˇ0(U ,Φ1((k + 1)W )) → Hˇ0(U , R1(W )) ∆ˇ
0
k−−→ Hˇ1(U , dΩ0(kW )) → · · ·y∼= y∼= y∼= y∼=
H0(X, dΩ0(kW )) → H0(X,Φ1((k + 1)W )) → H0(X,R1(W )) ∆
0
k−−→ H1(X, dΩ0(kW )) → · · ·
. (80)
For homomorphism jk : dΩ
0 → dΩ0(kW ), we have a natural homorphism between the Cˇech
complexes as ⊕
i1
dΩ0(Ui1) −→
⊕
i1
dΩ0(kW )(Ui1)yd0dΩ yd0Φ⊕
i1<i2
dΩ0(Ui1i2) −→
⊕
i1<i2
dΩ0(kW )(Ui1i2)yd1dΩ yd1Φ⊕
i1<i2<i3
dΩ0(Ui1i2i3) −→
⊕
i1<i2<i3
dΩ0(kW )(Ui1i2i3)
. (81)
Hence, the following commutative diagram holds:
Hˇ1(U , dΩ0) Jˇk−→ Hˇ1(U , dΩ0(kW ))y∼= y∼=
H1(X, dΩ0)
Jk−→ H1(X, dΩ0(kW ))
, (82)
where Jˇk is induced from diagram (81). Repeating the diagram chasing, we have that the map
∆0k factors through the Q-flat class map F , that is,
H0(X,R1(W ))
F−→ H1(X, dΩ0) Jk−→ H1(X, dΩ0(kW ) (83)
where Jk ◦ F = ∆0k.
Therefore, by the exactness of diagram (80) we complete the proof of Theorem 5.1.
Proof of Theorem 1.8 : First notice that for each closed meromorphic 1-form φ ∈ H0(X,Φ(∗)),
there is a reduced divisor W of X and an nonnegative integer k such that φ ∈ H0(X,Φ(kW )).
Consider the short exact sequence
0→ C→ Ω0(kW )→ dΩ0(kW )→ 0 . (84)
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In addition to commutative diagram (79), we have the following commutative diagrams:
0 → ⊕
i1
C(Ui1) −→
⊕
i1
Ω0(kW )(Ui1) −→
⊕
i1
dΩ0(kW )(Ui1) → 0yd0C yd0Ω yd0dΩ
0 → ⊕
i1<i2
C(Ui1i2) −→
⊕
i1<i2
Ω0(kW )(Ui1i2)
D−→ ⊕
i1<i2
dΩ0(kW )(Ui1i2) → 0yd1C yd1Ω yd1dΩ
0 → ⊕
i1<i2<i3
C(Ui1i2i3) −→
⊕
i1<i2<i3
Ω0(kW )(Ui1i2i3) −→
⊕
i1<i2<i3
dΩ0(kW )(Ui1i2i3) → 0yd2C yd2Ω yd2dΩ
· · · · · · · · ·
(85)
and
→ Hˇ1(U ,Ω0(kW )) → Hˇ1(U , dΩ0(kW )) δˇ
1
k−→ Hˇ2(U ,C) → Hˇ2(U ,Ω0(kW )) →y∼= y∼= y∼= y∼=
→ H1(X,Ω0(kW )) → H1(X, dΩ0(kW )) δ
1
k−→ H2(X,C) → H2(X,Ω0(kW )) →
. (86)
Combining diagrams (80) and (86), we have a homomorphism δ1k ◦∆0k from H0(X,R1(W ))
to H2(X,C) such that the following commutative diagram holds:
H0(X,R1(W ))
∆0k

δ1k◦∆0k
((
H1(X,Ω0(kW )) // H1(X, dΩ0(kW ))
δ1k // H2(X,C) // H2(X,Ω0(kW )).
(87)
Moreover, by diagram chasing, we can conclude that (δ1k ◦∆0k)(D) is the first Chern class of D
in the De Rham cohomology for each C-divisor D. By Poincare´ duality, we complete the proof
of Theorem 1.8.
Next we show that for manifolds with Property (H) a further decomposition is possible.
Proof of Theorem 1.11 : Let φ ∈ H0(X,Φ(∗)). Choose a reduced divisor W and a nonnega-
tive integer k such that φ ∈ H0(X,Φ(kW )). Recalling commutative diagram (87) and the fact
that ∆0k factors through H
1(X, dΩ0), we have the following commutative diagram:
H0(X,R1(W ))
F

c1
!!
H1(X, dΩ)
Jk

δ1
((
H1(X, dΩ0(kW ))
δ1k // H2(X,C).
(88)
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Since X has Property (H), δ1 is injective; hence F (Res(φ)) = 0. Therefore, we can find a
closed logarithmic form φ˜ ∈ H0(X,Φ(W )) such that Res(φ) = Res(φ˜). Then ψ := φ − φ˜ is of
the second kind. We complete the proof of Corollary 1.11
6 Constructing pluriharmonic functions with mild poles
In this section, we will investigate Question 1.2. Our construction of pluriharmonic functions
is by integrating closed meromorphic 1-forms. Notice that the integration often results in
a multivalued function; the obstructions are twofold, that is, the long period vectors and the
short period vectors (to de defined in the following). In order to get a single-valued function, we
construct a conjugate, namely, a closed anti-meromorphic 1-form, for each closed meromorphic
1-form, so that the cancellation of the periods is possible when integrating the sum of the pair.
In this following, we always assume that X is a compact algebraic manifold.
6.1 Definition and properties of gardens, period vectors and pairs
Definition 6.1. Let X be a compact algebraic manifold. Let W be a reduced divisor of X
with the irreducible decomposition W =
⋃l
j=1Wj. Fix a point p ∈ X\W. Let {γ1, · · · , γm} be
a basis of H1(X,C) such that γi is a smooth Jordan curve based at p and contained in X\W
for i = 1, · · · ,m. We call the quadruple (X,W, (W1, · · · ,Wl), (γ1, · · · , γm)) a garden.
Definition 6.2. Suppose A =
(
X,W, (W1, · · · ,Wl), (γ1, · · · , γm)
)
is a garden. Let Φ be a
closed meromorphic 1-form on X with singularities on W . We call (b1, · · · , bm) the long period
vector of Φ with respect to A if
bi =
∫
γi
Φ for i = 1, · · · ,m.
Then we have the following lemma.
Lemma 6.3. Let W =
⋃l
i=1Wi be the irreducible decomposition of reduced divisor W. Let Φ be
a closed meromorphic 1-form on X with singularities on W . Let a1, a2 be two smooth points of
Wi; suppose D1, D2 ⊂ X are two one-dimensional analytic discs intersecting Wi transversally
at a1, a2, respectively; suppose Sk is a small disc contained in Dk centered at ak with ∂Sk the
counterclockwise oriented circle boundary of Sk for k = 1, 2. Then the following integrals are
equal, ∫
∂S1
Φ =
∫
∂S2
Φ.
Proof: Since Wi is irreducible, there is a proper subvariety SingWi of Wi, such that a1, a2 ∈
WRegi := Wi\SingWi and WRegi is connected. Hence, we can find a smooth curve γ ⊂ WRegi
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connecting a1, a2, and an open set U of γ in W
Reg
i such that γ ⊂ U ⊂⊂ WRegi . By Theorem
(5.2) in §4 of [Hi], U has a tubular neighborhood E in X in the sense that
pi : E → U is a disc bundle; J : E ↪→ X is an embedding.
Notice that J(E) is an open set of X and the zero section of E is mapped diffeomorphically to
U. Without loss of generality, we assume J(E) ∩W = U.
When Si is small enough, we have that Si ⊂ J(E) and ∂Si is homotopic to the counterclock-
wise oriented boundary Γi of J(pi
−1(ai)) for i = 1, 2. Notice that the homotopies can be choosen
away from W ; moreover, Γ1 and Γ2 are diffeomorphic in the circle bundle (the boundary of
E) over γ. Therefore, in a same way as the proof of Lemma B.1 in Appendix II, we can find
smooth two-chains
∑p
i=1 aiσ
1
i ,
∑q
j=1 bjσ
2
j and
∑r
k=1 ckσ
3
k, such that they are disjoint from W
and
∂(
p∑
i=1
aiσ
1
i ) = ∂S1 − Γ1; ∂(
q∑
j=1
bjσ
2
j ) = ∂S2 − Γ2; ∂(
r∑
k=1
ckσ
3
k) = Γ1 − Γ2.
Noticing that Φ is well-defined on σ1i , σ
2
j , σ
3
k, we can apply the Stokes theorem as follows:
0 =
∫
∂(
∑p
i=1 aiσ
1
i )
dΦ =
∫
∂S1
Φ−
∫
Γ1
Φ; 0 =
∫
∂(
∑q
j=1 bjσ
2
j )
dΦ =
∫
∂S2
Φ−
∫
Γ2
Φ;
0 =
∫
∂(
∑r
k=1 ckσ
3
k)
dΦ =
∫
Γ1
Φ−
∫
Γ2
Φ.
We conclude Lemma 6.3.
Definition 6.4. Suppose A =
(
X,W, (W1, · · · ,Wl), (γ1, · · · , γm)
)
is a garden. Let Φ be a
closed meromorphic 1-form on X with singularities on W . We call (d1, · · · , dl) the short period
vector of Φ with respect to A if
dj =
∫
∂Sj
Φ for i = 1, · · · , l.
Here Sj, as in Lemma 6.3, is a small analytic disc intersecting Wj transversally at a smooth
point a ∈ Wj; ∂Sj is the counterclockwise oriented circle boundary of Sj.
Remark 6.5. By Lemma 6.3, the short period vector of a closed meromorphic 1-form is well-
defined.
Remark 6.6. The residue divisor Res(Φ) of the closed meromorphic 1-form Φ satisfies the
following relation:
Res(Φ) =
l∑
j=1
djWj,
where dj is the j-component of the short period vector of Φ.
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Remark 6.7. The long period vectors (resp. the short period vectors) have different matrix
representations with respect to different gardens; however, they are related by basis changes of
the vector space Cm (resp. the vector space Cl).
Definition 6.8. Let A =
(
X,W, (W1, · · · , Wl), (γ1, · · · , γm)
)
be a garden of X. We say that
a closed meromorphic 1-form or a closed anti-meromorphic 1-form belongs to A if it is defined
on X with singularities on W .
Let Φ (resp. Φ̂) be a meromorphic 1-form (resp. a anti-meromorphic 1-form) belonging
to G; denote by (b1, · · · , bm) (resp. (bˆ1, · · · , bˆm)) the long period vector of Φ (resp. Φ̂) and
(c1, · · · , cl) (resp. (cˆ1, · · · , cˆl) ) the short period vector of Φ (resp. Φ̂) with respect to A. We
call (Φ, Φ̂) a pair belonging to A if and only if bi = −bˆi for i = 1, · · · ,m and cj = −cˆj for
j = 1, · · · , l. In this case, we call Φ̂ an anti-meromorphic conjugate of Φ and Φ an meromprhic
conjugate of Φ̂. For convenience, sometimes, we call Φ a conjugate of Φ̂, and vice versa.
Proposition 6.9. Let A =
(
X,W, (W1, · · · , Wl), (γ1, · · · , γm)
)
be a garden. Let Φ̂ be a closed
meromorphic 1-form belonging to A. Then the conjugate of Φ̂ is unique modulo the differential
of a meromorphic function. To be more precise, if (Φ1, Φ̂) and (Φ2, Φ̂) are two pairs belonging
to A, then Φ1 − Φ2 = df where f is a meromorphic function on X with singularities on W.
Proof: By assumption, Φ1 − Φ2 is a closed meromorphic whose long period vector and short
period vector both vanish. Then by Lemma 6.10 in the following, we draw the conclusion.
Lemma 6.10 (Uniqueness Lemma). Suppose that Φ is a closed meromorphic 1-form with
singularities on W . Assume the long period vector of Φ and the short period vector of Φ are
both zero. Then Φ is the differential of a meromorphic function on X.
Proof: Fix a point p ∈ X\W . For each point x ∈ X\W , we can find a smooth curve γx
connecting p and x. Define function f(x) as follows:
f(x) :=
∫
γx
Φ.
We shall prove that f(x) is well-defined, or equivalently, the integral is independent of the curve
γx connecting p and x. It suffices to prove that for any smooth Jordan Γ ⊂ X\W based at p,∫
Γ
Φ = 0.
Let smooth 1-cycles τ1, · · · , τm be a basis of the singular homology H1(X,C) such that τi
is a cycle contained in X\W with base point p for i = 1, · · · ,m. Then Γ is homologous to∑m
i=1 aiτi. By Lemma B.1 in Appendix, we can find finitely many smooth 2-simplexes {σj}Jj=1
so that the following properties hold:
1. σj : ∆2 → X is smooth for j = 1, · · · , J. Here ∆2 := {(x, y) ⊂ R2|0 ≤ x ≤ 1, 0 ≤ y ≤
1, x+ y ≤ 1} is the standard 2-simplex.
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2. ∂
(∑J
j=1 bjσj
)
= Γ−∑mk=1 akτk, where 0 6= bj ∈ C for j = 1, · · · , J. (By abuse of notation,
we identify the image of Γ with its corresponding 1-cycle; the same for τk, k = 1, · · · ,m.)
3. There are finitely many 1-simplexes {τ˜l}Ll=1 and finitely many 0-simplexes {An}Nn=1 such
that
∂σj =
L∑
l=1
cjlτ˜l with cjl ∈ {0, 1,−1}, for j = 1, · · · J, l = 1, · · ·L;
∂τ˜l =
K∑
n=1
dlnAn with dln ∈ {0, 1,−1}, for l = 1, · · ·L, n = 1, · · ·N.
Notice that {Γ, τ1, · · · , τm} ⊂ {τ˜l}Ll=1 and p ∈ {An}Nn=1.
4. The above {σj}, {τ˜l} and {An} are transversal to W in the sense that: An /∈ W for
n = 1, · · · , N ; τ˜l ∩ W = ∅ for l = 1, · · · , L; σj ∩ Sing(W ) = ∅ and σj intersects W
transversally for j = 1, · · · , J .
For σj, j = 1, · · · , J, denote by aj1, · · · , ajij ⊂ ∆2 the intersection points of σj with W . Take
small circles Sj1, · · · , Sjij ⊂ ∆2 around aj1, · · · , ajij , respectively. Notice that σ∗j (Φ) is a well-
defined closed 1-form on ∆̂j2 := ∆2\
( ∪jiq=1 Sjq), j = 1, · · · , J. Applying the Stokes theorem, we
have
0 =
∫
∆̂j2
σ∗j (dΦ) =
∫
∂∆̂j2
σ∗j (Φ) =
L∑
l=1
±cjl
∫
[0,1]
τ˜ ∗l (Φ) +
ij∑
q=1
±
∫
Sjq
σ∗j (Φ), j = 1, · · · , J. (89)
When Sji is small enough, by Lemma 6.3 and the assumption that the short period vector of Φ
is zero, we get
ij∑
q=1
±
∫
Sjq
σ∗j (Φ) = 0, j = 1, · · · , J. (90)
Since ∂
(∑J
j=1 bjσj
)
= Γ−∑mk=1 akτk, we obtain∫
Γ
Φ =
m∑
k=1
ak
∫
τk
Φ = 0.
The last identity is because the long period vector of Φ is zero.
Therefore, we proved that f(x) is well-defined. It is easy to see that f is a meromorphic
function on X with singularities on W. Hence, we complete the proof of Lemma 6.10.
Remark 6.11. Lemma 6.10 holds for closed anti-meromorphic 1-forms in a similar way, and
hence Proposition 6.9 also holds for conjugates of a closed meromorphic 1-form. That is, if
there are two pairs (Φ, Φ̂1) and (Φ, Φ̂2), then Φ̂1 − Φ̂2 = df where f is an anti-meromorphic
function on X with singularities on W.
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6.2 The existence of anti-meromorphic conjugates
In this subsection we will prove a existence theorem for anti-meromorphic conjugates of a closed
meromorphic 1-form belonging to a garden. We start with the following lemma.
Lemma 6.12. Let G = (X,W ) be a garden. Let Ŵ be an effective, ample divisor with the
support contained in W . Suppose
−→
b ∈ Cm and D ∈⊕li=1CWi with c1(D) = 0. Then there is
a closed meromorphic 1-form in Φ1(∗W ) with long period vector −→b and residue divisor D.
Proof: By Theorem 1.5, there is a closed meromorphic 1-form Φ ∈ Φ1(W ) with residue divisor
D. In the same way as Proposition 2.10, we can find Ψ, a closed meromorphic 1-form of the
second kind, such that Ψ ∈ Φ1(∗W ) and Ψ+Φ has long period vector −→b . Therefore, we proved
Lemma 6.12.
Next we will prove the following existence theorem.
Theorem 6.13. Let A =
(
X,W, (W1, · · · ,Wl), (γ1, · · · , γm)
)
be a garden. Let Φ be a closed
meromorphic 1-form belonging to A. There exists a conjugate of Φ belonging to A.
Proof : Denote by (b!, · · · , bm) the long period vector of Φ. Let Res(Φ) be the residue divisor of
Φ with the form Res(Φ) =
∑l
i=1 aiWi. Since Φ is a closed meromorphic 1-form belonging to A,
the first Chern class of Res(Φ) is zero, that is,
∑l
i=1 ai · c1(Wi) = 0 ∈ H2(X,C). Noticing that∑l
i=1(−ai)·c1(Wi) = 0 ∈ H2(X,C), by Lemma 6.12, we can derive a closed meromorphic 1-form
Ψ belonging to G, with residue divisor
∑l
i=1(−ai) ·Wi and long period vector (−b1, · · · ,−bm).
Take the complex conjugate Ψ of Ψ; that is, if we write Ψ = ψ1 +
√−1ψ2 where ψ1 and ψ2
are closed real 1-forms with singularities on W , then Ψ = ψ1−
√−1ψ2. It is easy to verify that
Ψ is an anti-meromorphic conjugate of Φ. We complete the proof of Theorem 6.13.
6.3 Constructing pluriharmonic functions with log poles
In this subsection we will construct pluriharmonic functions with log poles by integrating the
sum of pairs.
Theorem 6.14. Let A =
(
X,W, (W1, · · · ,Wl), (γ1, · · · , γm)
)
be a garden. Assume (Φ, Φ̂)
is a pair belonging to G. Then the following integral is well-defined on X\W and gives a
pluriharmonic function with singularities on W :
hΦΦ̂(z) :=
∫
γpz
(Φ + Φ̂). (91)
Here p ∈ X\W is a fixed point and γpz is a smooth curve connecting p and z ∈ X\W.
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Proof: It suffices to prove that along each Lipschitz loop γ ⊂ X\W the following holds:∫
γ
(Φ + Φ̂) = 0 . (92)
In the same way as the proof of Lemma 6.10, we can find complex numbers {ai}mi=1 and {bj}lj=1
so that ∫
γ
(Φ + Φ̂) =
m∑
i=1
ai
∫
γi
(Φ + Φ̂) +
l∑
j=1
bj
∫
∂Sj
(Φ + Φ̂). (93)
Here ∂Sj is the circle boundary of a small analytic disc intersecting Wj at its smooth point.
Notice that the sum of the long period vector (resp. the short period vector) of Φ and the long
period vector (resp. the short period vector) of Φ̂ is zero. Then each term on the right hand
side of formula (93) vanishes. We draw the conclusion.
Definition 6.15. We call hΦΦ̂ a pluriharmonic functions coming from the pair (Φ, Φ̂).
Proof of Theorem 1.12 : Take a garden A =
(
X,W, (W1, · · · ,Wl), (γ1, · · · , γm)
)
of X. By
Theorem 6.13, for each closed meromorphic 1-form Φ with poles on W , there exists a conjugate
Φ̂ of Φ. By Theorem 6.14, we conclude Theorem 1.12.
Let G = (X,W ) be a garden. Denote by MG the vector space of meromorphic functions
on X with singularities on W ; denote by M̂G the vector space of anti-meromorphic functions
with singularities on W . Define TG := MG + M̂G. Next we will establish the uniqueness
of pluriharmonic functions and estimate the dimension of the vector spaces of pluriharmonic
functions coming from pair (modulo TG).
Theorem 6.16. Let G = (X,W ) be a garden. Assume (Φ1, Φ̂1) and (Φ2, Φ̂2) are two pairs
belonging to G . Then hΦ1Φ̂1 = hΦ2Φ̂2 (modulo TG) if and only if Φ1 and Φ2 have the same long
period vector and the same short period vector.
Proof: Assume that Φ1 and Φ2 have the same long period vector and the same short period
vector. Then so do Φ̂1 and Φ̂2. By Lemma 6.10, the following functions are well-defined on X :
f :=
∫
γpz
(Φ1 − Φ2); h¯ :=
∫
γpz
(Φ̂1 − Φ̂2).
Noticing that f is meromorphic and h¯ is anti-meromorphic, we conclude that hΦ1Φ̂1 = hΦ2Φ̂2
(modulo TG).
On the other hand if hΦ1Φ̂1 = hΦ2Φ̂2 (modulo TG), then there are meromorphic function f
and anti-meromorphic function h¯ on X such that∫
γpz
(Φ1+Φ̂1)−
∫
γpz
(Φ2 + Φ̂2) = h− f or equivalently
f +
∫
γpz
(Φ1 − Φ2) = h+
∫
γpz
(Φ̂2 − Φ̂1).
(94)
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Notice that the left hand side of formula (94) is holomorphic and the right hand side is anti
holomorphic, away from the singularities of Φ1, Φ̂1,Φ2, Φ̂2, f and h. Then both sides are locally
constants. Taking differential of the left hand side, we have the following equality on X:
df + Φ1 − Φ2 = 0. (95)
Integrating df + Φ1 − Φ2 along γi and ∂Sj, we conclude that the the long period vector (resp.
the short period vector) of Φ1 and that of Φ2 are the same. We complete the proof.
Theorem 6.17. Let G = (X,W ) be a garden. Denote by k the dimension of the kernel of
the double delta map δ1 ◦ ∆0 : H0(X,R(W )) → H2(X,C). Then the dimension of the vector
space of the pluriharmonic functions coming from pairs with singularities on W (modulo TG)
is k + dimH1(X,C).
Proof : By Theorem 2.8, the dimension of the closed meromorphic 1-forms of second kind
modulo exact form is dimH1(X,C). By Theorem 1.4, the dimension of the closed meromorphic
1-forms modulo the closed meromorphic 1-forms of the second kind is k. By Theorem 6.14, we
can construct pluriharmonic functions for every closed meromorphic 1-form; by Theorem 6.16,
these functions are linear independent modulo TG. Therefore we conclude Theorem 6.17.
Remark 6.18. Denote by V be the vector space of pluriharmonic functions coming from a
closed meromorphic 1-form. Then dimV/TG =∞. On the other hand, denote by V2 the vector
space of pluriharmonic functions coming from a closed meromorphic 1-form of the second kind.
Then dimV2/TG = dimH
1(X,C) <∞.
Proof of Theorem 1.13 : Let h be a pluriharmonic function on X of local form (1). Then h
locally takes the form of
h(z) = g1(z) + g2(z¯) +
l∑
i=1
ai log |fi|2 , (96)
where a1, · · · , al are constants and g1, g2, f1, · · · , fl are meromorphic functions. Taking differ-
ential of h, we have that locally
dh = ∂g1(z) +
l∑
i=1
ai
∂fi
fi
+ ∂¯g2(z¯) +
l∑
i=1
ai
∂¯f¯i
f¯i
;
Φ := ∂g1(z) +
l∑
i=1
ai
∂fi
fi
; Φ̂ := ∂¯g2(z¯) +
l∑
i=1
ai
∂¯f¯i
f¯i
.
(97)
Notice that Φ is a closed meromorphic 1-form and Φ̂ is a closed anti-meromorphic 1-form.
Moreover, it is clear that dh = Φ + Φ̂ holds globally on X; that is, the definition of Φ and Φ̂
does not depend on the choice of the local charts. If there is no log term in formula (96), then
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Φ is a closed meromorphic 1-form of the second kind. One can show that h is the integral of
the sume of Φ and Φ̂ in the same way as Theorem 6.14.
Define κ by κ(h) = Φ for every h ∈ Ph(X). It is clear that κ is well-defined. Next we
will show that κ is injective; that is, for h1, h2 ∈ Ph(X) if κ(h1) = κ(h2), then h1 − h2 ∈
(K(X) + K(X)). Notice that the singularities of hi is contained in a divisor of X for i = 1, 2.
Take an ample, reduced divisor W of X such that the singularities of hi is contained in W for
i = 1, 2; hence (X,W ) is a garden. Then by Theorem 6.16 , we conclude the injectivity of κ.
Finally, we will show that κ is surjective. Let Φ ∈ H0(X,Φ1(∗)). Take an ample, effective,
reduced divisor W of X such that the singularities of hi is contained in W for i = 1, 2; hence
(X,W ) is a garden. Then by Theorem 6.13, we can find a conjugate of Φ. By Theorem 6.14,
we conclude the surjectivity.
Similarly, we can show that κ0 is an isomorphism. Hence we complete the proof of Theorem
1.13.
Remark 6.19 ([Y]). The log term in the above formula has an interesting explanation related
to superfluid vortices in physics. A single vortex has energy growing asymptotically like log zi
and hence unstable. In low temperature, there will be no free vortices, only clusters of zero
total vorticity.
A Appendix I: Good Cover Lemma
In this appendix we will present a detailed proof of the following well known lemma for reader’s
convenience.
Lemma A.1 (Good cover lemma). Let X be a compact complex manifold X. Let V be an
open cover of X. Then, there is a finite open cover U := {Ui}Mi=1 of X such that the following
properties hold:
1. Ui is a Stein space for i = 1, · · · ,M ;
2. Each intersection of Ui is contractible for i = 1, · · · ,M , if it is nonempty;
3. U is a refinement of V.
In order to prove Lemma A.1, we will first prove the following lemma.
Lemma A.2. Let X be a complex manifold of complex dimension m. Suppose there are two
holomorphic local parametrizations of X as
Φi : Vi → Ui ⊂ X, i = 1, 2, (98)
where Vi is an open set in Cm and Ui is biholomorphic to Vi. Moreover, for each point x =
(x1, · · · , xm) ∈ Vi and real number r > 0, denote by Bi,r(x) the following complex ball in Vi:
Bi,r(x) := {(y1, · · · , ym) ∈ Vi
∣∣|y1 − x1|2 + |y2 − x2|2 + · · · |ym − xm|2 < r2}. (99)
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Then for each point x ∈ Φ−11 (U1 ∩ U2), there is a positive number R such that for any positive
number r < R the complex ball B1,r(x) ⊂ Φ−11 (U1∩U2) and, moreover, its biholomorhpic image
(Φ−12 ◦ Φ1)(B1,r(x)) is a real convex set in V2.
Proof : Fix a point x ∈ Φ−11 (U1 ∩ U2). Denote by (z1, · · · , zm) the complex coordinates for
V1; denote by (w1, · · · , wm) the complex coordinates for V2. Without loss of genearlity, we can
assume that the point x ∈ Φ−11 (U1∩U2) has complex coordinates (0, · · · , 0) in V1 and the point
y := (Φ−12 ◦Φ1)(x) has complex coordinates (0, · · · , 0) in V2. For convenience, denote by φ the
restriction of the holomorphic map Φ−11 ◦ Φ2 to Φ−12 (U1 ∩ U2), that is,
φ : Φ−12 (U1 ∩ U2)→ Φ−11 (U1 ∩ U2),
(w1, · · · , wm) 7→ (z1, · · · , zm) = (Φ−11 ◦ Φ2)(w1, · · · , wm).
(100)
Note that φ(y) = x. Restricted to a small ball B2,s(y) ⊂ Φ−12 (U1 ∩ U2), s > 0, we have the
following Taylor expansion:
z1 =
n∑
i=1
a1iwi +O(|w|2); z2 =
n∑
i=1
a2iwi +O(|w|2); · · · ; zm =
n∑
i=1
amiwi +O(|w|2). (101)
Since φ is a biholomorphic map, the matrix A := (aij)
m
i,j=1 is non-degenerate. Define a real
analytic function F (w1, · · · , wm) in B2,s(y) as follows:
F (w1, · · · , wm) =
m∑
i=1
|zi(w1, · · · , wm)|2 =
m∑
i=1
∣∣ n∑
j=1
aijwj +O(|w|2)
∣∣2
=
m∑
i=1
∣∣ n∑
j=1
aijwj
∣∣2 +O(|w|3) = (w1, · · · , wm) · AT · A · (w1, · · · , wm)T +O(|w|3). (102)
Take a complex ball B1,R˜(x) centered at x such that B1,R˜(x) ⊂ φ(B2,s(y)); then, the set
φ−1(B1,r(x)) in V2 is the same as the set {F < r2} for 0 < r < R˜.
Since AT ·A is a strictly positive definite Hermitian matrix, we can find an m×m unitary
matrix U such that
UT · AT · A · U =

a1 0 · · · 0
0 a2 · · · 0
· · · · · · · · · · · ·
0 · · · 0 am
 =: D, (103)
where ai is a positive real number for i = 1, · · · ,m. Take an unitary change of coordinates for
B1,R˜(x) as
(w˜1, · · · , w˜m) = (w1, · · · , wm) · U. (104)
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Then F in the new coordinates takes the form of
m∑
i=1
ai|w˜i|2 +O(|w˜|3); (105)
we denote it by F˜ .
Notice that a unitrary transformation of Cm does not change the shape of domains. There-
fore, in order to prove Lemma A.2, it suffices to prove that there exists a positive number R
such that {F˜ < r2} is a real convex domain in V2 for each 0 < r < R. Denote the real coor-
dinates of (w˜1, · · · , w˜m) by (x1, · · · , xm, y1, · · · , ym) where w˜i = xi +
√−1yi for i = 1, · · · ,m.
Computation of the real Hessian of F˜ yields that
Hess(F˜ ) =
(
( ∂
2F˜
∂xi∂xj
) ( ∂
2F˜
∂xi∂yj
)
( ∂
2F˜
∂yi∂xj
) ( ∂
2F˜
∂yi∂yj
)
)
=
(
D 0
0 D
)
+O(|w˜|); (106)
hence the real Hessian of F˜ is strictly positive in a small neighborhood of y. Therefore, we
can choose a positive number R such that {F˜ < r2} is a real convex domain in V2 for each
0 < r < R.
Now we turn to the proof of Lemma A.1.
Proof of Lemma A.1: Fix a Riemannian metric g on X. For any points x, y ∈ X, denote by
dg(x, y) the distance between them with respect to g. Since X is compact, we can have finitely
many local parametrizations {φi : Vi → Ui}Mi=1 such that the following properties hold.
1. Vi = {z = (z1, · · · , zm) ∈ Cm
∣∣dg(φi(0), φi(z)) < 4} for i = 1, · · · ,M .
2. Ui ⊂ X and φi is the biholomorphic map between Vi and Ui for i = 1, · · · ,M .
3. For i = 1, · · · ,M , denote by Vi,1, Vi,2, Ui,1 and Ui,2 the set {z ∈ Cm
∣∣dg(φi(0), φi(z)) < 1},
{z ∈ Cm∣∣dg(φi(0), φi(z)) < 2}, φi(Vi,1) and φi(Vi,2), respectively. Then, {Ui,1}Mi=1 is an
open cover of X.
For convenience, denote by I the index set {1, 2, · · · ,M}. Morevover, similar to formula (99),
for i = 1, · · · ,M , 0 < r < 1 and each point x ∈ Vi,1 with complex coordinates (x1, · · · , xm), we
denote by Bi,r(x) the set {(y1, · · · , ym) ∈ Vi
∣∣|y1 − x1|2 + |y2 − x2|2 + · · · |ym − xm|2 < r2}.
Next, we will construct a special open cover of Vi,1 for i = 1, · · · ,M . Fix i and, for each
point x ∈ Vi,1, let I ix be the index set define by
Ix := {j ∈ I
∣∣φi(x) ∈ Uj,2}. (107)
Then, for each j ∈ I ix, we can apply Lemma A.2 and derive a positive number Rj such that for
any 0 < r < Rj the following properties hold:
• φi(Bi,r(x)) ⊂ Uj,2;
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• φ−1j (φi(Bi,r(x))) is a real convex set in Vj,2.
Choose a positiv number rx such that rx < minj∈Iix{Rj}, the diameter of Bi,rx(x) with respect
to dg is less than
1
3
, and φi(Bi,r(x) is contained in a certain open set in open cover V . Notice
that Bi,rx(x) is an open neighborhood of x; moreover, the following properties hold,
(∗) φi(Bi,rx(x)) ⊂ Uj,2 for each j ∈ I ix,
(?) φ−1j (φi(Bi,rx(x))) is a real convex set in Vj,2 for each j ∈ I ix.
It is clear that
{
Bi,rx(x), x ∈ Vi,1
}
is an open cover of Vi,1.
Since
⋃M
i=1
{
φi(Bi,rx(x)), x ∈ Vi,1
}
is an open cover of X, we can find a finite subcover Ω of
X with the form of
Ω =
M⋃
i=1
{
φi(Bi,raij (aij)), aij ∈ Vi,1, j = 1, · · · , Ni
}
. (108)
We claim that the cover Ω satiesfies the properties required in Lemma A.1. The first and
the third properties are clear, for each open set in Ω is biholomoprhic to a complex ball in Cm
and is contained in a certain open set in V . Since convext sets are contractible, in order to
establish the second property, it suffices to show that each nonempty interesections of open sets
in Ω is boholomorphic to a real convex set in Cm.
Let B be an nonempty intersection of open sets in Ω. Without loss of generality, by rear-
ranging the indices, we can assume that B takes the form of
B =
M⋂
i=1
li⋂
j=1
φi(Bi,raij (aij)), (109)
where li ≤ Ni. Without loss of generality, we can further assume l1 ≥ 1. Since B is nonempty,
by the construction we have aij ∈ V1,2. Therefore, 1 ∈ Iaij for i = 1, · · · ,M and j = 1, · · · , li.
By property (∗) and property (?), we have that φi(Bi,rx(x)) ⊂ U1,2 and φ−11 (φi(Bi,raij (aij))) is
a real convex set in V1,2 for each for i = 1, · · · ,M and j = 1, · · · , li. Since the intersection of
convex sets are convex, B is a convex set.
Therefore, we complete the proof of Lemma A.1.
We also include a proof of the following very good cover lemma for the completeness.
Lemma A.3 (Very good cover). Let X be a compact complex manifold and W be a normal
crossing divisor on X. Let V be an open cover of X. Then, there is a finite open cover
U := {Ui}Mi=1 of X such that the following properties hold:
1. Ui is a Stein space for i = 1, · · · ,M ;
2. Each intersection of Ui, i = 1, · · · ,M, is contractible, if it is nonempty;
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3. There are only finitely many irreducible components of Ui
⋂
W for i = 1, · · · ,M ; more-
over, if Wij is an irreducible component of Ui ∩W , then Wij is contractible;
4. U is a refinement of V.
Proof of Lemma A.3 : We first prove the following Claim.
Claim : Let U be an open set in Cm. Suppose that W ⊂ U is a reduced analytic subvariety
of codimension one with normal crossing singularities only. For each point x ∈ U , there
is a Euclidean complex ball Br(x) ⊂ U such that there are only finitely many irreducible
components in the irreducible decomposition of W
⋂
Br(x) and each irreducible component is
contractible.
Proof of Claim : Since the case x ∈ U\W is trivial, let x ∈ W ⋂U ; without loss of
generality, we assume x = (0, . . . , 0) ∈ U . By taking the complex ball BR := {z
∣∣|z|2 < R2}
with radius R > 0 small enough, we can assume that BR ⊂ U and W is defined in BR
by equation
∏l
i=1 fi = 0, where f1, · · · , fl are holomorphic functions in BR such that they are
irreducible, pairwise coprime and vanishing at (0, · · · , 0). Without loss of generality, we assume
that f1, · · · , fl take the form of
fi(z) =
m∑
j=1
aijzj +O(|z|2) (110)
with aij ∈ C for i = 1 · · · , l, j = 1, · · · ,m and z ∈ BR. Since W is a normal crossing divisor,
fi has a nonzero linear part for i = 1, · · · , l.
Define Wi := {fi = 0}
⋂
BR. It is clear that
⋃l
i=1Wi = W
⋂
BR. Hence it suffices to prove
that each Wi is contractible when R is small enough for i = 1, · · · , l. In the following, we will
prove this for W1; the proof for others is the same which we will omit.
Without loss of generality, we assume that a11 = −1 in formula (110). By the implicit
function theorem, we can solve z1 in terms of (z2, · · · , zm) as
z1 = h(z2, · · · , zm) = a12z2 + a13z3 + · · ·+ a1mzm +O(|z2|2 + · · ·+ |zm|2). (111)
Shrinking the radius R, we have a parametrization (G, W˜ ) of W1 as
G : W˜ → W1 ⊂ Cm,
(z2, · · · , zm) 7→ (h(z2, · · · , zm), z2, z3, · · · , zm),
(112)
where W˜ is a domain in Cm−1 defined by
ρ(z2, · · · , zm) :=
∣∣h(z2, · · · , zm)∣∣2 + m∑
i=2
∣∣zi∣∣2 < R2. (113)
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Since W1 and W˜ are biholomorphic, it suffices to show that W˜ is contractible. Computation
yields that
ρ =
∣∣a12z2 + a13z3 + · · ·+ a1mzm +O(|z|2)∣∣2 + |z2|2 + · · ·+ |zm|2
= |a12z2 + a13z3 + · · ·+ a1mzm|2 + |z2|2 + · · ·+ |zm|2 +O(|z|3).
(114)
Taking derivatives, we get
∂ρ
∂z2
= (a12a¯12 + 1)z¯2 + a12a¯13z¯3 + · · ·+ a12a¯1mz¯m +O(|z|2),
∂ρ
∂z3
= a13a¯12z¯2 + (a13a¯13 + 1)z¯3 + · · ·+ a13a¯1mz¯m +O(|z|2),
· · ·
∂ρ
∂zm
= a1ma¯12z¯2 + a1ma¯13z¯3 + · · ·+ (a1ma¯1m + 1)z¯m +O(|z|2).
(115)
Multiplying ∂ρ
∂zi
by zi, i = 1, · · · ,m, and summing up the products, we obtain
m∑
i=1
∂ρ
∂zi
zi = |
m∑
i=1
a1iz
i|2 +
m∑
i=1
|zi|2 +O(|z|3). (116)
Then for R > 0 small enough
|
m∑
i=1
∂ρ
∂zi
zi| > 1
2
m∑
i=2
|zi|2 for (z2, · · · , zm) ∈ W˜ ;
hence ∇ρ is nonzero except at the origin. By Morse theory W˜ is contractible. We complete
the proof of the claim.
The remaining of the proof is exact the same as the proof of Lemma A.1 except that when
choosing Bi,rx(x), we require the following condition in addition
φi(Bi,rx(x))
⋂
W =
li⋃
j=1
Wj (117)
where Wj is irreducible and contractible for j = 1, · · · , li <∞.
B Appendix II: Existence of a smooth, transversal two-
chain
In this appendix we give a detailed proof of the following lemma:
Lemma B.1. Let X be a compact algebraic manifold, p ∈ X a fixed base point and W a normal
crossing divisor. Suppose τ˜1, · · · , τ˜m is a basis of the singular homology H1(X,C), where
τ˜k : [0, 1]→ X is smooth with τ˜k(0) = τ˜k(1) = p for k = 1, · · · ,m.
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Assume τ˜ is also a one-cycle, where τ˜ : [0, 1]→ X is smooth with τ˜(0) = τ˜(1) = p. Moreover we
assume that τ˜([0, 1])∩W = ∅ and τ˜k([0, 1])∩W = ∅ for k = 1, · · · ,m. Then if τ˜ is homologous
to
∑m
k=1 akτ˜k with constants {ak}mk=1 ⊂ C, we can find finitely many smooth 2-simplexes {σj}Jj=1
such that the following properties are satisfied:
1. σj : ∆2 → X is smooth for j = 1, · · · , J. Here ∆2 := {(x, y) ⊂ R2|0 ≤ x ≤ 1, 0 ≤ y ≤
1, x+ y ≤ 1} is the standard 2-simplex.
2. ∂
(∑J
j=1 bjσj
)
= τ˜ −∑mk=1 akτ˜k, where 0 6= bj ∈ C for j = 1, · · · , J.
3. There are finitely many 1-simplexes {τl}Ll=1 and finitely many 0-simplexes {An}Nn=1 such
that
∂σj =
L∑
l=1
cjlτl with cjl ∈ {0, 1,−1} for j = 1, · · · J, l = 1, · · ·L;
∂τl =
K∑
n=1
dlnAn with dln ∈ {0, 1,−1} for l = 1, · · ·L, n = 1, · · ·N.
Notice that {τ˜ , τ˜1, · · · , τ˜m} ⊂ {τj}Ll=1 and p ∈ {An}Nn=1.
4. The above {σj}, {τl} and {An} are transversal to W in the sense that: An /∈ W for
n = 1, · · · , N and τl ∩W = ∅ for l = 1, · · · , L; σj ∩ Sing(W ) = ∅ and σj intersects W
transversally for j = 1, · · · , J .
Proof: Since τ˜ is homologous to
∑m
k=1 akτ˜k, there are finitely many 2-simplexes {σj}Jj=1
such that ∂
(∑J
j=1 bjσj
)
= τ˜ −∑mk=1 akτ˜k, where 0 6= bj ∈ C for j = 1, · · · , J.
The basic idea of the proof is to perturb the simplexes homotopically, thicken the lower
dimensional simplexes and extend the perturbation from simplexes with lower dimension to
simplexes with higher dimension. Notice that throughout the proof the 0-simplex p and the
1-simplexes {τ˜ , τ˜1, · · · , τ˜m} are kept the same without any change. We divide the proof into
seven steps as follows.
Step 1: Perturb {An} so that An /∈ W for n = 1, · · · , N . To be more precise, we shall
construct homotopies In : [0, 1]→ X,n = 1, · · · , N such that:
1. In is smooth;
2. In(0) = An, In(1) = A˜n and A˜n /∈ W .
If An /∈ W , we define In to be the identity map. Otherwise we choose a point A˜n /∈ W near An
and draw a smooth curve In connecting An and A˜n.
Step 2: Extend the the above homotopies to the subcomplex {An}Nn=1
⋃{τl}Ll=1. To be more
precise, we shall construct homotopies Tl : [0, 1] × [0, 1] → X for l = 1, · · · , L satisfying the
following properties:
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1. Tl is continuous;
2. Tl(·, 0) = τl(·);
3. T (0, ·) = Il0(·) and T (1, ·) = Il1(·), where l0, l1 ∈ {1, · · · , N} such that τl(0) = Al0 and
τl(1) = Al1 .
Firstly we define the homotopies of 1-simplexes {τ˜ , τ˜1, · · · , τ˜m} to be identities. Next we
will construct homotopy of Tl for the remaining τl as shown in Figure (1A). It is easy to see
that the projection from the star-shaped point induces a strong deformation retraction F of
the unit square to the union of three intervals AD, CD and BC in the following sense:
F : [0, 1]× ([0, 1]× [0, 1])→ [0, 1]× [0, 1],
(t, x, y) 7→ (F1(t, x, y), F2(t, x, y)),
where F (0, x, y) = (x, y), F (1, x, y) ⊂ AD ∪ CD ∪ BC and F (t, x, y) is an identity map when
(x, y) ∈ AD∪CD∪BC. Denote by T˜l the following continuous map defined on AD∪CD∪BC:
T˜l :
({0} × [0, 1]) ∪ ([0, 1]× {0}) ∪ ({1} × [0, 1])→ X;
T˜l(x, 0) = τl(x), T˜l(0, y) = Il0(y) and T˜l(1, y) = Il1(y) for x, y ∈ [0, 1].
Then the desired homotopy Tl can be defined by the following formula:
Tl(x, y) = T˜l(F1(1, x, y), F2(1, x, y)).
Step 3: Smooth {τl}Ll=1 homotopically with fixed boundary 0-simplexes {An}Nn=1. To be
more precise, we will construct homotopy Tl : [0, 1] × [0, 1] for l = 1, · · · , L satisfying the
following properties:
1. Tl is continuous and Tl(·, 1) is a smooth map from [0, 1] to X;
2. Tl(·, 0) = τl(·); T (0, ·) = τl(0) and T (1, ·) = τl(1);
3. T (x, 1) = τl(0) when x ≈ 0; T (x, 1) = τl(1) when x ≈ 1.
Firstly we will thicken the boundary as illustrated by Figure (2A). We define homotopy T 1l as
follows:
T 1l : [0, 1]× [0, 1]→ X;
T 1l (x, y) = τl(0) when (x, y) ∈ Region III and T 1l (x, y) = τl(1) when (x, y) ∈ Region II;
T 1l (x, y) = τl(
2x− y/2
2− y ) when (x, y) ∈ Region III.
Notice that the map T 1l (·, 1) is smooth in a small neighborhood of two boundary points.
Then by Theorem (10.1.2) in [DFN] and Remark (2) therein, we can find a smooth map τˆl
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homotopic to T 1l (·, 1). Moreover by Remark (1) of Theorem (10.1.2) in [DFN], τˆl can be chosen
so that τˆl(x) = T
1
l (x, 1) if x ≈ 0 or x ≈ 1.
Step 4: Perturb {τl}Ll=1 homotopically with fixed boundary points so that τl is disjoint from
W for l = 1, · · · , L. First we take a stratification of W as W = W1 ∪W2 ∪ · · · ∪Wv, where Wi
is smooth for i = 1, · · · , v and dimWi < dimWi−1 for i = 2, · · · , v. According to the proof of
Theorem (10.3.2) in [DFN], we can find a smooth 1-simplex τ˜ vl for τl such that
1. τ˜ vl is transversal to Wv ;
2. τ˜ vl is homotopic to τl;
3. τ˜ vl coincides with τl in a small neighborhood of boundary points.
By dimension counting, we have that τ˜ vl is disjoint from Wv. Repeating the procedure for
Wv−1,Wv−2, · · · ,W1, we end up with τ˜ 1l which is disjoint with W. Notice that {τ˜ , τ˜1, · · · , τ˜m}
satisfy the desired property without any perturbation.
Step 5: Extend the obtained homotopies of {τl}Ll=1 to {σj}Jj=1. After the above steps we
have a homotopy Tl for τl such that
1. Tl is continuous;
2. Tl(·, 0) = τl(·), T (x, 1) = T (0, 1) for x ≈ 0 and T (x, 1) = T (1, 1) for x ≈ 1;
3. Tl(·, 1) is smooth and disjoint from W.
We shall construct homotopy Sj : ∆2 × [0, 1]→ X for j = 1, · · · , J satisfying the following
properties:
1. Sj is continuous.
2. Sj(·, 0) = σj(·).
3. Suppose Sj(0, t, 0) = ±τj01(t), Sj(t, 0, 0) = ±τj02(t) and Sj(t, 1− t, 0) = ±τj12(t) (the signs
depend on the orientation) for j01, j02, j12 ∈ {1, · · · , J} and t ∈ [0, 1]. Then Sj(0, t, ·) =
±Tj01(t, ·), Sj(t, 0, ·) = ±Tj02(t, ·) and Sj(t, 1 − t, ·) = ±Tj12(t, ·) for t ∈ [0, 1] with the
compatible signs.
Similar to Step 2, we first construct a strong deformation retract as illustrated in Figure
(1B). It is clear that the projection from the star-shaped point induces a strong deforma-
tion retraction F of the triangle based prism to to the union of the triangle ABC and three
parallelograms ACC ′A′, CBB′C ′ and ACC ′A′ in the following sense:
F : [0, 1]× (∆2 × [0, 1])→ ∆2 × [0, 1],
(t, x, y, s) 7→ (F1(t, x, y, s), F2(t, x, y, s), F3(t, x, y, s)),
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where F (0, x, y, t) = (x, y, t), F (1, x, y, t) ⊂ AD∪CD∪BC and F (t, x, y, s) is an identity map
when (x, y, s) ∈ ABC ∪ ACC ′A′ ∪ CBB′C ′ ∪ ACC ′A′.
We construct Sj for σj as follows. Denote by S˜j the following continuous map defined on
AD ∪ CD ∪BC:
S˜j : ABC ∪ ACC ′A′ ∪ CBB′C ′ ∪ ACC ′A′ → X;
S˜j|ABC = σj, S˜j|ACC′A′ = ±Tj01 , S˜j|CBB′C′ = ±Tj02 and S˜j|ACC′A′ = ±Tj12 .
Then the desired homotopy Sj is given by
Sj(x, y, s) = S˜j(F1(1, x, y, s), F2(1, x, y, s), F3(1, x, y, s)).
Step 6: Smooth {σj}Jj=1 homotopically with fixed boundary 1-simplexes {τl}Ll=1. To be more
precise, we will construct homotopy Sj : ∆2 × [0, 1] for j = 1, · · · , J satisfying the following
properties:
1. Sj is continuous and Sj(·, 1) is a smooth map from ∆2 to X.
2. Sj(·, 0) = σj(·).
3. Sj(x, y, ·) = σj(x, y) for (x, y) ∈
({0} × [0, 1]) ∪ ([0, 1]× {0}) ∪ {(t, 1− t)|0 ≤ t ≤ 1}.
We proceed in a similar way to Step 3. Firstly we thicken the boundary as illustrated by Figure
(2B). We can define a homotopy S1j : ∆2 × [0, 1]→ X such that S1j (·, ·, 1) is defined as follows:
S1j (x, y, 1) = σj(
1√
2+2
y+(1− 1√
2+2
)x− 1√
2+2
x+y− 2√
2+2
,
1√
2+2
x+(1− 1√
2+2
)y− 1√
2+2
x+y− 2√
2+2
) when (x, y) ∈ Region I;
S1j (x, y, 1) = σj(2x− 1√2+2 , 2y − 1√2+2) when (x, y) ∈ Region II.
S1j (x, y, 1) = σj(0,
1√
2+2
x−y
x− 1√
2+2
) when (x, y) ∈ Region III;
S1j (x, y, 1) = σj(
1√
2+2
y−x
y− 1√
2+2
, 0) when (x, y) ∈ Region IV.
Notice that after Step 1-5 τj is smooth and constant near the boundary τj(0) and τj(1). Then
S1j (·, ·, 1) is smooth in a small neighborhood of the boundary. By Theorem (10.1.2) in [DFN] and
Remark (2) of it, we can find a smooth map σˆj homotopic to S
1
j (·, ·, 1). Moreover by Remark
(1) of Theorem (10.1.2) in [DFN], we can assume σˆj coincides with σ˜j in a small neighborhood
of the boundary of ∆2. Hence we get the desired homotopy of σj.
Step 7: Perturb {σj}Jj=1 so that σj is disjoint from the singularities of W and intersects the
smooth part of W transversally. First we take a stratification of W as W = W1∪W2∪· · ·∪Wv,
where Wi is smooth for i = 1, · · · , v and dimWi < dimWi−1 for i = 2, · · · , v.
Next we will find a desired perturbation for σl. Notice that a certain neighborhood of the
boundary of σj is transversal to Wv. Then following the proof of Theorem (10.3.2) in [DFN],
we can find a smooth 2-simplex σ˜vj for σj such that σ˜
v
j is transversal to Wv and homotopic to
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τl with boundary points fixed. Repeating the procedure for Wv−1,Wv−2, · · · ,W1, we derive the
corresponding transversal maps σ˜v−1j , σ˜
v−2
j , · · · and σ˜1j accordingly. By dimension counting, we
conclude that the σ˜1j is disjoint from
⋃v
i=2Wi and intersect W1 transversally in the interior.
It is easy to verify that σ˜1j satisfy all the required property in the lemma. Hence we complete
the proof.
Figure 1: Extension of the homotopies
Figure 2: Thickening the boundary
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