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El presente trabajo tiene por propósito la formulación de un método de
aprendizaje basado en problemas para la presentación de la interpolación y la
derivación numérica, mediante su aplicación a técnicas básicas de procesamiento
de imágenes digitales. Los casos de estudio seleccionados para la implementa-
ción del método propuesto consisten en el escalamiento de imágenes mediante
interpolación polinomial y la detección de bordes.
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.
Abstract
In this work we propose a method for problem-based learning applied to
interpolation and numerical dierentiation teaching by the implementation of
basic digital image processing techniques. The case studies selected for this study
are image stretching by polynomial interpolation and edge detection.
Keywords
Polynomial interpolation, segmented polynomial interpolation, basic image
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Capítulo 1
Introducción
¾Para qué sirven las matemáticas?. Es una pregunta que constantemente
surge a nivel de educación básica, media y superior. En este trabajo se pretende
dar respuesta parcial a dicho interrogante, mediante la presentación pedagógica
de los conceptos de interpolación polinomica y derivada, aplicados al campo
del procesamiento de imágenes digitales. Las aplicaciones seleccionadas son el
escalamiento de imágenes y la detección de bordes.
Inicialmente el trabajo introduce los conceptos teóricos del análisis numéri-
co y el procesamiento de imágenes. Posteriormente, con la ayuda de Geogebra
4.2, se construyen varias aplicaciones que no solamente permiten la visualiza-
ción de los métodos tradicionales de interpolación e interpolación segmentada,
sino también la visualización del procesamiento básico sobre un conjunto dado
de píxeles; procesamiento que es el tema central para la construcción de los
algoritmos utilizados en este trabajo y su posterior implementación.
Una vez abordado este tema, se utiliza Matlab R2012a para aplicar éstos
aspectos teóricos sobre imágenes digitales y obtener como resultado imágenes
en donde se observan el escalamiento de la imagen y los bordes de la misma.
Parte del desarrollo está basado en el trabajo Diseño de algunos algoritmos
para la detección de bordes [11].
En la década de los años cuarenta, la comunidad matemática centró su aten-
ción en la elegancia constructivista y la unicación del lenguaje proporcionado
por un grupo que escribía con el seudónimo de Nicolas Bourbaki. Este grupo
utilizaba el lenguaje de la teoría de conjuntos y de la lógica para sistematizar
las matemáticas.
El lanzamiento del primer satélite articial por parte de los soviéticos en
1957, impulsó a los norteamericanos a iniciar una renovación en la enseñanza de
las ciencias y las matemáticas en la educación secundaria y media para preparar
a los futuros cientícos que alcanzarían a los soviéticos en la carrera espacial.
Para ello, utilizó la Teoría de Conjuntos y el lenguaje de la Lógica.
Numerosos programas experimentales de matemáticas fueron desarrollados
por grupos de expertos, quienes creyeron encontrar en la teoría de conjuntos y
6
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la lógica matemática los medios más aptos para lograr que todos los niños
tuvieran fácil acceso a las matemáticas más avanzadas. [9]
Esta transformación de la enseñanza dio origen en los años 60 y 70 a la nue-
va matemática, matemática moderna o new math, que si bien ha logrado
avances importantes en la fundamentación a través de la Teoría de Conjuntos, y
el desarrollo del trabajo algebraico, ha dejado de lado el pensamiento espacial,
la geometría elemental, el proponer actividades que originan problemas intere-
santes, y la sustitución de estos por ejercicios centrados en la operatividad. Esta
transformación ha hecho que en general, los estudiantes encuentren poco in-
terés en aprender, dado que se les obliga a memorizar una gran cantidad de
información que en la mayoría de los casos no puede aplicar a los problemas o
situaciones que enfrenta en la realidad.
En la mayor parte de los casos, los alumnos ven a la educación convencional
como algo obligatorio y con poca relevancia en el mundo real, o bien se
plantean el ir a la escuela como un mero requisito social y están
imposibilitados para ver la trascendencia de su propio proceso educativo. [9]
Existe entonces una brecha entre los contenidos de la matemática entendidos
de manera cientíca y las matemáticas de la vida cotidiana, que originan en gran
medida el desinterés y la falta de motivación hacia esta área del conocimiento
[14]. Esta apatía no solamente es notoria en la escuela y el bachillerato, sino
que además, toma mucha más fuerza cuando los estudiantes comienzan sus
primeros cursos a nivel universitario, etapa en la cual, ha desaparecido la presión
que en educación básica y media ejercía el profesor como personaje símbolo de
autoridad y al cuál resultaba inapropiado cuestionarle, entre otras, el método de
enseñanza y mucho menos los contenidos abordados [1]. Como consecuencia cada
vez es más común escuchar en el aula al estudiante indagar ¾Para qué sirven las
matemáticas?. Sin duda alguna los maestros se han sentido más que incómodos
ante tal pregunta, pues parecería obvio que esta no tiene razón de ser; más aún,
en esta era digital donde el poder de procesamiento de los computadores han
puesto de maniesto aplicaciones inimaginables hace dos o tres décadas y cuyo
soporte son los modelos matemáticos. Adicionalmente, este avance abrumador
parece haber tendido un manto que impide dimensionar la arquitectura no solo
física, sino también teórica que soportan estos desarrollos, y dentro de las cuales,
no solamente se cuenta la matemática, sino también la ingeniería, la física y la
biología entre otros.
En su gran mayoría, las respuestas que el estudiante recibe resultan poco
satisfactorias; en ocasiones por desconocimiento de quién orienta la materia,
en otros porque existe la fuerte convicción de que la matemática se justica
por si misma y en otras simplemente porque no se tiene claridad acerca de la
matemática entendida como la única herramienta que el ser humano tiene para
comprender el mundo que lo rodea.
El presente trabajo hace uso de imágenes digitales en escala de grises como
elemento práctico y de uso diario, que puede ser entendido como un objeto mate-
mático sobre el cual se pueden aplicar de manera directa operaciones elementales
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como la suma, la resta y la multiplicación, implementadas en algoritmos sen-
cillos, y cuyos resultados se hacen tangibles y palpables para el estudiante.
El uso práctico de la matemática en este contexto, pretende resaltar el alcance
que se logra por medio del conocimiento y manejo de un conjunto limitado de
deniciones, operaciones y conceptos propios de las imágenes digitales.
En particular, se plantea el reconocimiento de bordes como un contexto para
acercarse al concepto de derivada, entendida como la variación de intensidades
de gris en una imagen digital.
A diferencia del método de enseñanza tradicional en el que primero se expone
lo que se debe saber, posteriormente se trabaja algebraicamente con esa informa-
ción y luego se presenta un problema para aplicar lo aprendido; en este trabajo
se presenta un problema particular (seleccionado), sobre el cual se estudian los
elementos que lo componen para realizar un análisis tendiente a resolverlo. Este
análisis sugiere el uso de conceptos matemáticos básicos que permiten de manera
natural, el surgimiento del término variación en el contexto del problema.
El análisis de los números enteros que representan tonalidades de gris, alma-
cenados en una matriz, sugiere entre otros aspectos: el estudio básico de álgebra
matricial, los polinomios de interpolación e interpolación cúbica segmentada, el
cálculo de derivadas, la aplicación del teorema de gradiente, elementos intro-
ductorios de programación de computadores, desarrollo de scripts en Geogebra
4.2, e implementación de programas en Matla R2012a.
A continuación se describe brevemente el contenido de los capítulos: El ca-
pítulo 2 hace referencia a la evolución del procesamiento de imágenes digitales
desde 1920 y algunos campos de aplicación. Se nombran los avances signicativos
para el desarrollo del hardware y se referencian trabajos que se han desarrollado
en diferentes paises del mundo acerca de la enseñanza de las matemáticas asis-
tidas por computador. De igual manera se hace referencia a algunos trabajos
desarrollados en torno al uso de las TICs en el caso particular de los métodos
numéricos.
El capítulo 3, nombra los aspectos matemáticos preliminares para el desa-
rrollo del presente trabajo. Las generalidades de las imágenes digitales y las
operaciones básicas en el procesamiento de imágenes a través del histograma.
El capítulo 4, el análisis básico para reconocimiento de bordes, permitiendo
contextualizar el signicado de la derivada, el signo y la magnitud. Este estudio
conduce a explorar los resultados que se pueden obtener al utilizar polinomios
cúbicos de interpolación segmentada.
En el capítulo 5, se describe y desarrolla la propuesta didáctica que se so-
porta en la técnica de aprendizaje basado en problemas (ABP). Se comentan
sus orígenes, sus ventajas, y en una tabla comparativa se destacan los papeles
del profesor y el estudiante en el modelo de aprendizaje tradicional y el ABP.
Luego se plantea la construcción de aplicaciones que permiten la visualización
del análisis realizado sobre las intensidades de gris de un conjunto de píxeles
ubicados sobre una la de la imagen. Estas construcciones se realizan en Geoge-
bra y constituyen un paso intermedio en la aplicación sobre imágenes reales. En
segunda instancia, se proponen talleres básicos en Matlab, tendientes al manejo
de los píxeles de una imagen. Al nal, se proponen y desarrollan los talleres
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para reconocimiento de bordes utilizando derivadas de polinomios cúbicos de
interpolación segmentada y el módulo del gradiente. Cada uno de los talleres
propuestos han sido implementados y constituyen parte de este trabajo.
En el capítulo 6, se encuentran la implementación en Matlab de los talleres
propuestos en el capítulo 5, algunas imágenes resultado y el código utilizado.
Capítulo 2
Reseña histórica
Una de las primeras aplicaciones de las imágenes digitales tuvo relación
con la industria de los periódicos, cuando los dibujos eran enviados a través
de un cable submarino entre Londres y Nueva York. Con la introducción del
sistema de transmisión de imágenes por cable llamado Bartlane en el año 1920,
el tiempo necesario para enviar esta información a través del océano Atlántico,
pasó de durar más de una semana a menos de tres horas. Un equipo especializado
encargado en el área de impresión codicaba las imágenes para la transmisión
y las reconstruía al otro lado del canal de comunicación. Inicialmente algunos
de los problemas para mejorar la calidad visual, estaban relacionadas con los
métodos apropiados de impresión y la distribución de los niveles de gris. En la
gura 2.0.1(a) y 2.0.1(b) se muestran las imágenes que se obtenían en los años
1921 y 1922 respectivamente. En la gura 2.0.1(b) se aprecian las mejoras en
la resolución y la calidad de los tonos como consecuencia del empleo de una
técnica basada en la reproducción fotográca, hecha desde cintas perforadas en
la terminal del telégrafo donde se recibían las imágenes.
En sus inicios, el sistema Bartlane era capaz de codicar las imágenes en
cinco niveles de gris. Posteriormente se incrementó a quince niveles en 1929.
(a) Año 1920. (b) Año 1922. (c) Año 1929.
Figura 2.0.1: Primeras imágenes codicadas. Tomado de [2].
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Una muestra de las imágenes que se obtenían para ese entonces se muestra en
la gura 2.0.1(c) . A pesar de que estos acontecimientos trabajan con imágenes
digitales, no están considerados dentro del campo del procesamiento de imágenes
puesto que no usan el computador.
La historia del procesamiento de imágenes digitales está ligada al desarro-
llo del computador digital. De hecho, las imágenes digitales dependen para su
almacenamiento, despliegue en pantalla y transmisión, de los desarrollos no so-
lamente en software sino también en hardware. La idea de un computador se
remonta muchos años atrás, a más de 5.000 años en el Asia Menor con la inven-
ción del ábaco. A lo largo de los dos últimos siglos se han presentado desarrollos
que han sido fundamentales para conocer lo que hoy se denomina computador.
Sin embargo, las bases para el desarrollo de un computador digital solo apare-
cieron en 1940 con John von Neuman y los conceptos de: (1) memoria para el
almacenamiento de los programas y los datos y (2) la bifurcación condicional.
Estas dos ideas son el fundamento de la unidad central de procesos CPU que es
el corazón del computador. Junto con Neuman ocurrieron una serie de avances
claves que condujeron a utilizar el poder del computador en el procesamiento
de imágenes digitales. A continuación, se realiza una breve descripción de tales
hechos.
1. La invención en 1948 del transistor por parte de los laboratorios Bell.
2. El desarrollo en las décadas de 1950 y 1960 de los lenguajes de programa-
ción de alto nivel como: COBOL (Common Business-Oriented Language)
y FORTRAN (Formula Translator).
3. La invención de los circuitos integrados (CI) por parte de la Texas Instru-
ment en 1958.
4. La creación de los sistemas operativos al inicio de la década de 1960.
5. El desarrollo del microprocesador (un circuito integrado constituido por
una unidad central de proceso, memoria y dispositivos de entrada y salida).
6. La introducción del computador personal por parte de IBM en 1981.
7. La progresiva miniaturización de componentes, iniciando con large scale
integration (LI) al nal de 1970, luego very large scale integration (VLSI)
en 1980 y nalmente ultra large scale integration (ULSI). Al mismo tiem-
po, ocurrieron avances en el campo del almacenamiento masivo de informa-
ción y los sistemas de despliegue en pantalla; ambos elementos necesarios
en el procesamiento de imágenes digitales.
El primer computador con la capacidad computacional suciente para realizar
tareas de procesamiento de imágenes, apareció en 1964 en el laboratorio de
propulsión de cohetes en Pasadena California, donde las imágenes de la luna
transmitidas por el Ranger 7 fueron procesadas por un computador para corregir
la distorsión producida por la cámara de televisión a bordo. En la gura 2.0.2
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Figura 2.0.2: Primera imagen de la supercie lunar. Tomado de [2].
se observa la primera imagen de la luna tomada por el Ranger 7 el día 31 de
julio de 1964 a las 9:09 am.
En 1970 las técnicas de procesamiento digital de imágenes comenzaron a ser
implementadas en el campo de la medicina y astronomía. La invención de la to-
mografía axial computarizada (TAC), fue uno de los eventos más importantes en
la aplicación del procesamiento de imágenes para diagnostico médico. A partir
de ese momento el crecimiento del campo del procesamiento digital de imágenes
ha aumentado considerablemente. Hoy en día existen programas para el reco-
nocimiento de patrones. Entre otras aplicaciones se destacan el reconocimiento
de células cancerígenas a partir del tamaño, la utilización del reconocimiento de
bordes para realizar predicciones climáticas y también para procesos de control
de calidad de alimentos.
El interés en los métodos de procesamiento de imágenes digitales proviene
fundamentalmente de dos áreas de aplicación: el mejoramiento de la información
gráca para la interpretación por parte de los seres humanos y el procesamiento
de información gráca para almacenamiento, trasmisión y representación para
la interpretación de máquinas autónomas.
El sentido de la vista es el más desarrollado en los seres humanos y no es de
sorprender que las imágenes tengan un papel tan importante en la percepción
humana. A pesar de ello, se debe tener en cuenta que las imágenes no solamente
se encuentran en la banda de luz visible, banda a la que está limitada el ser
humano; sino que además, recorre todo el espectro electromagnético desde los
rayos gamma hasta las ondas de radio, por lo tanto estas se pueden obtener
de diferentes fuentes que el ser humano no está acostumbrado a asociar con
imágenes. Así el procesamiento de imágenes es una disciplina que abarca una
gran cantidad de campos de aplicaciones [2].
En el campo del análisis y procesamiento de imágenes, no existe un consenso
general acerca de dónde termina el primero y dónde comienzan otras áreas
relacionadas como el tratamiento de imágenes o la visión articial. Algunas
veces, se hace una distinción deniendo el procesamiento digital de imágenes
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(a) Artefacto encontrado en 1900 (b) Mecanismo reconstruido
Figura 2.0.3: Mecanismo de Antikythera. Tomado de [17]
como una disciplina en la que las entradas y salidas de un proceso son imágenes.
Sin embargo, bajo ésta denición una simple tarea como la de calcular el valor
promedio de la intensidad de una imagen no se consideraría una operación de
procesamiento de imágenes. En el otro extremo estarían la visión articial, cuyo
objetivo es simular la visión humana incluyendo la posibilidad de aprender a
partir de las imágenes de entrada, y realizar inferencias o tomar decisiones. El
análisis de imágenes se encuentra en una parte intermedia entre el procesamiento
de imágenes y la visión articial.
Son diversos los descubrimientos en la antigüedad que han permitido desa-
rrollos tecnológicos modernos. Como se nombró anteriormente, solo el poder
de computo desarrollado hacia el año 1964 permitió un procesamiento real de
imágenes. Sin embargo, es importante recalcar el mecanismo conocido como An-
tikythera, desarrollado hacia el año 87 A.C. y que ha recibido el reconocimiento
de el ordenador astronómico más antiguo del mundo [17]. Este mecanismo fue
descubierto a comienzos de 1900 en un barco hundido en aguas de la isla griega
de Antikythera y está constituido por cinco cuadrantes, agujas móviles y unas
30 ruedas dentadas, movidas, con toda probabilidad, por una manivela. En la
gura 2.0.3 (a) se muestra el artefacto que se encuentra en el museo de Atenas.
El primer gran estudio sobre el aparato, se realizó en los años 60 por el his-
toriador inglés Derek Price, quien reveló que el Mecanismo era "un ordenador
astronómico con el que se calculaba la posición de los cuerpos celestes, al me-
nos del Sol y la Luna, y se preveían fenómenos astronómicos". Se necesitaron
más de medio siglo para que a través del procesamiento de imágenes se pudiese
reconstruir el mecanismo, utilizando fotos de este y un escaner capaz de recons-
truir el mismo. "Es tan importante para la tecnología como la Acrópolis para
la arquitectura", ha declarado el profesor John Seiradakis, de la Universidad
Aristóteles en la ciudad griega de Thesssaloniki, y uno de los integrantes del
equipo. "Es un instrumento único". Sin embargo, no todos los expertos están
de acuerdo con esa interpretación del mecanismo.[17].
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2.1. Reseña bibliograca.
El desarrollo de la tecnología en las últimas tres décadas ha permitido al ser
humano explorar un sin número de caminos alternos en el área de las ciencias y
la ingeniería, que sin la ayuda del computador habría sido casi imposible. Sin du-
da alguna, el computador posee varias características que lo hacen importante
como herramienta de desarrollo: la capacidad de realizar operaciones rapida-
mente al procesar gran cantidad de información, el poder de almacenamiento
de un gran volumen de datos y la exibilidad que proporcionan los lenguages
de programación para hacer que responda a diferentes tareas entre otros.
La educación al igual que otras áreas del conocimiento, ha sido beneciada
mediante el desarrollo de software educativo aplicado en la biología, la física, la
química y en particular las matemáticas. Alrededor del mundo existen nume-
rosas páginas que presentan de manera dinámica conceptos relacionados con el
álgebra y la geometría. Algunos de estos sitios en la Internet presentan proble-
mas cuya solución resalta la importancia de las matemáticas como medio para
comprender el mundo y dar soluciones a problemas reales . De igual forma, se
pueden encontrar documentos cuyo objetivo principal es el uso de las tecnolo-
gías de la educación y la información para la enseñanza de las matemáticas.
A continuación se revisan algunas fuentes bibliográcas relacionadas con estos
aspectos.
Proyecto Universitario de la Enseñanza de las Matemáticas Asistida por
Computador (P.U.E.M.A.C.).
La universidad Autónoma de México presenta a través del Proyecto Universita-
rio de la enseñanza de las Matemáticas Asistida por computador P.U.E.M.A.C.,
una propuesta que pretende presentar de manera amena y agradable las matemá-
ticas a un amplio grupo de personas. La motivación principal para la construcc-
ción del mismo, es la escacez de material electrónico que exploté las bondades
del software público. Además de aportar una gran cantidad de software de uso
público y su descripción, permite la visualización de diferentes problemas rela-
cionados entre otros con: el crecimiento y decaimiento exponencial, los fractales,
diversos aspectos del cálculo, transformaciónes geométricas, etc.
Dos temas a destacar que intentan destacar la importancia de las matemá-
ticas y su aplicación en el mundo real, hacen referencia a la explicación de las
leyes de Kepler y a la relación que existe entre la cartografía y las matematicas.
(http:\\http://interactiva.matem.unam.mx/).
Proyecto Descartes.
El Ministerio de Educación, cultura y Deporte de España, ha desarrollado el
proyecto Descartes para el aprendizje de las matemáticas mediante la inclu-
sión de las TICs como herramienta didáctica en el aula. Este proyecto ofrece
materiales didácticos para el aprendizaje de las matemáticas en los niveles de
enseñanza no universitaria. Los materiales que allí se suministran, no emplean
tiempo en el aprendizaje de la herramienta por la facilidad de uso y cubren
los contenidos del currículo correspondiente al curso en donde se vaya a usar.
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Además, la utilización de estos materiales favorecen la posibilidad de utilizar
diferentes metodologías: activa, creativa y cooperativa.
Este proyecto ha desarrollado una herramienta para la construcción de pá-
ginas interactivas de matemáticas, donde las grácas y los cálculos cobran vida
haciendo que los estudiantes realicen actividades propias de la materia. Al igual
que el proyecto P.UE.M.A.C., el proyecto Descartes se destaca en la construcción
de módulos. En este caso el docente puede crear los módulos para que sirvan
de apoyo y los estudiantes puedan visualizar los resultados de los ejercicios.
(http:\\http://recursostic.educacion.es/descartes/web/).
Las TICs en la enseñanza de las matemáticas. Aplicación al caso de mé-
todos numéricos.
Este trabajo corresponde a la Tesis de Maestría en Tecnología Informática Apli-
cada en Educación de la Universidad Nacional de la Plata. El objetivo central
de este trabajo consiste en el diseño e implementación de un software educati-
vo para resolver ecuaciones no lineales. Para ello tienen en cuenta la ingeniería
en la construcción del software, así como también las teórias de aprendizaje y
las tecnologías de la comunicación y la información. El trabajo desarrollado en
el 2009 en la Facultad de Informática, describe en sus conclusiones lo siguien-
te:(Capítulo 5, página 86).
Desde hace varias décadas existen paquetes especializados en hacer tareas
especícas en diferentes áreas de Matemática; muchos de ellos incluyen un len-
guaje de programación. Estos paquetes informáticos, muy poderosos para el
desarrollo de diferentes actividades, son utilizados especialmente en centros de
investigación y desarrollo. No existen, sin embargo, muchas aplicaciones desarro-
lladas con nes netamente educativos y orientados a la enseñanza y aprendizaje
de unidades de Matemática.
En este sentido, se debe recalcar que existen variados programas de uso
gratuito y aún comercial orientados al área de la educación. Entre ellos se en-
cuentran programas no comerciales como Geogebra, CAR (Compas and ruler),
etc. Comercialmente se cuenta con CABRI.
La aplicación desarrollada en este trabajo se encuentra hecha en Matlab y
sugiere la inclusión de otros temas referentes a métodos numéricos como las
raíces de funciones.
Taller Alcances y limitaciones de Geogebra para la enseñanza de concep-
tos elementales de la geometría análitica
En este trabajo se presenta Geogebra como un programa computacional libre,
que ha sido galardonado con el European Academic Software Award (Suiza
2002), con el International Free Software Award category Education(Francia
2005), y con el Distinguished Development Award otorgado por la Association
for Educational Communications and Technology de Orlando (USA 2008). En
este taller se desarrolla detalladamente los pasos en Geogebra para el estudio
de algunos aspectos de la Geométria Análitica. En particular se realizan cons-
trucciones sobre elipses. Los talleres desarrollados en el trabajo, describen paso
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a paso el procedimiento para realizar la construcción y el objetivo principal
además del estudio de las elipses, es introducir al profesor y al estudiante en
el manejo de los lementos básicos del programa. Es de recalcar que exponen la




El problema del hallazgo de la línea recta tangente a una curva y el proble-
ma del descubrimiento de la velocidad de un objeto, involucran el hallazgo de
la misma clase de límite. Esta clase de límite se denomina derivada y se puede
interpretar como la razón de cambio en cualquier área de las ciencias o de la inge-
niería. En términos del procesamiento de imágenes digitales en escala de grises,
la derivada vista como razón de cambio permite detectar los cambios fuertes
de las intensidades. Por ello se tienen en cuenta las siguientes deniciones:
3.1.1. Límite de una función
Una función f denida en un conjunto X de números reales tiene el límite
L en x0, denotado por
ĺım
x→x0
f(x) = L (3.1.1)
si, dado cualquier número real ε > 0, existe un número real δ > 0 tal que
|f(x)− L| < ε, siempre que x ∈ X y 0 < |x− x0| < δ.
3.1.2. Continuidad de una función en un punto
Sea f una función denida en un conjunto X de números reales y x0 ∈ X.
Entonces f es continua en x0 si
ĺım
x→x0
f(x) = f(x0) (3.1.2)
La función f es continua en el conjunto X si es continua en cada número en X.
Para el caso de la familia de funciones polinomiales P se tiene que son continuas
sobre el intervalo de números reales.
17
CAPÍTULO 3. MARCO TEÓRICO 18
3.1.3. Derivada de una función
Sea f una función denida en un intervalo abierto que contiene a x0. La






existe. El número f(x0) es la derivada de f en x0. Una función que tiene derivada
en cada número de un conjunto X es derivable en X. Además, la derivada de f
en x0 es la pendiente de la recta tangente a la gráca de f en (x0, f(x0)).
3.1.4. Funciones de dos variables
Una función f de dos variables es una regla que asigna a cada par ordenado
(x, y) en el conjunto X un número real único denotado con f(x, y). El conjunto
X es el dominio de f y su rango es es conjunto de los valore que f toma, es
decir; {f(x, y)|(x, y) ∈ X}.
3.1.5. Limíte de una función en dos variables
Para el caso de una función de dos variables se expresa
ĺım
(x,y)→(x0,y0)
f(x, y) = L (3.1.4)
y se dice que el límite de f(x, y) conforme (x, y) se aproxima a (x0, y0) es L,
si dado cualquier ε > 0, existe un número real δ > 0 tal que si (x.y) está en
el dominio de f tal que 0 <
√
(x− x0)2 + (y − y0)2 < δ entonces se sigue que
|f(x, y)−L| < ε. Las imagenes digitales pueden considerarse como una función
en dos variables donde x y y corresponden a la las y columnas y f(x, y) es la
intensidad de gris asociada a la posición (x, y). La ecuación 3.1.4 hace referencia
a que la distancia entre f(x, y) y L puede reducirse en forma arbitraría al hacer
que la distancia entre (x, y) y (x0, y0) sea lo sucientemente pequeña sin llegar
a ser cero, independientemente de la trayectoría de aproximación.
3.1.6. Derivadas parciales
Las derivadas parciales con respecto a x y y de la función f(x, y) estan
denidas respectivamente por
fx(x, y) = ĺım
h→0
f(x+ h)− f(x, y)
h
(3.1.5)
fx(x, y) = ĺım
k→0
f(x, y + k)− f(x, y)
k
(3.1.6)
si los límites existen. Es importante resaltar que las ecuaciones 3.1.5 y 3.1.6 son
simplemente la denición de derivada dada en 3.1.3 en las direcciones de x y y.
También se puede interpretar como la razón de cambio en las direcciones de los
vectores unitarios i=〈1, 0〉y j=〈0, 1〉.
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3.1.7. Derivada direccional
La derivada direccional de f en (x0, y0) en dirección del vector unitario
u = 〈a, b〉 es
Duf(x0, y0) = ĺım
h→0
f(x0 + ha, y0 + hb)− f(x0, y0)
h
.
Teniendo en cuenta esta denición, se puede demostrar [13] la existencia de la
derivada direccional en cualquier dirección u = 〈a, b〉.
Teorema 1. Si f es diferenciable en x y y, entonces f tiene una derivada
direccional en la dirección de cualquier vector u = 〈a, b〉 además,
Duf(x, y) = fx(x, y)a+ fy(x, y)b.
A partir de este teorema, la derivada direccional se puede escribir como el
producto punto entre dos vectores.
Duf(x, y) = fx(x, y)a+ fy(x, y)b.
Duf(x, y) = 〈fx(x, y), fy(x, y)〉  〈a, b〉
Duf(x, y) = 〈fx(x, y), fy(x, y)〉  u
(3.1.7)
El primer vector de este producto punto se denomina gradiente de f y se
nota ∇f . El gradiente de una imagen f(x, y) en el punto (x, y) se dene como













Una propiedad importante del vector gradiente, es la de apuntar en la dirección
del máximo cambio de f en el punto (x, y). [8].
Teorema 2. Suponga que f es una función diferenciable de dos o tres variables.
El válor máximo de la derivada direccional Duf(x) = |∇f(x)|, y se presenta
cuando u tiene la misma dirección que el vector gadiente ∇f(x)
3.1.8. Módulo del gradiente
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3.2. Polinomios de interpolación
Ingenieros y cientícos suponen habitualmente que las relaciones entre las
variables de un problema físico pueden ser reproducidas de manera aproximada
a partir de los datos extraídos del mismo. En algunas oportunidades se desea ob-
tener una representación continua o suave de las variables del problema, predecir
valores para situaciones particulares del mismo, u obtener información relevante
a través de las aproximaciones para la derivada o la integral de la función que
describe el fenómeno en estudio.
La interpolación es el proceso de determinar una función que represente
exactamente una colección de datos. El tipo más elemental de interpolación,
consiste en ajustar un polinomio a una colección de puntos dados. La derivada
e integral de un polinomio es nuevamente un polinomio, así que constituyen una
elección natural para aproximar derivadas e integrales. Además, el teorema 3
fortalece la utilización de los polinomios para éste proceso de interpolación.
Teorema 3. Supongamos que f es una función denida y continua en [a, b].
Para todo ε > 0 existe un polinomio P (x) denido en [a, b] con la propiedad de
que |f(x)− P (x)| < ε, para todo x ∈ [a, b]
A continuación se describe la construcción de polinomios de interpolación a
partir de una colección de puntos por donde la gráca debe pasar. La diferencia
entre una u otra, radica en la forma de expresar dicho polinomio, dado que el
polinomio de interpolación es único. Teorema 4
Teorema 4. Si x0, x1, ..., xn son múmeros reales distintos, entonces para valores
arbitrarios y0, y1, ..., yn existe un polinomio único Pn de a lo sumo grado n, de
mnera que pn(xi) = yi para i = 0, 1, 2, ..., n
3.2.1. Forma de Lagrange del polinomio de interpolación
Una forma de presentar el polinomio de interpolación P asociado a una
colección de datos (xi, yi), con 0 ≤ i ≤ n, es como una suma de productos; es
decir




En este caso f(xi) = yi , y l0, l1, ..., ln son polinomios que dependen de
x0, x1, ..., xn. Se debe cumplir que P (xi) = f(xi) para i = 0, 1, ..., n. Para ello,
los polinomios lj(x) cumplen la siguiente propiedad
lj(xi) =
{
0 si 6= j
1 si i = j
.
con i , j = 0, 1, 2, ..., n. Por ejemplo, el polinomio l0(x); será un polinomio de
grado n que tomará el valor 0 en x1, x2, ..., xn y el valor 1 en x0. Claramente
lo(x) debe tomar la forma
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con lo cual lo(x)=0 si x = x1, x2, ..., xn. Para obtener el valor 1 se divide
entre esta misma expresión haciendo x = x0.
lo(x) =
(x− x1)(x− x2)...(x− xn)







Un razonamiento similar permite obtener el resto de los li(x), y entonces la
forma general de éstos polinomios es:
li(x) =
(x− x1)(x− x2)...(x− xi−1)(x− xi+1)...(x− xn)








En el cuadro (3.1), aparece la implementación en Matlab del polinomio de
interpolación de Lagrange para un conjunto de puntos (xi, yi). Estos puntos
se encuentran almacenados en una matriz M2×N . La primera la de la matriz
almacena las abscisas xi y, la segunda las ordenadas f(xi) o yi. Este algoritmo
al igual que el de Newton es una contribución del autor.
3.2.2. Forma de Newton del polinomio de interpolación
El polinomio de interpolación que concuerda con los n+ 1 puntos (xi, f(xi))
con i = 1, 2, ..., n, se puede expresar de la siguiente manera
P (x) = a0 + a1(x− x0) + ...+ an(x− x0)(x− x1)...(x− xn−1). (3.2.3)
para constantes apropiadas ai con i = 0, 1, 2, ..., n. Para hallar la primera
constante a0, se reemplaza x = x0 en la ecuación (3.2.3) de donde se obtiene
a0 = P (x0) = y0. De la misma manera cuando se reemplaza x = x0 en la misma
ecuación y teniendo en cuenta que a0 = f(x0) y P (x1) = f(x1), al despejar a1
se obtiene:
P (x1) = a0 + a1(x1 − x0)
f(x1) = f(x0) + a1(x1 − x0)




Para hallar a1, ...an, se hace necesario el uso de las diferencias divididas que
se denen inductivamente como se explica en [16]. La diferencia dividida de
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FUNCIÓN METLAGRANGE
ENTRADA
M : Matriz de datos
x : Valor a evaluar en el polinomio
SALIDA
Resultado : Polinomio de interpolación evaluado en x.
INICIO














Cuadro 3.1: Implementación del método de Lagrange en Matlab.
orden cero de la función f respecto a xi, se denota como f [xi], y es simplemente
el valor de f en xi ; es decir,
f [xi] = f(xi). (3.2.4)
La primera diferencia dividida de f con respecto a xi y xi+1 es el valor
f [xi, xi+1] =
f [xi+1]− f [xi]
xi+1 − xi
. (3.2.5)
La segunda diferencia dividida de f con respecto a xi, xi+1 y xi+2 es
f [xi, xi+1, xi+2] =
f [xi+1, xi+2]− f [xi, xi+1]
xi+2 − xi
. (3.2.6)
De la misma manera, después de determinar las primeras k − 1 diferencias
divididas f [xi, xi+1, xi+2, ..., xi+k−1] y f [xi+1, xi+2, ..., xi+k−1, xi+k], se puede
determinar la k-ésima diferencia dividida con respecto a xi, xi+1, xi+2, ..., xi+k
de la siguiente forma.
f [xi, xi+1, ..., xi+k] =
f [xi+1, xi+2, ..., xi+k]− f [xi, xi+1, ..., xi+k−1]
xi+k − xi
. (3.2.7)
Teniendo en cuenta esta notación se puede escribir la ecuación (3.2.3) de la
siguiente manera:
P (x) = f [x0] + f [x0, x1](x− x0) + ...+ an(x− x0)(x− x1)...(x− xn−1).
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FUNCIÓN METODO DE NEWTON
ENTRADA
M : Matriz de datos 2XN
SALIDA
C : Vector de coeficientes A
INICIO
function C= metNewton(M)
[f,N]=size(m); // Determina el número de datos
D=m';













Cuadro 3.2: Implementación del método de Newton en Matlab.
donde a0 = f [x0] y a1 = f [x1]. De esta manera, las constantes ai corresponden
a las diferencias divididas. Esto es:
ak = f [x0, x1, ...xk].
para cada k = 0, 1, 2, ..., n. Por lo tanto, se puede reescribir P (x) como:
P (x) = f [x0] +
k∑
i=1
f [x0, x1, ...xk](x− x0)(x− x1)...(x− xk−1). (3.2.8)
La implementación en Matlab del polinomio de interpolación en la forma de
Newton se muestra en el cuadro (3.2).
3.3. Generalidades de las imágenes digitales.
Una imagen se dene como una función bidimensional f(x, y), donde x y y
son coordenadas espaciales en el plano, y la magnitud de f en cualquier pareja
de coordenadas (x, y) se denomina intensidad o nivel de gris de la imagen en
ese punto. Se puede considerar ésta como una función bidimensional, donde los
valores de f dan el brillo o la luminosidad en cualquier punto como se muestra
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(a) f(x, y). (b) Gráca de f .
Figura 3.3.1: Una imagen es una función. Tomado de [2].
en la gura 3.3.1(a). En estas imágenes, los valores correspondientes al brillo,
pueden ser cualquier número real en el rango 0.0 (negro) a 1.0 (blanco). Los
valores de x y y dependen claramente de la imagen y tomarán cualquier número
real en un rango determinado. Una imagen de este estilo se puede gracar como
una función bidimensional, tal como se muestra en la gura 3.3.1(b). En términos
del análisis de las imágenes, esta última gráca resulta de uso bastante limitado.
El concepto de imagen como una función, sin embargo, es fundamental para el
desarrollo e implementación de las técnicas en el procesamiento de imágenes.
Una imagen digital se diferencia de una imagen en que las coordenadas x,y
y la magnitud de f son cantidades nitas y discretas. Usualmente los valores
enteros para x y y van desde 1 hasta 256 y, los valores para f van de 0 a 255.
Una imagen digital está compuesta de un conjunto nito de elementos, cada
uno de los cuales tiene una posición particular y un valor. Estos elementos se
denominan píxeles, del inglés picture element.
3.3.1. Detección y adquisición de imágenes
Las imágenes en las que se centra el interés de éste estudio, se generan
mediante la combinación de una fuente u origen de iluminación y la absorción
de energía por parte de los elementos que están siendo capturados. Se debe tener
en cuenta que, las fuentes hacen referencia en general a muchas más situaciones
de las que en principio resultan familiares. Por ejemplo, la fuente de iluminación
puede ser las ondas electromagnéticas de un radar, la energía de los rayos X o
incluso los rayos infrarrojos; todas ellas fuera del espectro de luz visible.
El proceso de formación de imágenes digitales empieza cuando la energía
proveniente de la fuente es capturada por unos sensores que transforman dicha
energía en un voltaje que es cuanticado y posteriormente almacenado. Quizás
el sensor más familiar es el fotodiodo que utiliza material de silicio y cuya salida
es un voltaje proporcional a la luz incidente. En la gura 3.3.2 se muestra el
rango de frecuencias del espectro electromagnético.
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Figura 3.3.2: Espectro electromagnético. Tomado de [2].
Figura 3.3.3: Componentes básicos de un sensor. Tomado de [5].
3.3.2. Dispositivos de captura de imagen
Para la adquisición de imágenes digitales se requieren dos elementos básicos.
El primero es un dispositivo físico sensible a una determinada banda del espectro
de energía electromagnético que produce una señal eléctrica proporcional al
nivel de energía incidente en cualquier instante de tiempo. En la gura 3.3.3, se
muestran los componentes básicos de un sensor.
El segundo, denominado digitalizador, es un dispositivo que transforma la
señal eléctrica continua de salida del dispositivo físico, en un conjunto discreto
de localizaciones del plano de la imagen a la que le son asociados unos valores
correspondientes al nivel de energía absorbida. Cada valor asociado de forma
discreta, se denomina muestra de la imagen. Posteriormente, a cada muestra se
le asigna un número entero en un rango de valores.
La información obtenida del dispositivo físico referente a la localización es-
pacial y la magnitud, se almacena en computador dando como resultado una
imagen digital. Este almacenamiento se realiza utilizando una matriz bidimen-
sional de números enteros que son nalmente los elementos que se manipulan
para extraer información de las imágenes a través de programas especializados.
En la gura 3.3.4, se muestra una señal eléctrica (línea de información) pro-
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Figura 3.3.4: Digitalización de una señal analógica. Tomado de [5].
veniente del dispositivo físico, una cámara fotográca por ejemplo. Para digita-
lizarla, se realiza un muestreo de la señal del dispositivo físico, es decir; se miden
los voltajes a intervalos de tiempo jos. El valor del voltaje en cada instante
se convierte en un número que es almacenado, y corresponde a la intensidad
de la imagen en ese punto (píxel). Dicha intensidad depende de las propiedades
intrínsecas del objeto que se está observando así como de las condiciones de
luz de la escena. Al repetir este proceso sobre todas las líneas de información
que constituyen la imagen, se almacenan los valores obtenidos en una matriz
bidimensional de números enteros.
El resultado de digitalizar una imagen es una matriz de números reales que
tiene M las por N columnas. Por notación, se utilizarán valores enteros para
las coordenadas. Así, los valores para el origen son (x, y) = (0, 0). El siguiente
valor de la coordenadas sobre la misma la es (x, y) = (0, 1). Esta representación
de las imágenes permite introducir de manera natural el uso de las matrices para
representar completamente la imagen; la cual se presenta en la ecuación 3.3.1.
f(x) = f(x, y) =

a0,0 a0,1 · · · a0,N−1





aM−1,0 aM−1,0 · · · aM−1,N−1
 . (3.3.1)
El lado derecho de la ecuación 3.3.1, es por denición una imagen digital.
Cada elemento de la matriz se denomina un píxel o pel. En algunas ocasiones
es conveniente utilizar la siguiente forma matricial
A =

f(0, 0) f(0, 1) · · · f(0, 0)





f(0, 0) f(0, 0) · · · f(0, 0)
 . (3.3.2)
Aquí aij = f(x = i, y = j) = f(i, j), de tal manera que las ecuaciones 3.3.1
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(a) 300× 300 pixeles. (b) 40× 40 pixeles.
(c)20× 20 pixeles. (d) 10× 10 pixeles.
Figura 3.3.5: Variación de la resolución espacial. Tomado de [18]
y 3.3.2 son equivalentes. Usualmente los valores correspondientes para i y j son
los enteros positivos y, el nivel de gris L es en general una potencia de 2, así
L = 2k. Se asume que los valores correspondientes a los niveles de gris están
igualmente espaciados, son enteros y están en el intervalo [0, L− 1]. El número
b de bits necesarios para almacenar una imagen digitalizada se puede calcular
como b = M ×N × k.
3.3.3. Resolución espacial y en amplitud.
La resolución espacial de una imagen hace referencia a la densidad de puntos
o píxeles que esta tiene. Dicho de otra manera, la resolución indica la cantidad
de píxeles que hay en cualquier área de la imagen. Si se conoce las dimensiones
de la imagen; entonces se puede calcular la cantidad de píxeles de la misma,
esto es la cantidad de unidades que la componen.
La resolución de una imagen se puede medir en píxeles por pulgada (ppi del
inglés pixeles per inch o píxeles por pulgada) y rara vez en píxeles por centímetro.
Las ventajas de tener una alta resolución espacial radican en que se puede tener
un mayor detalle y transición de colores sutiles en la imagen. A continuación
se presenta un ejemplo en el que se ilustra el concepto de resolución espacial.
En la gura 3.3.5, se muestran varias representaciones de la misma imagen con
variación del número de píxeles utilizados.
La resolución en amplitud de una imagen tiene que ver con el más pequeño
cambio que se puede distinguir en los niveles de grises. En otras palabras, se
puede decir que tiene relación con el número de niveles de gris que puede tener la
imagen. El número más común es el que se maneja con 8 bits; es decir 28 = 256
niveles de gris, aunque dependiendo de las aplicaciones se pueden encontrar
algunas que maneja 10 o 12 bits de precisión que representan respectivamente
1,024 y 4,096 tonalidades de gris. En la gura 3.3.6, se muestran los resultados
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(a) Imagen original. (b) n = 5. (c) n = 4.
(d)n = 3. (e) n = 2. (f) n = 1.
Figura 3.3.6: Variación de la resolución en amplitud. Tomado de [18]
que se obtienen al realizar una variación en el número de niveles de gris en una
imagen. En cada una de ellas, se muestra el número de bits n empleados para
manejar los niveles de gris.
3.4. Tipos de imágenes digitales
En general existen cuatro tipos básico de imágenes digitales: Imágenes bi-
narias, imágenes en escala de grises, en color verdadero o RGB e imágenes
indexadas.
3.4.1. Imágenes binarias.
En una imagen binaria, cada píxel es blanco o negro. Dado que solo existen
dos posibles valores para cada píxel, se necesita únicamente un bit para alma-
cenar ésta información. Son imágenes muy ecientes en lo que tiene que ver con
su almacenamiento. Los casos en los cuales resulta apropiado hacer uso de éste
tipo de imágenes son entre otros: las que incluyen texto, los planos arquitectó-
nicos, y las imágenes de huellas digitales. Para convertir una imagen a imagen
binaria se utiliza un umbral k. El umbral es un número en el rango de [0, 1] que
determina mediante una comparación qué valores se convertirán en 1 (blanco) o
0 (negro). Los valores del píxel de la imagen mayores al umbral k, se convierten
en 0 y los menores o iguales en 1. La gura 3.4.1 muestra las imágenes binarias
para distintos valores de umbral k.
3.4.2. Imágenes en escala de grises.
En estas imágenes cada píxel es un tono de gris que se representa con un
número en la escala de 0 (negro) a 255 (blanco). Esta escala de grises permi-
te manejar adecuadamente el reconocimiento de la mayoría de objetos que se
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(a) Original. (b) k = 0,375. (c) k = 0,5. (d) k = 0,625.
Figura 3.4.1: Imagen Binaria con distintos niveles de umbral k.
(a) Original. (b) Gris. (c) Matriz Asociada.
Figura 3.4.2: Imagen en escala de grises.
encuentran en la naturaleza. Sin embargo, existen otras escalas de grises que ge-
neralmente son potencias de 2 y se utilizan en campos como la medicina (Rayos
X). En la gura 3.4.2, se muestra la imagen de Jorge Eliecer Gaitán (1898-1948)
que aparece en el billete de 1,000 pesos, la imagen en escala de grises y la matriz
de tonalidades asociada a la región del ojo señalada.
3.4.3. Color verdadero o RGB
En este caso, cada píxel tiene un color particular y está conformado por
una cantidad de rojo, verde y azul. Cada uno de estos componentes tiene una
escala de 0 a 255, obteniendo un total de 2553 combinaciones posibles; es decir,
16,777,216 colores, lo cual es una cantidad suciente para representar las imá-
genes. Dado que el número de bits necesarios para representar cada píxel es de
24, éstas imágenes también son conocidas con el nombre de imágenes de color
de 24 bits. En general, se utilizan tres matrices para representar estas imágenes,
cada una de las cuales contiene los valores correspondientes a las cantidades de
rojo, verde y azul. En la gura 3.4.3, se muestran los valores asociados para los
píxeles de la región señalada en la imagen original. Estos valores corresponden
a los componentes de rojo, verde y azul.
3.4.4. Imágenes indexadas
En general, las imágenes a color manejan un poco más de dieciséis millones
de colores. Para efectos de almacenamiento y de manejo de estos archivos, este
tipo de imágenes tiene asociada una paleta de colores que es simplemente una
lista de todos los colores que se utilizan en esa imagen. En este caso, cada píxel
tiene un valor asociado que corresponde con el índice del color en la paleta de
colores. En ese sentido, el almacenamiento que requieren los índices en la paleta
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Figura 3.4.3: Imagen de color de 24 bits. Tomado de [2].
de colores de una imagen que solo maneja 256 o menos colores es de 1 byte. En la
gura 3.4.4 se muestra un ejemplo. El valor indicado como 6, no hace referencia
al nivel de gris del píxel; en lugar de ello muestra el índice correspondiente al
color en la paleta de colores. Esta combinación 0,2627, 0,2588 y 0.2549 hace
referencia a un color especíco.
3.5. Procesamiento básico de imágenes digitales.
En esta sección se describen las operaciones básicas para el procesamiento
de imágenes digitales. Este tipo de operaciones se encuentran clasicadas en
tres clases: operaciones punto a punto, operaciones aritméticas entre imágenes
del mismo tamaño y operaciones geométricas. Las operaciones punto a punto se
aplican únicamente sobre píxeles individuales y no tienen en cuenta las relaciones
espaciales entre píxeles vecinos. La herramienta para analizar y diseñar este tipo
de operaciones es el histograma de la imagen. Este primer grupo de operaciones
será de particular interés para el desarrollo del presente trabajo y se estudiará en
las siguientes secciones. El segundo grupo de operaciones es también un grupo
de operaciones punto a punto, en el sentido en que no tienen en cuenta relaciones
espaciales entre los píxeles. Este tipo de operaciones se utilizan principalmente
para la reducción de ruido y la detección de movimiento. El tercer grupo de
operaciones son el complemento de las operaciones punto a punto, dado que son
funciones relacionadas con la posición espacial del píxel únicamente. Este tipo
CAPÍTULO 3. MARCO TEÓRICO 31
Figura 3.4.4: Imagen indexada. Tomado de [2].
de operaciones cambia la apariencia de las imágenes y pueden ser tan simples
como: traslaciones o rotaciones.
Es importante recalcar que este tipo de operaciones se puede extender a
imágenes de una mayor dimensión incluidas las relacionadas con videos digitales.
3.5.1. Histograma de una imágen Hf
El histograma Hf de una imágen digital f es una gráca del número de ocu-
rrencias de los diferentes niveles de gris presentes en la imágen. El histograma
está dado explícitamente por Hf (k) = J si f tiene exactamente J ocurrencias
del nivel de gris k para k = 0, 1, ...,K − 1. A pesar de que el histograma hace
referencia únicamente a la frecuencia de los niveles de gris k en la imagen f , esta
herramienta es muy importante para determinar la distribución de los niveles
de gris sobre la imágen y detectar por ejemplo si la imagen tiene una sobreex-
posición de luz o ausencia de ella. La medida básica de brillo o luminosidad de
una imagen se calcula a través del promedio de densidad óptica AOD (average
















Esta medida se utiliza para localizar el centro de la distribución de escala de
grises de la imágen. En la gura 3.5.1, se presentan una imágen tomada en con-
diciones de poca exposición a la luz y su histograma. Tenga en cuenta que las
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Figura 3.5.1: Imágen RGB, en escala de grises y el histograma asociado.
mayores ocurrencias de niveles de gris en la imágen, ocurren para intensidades
con pequeña magnitud, esto es tonalidades oscuras. Los niveles de gris se en-
cuentran en la escala {0, 1, 2, ..., 255}. En la gura 3.5.1 se observa la imagen a
color, en escala de grises y el histograma asociado.
3.5.2. Operaciones lineales sobre imágenes
Una operación lineal sobre una imagen digital f(x) es una función h de una
sola variable que se aplica de la misma forma a todos los píxeles de la imagen,
creando una imagen modicada g(x). Por lo tanto se tiene
g(x) = h[f(x)]. (3.5.3)
En este tipo de operaciones no se modican las relaciones espaciales ni entre los
píxeles de la imagen original. En lugar de ello, los niveles de gris de cada píxel
se aumenta o disminuye teniendo en cuenta la ecuación 3.5.3. La distribución
del histograma Hf no sufre variaciones y en general la apariencia de la imagen
no cambia. Una de las deniciones más simples para h es la de denirla como
una transformación lineal de escala de grises que consta de un escalamiento P
y un desplazamiento L; esto es una operación de la forma
g(x) = Pf(x) + L. (3.5.4)
Las condiciones de saturación se reeren a los valores |g(x)| < 0 y |g(x)| >
K − 1 que deben ser evitados en la mayoría de casos, dado que los niveles de
gris no estan denidos adecuadamente.
3.5.2.1. Desplazamiento
Al tomar el valor del escalamiento P = 1 y teniendo en cuenta que |L| ≤ K−1
la ecuación 3.5.4 se transforma en
g(x) = f(x) + L. (3.5.5)
Al realizar esta operación la imagen resultante es más brillante que la original
si L > 0, dado que las intensidades de gris de cada píxel aumentan y se acercan
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Figura 3.5.2: Aplicación del desplazamiento con L = 100 y L = −100.
al valor 255. En el caso en que L < 0 los valores de la intensidad se acercan al
mínimo valor 0 y estos corresponden a tonalidades oscuras. En la gura 3.5.2
se observa la imagen original, la imagen obtenida al aplicar un desplazamiento
L = 100, L = −100 y sus respectivos histogramas.
3.5.2.2. Escalamiento
Como en el caso anterior del desplazamiento se toma L = 0 y el valor del
escalamiento es P > 0. De esta manera el escalamiento para la imagen f está
dado por
g(x) = Pf(x). (3.5.6)
Dado que el valor de g(x) debe ser positivo el valor de P es un número real
positivo. En muchos casos los valores de P ocasionarán condiciones de saturación
y en es conveniente utilizar la siguiente denición para efectos de redondeo.
Dependiendo del valor que tome P < 1 ó P > 1, las intensidades de gris tenderán
hacia los niveles oscuros y claros respectivamente.
g(x) = INT [Pf(x) + 0,5]. (3.5.7)
donde INT [R] denota el entero más próximo que es menor o igual a R. En la
gura 3.5.3, se muestra el resultado de aplicar el escalamiento sobre un histo-
grama hipótetico. Para valores de P > 1, el histógrama se expande y es muy
posible la ocurrencia de las condiciones de saturación. En el caso en que P < 1,
el histograma se contrae lo cual implica pérdida de información.
3.5.2.3. Negativo
El negativo de una imágen es el primer ejemplo de una operación punto a
punto que utiliza desplazamiento y escalamiento combinado. En esta operación
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Figura 3.5.3: Efectos del escalamiento P sobre una imagen. Tomado de [21]
Figura 3.5.4: Imagen en escala de grises y la operación negativo
el escalamiento P = −1 y el desplazamiento es L = K − 1. De esta forma se
tiene que el negativo g de la imagen f se obtiene al aplicar
g(x) = −f(x) + (K − 1).
y el histograma corresponde a
Hg(k) = Hf (K − 1− k).
En el caso en que la imágen sea el negativo de otra imágen, al aplicar esta
operación se obtendrá la imagen original. En la gura 3.5.4 se puede observar
la imagen del cisne y la imagen negativo que se obtiene al aplicar el operador
punto a punto.
3.5.2.4. FSHS (Full Scale Histogram Stretch)
Cuando una imagen tiene un histograma que abarca todo el rango de in-
tensidades o niveles de gris , se pueden apreciar con mayor claridad los detalles
de la misma. El escalamiento total del histograma es una operación punto a
punto que actúa con mayor propiedad sobre imágenes cuyo histograma está li-
mitado a cierta región de niveles de gris . Los valores del escalamiento P y el
desplazamiento L en esta operación depende de cada imagen. Si el histograma
de una imagen f tiene como valores mínimo y máximo de intensidad A y B
respectivamente, es decir
A = mı́n{f(x)} y B = máx{f(x)}. (3.5.8)
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Figura 3.5.5: Imagen con histógrma reducido y la aplicación de la operación
FSHS.
entonces el FSHF, mediante una operación lineal transforma el nivel de gris A
y B de la imagen original en los valores 0 y 255 respectivamente. Esta transfor-
mación se puede expresar de la siguiente manera:
PA+ L = 0 y
PB + L = (K − 1). (3.5.9)
en donde se desconocen los valores del escalamiento P y del desplazamiento L.














Teniendo en cuenta estos resultados se puede armar que el escalamiento total
de la imagen está dado por






En la gura 3.5.5 se puede observar la imágen original, el histograma limitado
a los niveles de gris [0, 100] y la imagen obtenida al aplicar la operación FSHS
así como su histograma.
Capítulo 4
Propuesta Metodológica
Los casos de estudio seleccionados para la presentación de la interpolación
polinómica y la derivada en el tratamiento y análisis de imágenes son: el esca-
lamiento de imágenes y una aproximación a la detección de bordes.
4.1. El borde en una imágen digital
Los bordes de una imagen digital se pueden denir como transiciones entre
dos regiones de niveles de gris signicativamente distintos. Suministran una vá-
liosa información sobre las fronteras de los objetos y puede ser utilizada para
segmentar la imagen, reconocer objetos, etc. La mayoría de las técnicas utili-
zadas en análisis de imágenes para la detección de bordes, emplean operadores
locales basados en distintas aproximaciones discretas de la primera y segunda
derivada de los niveles de gris en la imagen.
A continuación se presenta una primera aproximación pra detectar los cam-
bios fuertes en las intensidades de gris de una imagen digital, utilizando Geo-
gebra 4.2 para la explicación gráca del proceso, y Matlab R2012a. para la
implementación.
4.2. Representación matricial de imágenes digi-
tales
Dado que una imagen tiene una representación matricial como se mostró en
la ecuación 3.3.1, en cada posición de la matriz se almacena un número entero
entre 0 y 255 que representa un nivel de gris. El valor cero corresponde al tono
negro, mientras que el valor 255 corresponde al blanco y cualquier otro valor
representa una tonalidad de gris intermedia entre estos dos.
Una región de una imagen que presenta la misma tonalidad de gris, alma-
cenará en su matriz asociada el mismo valor entero. Por el contrario, si en la
misma región de la imagen se observa un borde, en la matriz existe un cambio en
36
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(a) Imagen en escala de grises. (b) Representación matricial.
Figura 4.2.1: Imagen de tamaño 9× 9 píxeles.
la magnitud de la intensidad proporcional al cambio de tonalidad en la imagen.
En la gura 4.2.1, se observa una imagen que utiliza 81 píxeles. Si se analizan
los píxeles ubicados sobre la primera la de la matriz asociada, se observa que
no existe variación en la tonalidad de gris, dado que todos contienen el mismo
valor 255 (negro). En la segunda la se presenta el mayor cambio de intensidad
de gris que puede suceder en una imagen en es cala de grises, una transición de 0
a 255 (Negro-Blanco), del primer al segundo píxel. En la misma la se presenta
una transición de 255 a 0 (Blanco-Negro) del séptimo al octavo píxel.
A pesar de que la variación entre dos píxeles consecutivos (píxeles adyacen-
tes) indique un cambio en la tonalidad de gris, no todo cambio representa la
existencia de un borde. Por tal motivo es necesario establecer qué tan "fuerte
es la variación entre dos píxeles adyacentes para determinar si existe o no un
borde.
4.3. La variación como medida del cambio
Numéricamente el cambio de intensidad o variación V , se puede medir me-
diante la resta de intensidades de dos píxeles adyacentes I(x) e I(x + 1), utili-
zando la ecuación 4.3.1
V (x) = I(x+ 1)− I(x). (4.3.1)
Esta ecuación es equivalente a la utilizada para calcular la pendiente de línea
recta entre los puntos (x, I(x)) y (x+1, I(x+1)). La magnitud de esta variación
determina qué tan fuerte es el cambio, mientras que el signo determina si la
transición es de una tonalidad clara a oscura o viceversa. Al realizar este proceso
sobre cada una de las las de la imagen se puede detectar entre que píxeles
ocurren cambios de tonalidades de gris. Una vez hecho esto, se almacenan los
datos en una nueva matriz que contiene valores en el rango entero [−255, 255].
Dado que la magnitud de estos valores dan cuenta de qué tan fuerte ha sido el
cambio de la tonalidad entre píxeles ubicados en la misma la, se trabaja con
esta magnitud aplicando la función valor absoluto.
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Figura 4.4.1: Análisis de bordes para una la de 8 píxeles.
Ahora surge una pregunta importante en cuánto a esta magnitud, ¾Cuán
grande debe ser la magnitud de la variación para considerar que existe un borde
entre los píxeles adyacentes asociados?
4.4. Valor umbral k para detectar un borde
Una variación de 255 entre las intensidades de dos píxeles adyacentes indica
sin lugar a dudas la existencia de un cambio fuerte de tonalidad y por tanto la
existencia de un borde; mientras que una variación "pequeña" no lo es. Para
determinar cuál es el valor respecto al cuál se considera que existe un borde
o no, se dene el valor umbral U . Este valor dene qué tan fuerte debe ser la
variación de intensidades para considerar que existe un borde allí. Entre mayor
sea el valor de U , mayor debe ser la variación para que los píxeles en los que
ocurre sean considerados como bordes.
En la gura 4.4.1 se observa la gráca de nivel de gris para una la confor-
mada por 8 píxeles. La gráca a la derecha, denominada "variación del nivel de
gris" muestra los cálculos hechos con la ecuación 4.3.1. Las barras en la gráca
de variación que se encuentran por debajo del eje x corresponden a cambios en
la tonalidad de claro a oscuro y las de valor positivo a cambios de tonalidad de
oscuro a claro. La gráca denominada "magnitud de las variaciones de intensi-
dad", resulta de la aplicación directa de la función valor absoluto sobre la gráca
de variación de intensidades, esto es |V(x)|. La última gráca indica los píxeles
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en donde ocurre una magnitud de variación de intensidad que supera el umbral
U = 100. Para ilustrar este proceso dinámicamente se utiliza Geogebra 4.2. El
CD adjunto a este trabajo proporciana el archivo FilaDePíxeles.ggb. En esta
aplicación se pueden modicar el número de píxeles y el nivel de umbral para
observar lo que se describe en este apartado. La construcción de esta aplicación
se propone en el taller pedagógico número 3.
El procedimiento descrito anteriormente se puede aplicar sobre las las o
columnas de la imagen generando un algoritmo que aparece en el cuadro 4.1.
En la gura 4.4.2, aparecen las imágenes resultado de implementar este proceso
en Matlab R2012a. En (a) se presenta una imagen en formato RGB. En las
imágenes (b), (c) y (d) se aplica el algoritmo por las para los valores de umbral
k = 253, , 250 y 180. En 4.4.2 (e) está la imagen original en escala de grises y
en 4.4.2 (f) , (c) y (d) se aplica el algoritmo por columnas para los valores de
umbral k = 253, 250 y 180. En el CD ajunto se proporciona la función bordes.m
que permite realizar este proceso sobre una imagen a color.
La ecuación 4.3.1, se puede ver como una aproximación discreta de la pen-
diente de la línea recta que une los puntos (x, I(x)) y (x+ 1, I(x+ 1)). El valor
V es la derivada del polinomio de interpolación lineal que se construye con estos
dos puntos. Así que se puede pensar en construir polinomios de mayor grado,
cuya derivada puede dar información acerca de la razón de cambio de las intensi-
dades entre píxeles adyacentes. A continuación se desarrola esta idea utilizando
polinomios de interpolación cúbicos.
4.5. Polinomios de interpolación cúbica segmen-
tada
El problema de interpolación cúbica segmentada para los píxeles adyacentes
ubicados sobre una misma la y sus intensidades (xi, Ii) con i = 0, 1, 2 y 3,
consiste en encontrar los coecientes del polinomio P (x) = ax3 + bx2 + cx + d
tales que




0 + cx0 + d.




1 + cx1 + d.




2 + cx2 + d.




3 + cx3 + d.
(4.5.1)
Este mismo problema se resuelve en [11]. Se mostrará que al realizar una
traslación de los datos se pueden simplicar los cálculos tanto algebraicamente
como computacionalmente y que se llega a un sistema equivalente al propuesto
en ese trabajo. Para simplicar el cálculo de los coecientes, se desplaza al origen
el polinomio P , utilizando la transformación P (x− x0). Así, los datos pasan de
(x0, Io), (x1, I1), (x2, I2) y (x3, I3) a (0, Io), (1, I1), (2, I2) y (3, I3). El sistema
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Algoritmo para el cálculo de variación de intensidades
ENTRADA:
imágen1: Imagen de entrada
umbral : Valor de umbral a partir del cual se determina si se
considera borde.
SALIDA:
Vx: Imagen variación intensidades entre píxeles adyacentes filas
Vy: Imagen variación intensidades entre píxeles por columnas
Mgx: Imagen Magnitudes variación Vx
Mgy: Imagen Magnitudes variación Vy
Imx: Imagen complemento a 255 de Mgx.
Imy: Imagen complemento a 255 de Mgy.
Bx: Borde de la imagen dependiendo del valor umbral sobre Imx







Para i=1 hasta filas
Para j=1 hasta columnas-1
Vx(i,j)=imagen1(i,j+1)-imagen1(i,j)
Mgx(i,j)=Abs(imagen1(i,j+1)-imagen1(i,j))







Cuadro 4.1: Algoritmo básico para la detección de bordes.
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de ecuaciones (4.5.1) se transforma en:
P (0) = I0 = a(0)
3 + b(0)2 + c(0) + d.
P (1) = I1 = a(1)
3 + b(1)2 + c(1) + d.
P (2) = I2 = a(2)
3 + b(2)2 + c(2) + d.
P (3) = I3 = a(3)




I1 = a+ b+ c+ d.
I2 = 8a+ 4b+ 2c+ d.
I3 = 27a+ 9b+ 3c+ d.
(4.5.3)
o equivalentemente
I1 − I0 = a+ b+ c.
I2 − I0 = 8a+ 4b+ 2c.
I3 − I0 = 27a+ 9b+ 3c.
(4.5.4)
El sistema de ecuaciones (4.5.4), se expresa en la ecuación (4.5.5) en la forma





I1 − I0I2 − I0
I3 − I0
 (4.5.5)
Planteado este sistema de ecuaciones, se pueden determinar los coecientes a,
b, c y d del polinomio de interpolación P (x) = ax3 + bx2 + cx+d para cualquier
4-túpla de datos como se muestra a continuación.
4.5.1. Cálculo de los coecientes a, b, y c
La matriz que determina los coecientes del polinomio de interpolación P ,
es utilizada además para cálcular los coecientes de su derivada. Estas matrices
son de gran importancia en la implementación de los algoritmos para el recono-
cimiento de bordes desarrollados en este trabajo. A continuación se muestran las
operaciones que utilizan la matriz inversa A−1 para hallar dichos coecientes. 1 1 1 | 1 0 08 4 2 | 0 1 0
27 9 3 | 0 0 1
 F2 −→ −8F1 + F2
F3 −→ −2F1 + F3
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≡
1 1 1 | 1 0 00 −4 −6 | −8 1 0
0 −18 −24 | −27 0 1
 − 14F2
≡
1 0 − 12 | −1 14 00 1 32 | 2 − 14 0
0 0 3 | 9 − 92 1
 F1 −→ −F2 + F1
F3 −→ 18F2 + F3
≡
1 0 − 12 | −1 14 00 1 32 | 2 − 14 0
0 0 3 | 9 − 92 1
 F3 −→ − 13F3
≡
1 0 − 12 | −1 14 00 1 32 | 2 − 14 0
0 0 1 | 3 − 32
1
3
 F1 −→ − 12F3 + F1
F2 −→ − 32F3 + F21 0 0 | 12 − 12 160 1 0 | − 52 −2 − 12








 1 −1 13−5 4 −1
6 −3 23
 . (4.5.6)




 1 −1 13−5 4 −1
6 −3 23
I1 − I0I2 − I0
I3 − I0
 . (4.5.7)
En este momento se ha construido una función continua que permitirá a través
de la derivada, calcular la magnitud de la variación de intensidades de forma
análoga a la mostrada en la ecuación 4.3.1. Antes de continuar, se utilizan es-
tos polinomios de interpolación para realizar un escalamiento sobre una imagen
digital. Es decir, una ampliación de la imagen construida a partir de aproxima-
ciones logradas a través de los polinomios. Para ello se comenzará por explicar
el proceso de interpolación para un conjunto de cuatro datos, que es la actividad
tradicional que se desarrolla en un curso de métodos numéricos. El aporte, como
se verá más adelante, es el uso de estos en términos de las tonalidades de gris
en una imagen digital para el escalamiento de la misma.
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(a) 4 Datos de intensidades. (b) Polinomio de interpolación.
Figura 4.5.1: Polinomio de interpolación segmentada con Geogebra 4.2.
4.5.2. Ejemplo de interpolación cúbica segmentada para
un conjunto de 4 datos
En la gura 4.5.1(a) se muestra un conjunto de datos (0, 59), (1, 129), (2, 190)
y (3, 191). Para hallar los coecientes del polinomio P (x) = ax3 + bx2 + cx+ d
























y d = 59. El polinomio de interpolación es P (x) = −8.5x3 + 21x2 + 57.5x+ 59.
En la gura 4.5.1(b) se muestra el polinomio de interpolación para los cuatro
datos. La evaluación de cada polinomio de interpolación en los datos x = 0,5,
x = 1,5, x = 2,5 y 3,5, puede utilizarse como las intensidades de gris asociadas
a píxeles intermedios en el escalamiento de una imágen.
En el taller pedagógico número 8, se construye esta aplicación en Matlab
R2012a. y en los anexos se muestra el algoritmo de la implementación. De la
misma manera en el CD adjunto se encuentra el archivo zoom.m e interpo-
la.m para realizar este proceso sobre una imagen digital a color. Esta aplicación
constituye el aporte más signicativo en la enseñanza de los métodos numéricos,
dado que las evaluaciones de los polinomios dejan de tener únicamente represen-
tación numérica y pasan a conformar un resultado que se visualiza en la imagen
escalada (ampliada).
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4.5.3. Cálculo de las derivadas del polinomio de interpo-
lación en términos de las intensidades I0,I1,I2, e I3
A continuación se utilizan los polinomios de interpolación para obtener las
imágenes que resultan de cálcular la variación de las intensidades de gris entre
píxeles adyacentes a través de una aproximación continua como lo es la derivada.
El cálculo de las derivadas del polinomio P (x) = ax3 + bx2 + cx + d se realiza
de forma similar al reaizado anteriormente. P´(x) = 3ax2 + 2bx+ c evaluado en
x = 0, x = 1, x = 2 y x = 3 conduce al sistema de ecuaciones (4.5.8)
P´(0) = 3a(0)2 + 2b(0) + c.
P´(1) = 3a(1)2 + 2b(1) + c.
P´(2) = 3a(2)2 + 2b(2) + c.




P´(1) = 3a+ 2b+ c.
P´(2) = 12a+ 4b+ c.
P´(3) = 27a+ 6b+ c.
(4.5.9)
















Utilizando los valores de a, b, c y d obtenidos en (4.5.7) en la ecuación (4.5.10),
se obtiene la representación matricial (4.5.12) en términos de las intensidades

















I1 − I0I2 − I0
I3 − I0
 .













I1 − I0I2 − I0
I3 − I0
 .
que al desarrollarse se representa como:
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− 113 6 −3
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−11 18 −9 2
−2 −3 6 −1
1 −3 6 2















25 −18 −9 2
34 −39 6 −1
37 −42 3 2
34 −27 −18 11
 . (4.5.12)
Las imágenes que resultan del proceso de derivación sobre las las o colum-
nas de una imagen pueden ser interpretadas como las derivadas parciales de la
misma. En el CD adjunto en las carpetas correspondientes a los talleres 9A y
9B se encuentran las implementaciones en los archivos imagenDerivadaX.m e
imagenDerivadaY.m. Estos archivos se utilizan como procesos intermedios en
la imagen que resulta al grácar el módulo del gradiente. En la gura 4.5.2, se
observa la implementación en Matlab R2012a. de las derivadas de los polinomios
de interpolación sobre las y columnas de una imagen.
En el cuadro (4.2), aparece el algoritmo utilizado para calcular las derivadas
de los polinomios de interpolación cúbico segmentado, construidos a partir de
las intensidades de gris sobre las las de la imagen digital.
4.5.3.1. Módulo del gradiente de una imagen digital.
La magnitud del gradiente es proporcional a la diferencia en los niveles de
gris de dos píxeles adyacentes. Por lo tanto, el gradiente tomará valores altos en
los bordes de objetos con niveles de gris considerablemente diferentes, mientras
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Función imagenDerivadaX
Entrada : Imagen
Salida : Derivada de la imagen
Procedimiento
Leer la imagen
Convertir en escala de grises.
Convertir los datos en formato de punto flotante.
Determinar el tamaño de la imagen (filas y columnas).
Declarar la matriz A para calcular los coeficientes
a_3, a_2, a_1, a_0 del polinomio cúbico de
interpolación.
Halla la inversa de A (B).
Determina el número de veces k que se calculan
los coeficientes del
polinomio de interpolacón. (por cada 4 píxeles un polinómio)
Calcula el número de filas (numfilas) y columnas (limitex) de la nueva
imagen derivada en x.
Para i=1 hasta numfilas
para j= limitex
Cargar 4 datos de intensidad de gris (Cx) por fila
Calcular los coeficientes del polinómio cúbico
que los interpola (Sx)
Evaluar la derivada del polinomio en cada punto 0,1,2,3




Cuadro 4.2: Algoritmo para el cálculo de ∂f∂x y
∂f
∂y
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(a) Imagen Original. (b) Módulo del gradiente. (c) Negativo.
Figura 4.5.3: Aplicación del gradiente sobre una imagen.
que tomará valores bajos en aquellas zonas en las que no existen cambios bruscos
de intensidad, y alcanzará el valor cero en aquellas zonas o regiones en donde
el nivel de gris es constate. En la gura 4.5.3(a) se muestra la imagen de una
hoja en un fondo oscuro. Al gracar las magnitud del módulo del gradiente,
los cambios bruscos de intensidad, se producen en el borde de la hoja gura
4.5.3(b). En 4.5.3(c) se tiene el complemento de las tonalidades de gris.
Utilizando las representaciones matriciales de las derivadas parciales ∂f∂x y
∂f
∂y ; se obtiene la imagen correspondiente al módulo del gradiente. En el cuadro
4.3 aparece la implementación en Matlab R2012a del módulo del gradiente para
la detección de bordes de una imagen digital .
















































Miguel de Guzmán plantea que la enseñanza a partir de las situaciones
problemáticas pone el énfasis en los procesos de pensamiento, en los procesos
de aprendizaje y toma los contenidos matemáticos, cuyo valor no se debe dejar
en absoluto a un lado, como campo de operaciones privilegiado para la tarea de
hacerse con formas de pensamiento ecaces .
Usualmente, en un curso de matemáticas tradicional, los estudiantes apren-
den los contenidos formales y abstractos para luego ser aplicados al nal del
curso en la resolución de un problema sobre un contexto dado. En ocasiones,
la resolución del problema se omite, pues el tiempo asignado para abordar los
contenidos ha superado lo establecido, y se opta por dejar de lado la aplicación.
Este tipo de situaciones hace pensar que resulta inapropiado intentar resolver
un problema sin tener la base teórica a partir de la cual el estudiante puede
trabajar en él. Sin embargo, el aprendizaje basado en problemas (ABP)
permite acercar al estudiante a las matemáticas a través de situaciones proble-
máticas procedentes de la vida diaria. El proceso de aprendizaje convencional
se invierte en el ABP, primero se establece el problema, se identican las nece-
sidades de aprendizaje, se busca la información necesaria y luego se regresa al
problema.Ver gura 5.1.1. El ABP es utilizado en muchas universidades como
estrategia curricular en diferentes áreas de formación profesional. En el caso de
este trabajo, se presenta como una técnica didáctica que puede ser utilizada por
el docente en una parte de su curso combinada con otras estrategias didácticas.
La propuesta aborda de forma aplicada, los contenidos que en un curso de méto-
dos numéricos hacen referencia a interpolación y derivación numérica. Además,
sugiere la implementación de otros métodos de aproximación en el contexto del
problema de detección de bordes en una imagen digital.
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Figura 5.1.1: Aprendizaje tradicional y aprendizaje basado en problemas.
5.2. Aprendizaje basado en prolemas (ABP)
El aprendizaje basado en problemas es una estrategia de enseñanza aprendi-
zaje que se originó en el año 1960 en las facultades de medicina de la universidad
de Case Western Reserve en los Estados Unidos y en la universidad de McMaster
en Canadá. Un grupo pequeño de estudiantes se reúne a analizar y resolver un
problema previamente seleccionado, bajo la orientación de un tutor. El problema
ha sido diseñado especialmente para el logro de ciertos objetivos de aprendizaje.
Durante este proceso, los estudiantes participan activamente en la adquisición
de su conocimiento, el aprendizaje se centra en el estudiante y no en el profesor
o en los contenidos, se estimula el trabajo colaborativo, se logra un aprendiza-
je transversal, dado que interactuan conocimientos de diversas disciplinas y el
profesor se convierte en un facilitador o tutor de aprendizaje.
El ABP se sustenta en gran medida en la teoría constructivista y se siguen
tres principios básicos:[10]
1. El entendimiento con respecto a una situación de la realidad surge de las
interacciones con el medio ambiente.
2. El conicto cognitivo al enfrentar cada nueva situación estimula el apren-
dizaje.
3. El conocimiento se desarrolla mediante el reconocimiento y aceptación de
los procesos sociales y de la evaluación de las diferentes interpretaciones
individuales del mismo fenómeno.
La transferencia pasiva de información es eliminada totalmente en el ABP, toda
la información se origina alrededor del grupo de trabajo a través de la investi-
gación, el análisis y en general el debate argumentado en el grupo. Los cono-
cimientos son introducidos en relación directa con el problema a resolver y no
de manera aislada o fragmentada. El profesor, que ha desempeñado un papel
central en el aprendizaje tradicional, presenta en general dicultades cuando se
intenta hacer la transición hacía el ABP, constituyendose así, en un factor deter-
minante para llevar a cabo la implementación de esta metodología. En el cuadro
5.1, se señalan algunas diferencias importantes entre los procesos de aprendizaje
tradicional y el aprendizaje ABP.
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Aprendizaje Tradicional Aprendizaje ABP
El profesor asume el rol de exper-
to o autoridad formal.
Los profesores tienen el rol de
facilitador, tutor, guía, aprendiz,
mentor o asesor.
Los profesores transmiten la in-
formación a sus estudiantes.
Los estudiantes toman la res-
ponsabilidad de aprender y crear
alianza entre alumno y profesor.
Los profesores organizan el con-
tenido en exposiciones de acuer-
do a su disciplina.
Los profesores diseñan su cur-
so basado en problemas abiertos.
Incrementan la motivación de los
estudiantes presentando proble-
mas reales.
Los estudiantes trabajan por se-
parado.
Los estudiantes conforman pe-
queños grupos que interactúan
con los profesores y ofrecen re-
troalimentación.
El profesor es el único evaluador.
La evaluación es en sumatoria.
Los estudiantes evaluan su pro-
pio proceso así como a los demás
miembros del grupo y el grupo en
su totalidad..
Cuadro 5.1: Diferencias entre el aprendizaje tradicional y el ABP.
5.3. Guías de trabajo y actividades
El primer grupo de talleres fundamenta su trabajo en la herramienta Geo-
gebra 4.2. Las implementaciones de cada uno de los talleres se encuentran en el
CD adjunto a este trabajo, y tienen como objetivo consolidar de manera prác-
tica y en contexto, los elementos y principios matemáticos sobre los cuales se
fundamenta el trabajo con las imágenes digitales. Dentro de estos principios se
encuentran entre otros:
El concepto de función visto como la correspondencia existente entre un
número entero positivo en el intervalo [0, 255], y una tonalidad en la escala
de grises.
La diferencia entre una función de variable real y una de variable discreta.
El signicado del dominio y rango de una función, en términos de los
píxeles y las intensidades de gris de una imagen digital.
La aplicación práctica de funciones como valor absoluto, las funciones a
trozos, la función constante y las operaciones entre funciones.
La resta de funciones para determinar cuándo un píxel hace parte de un
borde.
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El surgimiento natural del término variación como respuesta al problema
de identicación de bordes, y la relación que este tiene con la derivada.
La importancia del signo de la variación y la magnitud de esta, en el
contexto del problema que se está resolviendo.
Si bien es cierto que son conceptos básicos en un curso introductorio de mate-
máticas, su importancia radica en los papeles que desempeñan en una aplicación
práctica como lo es el reconocimiento de bordes. He aquí una aplicación en don-
de conceptos como la variación y su aplicación, permiten establecer un camino
hacia conceptos más abstractos de la matemática. Si alguna vez escucha a un
estudiante preguntar ¾Dónde aplico signicativamente elementos básicos de ma-
temáticas?, éste es sin lugar a dudas, un trabajo cuyo desarrollo está orientado
a responder esa pregunta.
El segundo grupo de talleres está orientado al trabajo con imágenes reales
a través del programa Matlab y la programación de computadores. Los algorit-
mos sugeridos, han sido implementados en Matlab R2012a, dada su robustez y
los recursos en línea que existen en cuanto a la documentación, foros etc. Sin
embargo, la implementación en cualquier otro asistente es similar. Los primeros
talleres de este segundo grupo, centran su atención en la representación ma-
tricial de la imagen y su manipulación para modicar la resolución espacial.
Posteriormente, se implementan algoritmos tendientes al reconocimiento de los
bordes de la imagen que hacen uso de la derivada de polinomios de interpolación
segmentada. Teniendo en cuenta este análisis y el procedimiento realizado, se
puede hablar de las derivadas parciales e incluso del módulo del gradiente de
una imagen digital. A continuación se expone la lista de talleres pedagógicos.
5.4. Talleres pedagógicos
5.4.1. Taller 1. Representación de la intensidad.
5.4.2. Taller 2. Variación de intensidades.
5.4.3. Taller 3. Programando en Geogebra 4.2.
5.4.4. Taller 4. Interpolación y regresión polinómica.
5.4.5. Taller 5. Manipulación de imágenes en Matlab R2012a.
5.4.6. Taller 6. Resolución espacial de imágenes.
5.4.7. Taller 7. Reconocimiento de bordes.
5.4.8. Taller 8. Zoom digital via interpolación.
5.4.9. Taller 9. Derivada-Gradiente de una imagen.
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Taller 1. Representación de la intensidad
Objetivo general
Construir en Geogebra, una función que permita representar gracamente
la relación existente entre cuatro píxeles adyacentes ubicados sobre una la de
la imágen y las intensidades o niveles de gris asociadas.
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En la actualidad existen dispositivos electrónicos de gran uso, que nos han
convertido más en usuarios de tecnología, que en elementos activos de su desa-
rrollo. Existen personas para las cuales quiénes usan dispositivos electrónicos de
última generación estan inmersos en el mundo de la tecnología. Sin embargo;
nada está más alejado de la realidad pues en su gran mayoría, las personas no
conocen cómo funciona o sobre qué principio se fundamentan estos dispositivos.
Aún más grave, tampoco les interesa.
Entre muchos otros dispositivos, la cámara digital y los celulares constituyen
un elemento de amplio uso en nuestra sociedad. Las escenas que estos dispositi-
vos capturan producen como salida una imagen digital cuyo almacenamiento en
computador hace uso de matrices. Un sencillo análisis numérico de los elemen-
tos de la matriz (píxeles), permiten identicar los bordes de la imagen como se
muestra a continuación.
Objetivos especícos
Introducir elementos básicos y herramientas del asistente matemático Geo-
gebra, tales como: deslizadores, campos de entrada, comandos.
Identicar los conceptos básicos referentes a funciones como: dominio, ran-
go, variable dependiente e independiente y su signicado en términos de la
representación de imágenes digitales en escala de grises: píxel, intensidad
de gris.
Establecer la diferencia entre funciones de variable real y las de variables
discreta.
Resaltar el uso de la función constante y las funciones denidas a trozos
en la representación de la intensidad de gris y su posterior análisis.
Resaltar la importancia del concepto de variabilidad y dependencia en
términos de los píxeles y las intensidades de gris.
Guía de desarrollo
Toda situación física requiere ciertas consideraciones para poder ser repre-
sentada a través de un modelo y éste sin lugar a duda no es la excepción. En
primer lugar, se debe tener en cuenta que el valor almacenado en cada píxel co-
rresponde en realidad a un color obtenido en el modelo RGB. Para simplicar la
situación se almacenarán imágenes en escala de grises; lo cual implica que cada
píxel almacena un valor entero comprendido entre [0, 255] correspondientes al
nivel de gris de la imagen. En segundo lugar, el análisis se desarrolla para un
conjunto de 4 píxeles adyacentes ubicados sobre una la o columna de la matriz
que representa la imagen. Este mismo análisis se aplica para toda la imagen,
recorriendola por las o columnas.
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1. Denición de la variable intensidad. En Geogebra seleccione la herramienta
deslizador y ubicado en la vista gráca haga clic. Complete los campos
referentes al nombre, valor máximo, valor mínimo e incremento con los
datos: P1, 0, 255 respectivamente. El valor P1, P2 y P3 corresponden a la
intensidad del primer, segundo y tercer píxel si es necesario.
2. Declaración de la función de intensidad. En la barra de entrada escriba
la siguiente instrucción: I(x) = Si[0 ≤ x ≤ 1, P1]. Este comando crea una
función de intensidad I que varia dependiendo del valor entero del desli-
zador. Los extremos del intervalo 0 y 1 hacen referencia al espacio en que
será representado el primer píxel. Para el segundo píxel los extremos del
intervalo serán 1 y 2 etc.
3. Rectángulo de intensidad. En la barra de entrada escriba lo siguiente:
Polı́gono[(0, 0), (1, 0), (1, P1), (0, P1)]. Esta instrucción traza un rectángulo
que une los vértices citados.
4. Con la herramienta Mover seleccione el deslizador P_1 y modique su
valor. Debe observar la variación del rectángulo de intensidad en la ventana
gráca.
5. Utilizando la herramienta texto escriba el nombre de la función: Función
de Intensidad I. Luego en el eje x la palabra píxel y en el eje y los textos
Negro y Blanco a la altura de los valores 0 y 255 respectivamente.
6. Ejercicio. Realice el mismo procedimiento para un conjunto de 4 píxeles.
Teniendo en cuenta esta construcción responda en palabras las siguientes
preguntas:
a) Con respecto a la función de intensidad, ¾Cuál es el dominio de la
función?, ¾cuál es el rango?, ¾qué signica los valores que toman las
variables x y y?
b) ¾Qué representa I(x) = 0 y I(x) = 255?, ¾qué tipo de función se
utiliza para modelar ésta situación?
7. Ideas en acción.
a) Este tipo de construcción se puede utilizar para representar en cálculo
integral las sumas de Riemann, dado que las alturas de los rectángulos
están dadas por la función f . Pruebe a hacerlo con f(x) = x2.
b) En estadística, un histograma es una representación gráca de una
variable en forma de barras, donde la supercie de cada barra es
proporcional a la frecuencia de los valores representados. Realice esta
construcción para una ejemplo particular.
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Taller 2. Variación de intensidades
Objetivo general
Plantear el problema del reconocimiento de bordes en una imagen digital en
escala de grises para introducir el concepto de variación (derivada) utilizando
elementos básicos de funciones.
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En el pasado y aún hoy, las películas de ciencia cción hacen referencia al
reconocimiento de seres humanos a través del análisis de la retina o usando la
huella dactilar. En el caso particular de las huellas dactilares, es importante
reconocer patrones que hacen único al individuo y de esta manera permitirle o
no el acceso a determinada información o espacio. El reconocimiento de dichos
patrones hace uso en principio, de la imagen de la huella dactilar y para ello
se deben reconocer los bordes de la misma. Existe además en el campo de la
medicina, aplicaciones en donde es necesario reconocer los bordes de las células
dado que este permite establecer mediante mediciones y comparaciones cuáles
de ellas son cancerígenas con cierto grado de precisión. ¾Cómo se detectan los
bordes?. A continuación se plantea este taller que da las pautas iniciales para
dicha tarea.
Objetivos especícos
Resaltar la importancia del reconocimiento de bordes en imágenes digitales
y sus aplicaciones.
Interpretar las magnitudes y el signo de la variación en términos de las
intensidades de gris.
Resaltar el uso de la función valor absoluto, la resta entre funciones y la
función escalón unitario como respuestas a la solución de un problema
especíco.
Sugerir la aplicación para una imagen real y plantear hipótesis acerca de
los resultados.
Guía de desarrollo
Dado que las intensidades de gris de los píxeles están representados por
números enteros en el rango [0, 255], y en una región donde no hay bordes estas
intensidades permanecen iguales mientras que en otra en donde se presente
un borde estas cantidades cambian, se puede armar que el reconocimiento
de un borde tiene que ver con la variación de las intensidades de gris. Si no
existe variación entonces no hay borde, en caso contrario se puede considerar la
existencia de un posible borde. Pero ¾qué tan fuerte debe ser está variación
para que se pueda considerar que allí existe un borde?. A continuación se plantea
el siguiente taller para resolver estas y otras inquietudes.
Para detectar píxeles adyacentes entre los cuales ocurre un cambio brusco
en las intensidades de gris, realice la siguiente construcción en Geogebra.
1. Muestre en Geogebra la función de intensidad de gris I que se construyó
en el primer taller.
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2. Dado que los deslizadores a1, a2, a3, y a4 son objetos libres (su valor no
depende de ningún otro objeto), construya en el mismo espacio e trabajo,
una función de variación V similar a I, donde se pueda visualizar las
cambios de intensidad entre los píxeles adyacentes 1 y 2, 2 y 3, y 3 y 4.
a) Trace a unidades a la derecha del espacio utilizado para representar
la función I los ejes coordenados x y y correspondientes a la variación
entre los cuatro píxeles adyacentes y la variación de intensidad de los
mismos. Utilice la herramienta Segmento entre dos puntos.
b) En la barra de entrada escriba la siguiente instrucción:
V(x) = Si[a ≤ x < a + 1, P2 − P1]
El valor a corresponde al desplazamiento horizontal de la gráca de
la función de variación V con respecto a la de intensidad de gris I.
Esto mostrará únicamente la variación entre los píxeles 1 y 2.
c) Para las variaciones de los demás píxeles escriba en la barra de en-
trada:
V (x) = Si[a ≤ x < b, P2 − P1, Si[b ≤ x < c,
P3 − P2, Si[c ≤ x < d, P4 − P3]]]
donde los valores de b, c y d son respectivamente a+ 1, a+ 2 y a+ 3.
d) Para dibujar las barras de variación, escriba en la barra de entrada
las siguientes instrucciones una a una:
Polı́gono[(a, 0), (b, 0), (b, P2 − P1), (a, P2 − P1)]
Polı́gono[(b, 0), (c, 0), (c, P3 − P2), (b, P3 − P2)]
Polı́gono[(c, 0), (d, 0), (d, P4 − P3), (c, P4 − P3)]
e) Incluir los textos referentes al nombre de la función, los ejes x y y.
Cambiar el color de los rectángulos de variación.
3. Ejercicios. Dado que el cambio de signo en la función V representa la
transición de un tono de gris claro a uno oscuro o viceversa y sólo se está
interesado en la magnitud de la variación de intensidad así como la medida
de que tan fuerte es éste cambio para determinar si un píxel es borde o
no, realice los siguientes ejercicios:
a) De forma análoga a las grácas construidas en los puntos anterio-
res, muestre en Geogebra el diagrama de barras para la función V
obviando el signo de ésta, es decir |V (x)|.
b) Utilice un deslizador para establecer un valor umbral U que determine
a partir de qué valor se considera que existe un cambio brusco en la
variación de intensidades entre píxeles. El valor umbral debe ser de
la forma U(x) = k para un valor k en el intervalo [0, 255]. Muestre en
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Geogebra en la misma hoja de trabajo cuáles píxeles son candidatos
a ser borde de la imagen digital. Utilice la siguiente denición:
C(x) =
{
0 si U(x)− |V (x)| 5 0
255 si U(x)− |V (x)| > 0 .
4. Teniendo en cuenta las actividades anteriores, responda las siguientes pre-
guntas:
a) Dado que las intensidades de gris están dadas por valores numéricos
comprendidos en el rango 0, 255 y se desea establecer las variaciones




= I(x+ 1)− I(x).
¾Corresponde esta denición a la pendiente de una línea recta? ¾Los
valores gracados en la función V corresponden a estas pendientes?,
¾Dibuje el caso en el que se realiza el análisis para un conjunto del
miles de píxeles en el mismo espacio en que se trabajo los 4 píxeles?
¾Cómo se ve la línea recta que une los puntos? ¾tangente?.
b) Establezca en palabras que signica en general V (x) y x ¾qué valores
puede tomar x? ¾Qué signica cuando V (x) < 0 o V (x) > 0 para
algún valor x? ¾Es de interés el signo de V ?.
5. Ideas en acción:
a) Cabe anotar que la función V arroja valores enteros cercanos a 0
para intensidades de píxeles similares mientras que los valores serán
cercanos a 255 cuando el cambio sea fuerte. ¾Qué tan fuerte?. Esta
elección se hace cuando se escoge el valor umbral U . Si U es cercano
a 255 los cambios tienen que ser muy fuertes para que sea detectado
como borde. Si U es cercano a 0, prácticamente cualquier variación
será considerada un borde.
b) El signo de la función V hace referencia a la transición de una in-
tensidad mayor a una de menor intensidad y viceversa. Si el signo es
negativo, quiere decir que la transición es de una tonalidad oscura a
una más clara y si es positiva es de una tonalidad clara hacia una
oscura. Esta lectura se realiza de izquierda a derecha sobre los píxeles
de una la.
c) Por otra parte, la función V es en pocas palabras, la denición en un
contexto aplicado del concepto que en matemáticas se dene como
derivada. Entender este concepto es de vital importancia si se desea
aterrizar el signicado de las derivadas de orden superior en este
mismo contexto.
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d) Al estar interesados en la magnitud de la variación y no en el signo de
la misma (transición de claro a oscuro o viceversa), se puede utilizar
la función valor absoluto h(x) = |x| sobre la función de variación; esto
es, aplicar |V (x)| o nalmente la composición de funciones (h◦V )(x).
e) Para detectar los píxeles en donde existe posibles bordes se utiliza
una función de comparación que resulta de la resta entre la magnitud
de la variación, es decir |V (x)| y un valor umbral que constituye una
función constante U(x) = 180, por ejemplo.
CAPÍTULO 5. PROPUESTA DIDÁCTICA. 63
Taller 3. Programando en Geogebra.
Objetivo general
Construir una aplicación dinámica que permita visualizar el comportamiento
de las funciones intensidad de gris I, variación de intensidad V , magnitud de la
intensidadM = |V (x)| y comparación C, para un número de píxeles adyacentes
en el rango de 0 a 255, permitiendo modicar el valor del umbral escogido.
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La matriz asociada a la imagen en escala de grises por lo general consta de
miles o millones de píxeles distribuidos en M las y N columnas. El análisis
desarrollado anteriormente para 4 píxeles se aplicará a cada una de las M las.
Antes de implementar este procedimiento en un algoritmo, se simulará lo que
sucede con un conjunto de píxeles en el rango de 0 a 255. Para ello se utiliza un
script en Geogebra que crea un conjunto de 2n píxeles junto con sus intensidades
de gris. La visualización de las funciones de intensidad I, variación V , magnitud
M y comparación C permiten contrastar la teoría y la práctica. Al nalizar,
se permite modicar el valor de umbral para el reconocimiento de píxeles que
conforman los bordes de la imagen.
Objetivos especícos
Relacionar la magnitud de la variación V y el concepto de pendiente de
línea recta, para introducir el concepto de derivada.
Consolidar visualmente, los conceptos que permiten el reconocimiento de
bordes sobre un conjunto de pixeles adyacentes situados en una la de una
imagen digital.
Resaltar el uso de los comandos: Secuencia[ ], Polı́gono[ ], Elemento[ ],
AleatorioEntre[ ] y la creación de listas en Geogebra.
Utilizar los comandos de Geogebra para introducir la construcción de
scripts.
Guía de desarrollo
1. Elija la herramienta deslizador, clic sobre la ventana gráca y escriba los
datos correspondientes a nombre, valor mínimo y máximo e incremento
con los siguientes valores: Potencia, 0, 8 y nalmente 1. Elija la opción
entero. El número de píxeles será 2Potencia.
2. Agregue un botón con el nombre inicio. En la pestaña Programa de Guion-
Scripting que se encuentra en Propiedades de Objeto..., escriba las siguien-
tes instrucciones cuya función es inicializar las listas que se van a emplear.
El no hacerlo puede provocar una disminución considerable en el rendi-
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3. Las siguientes instrucciones crean una lista de 2Potencia puntos (n, I(n))
correspondientes el píxel y su intensidad. Escribalas en la pestaña Progra-
ma de Guion- Scripting y asociada al deslizador Potencia.
1.NumeroDePixeles = 2ˆPotencia
2.base = 4/NumeroDePixeles
3.lista1 = Secuencia[0 + i ∗ base, i, 0, NumeroDePixeles]
4.lista2 = Secuencia[AleatorioEntre[0, 255], i, 1, NumeroDePixeles]
4. Una vez creadas las listas de píxeles e intensidades de gris, se constru-
yen las barras de intensidad mediante el siguiente secuencia anidada de
instrucciones. La manera en que se explica, tiene como objetivo guiarlo
claramente en la construcción no solamente de esta aplicación, sino tam-
bién en la de los ejercicios que más adelante se proponen.
a) Se deben dibujar 2Potencia barras que representan la intensidades de
gris para un píxel dado. Para ello se utiliza el comando Polı́gono[ ]
que recibe como argumentos los vértices del rectángulo que representa
la barra de intensidad de gris. Fíjese que los vértices para un píxel
k dado son: (k, 0),(k + 1, 0),(k + 1, I(k + 1)) y nalmente (k, I(k)),
donde k e I(k) están almacenados en las listas lista1 y lista2.
b) Para acceder a los elementos de las listas se utiliza el comando Elemento[]
que recibe dos parámetros: el nombre de la lista y la posición del ele-
mento al que se quiere acceder en la lista. Por lo tanto los vértices
para un píxel dado k son:
(Elemento[lista1, k], 0)
(Elemento[lista1, k + 1], 0)
(Elemento[lista1, k + 1], Elemento[lista2, k + 1])
(Elemento[lista1, k], Elemento[lista2, k])
Estos vértices se ingresan como 4 parámetros del comando Polı́gono[ , , , ]




(Elemento[lista1, k + 1], Elemento[lista2, k + 1]),
(Elemento[lista1, k], Elemento[lista2, k])
]
Cada polígono se dibuja dependiendo del valor k, que corresponde al
número de barras de intensidad de gris a dibujar. Para terminar se ha-
ce que k varíe desde el número 1 hasta 2Potencia= NumeroDePixeles
y la instrucción tiene la forma
lista3 = Secuencia[ , k, 1, NumeroDePuntos]
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Por lo tanto la quinta instrucción a escribir, que tiene como función




(Elemento[lista1, k + 1], Elemento[lista2, k + 1]),
(Elemento[lista1, k], Elemento[lista2, k])
], k, 1, NumeroDePuntos
c) Dado que se ha construido las barras de intensidad de gris para un
conjunto de entre 1 y 255 píxeles, realice en la misma ventana de
trabajo, las grácas correspondientes a la Variación de intensidades
de gris V , la magnitud M de la variación |V (x)|. Dena mediante un
deslizador un valor de umbral U y utilícelo para gracar la función
de comparación C que se dene a continuación y determina cuando
un píxel determina un borde.
C(x) =
{
255 si U − |V (x)| ≥ 0
0 en otro caso
d) Recuerde que la solución de este ejercicio se encuentra implementado
en el archivo de Geogebra FilaDePíxeles.ggb que se encuentra en la
documentación del trabajo.
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Taller 4.Interpolación y regresión polinómica
Objetivo general
Construir una aplicación dinámica en Geogebra 4.2, que permita visualizar
el polinomio de interpolación, los polinomios de interpolación segmentada lineal,
cuadrática y cúbica obtenidos sobre un conjunto de n datos (p, I(p)) correspon-
dientes al píxel y su intensidad de gris.
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Objetivos especícos
Caracterizar el comportamiento de los polinomios de interpolación que se
obtienen a medida que el número de datos crece.
Diferenciar los polinomios de interpolación segmentada lineal, cuadrática
y cúbica.
Contrastar los polinomios de interpolación segmentada frente a los obte-
nidos al aplicar regresión polinómica de grado dos.
Guía de desarrollo
A continuación se establecen los pasos necesarios para la construcción y
visualización del polinomio de interpolación general y el polinomio de interpola-
ción cúbico segmentado. Basado en esta explicación se propone la construcción
de los polinomios de interpolación segmentados lineal y cuadrático, así como los
de regresión polinómica de grado dos.
1. Utilice un deslizador con los valores 0, 20, 1 y n correspondientes a los
datos valor máximo, mínimo, incremento y nombre.
2. Coloque un campo de entrada con el nombre numPuntos y vincule el
deslizador creado en el punto anterior.
3. Haga clic derecho sobre el campo de entrada numPuntos, seleccione pro-
piedades de objeto y luego la pestaña programación.
4. En la pestañaAl actualizar se escribirá el conjunto de instrucciones (script)
que construye los polinomios deseados. Se debe aclarar que los números a
la izquierda de cada instrucción no se escriben y solo se utilizan para dar
continuidad a la secuencia de ordenes.
1.base = 8/n
2.numPolinomios = floor[(n− 1)/3]
3.Abcisas = Secuencia[k ∗ base, k, 0, n− 1]
4.Gris = Secuencia[AleatorioEntre[0, 255], k, 0, n− 1]
5.Puntos = Secuencia[(Elemento[Abcisas, k], Elemento[Gris, k]), k, 1, n]
6.P(x) = Polinomio[Puntos]
Los valores El polinomio de interpolación general se obtiene al utilizar el
comando Polinomio[] y es almacenado en P .
5. Para construir los polinomios de interpolación cúbicos segmentados y vi-
sualizarlos se debe escribir las siguientes lineas de código: (Tenga en cuenta
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que a pesar de visualizar la instrucción en varios renglones, en realidad se
debe escribir en uno solo).
7.PolCubicos = Secuencia[
Polinomio[Secuencia[Elemento[Puntos, 3 ∗ k + j], j, 1, 4]],
k, 1, numPolinomios]
8.PolCubicoSegm = Secuencia[Si[
Elemento[Abcisas, 3 ∗ (k− 1) + 1] ≤ x ≤ Elemento[Abcisas, 3 ∗ k + 1],
Elemento[PolCubico, k]], k, 1, n]
En PolCubicoSegm se muestra claramente los polinomios de interpolación
cúbicos para cada grupo de 4-píxeles adyacentes.
6. Teniendo en cuenta la explicación anterior, escriba las instrucciones ne-
cesarias para visualizar los polinomios de interpolación lineal segmentada
utilizando para ello el script explicado anteriormente.
7. Realice el mismo ejercicio utilizando interpolación cuadrática.
8. Cree una aplicación dinámica que permita realizar regresión polinómica
sobre los n datos creados en esta guía.
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Taller 5. Manipulación de imágenes en Matlab.
Objetivo general
Establecer los elementos necesarios para leer, procesar y visualizar imágenes
digitales en escala de gris en Matlab R2012a.
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Figura 5.4.1: Creación de una función en Matlab R2012a.
Objetivos especícos
Identicar la relación entre las imágenes digitales y su representación ma-
tricial.
Reconocer las principales funciones en Matlab R2012a que permiten la
entrada, procesamiento y salida de imágenes.
Desarrollar ejercicios de aplicación referentes a la resolución espacial o en
amplitud de una imagen.
Guía de desarrollo
Dado que las intensidades asociadas a los píxeles de una imagen se encuen-
tran almacenadas en una matriz, se pueden utilizar promedios entre píxeles
adyacentes por la o por columna para producir una imagen cuya resolución es-
pacial es la mitad de la original. El programa realiza este proceso de compresión
sobre el eje X. Para ello se deben realizar los siguientes pasos:
1. Construya una función eligiendoArchivo/Nuevo/Funcion. Aparecerá una
ventana como se muestra en la gura 5.4.1.
2. Modique la expresión
1.function[output_args] = untitled(input_args)
2.end
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para obtener
1.function[ imagenX ] = comprimeX( imagen_Uno )
2.end
3. Guarde el archivo con el mismo nombre de la función; es decir, comprimeX.m
4. Utilice las funciones: imread(),rgb2gray() y size(), para leer la imagen
de entrada, convertir la imagen de color verdadero RGB a escala de grises
y, determinar el número de las y columnas que la componen.
3.function[imagenX] = comprimeX(imagen_Uno)
2. f = imread(imagen_Uno)
3. f = rgb2gray(f)
4. [numFilas, numColumnas] = size(f)
5.end
5. Cree dos vectores filaX del mismo tamaño de las de la imagen original
y columnaX con la mitad del tamaño de las columnas de la gura original.
1. function[imagenX] = comprimeX(imagen_Uno)
2. f = imread(imagen_Uno);
3. f = rgb2gray(f);
4. [numFilas, numColumnas] = size(f);
5. filaX = [1 : numFilas];
6. columnaX = [1 : floor(numColumnas/2)];
7.end
6. Para construir la imagen comprimida sobre el eje x, se escribe nalmente
1.function[imagenX] = comprimeX(imagen_Uno)
2. f = imread(imagen_Uno);
3. f_imagen = rgb2gray(f);
4. [Fil, Col] = size(f_imagen);
5. filX = [1 : Fil];
6. colX = [1 : floor(Col/2)];
7. ImaX(filX, colX) = (f_imagen(filX, 2 ∗ colX− 1)+
f_imagen(filaX, 2 ∗ colX))/2;
8.end
El código correspondiente a la implementación de este programa en Matlab
R2012a se puede observar en la sección de anexos. 6.1.2.
Teniendo en cuenta la anterior construcción, desarrolle los siguientes ejercicios:
1. Construya una función que comprima la imagen de entrada a la mitad,
realizando promedios entre píxeles adyacentes por columna. (Ver anexo
6.1.3).
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Figura 5.4.2: Compresión iterada de imágenes utilizando promedios aritméticos.
2. Combine las compresiones realizadas en el eje x y y para lograr una com-
presión de la cuarta parte de la imagen original. (Ver anexo 6.1.4).
3. Construya una función para realizar el proceso de compresión de imáge-
nes mediante promedios aritméticos iterativamente. En la gura 5.4.2 se
observa la compresión de una imagen hasta cinco veces. (Ver 6.1.4 ).
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Taller 6. Resolución espacial de imágenes.
Objetivo general
Diferenciar los conceptos de resolución espacial (muestreo), y resolución en
amplitud (quantización) referentes al procesamiento de imágenes digitales en
escala de grises.
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Objetivos especícos
Diseñar e implementar algoritmos que utilicen la representación matri-
cial de una imagen para simular la disminución de píxeles utilizados para
desplegar una imagen en pantalla.
Diseñar e implementar un programa capaz de variar la resolución en am-
plitud de una imagen digital e escala de grises.
Guía de desarrollo
Disminuir el número de píxeles y posteriormente desplegar la imagen en
pantalla, ocasiona una imagen más pequeña y una disminución considerable
en términos del tamaño de almacenamiento en memoria. Para poder apreciar
las consecuencias en términos del detalle de la imagen, se propone el siguiente
taller que mantiene el tamaño original de la imagen y crea imágenes píxeladas
que dependen de un parámetro de entrada n.
1. Creación de una cuadrícula sobre la imagen de entrada para píxelado. Cree
una función en Matlab R2012a con el nombre pixelado que tiene como
parámetros de entrada una imagen RGB y un entero n. La salida es una
imagen imagenX, con una cuadrícula de tamaño n. Para ello escriba las
siguientes líneas de código en donde se lee la imagen, se convierte a escala
de grises y se determina el tamaño de la imagen
1.function[imagenX] = pixelado(imagen, n)
2. f = imread(imagen)
3. f = rgb2gray(f)
4. [numFilas, numColumnas] = size(f)
2. A continuación se cambian los valores de las intensidades de los píxeles
sobre las las múltiplos de n por el valor 255 correspondiente al blanco.
Para ello agregue las siguientes líneas de código
5. maxfilas = floor(filasg/n);
6. maxcolumnas = floor(columnasg/n);
7. forj = 1 : maxcolumnas
8. fori = 1 : filasg




3. Este programa crea una cuadrícula blanca sobre la imagen de entrada
como se muestra en la gura 5.4.3(a)
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(a) Imagen cuadriculada. (b) Imagen píxelada.
Figura 5.4.3: Cuadrícula de tamaño n = 56 para píxelar una imagen.
4. Utilice esta función para asignar a cada elemento de la cuadrícula, una
intensidad correspondiente al promedio de las intensidades de los píxeles
que la conforman, como aparece en 5.4.3(b). (La solución y las imágenes
resultado las encuentra en 6.2)
5. Diseñe e implemente un algoritmo que permita variar la resolución en
amplitud de una imagen en escala de grises. La escala de grises normal es
de 256 tonos de gris. Utilice las escalas de gris 128, 64, 32, 16, 8, 4 y 2
(Imagen binaria).
CAPÍTULO 5. PROPUESTA DIDÁCTICA. 78
Taller 7. Reconocimiento de bordes.
Objetivo general
Implementar un programa que utilice la variación de intensidades entre píxeles
adyacentes para realizar una aproximación al reconocimiento de bordes de una
imagen digital.
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Objetivos especícos
Utilizar el término variación como elemento introductorio al concepto de
derivada.
Establecer el problema de detección de bordes de una imagen digital, como
un campo de aplicación directa del concepto de derivada.
Implementar una función en Matlab R2012a que permita obtener una
aproximación a los bordes de una imagen digital.
Guía de desarrollo
En el taller 3 se desarrolló una aplicación dinámica que utiliza el concep-
to de variación como herramienta para realizar una primera aproximación al
reconocimiento de bordes. En dicha práctica se destacaron el uso de concep-
tos matemáticos cuya aplicabilidad resulta evidente al intentar reconocer los
bordes. Aunque dicha práctica resulto bastante interesante, solo fue una intro-
ducción a la aplicación real sobre una imagen. El presente taller implementa
este procedimiento para imágenes en color verdadero RGB.
1. Cree en Matlab R2012a una función con el nombre VariacionX, que reciba
como parámetros de entrada una imagen imagen y un entero k denominado
umbral, y como parámetro de salida una imagen donde se resalta el borde,
Bx. Para ello escriba las siguientes instrucciones
1.function[Bx] = VariacionX(imagen, k)
2. g = imread(imagen)
3. g = rgb2gray(f)
4. [numFilas, numColumnas] = size(g)
2. A continuación se realiza un recorrido por cada uno de los píxeles ubicados
en las las 1,2,. . ., numFilas, restando el valor de intensidad del píxel de
la derecha menos su intensidad, es decir; I(i, j + 1) − I(i, j). El valor
absoluto de estas diferencias es es comparado contra el valor de umbral k
para determinar si es o no parte de un borde y es almacenado en Bx.
5.fori = 1 : numFilas
6. for j = 1 : numColumnas− 1
7. valor = abs(g(i, j + 1)− g(i, j))
8. if valor < umbral
9. Bx(i, j) = 0
10. else
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(a) Imagen RGB (b) k = 253
(c) k = 250 (d) k = 180
Figura 5.4.4: Diferencias de intensidad entre píxeles adyacentes de una imagen
para diferentes valores de umbral k.
3. Las imágenes que resultan al construir esta función y aplicarla sobre una
imagen digital aparecen en la gura 5.4.4.
4. Implemente un programa que realice el proceso descrito anteriormente
sobre los píxeles adyacentes por columnas.
5. Combine las imágenes obtenidas por variación de las y columnas pa-
ra construir una nueva imagen que tome el valor máximo de ellas y así
construir los bordes.
CAPÍTULO 5. PROPUESTA DIDÁCTICA. 81
Taller 8. Zoom digital via interpolación.
Objetivo general
Interpretar visualmente los datos que se obtienen en el proceso de interpolación
polinómica a través del zoom de una imagen digital en escala de grises.
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Objetivos especícos
Utilizar los polinomios de interpolación cúbica segmentada para aproximar
valores de intensidad.
Diseñar e implementar un programa en Matlab R2012a que permita vi-
sualizar los datos de interpolación en términos de una imagen.
Identicar las ventajas y desventajas en el uso de un polinomio de inter-
polación general y uno de interpolación segmentada.
Sugerir la implementación del zoom digital de una imagen utilizando po-
linomios de regresión polinómica.
Guía de desarrollo
La interpolación polinómica en general permite aproximar un valor interme-
dio en determinado proceso. En este caso se utiliza para realizar un zoom de
la imagen, construyendo nuevos píxeles cuyo valor de intensidad es obtenido a
partir de la interpolación cúbica segmentada.
1. En la gura 5.4.5 se muestra la función interpola que recibe como entrada
un vector la de intensidades vecX y devuelve un vector la vecResultado
que contiene los datos correspondientes a los polinomios de interpolación
derivadas de los polinomios de interpolación cúbica segmentada evaluados
en los datos intermedios 0,5, 1,5, 2,5 y 3,5. Los polinomios de interpolación
cúbica se obtienen a partir de las 4-túplas de intensidades sobre el vector
vecX. Implemente esta función en Matlab R2012a y utilícela para vericar
los resultados sobre un conjunto de datos múltiplo de 8. Por ejemplo (0, 1),
(1, 3), (3, 2) y (4, 3).
2. En la línea 6se utiliza la matriz de coecientes de la ecuación 4.5.3 y su
inversa para hallar los valores a, b, c y d del polinomio P (x) = ax3 +bx2 +
cx+ d. Utilice esta función para construir una función en Matlab R2012a
denominada zoomX que recibe una imagen de tamaño M ×N y devuelve



















Los valores Iicon i = 0, 1, 2 y 3, corresponden a las intensidades de la
imagen de entrada, y los datos Dicon i = 0, 1, 2 y 3 son los valores del
polinomio de interpolación evaluados en los valores intermedios 0,5, 1,5,
2,5 y 3,5. (Ver 5.2(a))
3. Realice el procedimiento descrito anteriormente para lograr transformar
una imagen de entrada de tamaño M × N en una de tamaño 2M × N .
(Ver 5.2(c))
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6 . B=inv(A); vecDatos=[0;0;0;0];
7 . for k=1:numVeces











Figura 5.4.5: Función de interpolación.
(a) Imagen original. (b) Zoom en X.
(c) Zoom en Y . (d) Zoom XY .
Cuadro 5.2: Zoom vía interpolación cúbica segmentada.
4. Utilizando los procedimientos realizados anteriormente construya una fun-
ción que transforme una imagen de tamaño M × N en una de tamaño
2M × 2N vía interpolación cúbica segmentada. (Ver 5.2(d))
CAPÍTULO 5. PROPUESTA DIDÁCTICA. 84
Taller 9. Derivada-Gradiente de una imagen.
Objetivo general
Identicar el procesamiento de imágenes digitales, como un campo de
aplicación directa de los conceptos de interpolación polinómica, derivada y
gradiente a través de la visualización de imágenes tratadas como funciones de
dos variables.
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Objetivos especícos
Utilizar las imágenes digitales para visualizar e interpretar los datos ob-
tenidos como resultado del proceso de derivación de los polinomios de
interpolación cúbica segmentada.
Diseñar e implementar funciones para la visualización de la derivada de
una imagen digital.
Sugerir el uso del teorema de gradiente para renar los bordes de una
imagen digital.
Guía de desarrollo
Al gracar las variaciones de intensidades entré píxeles adyacentes, se de-
termino que los mayores cambios suceden en los bordes de la imagen y esta
variación introdujo el concepto de la derivada de una función. En este taller
se utiliza la derivada de los polinomios cúbicos de interpolación para construir
las imágenes obtenidas al gracar las intensidades de gris obtenidas al utilizar
las derivadas de los polinomios de interpolación cúbica segmentada. Además
las imágenes resultantes se utilizan para gracar el módulo del gradiente de la
imagen.
1. Construya una función con el nombre imagenDerivadaX que recibe como
parámetro de entrada una imagen m y devuelve la derivada de la imagen
ImagenDx. Conviertala a escala de grises y determine el tamaño en las y
columnas de la imagen escribiendo las siguientes líneas de código
1.function[imagenDx] = VariacionX(imagen)
2. f = imread(imagen)
3. f = rgb2gray(f)
4. [numFilas, numColumnas] = size(f)
2. Posteriormente dena la matriz de coecientes A que permite hallar los
coecientes del polinomio de interpolación cúbico segmentado a través de
la inversa A−1.
5. A = [0, 0, 0, 1; 1, 1, 1, 1; 8, 4, 2, 1; 27, 9, 3, 1];
6. B = inv(A);
7. C = [0; 0; 0; 0];
8. limitex = floor(filasg/4);
Las línea 7, declara el vector C que almacena los datos correspondientes
a una 4-túpla de intensidades. Estos datos se utilizan para hallar los coe-
cientes del polinomio de interpolación cúbica. La línea 8, determina el
número de 4-túplas y por lo tanto el número de polinomios de interpolación
que se van a hallar.
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3. Los ciclos de repetición en las líneas 9 y 10, se encargan respectivamente
de recorrer todas las las de la matriz que representa la imagen. En cada
una de ellas se realiza el proceso de encontrar los coecientes a, b, c y d
del polinomio de interpolación, para cada uno de las 4-túplas que integran
los datos sobre la la.
9. fork = 1 : numFilas




4. Cada una de las intensidades de una 4-túpla se carga en el vector C. (
Líneas 11 − 13 ) La multiplicación de la matriz B por el vector C, da
como resultado los coecientes a, b, c y d. Estos son almacenados en el
vector S. ( Línea 14 )
11. fork = 1 : numFilas
12. C(i, j) = f(k, 4 ∗ (i− 1) + j);
13. end
14. S = B ∗ C;
5. En las líneas 15 a 18 se calcula la derivada del polinomio en los valores
0, 1, 2 y 3. Estos datos se van almacenando en la matriz ImagenDx que
representa la derivada de la imagen de entrada
15. forj = 1 : 4
16. val = 3 ∗ S(1, 1) ∗ (j− 1)2 + 2 ∗ S(2, 1) ∗ (j− 1) + S(3, 1);
17. ImagenDx(k, 4 ∗ (i− 1) + j) = val;
18. end
6. Desarrolle un procedimiento similar para hallar la derivada de la imagen
con polinomios de interpolación que utiliza las intensidades ubicadas sobre
las columnas. Dicha imagen se puede denominar la derivada parcial de la
imagen en y.
7. Dado que se cuenta con la información de las derivadas parciales ∂f/∂x y
∂f/∂y, se puede hallar el módulo del gradiente mediante el cálculo G2 =
(∂f/∂x)2 + (∂f/∂y)2. Diseñe e implementa una aplicación que permita
visualizar la imagen correspondiente al cálculo del módulo del gradiente G.
En la gura 5.4.6(b) aparece el módulo aplicado sobre la imagen 5.4.6(a).
En 5.4.6(c) aparece el negativo de esta última imagen.
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Figura 5.4.6: Modulo del gradiente de una imagen digital.
Capítulo 6
Anexos
6.1. Comprimiendo imágenes digitales




Salida : ImagenComprimida a la mitad del tamaño.
n: Número de veces a realizar la compresión.
Procedimiento
Leer imagen.
Convertir a escala de grises.
Determinar el tamaño de la imagen (filas,columnas).
Determina las dimensiones de la nueva imagen (nxn).
Comprime la imagen en X utilizando el promedio de pares consecutivos
de píxeles adyacentes sobre la fila.
Sobre la imagen resultante realiza la compresión utilizando promedios de
pares de píxeles adyacentes sobre las columnas.
fin:procedimiento
6.1.2. Implementación en Matlab R2012a Comprimiendo
en X
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ImagenOriginal(filaX,2*columnaX))/2;
end












6.1.4. Compresión iterada de imágenes digitales en X y Y
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6.2. Resolución espacial y amplitud de una ima-
gen




imagen : Imagen en formato RGB
n : Tamaño del nuevo píxel
SALIDA
g: imagen píxelada.
h: matriz de valores asociados a la imagen píxelada.
INICIO
f=LeerImagen(imagen).
f=Convertir a escala de grises(f).
fil=Determinar el número de filas de la imagen original.
col=Determinar el número de columnas de la imagen original
maxfilas=Número de píxeles por fila nueva imagen.
maxcolumnas=Número de píxeles por columna nueva imagen.
Recorre toda la imagen original y para cada píxel de la nueva imagen
de tamaño nxn píxeles, le asocia el promedio del máximo y el mínimo
valor de tonalidad encontrado en la imagen original.
Asocia a todos los píxeles nxn de la nueva imagen el mismo valor
para simular el píxel de la nueva imagen.
Crea la matriz h de valores de intensidad de gris asociados a la
imagen.
FIN
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6.2.2. Implementación en Matlab R2012a para la varia-
ción de la resolución espacial
Resolución Espacial
ENTRADA
imagen : Imagen en formato RGB
n : Tamaño del nuevo píxel
SALIDA
g: imagen píxelada.
h: matriz de valores asociados a la imagen píxelada.
INICIO
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6.2.3. Imágenes de la implementación
Las imágenes resultado de los algoritmos implementados en las secciones
anteriores, se presentan en las guras 6.2.1 y 6.2.2.
6.3. Concepto de variación en la detección de bor-
des
6.3.1. Algoritmo para la detección de bordes
ENTRADA:
imagen1: Imagen de entrada
umbral : Valor de umbral a partir del cual se determina si se considera borde.
SALIDA :
Vx: Imagen de variación de intensidades enre píxeles adyacentes
por filas
Vy: Imagen de variación de píxeles por columnas
Mgx: Imagen de las Magnitudes de variación de las intensidades
entre píxeles adyacentes por filas.
Mgy: Imagen de las Magnitudes de variación de las intensidades
entre píxeles adyacentes por columnas.
Imx: Imagen complemento a 255 de Mgx. La imagen se ve mucho
más clara para el lector
Imy: Imagen complemento a 255 de Mgy. La imagen se ve mucho
más clara para el lector
Bx: Borde de la imagen dependiendo del valor umbral aplicado sobre Imx







Para i=1 hasta filas
Para j=1 hasta columnas-1
Vx(i,j)=imagen1(i,j+1)-imagen1(i,j)
Mgx(i,j)=Abs(imagen1(i,j+1)-imagen1(i,j))
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Las imágenes resultado del la implementación del anterior algoritmo se mues-
tra en la gura 6.3.1.
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6.3.4. Zoom vía interpolación.
6.3.4.1. Algoritmo
Función: Interpola
Entrada: vecX: vector de intensidades de Gris
Salida: vecResultado: vector de intensiadades de gris para píxeles intermedios
Procedimiento
vcolumnas=tamaño del vector (vecX)
vecEvaluacion=[0.5,1.5,2.5,3.5];
numVecs=Número de 4-túplas




Cargar 4-túplas de datos
Hallar coeficientes del polinomio cúbico de interpolación
Evaluar el polinomio de interpolación en vecEvaluación
























Entrada: imagen1 : imagen de entrada
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Salida: imgZoomX : imagen interpolada en X




Determina número de filas y columnas de la imagen
Ajusta el tamaño de la nueva imagen, filas4 y columnas4 múltiplos de 4
Para i=1:filas4
datosInterpolX = Valores de intensidades por fila interpolados
for j=1:columnas4
Conforma la fila de la nueva imagen con datos de la imagen




datosInterpolY = valores de intensidades interpolados por columna
for i=1:fGris
Conforma los datos de las columnas con intensidades de la
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end
Función Interpola























Salida : Derivada de la imagen
Procedimiento
Leer la imagen
Convertir en escala de grises.
Convertirla los datos en formato de punto flotante.
Determinar el tamaño de la imagen (filas y columnas).
Declarar la matriz A para calcular los coeficientes a_3, a_2, a_1, a_0
del polinomio cúbico de interpolación.
Halla la inversa de A (B).
Determina el número de veces k que se calculan los coeficientes del
polinomio de interpolación. (por cada 4 píxeles un polinómio)
Calcula el número de filas (numfilas) y columnas (limitex) de la nueva
imagen derivada en x.
Para i=1 hasta numfilas
para j= limitex
Cargar 4 datos de intensidad de gris (Cx) por fila
Calcular los coeficientes del polinomio cúbico que los interpola (Sx)
Evaluar la derivada del polinomio en cada punto 0,1,2,3
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% DERIVADA y'=3ax^2+2bx+c EEVALUADA EN : 0,1,2,3







6.3.6. El módulo del gradiente de una imagen digital.
6.3.6.1. Algoritmo.
Función Gradiente
Entrada: imagen_1: Imagen RGB
Sadlida: ImagenG : Bordes de la imagen
Procedimiento
Cálcula la imagen derivada en X
Cálcula la imagen derivada en Y
Utilizando los valores de las derivadas en x y y, calcula el módulo del
gradiente.
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