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We consider the joint optimization problem of cell sectorization, transmit power control and multiuser detection for a CDMA
cell. Given the number of sectors and user locations, the cell is appropriately sectorized such that the total transmit power, as
well as the receiver filters, is optimized. We formulate the corresponding joint optimization problems for both the uplink and the
downlink and observe that in general, the resulting optimum transmit and receive beamwidth values for the directional antennas
at the base station are diﬀerent. We present the optimum solution under a general setting with arbitrary signature sets, multipath
channels, realistic directional antenna responses and identify its complexity. We propose a low-complexity sectorization algorithm
that performs near optimum and compare its performance with that of optimum solution. The results suggest that by intelligently
combining adaptive cell sectorization, power control, and linear multiuser detection, we are able to increase the user capacity of
the cell. Numerical results also indicate robustness of optimum sectorization against Gaussian channel estimation error.
Copyright © 2007 C. Oh and A. Yener. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
Future wireless systems are expected to provide high-capacity
flexible services. Code division multiple access (CDMA)
shows promise in meeting the demand for future wire-
less services [1]. It is well known that CDMA systems are
interference-limited and the capacity of CDMA systems
can be improved by various interference management tech-
niques. These techniques include transmit power control
where transmit power levels are adjusted to control interfer-
ence,multiuser detection where receiver filters are designed
to separate interfering signals, and beamforming and cell sec-
torization where arrays and directional antennas are utilized
to suppress interference [2–10]. While earlier work on in-
terference management techniques proposed the aforemen-
tioned methods as alternatives to each other, more recent re-
search eﬀorts recognized the capacity improvement by em-
ploying these techniques jointly. To that end, jointly opti-
mum transmit power control and receiver design, jointly op-
timum transmit power control and cell sectorization, and
jointly transmit power control, beamformer, and receiver fil-
ter design have been considered in [2, 3, 7].
Jointly combining beamformer and receiver filter along
with transmit power control improves the system per-
formance. However, using beamforming requires intensive
feedback to guarantee its performance. Hence, using sec-
tored antenna could be a good alternative low-cost option.
In this paper, we consider a CDMA system where the base
station is equipped with directional antennas with variable
beamwidth [11] and investigate the joint optimization prob-
lem of cell sectorization, power control, and multiuser detec-
tion. Given the number of sectors and terminal locations and
the fact that the base station (for uplink) and the terminals
(for downlink) employ linear multiuser detection, the prob-
lem we consider is to appropriately sectorize the cell, that is,
to determine the main beamwidth of the directional anten-
nas to be used at the base station, such that the total transmit
power is minimized, while each terminal has an acceptable
quality of service. The quality of service (QoS) measure we
adopt is the signal-to-interference ratio (SIR). In the sequel,
we use the terms “terminal” and “user” interchangeably.
Conventional cell sectorization, where the cell is sector-
ized to equal angular regions, may not perform suﬃciently
well especially in systems where user distribution is nonuni-
form [2]. Previous work has shown that adaptive cell sector-
ization where sector boundaries are adjusted in response to
terminal locations greatly improves the uplink user capacity
[2]. Preliminary results also indicate that uplink capacity can
be further improved when adaptive cell sectorization is em-
ployed in conjunction with linear multiuser detection [12].
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Adaptive cell sectorization [2, 12–15] can be interpreted as
dynamically grouping users in the pool of spatial orthogo-
nal channels provided by perfect directional antennas. In the
special case, when the system employs random signatures or
a deterministic equicorrelated signature set, the minimum
received power in each sector is achieved when all users’ re-
ceived powers are equal, and there exists a closed-form so-
lution for the optimum received power in each sector. In
this case, the transmit power optimization problem can be
transformed into a graph partitioning problem whose solu-
tion complexity is polynomial in the number of users and
sectors. Works in [2, 12] considered such special cases when
matched filters and linear multiuser detectors are employed
at the base station. Both [2, 12] also assumed perfect di-
rectional antenna response, that is, complete orthogonality
between sectors. We also note that, for improvement of the
downlink user capacity, heuristic methods to adjust sector
boundaries have been reported previously (e.g., see [13]).
In general, it is more reasonable to assume that users
(for uplink) and the base station (for downlink) experience
a frequency-selective channel in which it becomes diﬃcult to
justify the equicorrelated signature assumption in [2]. In ad-
dition, it is not possible to expect the directional antenna to
completely filter out all transmissions/receptions outside its
main beamwidth. This fact leads to intersector interference
(ISecI) and, as we observe in the sequel, alters the optimum
sectorization arrangement found in [2].
The preceding discussion suggests that, while previous
work [2, 12–15] has paved the way for demonstrating the
benefits of adapting the size of each sector to improve user ca-
pacity, a comprehensive mathematical analysis of more prac-
tical scenarios, where the limiting system model assumptions
are relaxed, is needed to demonstrate the real value of adap-
tive cell sectorization both for the uplink and the downlink.
This paper aims to provide this analysis and answer the ques-
tion of how to adjust the sector boundaries to optimize the
user capacity using transmit power control and receiver fil-
ter design. We consider both the uplink and the downlink
problems and observe that the two problems in general do
not lead to identical sectorization arrangements. We exam-
ine the optimum solution in each case and propose near-
optimum methods with reduced complexity. Our numerical
results suggest that the uplink/downlink user capacity in re-
alistic scenarios significantly benefits from intelligently com-
bining cell sectorization, power control, and receiver filter-
ing. Lastly, our numerical results also consider the eﬀect of
channel estimation errors on adaptive sectorization. We ob-
serve that adaptive sectorization is robust against users’ chan-
nel estimation errors; that is, slightly increased user transmit
power can compensate for user’s channel estimation errors,
while optimum sectorization arrangement remains the same.
2. ANTENNA PATTERN AND SYSTEM MODEL
2.1. Antenna pattern
Following [11, 16], we use the antenna pattern shown in
Figure 1 for transmission and reception at the base sta-
tion.1 Due to the existence of side lobes in the antenna pat-
tern, interference (ISecI) results from adjacent sectors. Main
lobe between θ1 and −θ1 (within the sector) has a con-
stant antenna gain, 0 dB, and the side lobes between θ1 and
θ2 and −θ2 and −θ1 (out of sector) have linear attenuated
antenna gain in dB. The other angular area has a flat an-
tenna gain, P dB. The larger δ = θ2 − θ1 is, the larger the
area spanned by the sector antenna will be, which causes in-
creased ISecI. Typically, δ is small compared to the size of the
main lobe, but it is nonnegligible. Uplink and downlink ISecI
patterns are in general quite diﬀerent as explained in what
follows.
2.1.1. Uplink ISecI pattern
All users within a sector between θ1 and −θ1 experience in-
terference from the same set of out-of-sector users. Thus,
the amount of ISecI at the front end of the receiver filters
for all users in the sector is the same. The base station re-
ceives all in-sector users’ signals (users whose angular loca-
tions lie between θ1 and −θ1) with unity antenna gain and
all out-of-sector users’ signals (users whose angular locations
lie outside θ1 and −θ1) with attenuated antenna gain fol-
lowing the pattern in Figure 1. Especially, side lobe gains
between θ1 and θ2 and between −θ1 and −θ2 cause major
ISecI.
2.1.2. Downlink ISecI pattern
The base station transmits users’ signals through their as-
signed sector antennas as in Figure 1(b). When we look at
a given sector area, we see that each user experiences a dif-
ferent level of ISecI depending on the user’s angular location.
Users between θ3 and θ4 experience no major ISecI, because
the side lobes of the adjacent sector antennas do not reach
that region between θ3 and θ4. On the other hand, users be-
tween −θ1 and θ3, θ4, and θ1 do experience major ISecI. The
level of ISecI these users experience depends on the side lobe
antenna gain of the adjacent sectors. Clearly, users closer to
the boundaries, −θ1 or θ1, will experience more ISecI. Users
whose angular locations lie in all neighbor sectors, that is,
sectors whose antenna reaches that region between −θ1 and
θ3 and θ4 and θ1, contribute to the ISecI.
Note that the uplink sidelobe antenna gain, which is from
out-of-sector interferer to user i, v
up
li is a function of the
angular location of out-of-sector interferer l. On the other
hand, the downlink sidelobe antenna gain, which is from
out-of-sector interferer to user i, vdownli is a function of the
angular location of user i. Consequently, v
up
li is diﬀerent from
vdownli in general.
1 The aim in this paper is to adjust the antenna beamwidth, for a given an-
tenna beam pattern, to include the number of users in each sector with the
consideration of imperfect antenna pattern. Joint optimization of trans-
mit power control, beamforming, and receiver filter design has been in-
vestigated in [3].









Figure 1: (a) Uplink/downlink antenna pattern model and (b) intersector interference model.
2.2. System model
A DS-CDMA cell with processing gain N and M users is con-
sidered. The locations and the channels of the users in the
cell are assumed to be known at the base station and will not
change in respect of the duration of interest. This is a reason-
able assumption in a slow mobility environment or in fixed
wireless systems. Our formulation will assume perfect chan-
nel knowledge. In the numerical results, we show the robust-
ness of cell sectorization in the presence of channel estima-
tion errors. We assume that the cell is to be sectorized to K
sectors.
2.2.1. Uplink
Signature of user i, s∗i , goes through the multipath chan-
nel Gi, which is an N × N lower triangular matrix for user
i whose (a, b)th entry Gi(a, b) represents (a − b)th multi-
path gain.2 N is equal to the length of signature sequence.
We define the path-loss-based channel gain for user i, and
we define hi as a separate quantity; that is, the overall chan-
nel response is a scalar multiple of Gi. This model assumes
that the multiple paths are chip synchronized, and the jth
path represents the copy that arrives at the receiver with a
delay of j chips. We consider the bit duration as our obser-
vation interval. We assume the symbol synchronous model
and the fact that the number of resolvable paths is less than
the processing gain.3 Accordingly, the resulting intersymbol
interference can be negligible. Thus, we ignore intersymbol
interference for clarity of exposition. Let the signature of
user i after going through the multipath channel of user i be
si = Gis∗i .
2 Note that in the uplink, s∗i denotes the signature of user i for clarity of
exposition, while si is used for signature of user i in the downlink.
3 With the assumption that the number of resolvable paths is less than the
processing gain N with no intersymbol interference, multipath channel
matrix with size N ×N is enough to represent the multipath channel.
After chip-matched filtering and sampling, the received













where pi, hi, bi are the transmit power, the channel gain, and
the information bit for user i. si is the signature sequence of
length N for user i. n denotes the zero-mean Gaussian noise
vector with E(nn) = σ2IN . θ is the N-tuple vector whose jth
component denotes the main beamwidth for sector j in radi-
ans. gk(θ) (k = 1, . . . ,K) is the set of users that resides in the
area spanned by sector k. The second term in (1) represents
the intrasector interference, while the third term represents
the ISecI. vli is antenna gain between interferer l and user i. It
is important to note that vli /=vil; that is, the cause of the two
mutually interference out-of-sector terminals for each other
may be diﬀerent, depending on the antenna pattern and the
users’ locations. In particular, user l may lie within the receive
range of the antenna serving the sector where user i resides,
hence contributing to the ISecI for user i, while user i may
reside outside the range of the receive antenna of the sector
in which user l resides, without contributing to the ISecI for
user l.
2.2.2. Downlink
Following [17], the transmitted signal vector4 from the sector





pjbjs j , k = 1, . . . ,K , (2)
4 Typically in the downlink, orthogonal sequences are used, while random
sequences are used in the uplink. However, due to multipath channel, the
orthogonality in the downlink would be typically lost at the receiver side
leading to interference.
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where pj and s j are the transmit power and the signature
sequence the base station uses to transmit bj to user j.
User i receives ri through the multipath channel Gi. Let
the signature of user j after going through the multipath
channel of user i be sij = Gis j . Then, following the descrip-













where ni is the white Gaussian noise vector. Once again, vli is
the antenna gain between interferer l and user i, and vli /=vil
(see Figure 1).
3. PROBLEM FORMULATION
Our aim in this paper is to improve the user capacity of the
CDMA cell, that is, increasing the number of simultaneous
users that achieves their quality of service requirements. This
will be accomplished by employing jointly optimal power
control and multiuser detection, and by designing variable
width sectors that lead to the assignment of each user to its
corresponding directional antenna. We consider the user ca-
pacity enhancement problem for both the uplink and the
downlink. In each case, our metric is the transmit power ex-
pended in the cell, while guaranteeing each user with its min-
imum quality of service. A user is said to have an acceptable
quality of service if its SIR is greater than or equal to a target
SIR, γ∗. In the uplink, the minimum total transmit power
minimization problem has the additional advantage of bat-
tery conservation for each user. In the downlink, the prob-
lem can be interpreted as one that yields strategies that can
accommodate more simultaneous users for a given transmit
power at the base station. In each case, we need to find non-
negative power values and design the sectors such that the
entire cell is covered. The corresponding transmit power op-








s.t. SIRi = Pi,S
Pi,INTRA + Pi,INTER + Pi,NOISE
≥ γ∗,
i = 1, . . . ,M, p ≥ 0, 1θ = 2π,
(4)
where Pi,S, Pi,INTRA, Pi,INTER, and Pi,NOISE represent the de-
sired signal power, intrasector interference power, intersector
interference power, and the noise power, experienced by user
i, respectively. θ, p, c = {c1, . . . , cM} are set of sector arrange-
ments, power vector for all users in the cell, receiver filter set
for all users, respectively. Each of these terms will vary for up-
link and downlink leading to the corresponding SIR expres-
sions. In addition, the SIR is a function of the transmit pow-
ers and receiver filters over which we will conduct optimiza-
tion. A moments thought reveals that the receiver filter of
user i aﬀects the SIR of user i only, and similar to the single-
sector joint power control and multiuser detection [7], the










SIRi ≥ γ∗, i = 1, . . . ,M,
p ≥ 0, 1θ = 2π.
(5)
For the uplink, the terms that contribute to the SIR ex-
pression for user i are found by filtering ri in (1) using the


























The transmit power optimization problem for the uplink
(UTP) entails finding radial value of each directional antenna
beamwidth, the transmit power of each user, and the linear
receiver filter for each user at the base station, in a jointly op-




































For the downlink, the SIR for user i residing in sector k
is found by filtering yi in (3), with user i’s receiver filter, ci,
and it includes contributions from intra- and intersector in-
terferences that arise from the base station’s transmission to
other users going through the multipath channel of user i as




















































)2 , p ≥ 0, 1θ = 2π,
(10)





















pi represents the power transmitted by the base station to
communicate to user i, and the cost function in (10) is the
total power transmitted by the base station.
4. UPLINK AND DOWNLINK SECTORIZATIONS
Given the problem formulations in the previous section, a
valid question is to ask whether the optimum sectorization
arrangement would be identical both from the uplink and
downlink perspectives.
At the outset, by comparing UTP and DTP, one might be-
lieve that the optimum solutions should be identical. How-
ever, a closer look reveals that such a statement can be made
only under a specific set of conditions. In particular, for a
cellular system with no sectorization, it is well known that
if the base station for each user to maintain an acceptable
level of SIR is fixed and given, under the assumption of iden-
tical channel gains for uplink and downlink between each
user and base station, the condition for feasibility of the up-
link and the downlink power control problems is the same
[18, 19]. Further, the work in [19] shows that in this case the
optimum total transmit power of all users (uplink) is identi-
cal to the optimum total transmit power of all base stations
(downlink).
Let us consider a similar scenario for the system model
we have at hand. Consider the case where there is no ISecI;
that is, each sector is perfectly isolated. Assume that matched
filter receivers are used; that is, no receiver filter optimization
is done. We note that this scenario, in the uplink, is a slightly
more general model than that of [2], in which we assume ar-
bitrarily correlated sequences as opposed to pseudorandom
sequences. Also, assume that the signature sequence for each
user is identical to the downlink signature used to transmit
to this user from a single-path channel. Uplink and down-
link channel gains between a user and the base station and
noise power values at all receivers are also identical. We will
call this setting a “symmetric system.” Note that in this case,































≥ γ∗, i = 1, . . . ,M,
(13)
where we denoted the downlink power used to transmit to
user i as qi to distinguish it from the uplink power that user i
transmits with pi. Noting that the minimum transmit power
is achieved when the SIR constraints are satisfied with equal-
ity [9, 17], we first make the following observation.
Observation 1. For the symmetric system, under a given sec-
torization arrangement, the minimum total sector transmit
powers for uplink/downlink are equal.
Proof. The proof of this observation is straight forward using
simple linear algebra and it is given in the appendix.5
An immediate corollary of the above observation is that
the total cell transmit powers for uplink and downlink are
equal for any given sectorization arrangement. We can now
make the following observation.
Observation 2. If under a given sectorization arrangement
the minimum total transmit powers for uplink and downlink
are identical, then the optimum sectorization arrangements in
terms of minimum transmit powers for uplink and downlink
are also identical.
Proof. Assume that the observation is false. Let
{gk(θ1)}k=1,...,K be optimum uplink sectorization arrange-
ment and {gk(θ2)}k=1,...,K , where θ2 /=θ1 is the optimum
downlink sectorization arrangement. Since the cell total























which implies that {gk(θ1)}k=1,...,K cannot be optimum up-
link sectorization arrangement. Therefore, we have shown by
contradiction that the uplink and downlink optimum sector-
ization arrangements have to be identical.
We note that Observation 2 is independent of the sym-
metry assumptions and a general statement. However, for the
statement to be true, we need the equivalence of the uplink
and downlink total transmit power values. The symmetric
system is one for which this is guaranteed, and consequently
we can easily claim that the converse of Observation 2 is also
true.
We have seen that, under a set of system assumptions, we
can hope to have the same optimum sectorization arrange-
ment for the uplink and downlink. Such a scenario would
simplify the calculation of the optimum transmit powers
for the downlink once the uplink sectorization problem is
solved. Unfortunately, once we introduce the receiver filter
optimization to the problem, that is, as in UTP (7) and DTP
5 Note that the proof here is diﬀerent from that in [19] in which we consider
the case of arbitrary signature sequences.
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(10), we can no longer guarantee the validity of Observa-
tion 1 even under reciprocal channel gains and signature se-
quences. The reason for this is that the resulting receiver fil-
ters are a function of the received power values [7]. In ad-
dition, in cases where we must take into account the in-
tersector interference, as explained in Section 2.2, the fact
that the ISecI one user causes to another user is not recip-
rocal, that is, vli /=vil, and the fact that vupli /=vdownli prevent
us from claiming that the sectorization arrangement would
be identical in general. Hence, we conclude that in general
each direction should be optimized separately, by solving
UTP and DTP. In Section 7, we will see by an example that
the resulting sectorization arrangements in each direction are
diﬀerent.
5. OPTIMUM SECTORIZATION
The previous sections have formulated UTP and DTP and
argued that in the most general formulation, they each lead
to diﬀerent sectorization arrangements. In this section, we
will describe how to obtain the optimum solution.
We first note that, unlike the case where each sector is
perfectly isolated, that is, the no ISecI case, we cannot con-
sider each sector independently and that we need to run “cell-
wide” power control. We also note that due to the lack of
symmetry of antenna gains, that is, vli /=vil, and the fact that
they depend on the membership in a sector, integrated base
station assignment and power control algorithms in [20]
cannot be directly applied. Furthermore, although for each
sectorization pattern there is an iterative algorithm that guar-
antees convergence to the optimum powers and receiver fil-
ters, as will be described shortly, there is no simple algorithm
to choose the best sectorization arrangement. Hence, to find
the jointly optimum sectorization arrangement, receiver fil-
ters, and transmit powers for all users in the cell, we need to
consider all sectorization arrangements for which the corre-
sponding grouping of users yields a feasible power control
problem.
We note that the diﬀerence of the sectorization problem,
from the channel allocation-/scheduling-type problems that
have exponential complexity in the number of users [21], is
the fact that in the sectorization problem the number of pos-
sible groupings of users is limited due to the physical con-
straints, that is, their angular positions in the cell. Similar to
[2], we can represent the system by a graph, that is, a ring
where each user’s angular position in the cell is mapped to
the same angular position on the ring (see Figure 2). It is easy






For each feasible sectorization arrangement, an iterative
algorithm that finds the minimum power solution along
with the best linear filters is easily obtained as outlined
below.
Consider the minimum total power solution, given a
feasible sectorization arrangement. Define the power vec-
tor for all users in the cell as p = [p1, . . . , pM1 , p1, . . . ,
pM2 , . . . , p1, . . . , pMK ]













Figure 2: (a) User locations in a cell and (b) ring network con-


























for the downlink. We define the interference function I(p)








I(p) = [I11(p), . . . , I1M1 (p), . . . , I21(p), . . . , IKMK (p)
]
. (18)
The work in [9] showed that power control algorithms
in the form of p(n + 1) = I(p(n)) converge to the mini-
mum power solution if I(p) is a standard interference func-
tion. The proof that (18) is a standard interference function
follows directly from the proof given in [7] for single-sector
systems. The resulting power control algorithm first finds the
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for the downlink. The power for user i is then adjusted to
meet the SIR constraint:
p(n + 1) = I(p(n)). (21)
We should note that due to the presence of ISecI, the it-
erative power control algorithms that are run in each sec-
tor for a given arrangement interact with each other. How-
ever, cell-wide convergence is guaranteed no matter in which
order the sector power updates are executed—thanks to the
asynchronous convergence theorem in [9]. We also note that
the resulting MMSE filter suppresses both the intrasector in-
terference and the ISecI that each user experiences.
When the number of feasible sectorization arrangements
is S f , the jointly optimum sectorization arrangement, power
control, and receiver filters are found by the following algo-
rithm.
(1) For l = 1, . . . , S f , for sectorization arrangement l, find
the minimum total transmit power, TPl, using the MMSE
power control algorithm described above.
(2) Choose the sectorization arrangement that yields
min lTPl, along with the corresponding transmit power val-
ues and receiver filters found in step (1).
As explained before, the number of feasible sectorization




. Thus, the number of power con-
trol algorithms to be run is O(KMK ). In practice, however,
the number of feasible scenarios can be significantly smaller.
We note that cells that are heavily loaded are the ones which
would significantly benefit from employing several interfer-
ence management techniques in a jointly optimum fashion.
In such cases, it is unlikely that sectorization arrangements,
where there is a small fraction of the sectors serving most
of the users, would turn out to be infeasible; that is, not all
users can achieve their target SIR. Also, physical constraints
of the directional sector antennas typically impose a mini-
mum angular separation constraint between users, in addi-
tion to minimum and maximum sector angle constraints.
Nevertheless, when the number of users/sectors is relatively
large, we may opt to look for solutions with reduced com-
plexity that result in near-optimum performance. Such algo-
rithms are presented next.
6. NEAR-OPTIMUM SECTORIZATION
6.1. Ignoring ISecI
If the directional antenna patterns have a fast decay for the
out-of-sector range, the amount of ISecI experienced by a
user would be small as compared to intrasector interference.
In such cases, sectorizing the cell by ignoring the intersector
interference is expected to perform close to the optimum.
Ignoring the existence of ISecI leads to perfectly isolated
sectors, as considered in [2]. In this case, as [2] shows, the
sectorization problem can be converted to a shortest path
problem on a network that is constructed from the string
obtained from breaking the ring in Figure 1 between any
two nodes. Such M shortest path problems should be solved,
each of which has complexity O(KM2). The work in [12]
showed that in the special case where equicorrelated signa-
ture sequences are used, a closed-form expression for sector
received power exists for UTP, and the weight of each edge of
the network can be calculated readily. However, for arbitrary
signature sequences, as we consider here, the calculation of
each weight entails running the iterative power control algo-
rithms, U-PC or D-PC. Thus, the sectorization complexity is
reduced only when K > 3.
6.2. Variations on equal loading
An intuitively pleasing and simple solution is to design sec-
tors such that an equal number of users reside in each sector.
The intuition behind is to try to equalize the “load” per sec-
tor as much as possible. The angular boundaries of sectors
are determined such that an equal number of users reside in
each sector with respect to a reference point. Next, the corre-
sponding transmit power values and receiver filters are found
via running the power control algorithm described in Sec-
tion 2. This process has to be repeated M/K times by shift-
ing the reference point with 0◦ angle to the next user from
the previous reference point. The sectorization arrangement
with minimum total transmit power is selected as the best
“equal number of users per sector solution.”
When the terminal distribution is uniform, equal load-
per-sector solution is expected to work well. However, as
the terminal distribution becomes nonuniform, equal load-
per-sector solution needs to be improved to achieve near-
optimum performance. We have observed that the following
algorithm improves the equal load-per-sector solution and
works near optimum in a range of scenarios. Once the equal
load-per-sector solution that yields the minimum (cell) total
power is found, we move the boundaries of the sector with
the minimum total power to include users from neighboring
cells, in an eﬀort to try to shift a user that may cause substan-
tial increase in sector power to the neighboring sector that
has the least power expenditure. Specifically, we try to maxi-
mize the minimum Pk, where Pk is the sector received power
in the uplink case, or the sector transmit power in the down-
link case for the kth sector antenna. Although it is diﬃcult
to draw general conclusions for a system with no particu-
lar channel or signature set structure, we find that running a
couple of the above iteration improves the performance in all
of our simulation scenarios considerably as compared to the
equal number of users per sector performed near optimum.
7. NUMERICAL RESULTS
7.1. Perfect channel estimation
We consider a heavily loaded CDMA cell with processing
gain N = 16 and number of users M = 25. We assume
three paths for both uplink and downlink. In the multipath
model, the delay of the first path is set to 0. For all other
channel taps, each successive tap is delayed by either 1 or
2 chips, with probability 1/2, that is, the delay spread is at
most 4 chips. The channel tap diﬀerence between two suc-
cessive tap gains is |A| dB, where A∼N (0, 20). The cell is
to be partitioned to K = 6 sectors. In the antenna pattern
model, we set θ2 − θ1= 15◦, P = −10 dB, and the max-
imum angle constraint (max (2θ1)) = 120◦. We assume no
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Uplink with uplink OS 1.3107 1 7, 12, 16, 21, 23
Uplink with downlink OS 1.3239 1 7, 11, 15, 20, 22
Downlink with downlink OS 1.1781 1 7, 11, 15, 20, 22
Downlink with uplink OS 1.2143 1 7, 12, 15, 21, 23




Uplink with uplink OS 5.1570 3, 8, 12, 16, 21, 25
Uplink with downlink OS 5.8712 2, 5, 11, 15, 21, 25
Downlink with downlink OS 4.9123 2, 5, 11, 15, 21, 25
Downlink with uplink OS 5.2204 3, 8, 12, 16, 21, 25
channel estimation error in this section. AWGN variance is
set to σ2 = 10−13, which is appropriate for 1 MHz channel
bandwidth.
The numerical results demonstrate the performances of
optimum sectorization (OS), sectorization done ignoring the
ISecI as explained in Section 6.1 (NOS-1), and sectorization
done using the algorithm described in Section 6.2 (NOS-2).
To assess the benefit of adaptive uplink and downlink cell
sectorizations with multiuser detection (receiver filter opti-
mization), we compared our results with (i) conventional
sectorization (equal angular partition) when the base station
(for the uplink) or each terminal (for the downlink) employs
MMSE multiuser detection (EAP), and (ii) adaptive opti-
mum sectorization when the base station or each terminal
uses adaptive matched filters (AMFs). For clarity of presenta-
tion of our results, we number all M users in the cell in the or-
der of the increasing angular distances from a reference line.
In the tables, we present that “the sector arrangement” iden-
tifies the users that belong to each sector. Among M users
throughout the sectors, sector arrangement (A1,A2, . . . ,AK )
corresponds to sector 1 which has users (A1, . . . ,A2−1), sec-
tor 2 which has users (A2, . . . ,A3−1), . . . , and sector K which
has users (AK , . . . ,M, 1, . . . ,A1 − 1). For example, among 25
users in a cell, sector arrangement (1,3,7,13,19,23) corre-
sponds to sector 1 which has users 1 and 2, sector 2 which
has users 3–6, sector 3 which has users 7–12, and so on.
Our first set of numerical results aims to show the diﬀer-
ence between the optimum sectorization arrangements for
uplink and downlink. Figures 4 and 5 show the optimum
sectorization for uplink and downlink with random signa-
tures and single path, for uniform and nonuniform user dis-
tributions over the cell. Tables 1 and 2 show the correspond-
ing optimum total transmit power values. They also tabulate
the resulting transmit powers for uplink when downlink OS
arrangement is used, and for downlink when uplink OS ar-
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Figure 4: Comparison of optimum sectorization with random sig-
nature for uplink and downlink; uniform terminal distribution.
Figures 6, 7, 8, and 9 show uplink and downlink sector
boundaries for uniform and nonuniform user distributions,
respectively. Tables 3, 4, 5, and 6 show the total transmit pow-
ers and sectorization arrangements of the optimum sector-
ization (OS), NOS-1, and NOS-2 in uniform and nonuni-
form distributions, respectively. It is seen that the optimum
as well as near-optimum algorithms we proposed outper-
form EAP and AMF; that is, employing all three interfer-
ence management methods, power control, receiver filter




















Figure 5: Comparison of optimum sectorization with random sig-





















Figure 6: Sector boundaries for the uplink of a CDMA system with
uniform user distribution. Number of users, M = 25; processing
gain, N = 16; number of sectors, K = 6.
optimization, and adaptive sectorization jointly results in
better performance than employing both power control and
receiver optimization (EAP), and power control and adap-
tive sectorization with adaptive matched filters (AMFs). In
fact, AMF [2] returns a feasible solution only for the down-
link uniform distribution example. As expected, for uniform




















Figure 7: Sector boundaries for the uplink of a CDMA system with
nonuniform user distribution. Number of users, M = 25; process-






















Figure 8: Sector boundaries for the downlink of a CDMA system
with uniform user distribution. Number of users, M = 25; process-
ing gain, N = 16; number of sectors, K = 6.
tion works well with the added advantage of MMSE receiver
filters to suppress intra- and intersector interferences. How-
ever, for nonuniform user distribution, EAP has poor per-
formance and requires about 3 dB more transmit power than
OS for the uplink (see Table 4). Lastly, we note that NOS-
2, the computationally simplest algorithm of the three algo-
rithms we propose, generally performs near optimum and is




















Figure 9: Sector boundaries for the downlink of a CDMA system
with nonuniform user distribution. Number of users, M = 25; pro-
cessing gain, K = 6; number of sectors, K = 6.
Table 3: Results for the system in Figure 6.
Method Total trans. power Sector arrangement
OS 1.7932 3, 8, 10, 17, 20, 23
NOS-1 2.131 3, 6, 10, 15, 21, 24
NOS-2 1.8634 3, 8, 10, 15, 19, 23
EAP 2.2554 1, 6, 8, 15, 20, 23
AMF Infeasible
Table 4: Results for the system in Figure 7.
Method Total trans. power Sector arrangement
OS 9.1034 3, 6, 13, 15, 21, 25
NOS-1 12.4324 3, 8, 10, 15, 19, 24
NOS-2 10.5515 2, 6, 10, 13, 18, 21
EAP 20.6324 1, 3, 5, 7, 20, 25
AMF Infeasible
better than NOS-1. NOS-1, which simply ignores the ISecI,
also has good performance, at the expense of computational
complexity that may not be much lower than that of OS. The
degree of suboptimality of NOS-1 is strictly a function of the
antenna patterns; that is, the smaller the out-of-sector range
of the directional antenna is (fast decay of side lobes), the
closer NOS-1 will perform to OS.
7.2. Channel estimation error
The adaptive cell sectorization concept relies on the fact that
users’ channels/physical locations are known. Hence, it is ap-
propriate to investigate the robustness of the methods against
channel estimation errors. In this section, we provide numer-
Table 5: Results for the system in Figure 8.
Method Total trans. power Sector arrangement
OS 2.5114 1, 8, 13, 18, 19, 23
NOS-1 2.5457 1, 8, 12, 18, 19, 24
NOS-2 2.5300 1, 8, 10, 13, 18, 22
EAP 2.5977 1, 6, 8, 15, 20, 23
AMF 2.8262 1, 6, 10, 17, 19, 23
Table 6: Results for the system in Figure 9.
Method Total trans. power Sector arrangement
OS 10.8223 1, 5, 6, 13, 15, 21
NOS-1 11.7079 1, 3, 8, 10, 17, 20
NOS-2 10.9893 1, 5, 8, 13, 17, 21
EAP 13.7195 1, 3, 5, 7, 20, 25
AMF Infeasible
Table 7: Total transmit power (TP) for uniform terminal distribu-
tion, γ∗ = 5.
σ2h 0.001 0.01 0.05 0.1 0.15
Uplink γ 5.4 5.8 6.6 7.2 7.8
TP 1.9314 2.1063 2.5105 3.0644 4.5743
Downlink γ 5.2 5.8 6.4 7.0 7.4
TP 2.6148 2.9510 3.4680 4.2674 5.2034
Table 8: Total transmit power (TP) for nonuniform terminal dis-
tribution, γ∗ = 5.
σ2h 0.001 0.01 0.05 0.1 0.15
Uplink γ 5.2 5.8 6.6 7.2 8.0
TP 9.5024 10.7346 13.0244 16.3320 23.4525
Downlink γ 5.2 5.8 6.4 7.0 7.4
TP 11.2585 12.6676 14.7034 17.7137 22.1825
ical results to show the robustness of optimum sectorization
against Gaussian channel estimation errors. Estimated path
loss gain ĥ is modeled as




where h is the true channel gain and E(e) = 0. Figures 10
and 11 show probability (SIR > γ∗) versus target SIR in
MMSE power control for uplink and downlink, respectively.
The target SIR (TSIR) in MMSE power control is the ac-
tual target SIR value used in the power control algorithms
U-PC and D-PC, whereas γ∗ is the minimum QoS require-
ment for reliable communication. In the presence of estima-
tion errors, TSIR should be chosen such that the original tar-
get for reliable communication γ∗ should be achieved most
of the time. Hence, TSIR should include a margin to com-
pensate for channel estimation errors. We set TSIR to the
value that satisfies probability (SIR > γ∗) = 0.9 in Figures
9 and 10 and term it as eﬀective target SIR, γ. Tables 7 and
8 show the resulting total transmit power for diﬀerent σ2h
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Table 9: Robustness of optimum sectorization against Gaussian estimation error.
σ2h 0.001 0.01 0.05 0.1 0.15
Uniform Uplink Robustness 85% 65% 54% 49% 46%
Downlink Robustness 99.9% 96% 63% 50% 44%
Nonuniform Uplink Robustness 99.9% 99.9% 94% 87% 82%
Downlink Robustness 99.9% 99% 90% 83% 72%
151050




























Figure 10: Uplink probability (SIR > γ∗) versus TSIR for Gaussian
channel estimation error σ2h = 0.001, 0.01, 0.05, 0.1, 0.15, γ∗ = 5.
values. Figures 12 and 13 show the convergence of the SIR
for each user for σ2h = 0.001 and σ2h = 0.01, respectively.
As expected, increased normalized estimation error variance
causes the total minimum transmit power to increase. Ta-
ble 9 shows the robustness of optimum sectorization against
Gaussian channel estimation error. The percentages shown
represent the percentages of channel estimation error real-
izations that yield the same optimum adaptive cell sector-
ization arrangement as the ones that use the perfect channel
estimates. For example, at σ2h = 0.01 for nonuniform dis-
tribution, for 99.9% of the time, the optimum sectorization
arrangement does not change. It is observed that the scenario
with the uniform distribution of users is more vulnerable to
estimation errors as compared to the nonuniform distribu-
tion. This may be attributed to the fact that when the users
are uniformly distributed in the cell, the number of feasible
sectorization arrangements is a lot higher than in the case of
nonuniform distribution. However, note that in general the
cases of nonuniform user distribution, which appears to be
fairly robust to estimation errors, are of interest since adap-
tive sectorization is more beneficial in such scenarios.
8. CONCLUSION
In this paper, we considered the joint optimization prob-
lem of cell sectorization, transmit power control, and lin-
ear receiver filters and provided a comprehensive study for
CDMA cells where the base station is equipped with vari-
able beamwidth directional antennas, and the base station
151050




























Figure 11: Downlink probability (SIR > γ∗) versus TSIR for

















Figure 12: Uplink individual user SIR convergence for Gaussian
channel estimation error σ2h = 0.001, γ = 5.4.
(for uplink) and the terminals (for downlink) have the abil-
ity to perform linear multiuser detection. We formulated the
problems for uplink and downlink for arbitrary signature se-
quences and observed that in general the resulting sector-
ization arrangements that optimize the uplink user capac-
ity would be diﬀerent from those in the downlink. We pro-
posed algorithms that would find the optimum solution, as
well as near-optimum solutions with reduced complexity.
















Figure 13: Uplink individual user SIR convergence for Gaussian
channel estimation error σ2h = 0.01, γ = 5.8.
Numerical results confirm that intelligently combining
power control, receiver filter design, and cell sectorization
leads to improved uplink and downlink user capacities as
compared to employing one or a couple of these interfer-
ence management methods. That is, the cell can serve more
simultaneous users with the same resources. We also numeri-
cally tested the robustness of cell sectorization arrangements
against channel gain estimation errors and found that, for
a range of scenarios of interest, the optimum sectorization
arrangement stays the same, and we could compensate for
channel estimation errors by a slight elevation in the total
transmit power.
In conclusion, although exploring the interactions of the
three interference management methods considered in this
paper, power control, sectorization, and multiuser detection
requires more complexity on system design as compared to
an unoptimized system, the improvement in user capacity
that is achieved may very well justify the additional complex-
ity. This is true especially for slowly changing environments
where channel gains and user activity status do not change
frequently.
APPENDIX
A. PROOF OF OBSERVATION 1
Uplink transmit power is minimized when the SIR constraint
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Equation (A.1) has the form
[
I− γ∗F]pr = γ∗σ21, (A.2)
where pr = [p1h1, p2h2, . . . , pMhM] is the uplink received
power vector. Note that si si = 1 due to the assumption of
unit energy signatures. F is the squared cross-correlation ma-
trix whose diagonal entries are zeros. A nonnegative solution
pr exists if and only if the Perron-Frobenius eigenvalue of F
is less than 1/γ∗ [22]. The solution is
pr = γ∗σ2
[
I− γ∗F]−11 = γ∗σ2A1. (A.3)
Observe that since F is symmetric, A is symmetric, that is,






Ai j , i = 1, . . . ,M (A.4)










Ai j , i, j = 1, . . . ,M. (A.5)
For the downlink, we also have to satisfy all SIR con-
























































Defining u = [1/h1, 1/h2, . . . , 1/hM], the solution for the
optimum downlink powers is
q = γ∗σ2[I− γ∗F]−1u = γ∗σ2Au. (A.7)
































because Aij = Aji.
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