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ABSTRACT
QUANTUM PHASE TRANSITIONS IN DISORDERED
BOSON SYSTEMS
SEPTEMBER 2018
ZHIYUAN YAO
B.Sc., UNIVERSITY OF SCIENCE AND TECHNOLOGY OF CHINA
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Nikolay V. Prokof’ev and Professor Boris V. Svistunov
In this dissertation, we study the superfluid-insulator quantum phase transition in dis-
ordered boson systems. Recently, there has been considerable controversy over the valid-
ity of the scaling relation, φ = νz = νd with φ the critical-temperature exponent, ν the
correlation length exponent, z the dynamical critical exponent, and d the spatial dimen-
sion, of the superfluid–Bose-glass quantum phase transition in three dimensions. Experi-
ments and numerical simulations on disordered quantum magnets reported φ ≈ 1.1(1) and
ν ≈ 0.75(10), contradicting the scaling relation and the associated conventional scaling hy-
pothesis for the singular part of the free energy [4,5]. We determine various critical exponents
of the superfluid–Bose-glass quantum phase transition in three-dimensional disordered Bose-
Hubbard model through extensive Monte Carlo simulations. Our numerical study shows the
previous studies on disordered quantum magnets were performed outside the quantum critical
region, and our results for the critical exponents are in perfect agreement with φ = νz = νd.
vi
We next move to study theoretically and numerically the superfluid-insulator quantum phase
transition in one-dimensional disordered boson systems. While the superfluid-insulator tran-
sition in the weak disorder limit is well understood through the perturbative renormalization
group study by Giamarchi and Schulz, transitions in the strong disorder regime are beyond
the reach of this method. This problem was recently attacked by Altman et al. with the
real space renormalization group method. They reached the conclusion that the superfluid-
insulator transition in the strong disorder regime can be explained by the Coulomb blockade
physics of weak links. However, their method is actually uncontrolled. Taking account of
the crucial role of the hydrodynamic renormalization of weak links, finally, Pollet et al. put
forward an asymptotically exact renormalization group theory of the superfluid-insulator
transition. Based on this theory, we are able to provide an accurate description of the inter-
play between the well-known Giamarchi-Schulz criticality and the new weak-link criticality.
A significant part of the ground-state phase diagram of one-dimensional disordered Bose-
Hubbard model at unit filling is also determined numerically. In particular, we established
the position of the multicritical point beyond which the new weak-link criticality takes over
of the Giamarchi–Schulz criticality.
vii
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INTRODUCTION
The interplay between interaction and disorder has been a fascinating yet extremely difficult
subject in quantum physics. For fermion systems, the effect of disorder can be explored
alone without invoking the complications brought about by interactions. For boson systems,
however, interaction has to be included from the beginning since the ground state for the
non-interacting boson system is pathological with all the bosons condensing into the lowest
potential well. To keep the local density and the compressibility of the system finite, inter-
action has to be included in a fundamental way, and we have to solve the whole problem
with both interaction and disorder all at once.
As shown by Giamarchi and Schulz using perturbative renormalization group (RG)
method [40, 41], in one dimension, disorder can drive a superfluid-insulator (SF-I) quan-
tum phase transition (QPT) in the weak disorder regime. The critical condition for this
transition turns out to be universal with Kc = 3/2 where K is the Luttinger liquid (LL)
parameter related to the compressibility, κ, and the superfluid stiffness, Λs, by K = pi
√
κΛs.
Following the pioneering work of Giamarchi and Schulz, the general problem of the combined
effect of interaction and disorder in boson systems in arbitrary dimension was systematically
investigated by Fisher et al. [7]. In particular, they studied the ground-state properties of the
disordered Bose-Hubbard (DBH) model with generic diagonal disorder. While in the pure
case (no disorder), the phase transition is between a superfluid (SF) and a Mott-insulator
(MI), a new insulating phase—the Bose-glass (BG) phase—will emerge in the presence of
disorder. They also argued that the BG phase is expected to always intervene between
the SF and the MI phases [subsequently this was proved to be a theorem in Refs. [15, 16]],
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i.e., there is no direct SF-MI transition in the presence of disorder. The dynamical critical
exponent of the superfluid–Bose-glass (SF-BG) transition was shown to be always equal to
the spatial dimension, z = d, and the critical-temperature exponent, φ, governing the scal-
ing behavior of critical temperature of the superfluid–normal-liquid (SF-NL) classical phase
transition near the quantum critical point, Tc ∝ |gc − g|φ, was predicted to obey the scaling
relation, φ = νz.
However, recent experiments and quantum Monte Carlo simulations on Br-doped DTN, a
disordered S = 1 antiferromagnet, reported φ = 1.1(1) and ν = 0.75(10) [4,5] for the SF-BG
quantum phase transition (QPT) in three dimensions, in direct contradiction with an exact
bound for QPTs in disordered systems, ν ≥ 2/d [14], and the exact relation φ = νz = νd. As
a result, the conventional scaling hypothesis for the singular part of free energy of the SF-BG
transition was challenged. We investigated this problem by Monte Carlo simulations and
found the reported φ = 1.1(1) was actually fitted in regions outside of the quantum critical
region. After adopting another strategy with broader quantum critical region, our extensive
classical and quantum Monte Carlo simulations validate the scaling relation φ = νz with
z = d = 3, φ = 2.7(2), and ν = 0.88(5).
In one dimension, there have been considerable efforts and progress in uncovering the
combined effect of interaction and disorder after pioneering work of Giamarchi and Schulz
(GS). For a single impurity, no matter how weak or strong, Kane and Fisher reached the
remarkable conclusion that the single impurity will drive a pure LL to an insulator whenever
K < 1, and that the system remains LL if K > 1 [43, 44]. Later, it was recognized that
both the Giamarchi–Schulz physics and the Kane-Fisher physics can be easily understood by
evoking Popov’s hydrodynamic action in terms of the phase field [47]. In this representation,
superfluidity is exclusively destroyed by instanton–anti-instanton pairs, or, equivalently, by
vortex–anti-vortex pairs in the (1+1)-dimensional phase field, suggesting Kc = 3/2 was the
only critical condition for SF-I transition in generic disordered systems. However, inspired by
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the special roles of weak links (strong potential barriers) in destroying superfluidity classically
in one dimension, in a series of papers, Altman et al. studied the SF-I transition in one-
dimensional (1D) disordered Josephson-junction array with real-space RG method, and found
superfluidity can be destroyed by weak links connecting regions of superfluids in the strong
disorder regime [51–53, 55]. However, their real-space RG method is not asymptotically
exact and is uncontrolled. On the other hand, numerical simulations on the 1D disordered
quantum rotor model have found that the critical LL parameter of the SF-I transition indeed
becomes non-universal when the disorder strength is above a certain threshold [59], calling
for a new theory of SF-I transitions in one dimension.
After a careful study of the effect of weak links, Pollet et al. developed an asymptotically
exact RG theory of SF-I transition in one-dimensional disordered systems and found weak
links are indeed responsible for a new universality class, the weak link criticality, in the
strong disorder regime [57]. The critical LL parameter for the weak-link criticality is given
by the relation Kc = ζ
−1 where ζ−1 is a microscopic parameter governing the scaling of
the strength of the typical weakest link with increasing system size. Based on this theory,
we studied the crossover behavior between the Giamarchi–Schulz criticality and the weak-
link criticality, and obtained an analytic description of the crossover behavior [58]. We also
applied the theory to study the ground-state phase diagram of the one-dimensional DBH
model at unit filling (commensurability is not relevant for the critical behavior of the SF-BG
transition [64]) and showed the new weak-link criticality constitutes, roughly speaking, half
of the SF-BG critical line.
This thesis is organized as follows. In Chapter 1, we briefly discuss the ground-state
phase diagram of the DBH model and the scaling relations of the critical exponents. The
path-integral representation, the Worm algorithm, and the J-current model used in our
Monte Carlo simulations are introduced in Chapter 2. Our numerical study on the critical
3
exponents of the SF-BG QPT in three dimensions is presented in Chapter 3. Chapter 4 is
devoted to our analytical and numeric studies on SF-I transitions in one dimension.
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CHAPTER 1
CRITICAL BEHAVIOR OF DISORDERED BOSON SYSTEMS
1.1 Quantum phase transitions
A quantum phase transition (QPT) is the phase transition of a quantum system at zero
temperature where the nature of the ground-state wave function undergoes a qualitative
change across the quantum critical point (QCP) [2, 3]. This change can be due to either
an actual level-crossing of the ground state and the lowest excited state, or an avoided
level-crossing which becomes progressively sharp with increasing system size and results in
a singularity in the thermodynamic limit. In either case, the ground-state energy is singular
(non-analytic) at the QCP. QPTs caused by actual level crossing are often first order and
quantum zero-point fluctuations are not important. On the other hand, QPTs resulted
from avoided level-crossings are often continuous phase transitions where fluctuations play
a crucial role in determining the critical behavior. Since the latter ones are more common
and interesting, we will focus exclusively on the continuous quantum phase transitions from
now on. In contrast to classical phase transitions, which are entirely driven by thermal
fluctuations, quantum phase transitions are driven only by zero-point fluctuations as a result
of Heisenberg’s uncertainty principle.
A classical phase transition can be tuned by changing temperature, but a QPT is realized
only by tuning certain parameter, g, of the Hamiltonian (the tuning parameter can be
chemical potential µ in H − µN for the grand canonical ensemble) since T ≡ 0 for QPTs by
definition. However, QPTs are very similar to classical phase transitions in many respects.
In path-integral formulation, a d-dimensional quantum system can often be mapped to a
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(d + 1)-dimensional classical system with imaginary time being the extra dimension, and
g playing essentially the same role as temperature in a classical phase transition. Similar
to the correlation length, ξ, in spatial directions, a temporal correlation length, ξτ , can be
defined in the imaginary time direction.
This becomes evident when one considers the large imaginary time behavior of the follow-
ing zero-temperature correlation function in Matsubara representation (the space dependence
of the operators is suppressed),
〈A(τ)B(0)〉 =
∑
n
〈0 |A|n〉〈n |B| 0〉e−τEn0 τ→∞−−−→ C e−τ Ω , (1.1)
where C is a relatively smooth function of τ and Ω is the characteristic energy dictating
the asymptotic decay of the correlation function. For a gapped system of which the low-
energy spectrum is discrete, the dominant contribution comes from the lowest excited state
|1〉. In this case, C = 〈0 |A| 1〉〈1 |B| 0〉 and Ω = E10, i.e., the characteristic energy is just
the excitation gap. If the system is gapless, the formal sum over the eigenstates becomes
an integral, and Ω will be the characteristic energy scale of the low-energy spectral density
of the system. In either case, Ω−1 can be identified as the correlation length (~ = 1) in
imaginary time direction. Similarly to classical phase transitions, as g → gc, both ξ and ξτ
diverge. And the divergences of ξ on both sides of the QCP are captured by a single critical
exponent ν. The same is true for ξτ . However, since the action for the (d + 1)-dimensional
classical representation is in general anisotropic, it is necessary to introduce a new exponent,
the dynamical critical exponent z, to characterize the singular behavior of ξτ near the QCP,
ξτ = Ω
−1 ∼ ξz ∼ |g − gc|−νz (1.2)
where ν is the conventional correlation length critical exponent (from now on we will take
ξ and ξτ as dimensionless numbers which are scaled with lattice spacing in spatial and
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imaginary time directions respectively.). Other critical exponents can be defined similarly.
For example, the anomalous exponent η can be defined by the power law behavior of the
following correlation function
G(r, τ) =
〈
ψˆ(r, τ)ψˆ†(0, 0)
〉
−
〈
ψˆ(τ)
〉〈
ψˆ†(0)
〉
∼ 1
rd+z−2+η
g(r/ξ, τ/ξτ ) (1.3)
for long distance and large time near the QCP.
Quantum Critical
gc g
T
0
SF
MI
Figure 1.1: A sketch of the finite temperature phase diagram of the pure Bose-Hubbard model
in dimensions d ≥ 2 at integer particle number fillings. The QPT is between a superfluid
shown as the green region and a Mott insulator shown as the blue line on the T = 0 axis (Mott
insulators only exist at zero temperature). At finite temperature, the quantum critical point
(the red dot) is at the end of a continuous phase transition line between a superfluid and a
normal liquid (right of the green line and above zero temperature). It turns out that the shape
of this transition line near the quantum critical point is determined by properties of the QPT
at zero temperature. The blue dotted line is not a real phase transition line but a crossover
line across which the behavior of the finite temperature conductivity changes quantitatively.
The quantum critical region illustrated as the gray shaded region is distinguished from other
regions by dynamics [2].
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Brute force study of QPTs numerically is also often impractical since simulations are
typically performed for finite system sizes at finite temperatures (finite lengths in imaginary
time). However, QPTs can still be studied by methods such as finite size scaling (FSS). For
example, near the QCP, a scale-invariant physical quantity O such as the winding number
(to be discussed in Chapter 2) will take the following scaling form,
O(L, β) = f(ξ/L, ξτ/Lτ ) = f˜(L
1/νδ, Lz/Lτ ) , (1.4)
where L is the system size, Lτ = ~β, and δ = |g − gc|/gc is the reduced “temperature” of
the (d+ 1)-dimensional classical system. If we fix the value of Lz/Lτ , then for big enough L
and δ = 0, the quantity O(L, β) will be a constant for different system sizes. This method,
in principle, allows us to determine exponents ν and z simultaneously.
Studying QPTs can also help us understand low temperature physics of the system. It is
quite common that the quantum critical point is joined by a finite temperature continuous
phase line as shown in Fig. 1.1. Because points on the finite temperature phase transition line
have to be singularities in physical quantities such as O(L, β), i.e., f is singular when ξτ/Lτ
is equal to a certain constant A, the finite temperature phase transition line is determined
by
kBTc = AΩ ∼ |gc − g|νz , (1.5)
where Tc is the critical temperature of the classical phase transition.
1.2 Ground-state phase diagram of the disordered Bose-Hubbard
model
The Hamiltonian of the DBH model is
H = −
∑
<ij>
tij(b
†
ibj + H.c.) +
∑
i
Ui
2
ni(ni − 1)−
∑
i
(µ+ δµi)ni (1.6)
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where <> denotes the summation over nearest-neighbor sites, bi (b
†
i ) is the boson annihi-
lation (creation) operator, ni = b
†
i bi is the density operator, tij is the hopping amplitude,
Ui is the on-site repulsion, µ is the chemical potential, and δµi is the bounded, disordered
on-site potential. Arguably, this is the simplest model that describes the combined effects
of interaction and disorder in boson systems. Moreover, this model is also relevant for
many experimental systems, such as 4He in porous media (for example Vycor) and on var-
ious substrates, disordered Josephson junctions where Ui and tij depend on the size of the
superconducting grains and distances between them, cold atoms in disordered optical lat-
tices [8–10], and disordered quantum magnets [11].
We will focus on the case of diagonal disorder here where both the hopping amplitude
and on-site repulsion are site-independent, tij = t and Ui = U , and disorder is only in the on-
site potential δµi. Typically and in the following discussions, δµi is taken to be distributed
uniformly in [−∆,∆] and uncorrelated in space, where ∆ is the strength of the disorder.
The Hamiltonian of the DBH model we will study in this thesis is
H = −t
∑
〈ij〉
(b†ibj + H.c.) +
U
2
∑
i
ni(ni − 1)−
∑
i
(µ+ δµi)ni . (1.7)
Without randomness, ∆ = 0, the model is known as the Bose-Hubbard (BH) model. The
ground-state phase diagram of the BH model consists of two phases: a Mott insulator (MI)
phase characterized by integer particle number filling, 〈ni〉 = n, and a gap in particle or
hole excitation; and a superfluid phase featuring off-diagonal long range order in dimensions
d ≥ 2 and algebraic quasi-long-range order in one dimension. The properties of the MI phase
are easy to understand by considering the limiting case of vanishing hopping, t = 0. The
Hamiltonian then becomes a sum of on-site Hamiltonians Hi where
9
Hi =
U
2
ni(ni − 1)− µni , (1.8)
and it is exactly solvable. The ground-state wave function of the system is a direct product
of the ground-state wave function for each site, |Ψ0〉 =
∏
i⊗|n〉i. This integer filling remains
unchanged in the region (n − 1)U < µ < nU (n = 0 if µ < 0) until the degenerate points
where µ = mU (m is a non-negative integer) are reached. The single particle (hole) excitation
energy of the system is given by Ep = nU − µ [Eh = µ− (n− 1)U ]. Now consider the case
of small hopping amplitude t/U  1, the ground state will remain an eigenstate of the
total particle number operator, N =
∑
i ni, because [N,H] = 0 and there is a finite gap
for particle or hole excitation. Assuming translational invariance, we immediately reach the
conclusion of integer filling per site of the MI.
Clearly, the MI-SF transition is determined by the vanishing of particle or hole excitation
of the system. Because the kinetic energy gained by one extra particle (hole) hopping around
the system grows with increasing hopping amplitude t, the region of MI will shrink with
increasing t, resulting in a lobe shape of the MI phase as illustrated in Fig. 1.2. For the
simple reason that [N,H] = 0, the particle (hole) excitation energy of the MI phase is given
by the distance to the upper (lower) phase boundary along the direction of the chemical
potential axis, E10 = |µ − µc| where µc is the chemical potential at the transition point. It
follows that the value of νz, which controls the singular behavior of the lowest excitation
energy E10 (Ep or Eh) near the QCP for generic density-driven SF-MI transition away from
the tip of the Mott phase, is equal to one, E10 = |µ−µc| = |µ−µc|νz, a result valid in arbitrary
dimension. The SF-MI transition at the Mott tip with fixed density is different as the first
excitation energy E10 is the sum of the particle and hole excitation energies, E10 = Ep +Eh.
By introducing an auxiliary field that decouples the hopping term of the Hamiltonian and
integrating out the original coherent field, one will arrive at a (d + 1)-dimensional field
theory that features emergent particle-hole symmetry and space-time isotropy at the critical
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point [2,7]. Therefore, the universality class of this fixed-density transition is the same as the
(d+ 1)-XY universality class, and z = 1 because of space-time isotropy. The value, νz = ν,
determines the singular shape of the SF-MI transition line near the Mott tip. For d ≥ 3, the
shape is parabolic since ν = 1/2.
SF
µ/U
t/U
MI (n=2)
MI (n=3)
MI (n=1)
3
2
1
0
(a) The ground-state phase diagram of the
pure BH model comprises the commensurate
MI phase and the SF phase, as illustrated in
the figure.
SF
µ/U
t/U
MI (n=2)
MI (n=3)
MI (n=1)
3
2
1
0
BG
BG
(b) The schematic ground-state phase dia-
gram of the DBH model for relatively weak
disorder, ∆ < U/2, where the emerging BG
phase always intervenes between the MI and
SF phase.
Figure 1.2: A sketch of the ground-state phase diagram of the pure and disordered Bose-
Hubbard model.
To understand the QPTs in the DBH model, it is still easier to start with the special case
of zero hopping. For a site with integer filling n, the particle and hole excitation energies are
given by nU−µ−δµi and µ+δµi− (n−1)U respectively. Because of the randomness in δµi,
the system is only gapped (remains MI) for (n − 1)U + ∆ < µ < nU −∆ (MI is destroyed
whenever ∆ > U/2). The density of the system in the gapless region nU −∆ < µ < nU + ∆
grows linearly from n to n + 1 with increasing chemical potential, resulting in a finite and
constant compressibility κ = 1/2∆ in this region. This phase is known as the Bose-glass
11
phase. With nonzero hopping term, for reasons discussed before, the MI region will shrink,
and the low energy excitations of the system will be quasi-particle and quasi-hole excitations.
The phase boundary between the MI and BG phases can be determined by the rare region
considerations. The probability of seeding an arbitrary large region where the chemical
potential is shifted upwards or downwards uniformly by ∆ is small but finite. These rare
regions, if not for their finite sizes, correspond to the phase in the pure case where the
chemical potential is µr (µ + ∆ or µ − ∆). If the phase is superfluid for µr in the pure
system, these rare regions will be superfluids locally with lowest excitation energies inversely
proportional to their volume. Since the size of the rare regions can be arbitrary large in
the thermodynamic limit, the system is gapless and not a gapped MI. Actually, it has been
proved that the MI-BG phase is determined by the condition ∆ = Eg/2 = min(Ep, Eh), i.e.,
the disorder strength equals the smaller value of the particle and hole excitation energies in
the pure system [16]. As a result, the MI-BG phase transition line has a kink at the Mott tip
as shown in Fig. 1.2b [17, 18]. The MI-BG transition driven by rare regions depends only
on the disorder strength and is of Griffiths-type [19, 20]. Since the probability of seeding a
large rare region is exponentially small [21], the Griffiths-McCoy singularity of the BG phase
will show up as an essential singularity.
The low energy excitations of the BG phase just outside the MI phase can be viewed
as quasi-particles and quasi-holes of the rare regions (SF lakes) on the background of a MI.
These excitations are localized for reasons similar to the Anderson localization. Alway from
the MI-BG transition line towards the BG-SF transition line, the SF lakes grow in number
and size. However, global phase coherence between them is not maintained. This means
if we apply a phase twist at the boundary of the system, the phase twist will be absorbed
by MI regions. And the free energy of the system remains the same, i.e., the superfluid
stiffness Λs of the BG phase is zero. While the BG is an insulator, its compressibility is
finite. A rough estimate of the compressibility of the BG phase can be given by considering
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superfluid lakes with typical size r and separation R(r) [1]. The quasi-particle excitation
energy of the SF lake, EN+1−EN , scales with r as 1/κ0(r)rd where κ0(r) is the compressibility
of the superfluid lake. Only those superfluid lakes with the quasi-particle (quasi-particle)
excitation level in the vicinity of the chemical potential will make a nonzero contribution to
the compressibility. Because of the uniform distribution of the on-site disordered chemical
potential, the probability of the on-site chemical potential to be in a region δµ near the
quasi-particle excitation energy is expected to be δµ/(EN+1 − EN). The compressibility of
the system is therefore
κ =
∂n
∂µ
≈
∑
r
lim
δµ→0
(
1
Rd(r)
δµ
EN+1 − EN
)
/δµ ∼
∑
r
κ0(r)
rd
Rd(r)
. (1.9)
A consequence of the finite compressibility (finite density of states of quasi-particle excita-
tions at zero energy) of the BG phase is the infinite uniform superfluid susceptibility χ [7]
defined as
χ =
δ〈ψ(r, τ)〉
δh
∣∣∣∣
h=0
=
∫ β~
0
∫
dτ dr 〈ψ(r, τ)ψ∗(0, 0)〉 =
∫ β~
0
∫
dτ dr G(r, τ) (1.10)
where the average is calculated for the action
S[ψ] = S0[ψ] +
∫ β~
0
∫
dτ dr [hψ∗(r, τ) + h∗ψ(r, τ)] (1.11)
with S0[ψ] the action of the unperturbed system. Since quasi-particle is localized in space, a
finite density of states of quasi-particle excitations at zero energy implies a nonzero single-
particle density of states ρ1(0) defined as
ρ1(ω) =
1
Z
∑
n
∣∣〈n ∣∣ψ†(r)∣∣ 0〉∣∣2 δ(ω − ωn0) . (1.12)
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The large imaginary time behavior of G(r, τ) is therefore
G(r, τ) =
∫ ∞
0
dωρ1(ω)e
−ωτ → ρ1(0)/τ . (1.13)
It is evident from Eq. (1.10) that long-range correlation in imaginary time leads to infi-
nite uniform superfluid susceptibility just as the case for the paramagnetic phase of one-
dimensional random transverse field Ising model [22].
The size and number of the superfluid lakes grow with increasing hopping amplitude.
At certain point, global phase coherence is achieved across the system, and a phase twist
at the boundary of the system will result in an increase in free energy. This defines the
BG-SF transition point. We have argued that immediately outside the MI phase, the extra
small amount of quasi-particles and quasi-holes will be localized, i.e., the BG phase should
intervene between the MI and SF phases in the presence of disorder. The absence of a direct
MI-SF transition in the presence of disorder was first proved in one dimension based on the
RG method [46] and was later proved in general by theorem of inclusions which states the
transition to the SF phase is always from a gapless phase [1,15]. The proof follows from the
observation that one can always find arbitrary large regions of SF lakes in the BG phase for
generic BG-SF transitions which does not depend on the bound of disorder alone (in contrast
to the MI-BG transition).
1.3 Scaling relations between critical exponents
The scaling behavior of various physical quantities near the BG-SF quantum critical
point can be derived in analogy with the classical continuous phase transition. To this end,
we first define the free energy density f of the system as
f = lim
β,V→∞
−1
βV
lnZ . (1.14)
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On approach to the QCP, the system can be viewed as an ensemble of βV/ξdξτ independent
regions. If we split f into singular part, fs, and analytic part, fa, according to hyperscaling
in general valid for short-range interactions below the upper critical dimension [24, 25], the
singular part of the free energy per correlation volume ξdξτ is a finite number A,
fs ξ
dξτ = A . (1.15)
Furthermore, two-scale-factor universality (hyperuniversality) states that A is universal [26–
28].
In terms of δ = |g − gc|/gc, the reduced tuning parameter, fs is expected to behave as
fs(δ) ∼ δν(d+z) (1.16)
on approach to the critical point. Subsequently, the singular behavior of various physical
quantities can be determined by performing derivatives with respect to fs. However, the
scaling relation for the superfluid stiffness Λs can not be obtained in this way since Λs is
determined by the response of the system subject to twisted boundary conditions instead of
external fields. Noticing that the response to the boundary condition is a finite size effect,
the scaling relation for Λs can be derived by FSS [7,23]. For large but finite system size and
inverse temperature, fs can be written as
fs(δ) ∼ δν(d+z)Y0( ξ
L
,
ξτ
β
) . (1.17)
In the presence of phase twist θ along a certain spatial direction, the corresponding singular
part of free energy, f θs (δ), is
f θs (δ) ∼ δν(d+z)Yθ(
ξ
L
,
ξτ
β
) . (1.18)
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Here the function Y0 and Yθ are of the order of unity functions when ξ/L 1 and ξτ/β  1
since fs (with and without phase twist) has to reduce to fs ∼ δν(d+z) for infinite system at zero
temperature. Moreover, Y0(0, ξτ/β) = Yθ(0, ξτ/β) which reflects the fact that the response
to phase twist is a finite size effect. Therefore, for large L one would expect Yθ−Y0 ∝ (ξ/L)2
in accordance with the definition of a nonzero superfluid stiffness, f θ(δ) − f(δ) ∝ ΛsL−2,
(the difference of full free energy density equals the difference of singular part of free energy
density because the dependence of Y on L, ξ/L, is singular). Equating the difference of free
energy calculated in two ways,
Λs
1
L2
∼ δν(d+z) ξ
2
L2
, (1.19)
immediately leads to the generalized Josephson scaling relation,
Λs ∼ δν(d+z−2) . (1.20)
The scaling relation for the full compressibility κ can also be obtained in this way as κ is
related to the phase twist along the imaginary time direction. The long-wavelength, low-
energy physics of a superfluid is described by the Popov’s hydrodynamic action [1],
S[φ] =
∫
dr
∫ β~
0
dτ
[
in0(x)∂τφ+
Λs
2
(∇φ)2 + κ
2
(~∂τφ)2
]
. (1.21)
Here n0(x) (no τ dependence) is the expectation value of the local density, and φ(x, τ) is the
coarse-grained superfluid phase field. The free energy increase under phase twist along the
imaginary time direction, therefore, scales as f θ(δ)− f(δ) ∝ β−2, and κ scales as
κ ∼ δν(d+z−2z) = δν(d−z) . (1.22)
Note the “extended-scaling” assumption is made in the derivation of the scaling relations
of Λs and κ. Strictly speaking, δ is L dependent, and under certain circumstances, the
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generalized Josephson scaling relation will get modified [23]. Since κ is finite both in the
BG and SF phases, κ should also be finite at the QCP. As a result, the dynamical critical
exponent equals the spatial dimension of the system, z = d.
At finite temperature, while the insulating BG phase ceases to exist and becomes the
normal liquid (NL) phase, the SF phase can persist in dimensions higher than one. In this
case, there will be a SF-NL classical phase transition at low temperature (λ transition of
4He is an example). The singular dependence of critical temperature on tunning parameter
of the SF-NL transition at low temperature defines the critical-temperature exponent φ,
Tc(δ) ∼ δφ . (1.23)
As shown in Eq. (1.5), φ is given by φ = νz.
For transitions in pure systems, the introduction of weak disorder, such as weak on-site
or bond disorder, can destabilize the fixed point. Consequently, the sharp phase transition
in the pure system is rounded (no phase transition anymore), or a new disorder fixed point
will emerge and replace the pure fixed point. However, if the pure fixed point is stable in
the presence of weak disorder, a relation for the correlation length critical exponent ν of the
pure system,
ν ≥ 2/d , (1.24)
called the Harris criterion [12], must be satisfied.
Although weak random disorder is not guaranteed to be an irrelevant perturbation when
Harris criterion is fulfilled, violating it, ν < 2/d , means that the critical behavior of the
phase transition in the disordered system, if exists, will be different from that of the pure
system. The new critical exponent ν of the disorder system will still satisfy the Harris
criterion [2,13,14]. We now show this relation, ν ≥ 2/d, for the critical exponent ν associated
with transitions in disordered systems. Suppose the transition is controlled by a parameter x,
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for example the concentration of impurities. By the very definition of the correlation length,
the disordered system can be viewed as an ensemble of subsystems of size of the correlation
length. From the central limit theorem, the typical fluctuation of x of a subsystem will be
∼ (ξd)−1/2 ∼ δνd/2 where δ = |x− xc|/xc. Self-consistency of the existence of a well-defined
critical point requires that the typical statistical deviation δνd/2 is smaller than δ, i.e., the
inequality ν ≥ 2/d must hold. It should be clear that the above argument (actually the
original argument developed by Harris) also implies that the Harris criterion, Eq. (1.24),
must be satisfied if the weak disorder is an irrelevant perturbation on the pure fixed point.
The relation ν ≥ 2/d for the SF-BG transition has important implication for the upper
critical dimension, dc, of this transition. Above dc, hyperscaling breaks down because of
dangerously irrelevant operators [24]. And the critical exponents take their mean-field values.
Particularly, ν = 1/2 for the correlation length and ν(d+z−2) = 1 for the superfluid density.
However, these mean-field critical exponents violate the relation ν ≥ 2/d, which implies that
dc =∞ and that z = d holds in all dimensions.
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CHAPTER 2
THE PATH-INTEGRAL REPRESENTATION AND THE
WORM ALGORITHM
In this chapter, we will present the formalism of the path-integral representation widely
used in directly simulating boson systems. Besides, we will introduce a mapping of the DBH
model to a classical model, the J-current model, that can be used to efficiently study the
critical physics. Our numerical studies in chapter 3 and chapter 4 will be based on materials
presented here.
2.1 The path-integral representation
The central object in statistical physics is the partition function,
Z = Tr e−βH , (2.1)
where H is understood as the Hamiltonian minus the chemical potential term, µN , when
calculating the grand canonical partition function. If we split the Hamiltonian into the
hopping part and the potential energy part, H = K + U , the imaginary time evolution
operator can be written in a compact way,
e−βH = e−βU Tτ e−
∫ β
0 dτK(τ) , (2.2)
where K(τ) = eτUKe−τU and Tτ is the time ordering operator.
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The explicit form of the Dyson series for the time ordering part is (refer to [29] for
example)
Tτ e
− ∫ β0 dτK(τ) =
∞∑
n=0
(−1)n
∫ β
τn−1
dτn · · ·
∫ β
τ1
dτ2
∫ β
0
dτ1K(τn)K(τn−1) · · ·K(τ1) . (2.3)
In Fock basis where U is diagonal, the typical matrix element in calculating the partition
function becomes
〈
α0
∣∣e−βUK(τn)K(τn−1) · · ·K(τ1)∣∣α0〉 = 〈α0 ∣∣e−(β−τn)UKe−(τn−τn−1)UK · · · e−(τ2−τ1)UKe−τ1U ∣∣α0〉
=
∑
α1
∑
α2
· · ·
∑
αn−1
e−(β−τn)Uα0Kα0,αn−1e
−(τn−τn−1)Uαn−1Kαn−1,αn−2 · · · e−(τ2−τ1)Uα1Kα1,α0e−τ1Uα0
=
∑
α1
∑
α2
· · ·
∑
αn−1
e−
∫ β
0 U(τ)dτKα0,αn−1Kαn−1,αn−2 · · ·Kα1,α0 .
If we interpret |αi〉 as the state of the system from τi to τi+1, the imaginary time evolution
of |α(τ)〉 from 0 to β subject to the boundary condition |α(τ = 0)〉 = |α(τ = β)〉 forms
trajectories as shown in Fig. 2.1a. In this language, the partition function becomes the
sum of the statistical weights of all trajectories. Take the DBH model for example. With
K = −t∑〈ij〉(b†ibj + b†jbi), the partition function in Fock basis becomes
Z =
∞∑
n=0
∫ β
τn−1
dτn · · ·
∫ β
τ1
dτ2
∫ β
0
dτ1
∑
ν
Wn,ν . (2.4)
And the explicit expression of Wn,ν is
Wn,ν =
n∏
m=1
t
√
nj(τm)[ni(τm) + 1] exp
{
−
∫ τm
τm−1
dτ
(
U
2
∑
i
ni(τ)[ni(τ)− 1]−
∑
i
µini(τ)
)}
,
where ni(τm) is to be understood as the occupation number at time infinitesimal before τm.
For positive t or bipartite lattices where only even values of n are allowed, the statistical
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weights are always positive. Therefore, the path integral representation is well suited for
Monte Carlo simulations. Moreover, a trajectory can be decomposed into a series of single
particle propagating loops, called worldlines, that wind along imaginary time and spatial
directions because of the particle number conservation law and periodic boundary condition.
Configuration space consists of closed loops with positive weights can be then efficiently
sampled by Worm algorithm [32–34]. Another advantage of the path integral representation
r
β
(a) The configuration space of the partition
function consists of worldlines (the line thick-
ness represents the site occupation number
r
β
Ira
Masha
(b) Worm algorithm sampling in the ex-
tended space of closed loops and one open
line with two free ends.
Figure 2.1: Path integral representation of the partition function of boson systems and the
Worm algorithm.
is that the twisted boundary condition can be easily implemented. Similar to a elastic
medium that the increase of the free energy under stretch or compression determines its
elastic modulus, the free energy increase of a boson system under twisted boundary condition
determines its superfluid stiffness, a measure of the “rigidity” of the phase field. The twisted
boundary condition (a gauge flux of θ),
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∮
∇θ · d` = θ + 2piM , (2.5)
where M is an integer and the integral is to be understood in discrete sense, can be introduced
by adding a phase factor of to the hopping amplitude,
t b†j bi → teiθij b†j bi .
where θij = θj− θi. Since only closed loops (worldlines) contribute to the partition function,
the phase factor associated with a trajectory will be eiWθ where W is the winding number
along the direction of the applied phase twist. Therefore, the partition function with the
applied phase twist acquires the form,
Z(θ) =
∑
W
ZW e
iWθ , (2.6)
where ZW is the part of the partition function based on configurations with winding number
W of the original system (θ = 0). For a cubic system, the superfluid stiffness is given by
Λs = −kBT L
2
V
∂2 lnZ(θ)
∂θ2
∣∣∣∣
θ=0
=
kBT
Ld−2
〈W 2〉 = kBT
dLd−2
〈W2〉 , (2.7)
where W2 =
∑d
i=1 W
2
i is the sum of winding number squared along different spatial directions
[31]. The number of worldlines has the meaning of total particle number in the system. The
advantage of working in the grand canonical ensemble is that the compressibility defined as
κ = ∂n/∂µ can be computed from the particle number fluctuations of the system,
κ =
β
V
[〈N2〉 − 〈N〉2] . (2.8)
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2.2 J-current model
Although a quantum system can be directly simulated in path integral representation, it
is still desirable to map the quantum system to a classical one as long as only the universal
critical behavior is concerned. To find a mapping to a classical model, we start by considering
the pure BH model. At large integer filling, the BH model can be quantitatively represented
by the quantum rotor model,
H = −t
∑
〈ij〉
cos(θi − θj) + U
2
∑
i
L2i , (2.9)
where θ and L are canonical conjugated variables, [θi, Lj] = iδij, and the eigenvalues of Li
are integers from −∞ to +∞. In Feynman’s path integral representation [30], the partition
function can be written as
Z =
∫
Dθ
∑
L
exp[−S(θ, L)] (2.10)
with the action S given by
S =
∑
i,m
−iLi(τm) [θi(τm+1)− θi(τm)] + U∆τ
2
∑
i,m
L2i (τm)− t∆τ
∑
〈ij〉,m
cos [θi(τm)− θj(τm)]
where ∆τ is the imaginary time spacing, i and m are the indices of the lattice site and
imaginary time respectively. In the limit of vanishing ∆τ , the cos(θi − θj) term can be
replaced with its Villain approximation [60] without changing the critical behavior,
et∆τ cos(θi−θj) ∆τ→0−−−→
√
2pi
Kτ
+∞∑
n=−∞
exp
{
− 1
2Kτ
(θi − θj − 2pin)2
}
, Kτ = 2 ln
2
t∆τ
, (2.11)
since the symmetry of the θ field is preserved. To integrate out the θ field, we rewrite the
above Villain approximation using the Poisson summation formula,
+∞∑
n=−∞
√
2pi
K
e−
1
2K
(θi−θj−2pin)2 =
+∞∑
m=−∞
e−Km
2/2eim(θi−θj) . (2.12)
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Integration over θ is then straightforward and leaves us with a classical statistical model
known as J-current model [61],
Z =
′∑
{Jn,α}
exp
[
−1
2
∑
n,α
KαJ
2
n,α
]
. (2.13)
Here n = (i,m) is the site index for the (d + 1)-dimensional classical system, α enumerates
space-time directions xˆ, yˆ, zˆ, · · · and τˆ , and Jn,α is the integer valued variable living on the
bond connecting sites n and n + α. The coupling parameters are related to the original
parameters by Kα=τˆ = Kτ = 2 ln
2
t∆τ
and Kα 6=τˆ = U∆τ . The prime over the summation
denotes the constraint on Jn,α imposed by integration over θi(τm),
∑
α
(Jn,α + Jn,−α) = 0 (2.14)
where the convention for Jn,−α is that Jn,−α = −Jn−α,α. Graphically, this divergence-free
condition for Jn,α translates to the condition of closed loops. As shown in Fig. 2.2, by
associating positive and negative values with different directions, the configurations of this
model become oriented loops, which naturally emerge in the study of the XY model by high-
temperature expansions [67]. Moreover, with uniform spatial and temporal coupling constant
Kn,α = Kα, this model is in the same universality class as the XY model. Physically, Jn,τ is
particle number (deviation from the average to be more precise) of spatial site i from time τm
to τm+∆τ , and Jn,α along the spatial direction (α 6= τˆ) can be interpreted as spatial current.
Then this divergence-free condition is a statement of the particle number conservation law.
Because Jn,τˆ is the particle occupation number, the diagonal disorder of the original DBH
model can be implemented by adding a spatial-dependent disordered chemical potential term
in Eq. (2.13). Still, the limit of ∆τ → 0 poses a problem for numerical simulation. However,
we can simply replace Kα by K since rescaling space and time is not expected to change
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τr
Figure 2.2: The configuration space of the J-current model consists of integer-valued closed
loops. Here we represent a bond with positive Jn,α with an arrow pointing in the α direction
and one with negative value with an arrow pointing in the −α direction. The width of a line
is proportional to the value of |Jn,α|.
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the universal critical behavior [61]. One can then drive a phase transition by tunning the
parameter K. The Hamiltonian of the classical system we will study in our simulation is
therefore,
βH = K
′∑
n,α
J2n,α −
∑
n
µiJn,τ , (2.15)
where µi = µ+δµi with δµi uniformly distributed within [−∆,∆] and uncorrelated in space.
By imposing a phase twist or equivalently a gauge field in the original system,
− t cos(θi+1 − θi) −→ −t cos(θi+1 + θ/L− θi) , (2.16)
and repeating the previous derivation, it is easy to show that the partition function and the
“superfluid stiffness” of the J-current model have the same form as that of Eq. (2.6) and
Eq. (2.7).
2.3 Worm algorithm for J-current model
Since the worm algorithm for simulating the quantum system in the path integral repre-
sentation is well documented in the literature [32–34], we will focus on the worm algorithm
for the J-current model. The essence of worm algorithm for models with configurations of
closed loops is to enlarge the configuration space to include an open line (a worm) with
two end points [72]. For our case, we will choose a directed line, and use the name Masha
(M) and Ira (I) to encode the starting and end points respectively as shown in Fig. 2.3.
The convention for the bond current carried by the open line is the same as those of closed
loops. We will move the end points randomly and only collect statistics when I =M, i.e.,
when the configuration only consists of closed loops. Although being very simple, this worm
update fulfills the ergodicity requirement. By choosing the same form of “Hamiltonian” for
the statistical weight of states in the enlarged configuration space, the statistical weights of
the physical states are also properly sampled.
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Figure 2.3: A typical Monte Carlo update in worm algorithm for the J-current model.
2.3.1 Complete algorithm
For numerical reasons, we will restrict the value of bond current in spatial directions to
[−JMaxr , JMaxr ] and the value of bond current in temporal directions to [JMinτ , JMaxτ ] without
changing the universal physics near the critical point. Using υ to denote the direction of α
or −α, the complete algorithm is described as below.
1. PROPOSE
• If no worm exists, select at random a new lattice site n to set I =M = n, a
direction υ, and one end point, I or M, to move in this direction;
• If a worm exists, select at random I orM, and a direction υ to move the chosen
end point;
2. ACCEPT/REJECT
• If the proposed end point is I
◦ If υ is in spatial directions and Jn,υ 6= JMaxr , determine the acceptance ratio
R and accept the update with probability min{R, 1}
◦ If υ = τˆ and Jn,υ 6= JMaxτ , or if υ = −τˆ and Jn,υ 6= −JMinτ , determine the
acceptance ratio R and accept the update with probability min{R, 1}
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• If the proposed end point is M
◦ If υ is in spatial directions and Jn,υ 6= −JMaxr , determine the acceptance ratio
R and accept with probability min{R, 1}
◦ If υ = τˆ and Jn,υ 6= JMinτ , or if υ = −τˆ and Jn,υ 6= −JMaxτ , determine the
acceptance ratio R and accept the update with probability min{R, 1}
3. COLLECT STATISTICS
• Update Jn,υ, Jn+υ,−υ and L−1α
∑
n Jn,α, and collect statistics of winding numbers
Wα = L
−1
α
∑
n Jn,α for α 6= τˆ and particle number N = L−1τ
∑
n Jn,τˆ if I =M.
2.3.2 Acceptance ratios
The Ira move in the direction of υ always changes Jn,υ to Jn,υ + 1. If υ is in spatial
directions, the acceptance ratio R is
R =
Wν′
Wν
= exp {−K(2Jn,υ + 1)} .
The acceptance ratios of Ira move in −τˆ and τˆ directions take different forms with
R =
Wν′
Wν
= exp {−K(2Jn,υ + 1)± µi} ,
where the plus sign is for υ = −τˆ and the minus sign is for υ = τˆ . The Masha move always
changes Jn,υ to Jn,υ − 1. The acceptance ratio in spatial directions is given by
R =
Wν′
Wν
= exp {K(2Jn,υ − 1)} .
In the case of temporal move, the acceptance ratios for −τˆ and τˆ directions are
R =
Wν′
Wν
= exp {K(2Jn,υ − 1)∓ µi} ,
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CHAPTER 3
CRITICAL EXPONENTS OF THE SF-BG TRANSITION IN
THREE DIMENSIONS
In this chapter, we will closely follow Ref. [42] and present our results for the critical
exponents of SF-BG transition in three dimensions, which resolved the critical-temperature
exponent “crisis”, φ ≈ 1.1(1) and ν = 0.75(10), reported by Yu et al. [4, 5], and validated
the quantum critical relations φ = νz and z = d.
3.1 The φ-exponent “crisis”
As have been discussed in the first chapter, based on scaling arguments and the fact that
κ is finite at the critical point of the quantum SF-BG transition, it was predicted that the
dynamic critical exponent, z, always equals the dimension of space; i.e., z = d [7]. And
the critical temperature exponent for the SF-NL transition satisfies the relation φ = νz.
Therefore, with the Harris criterion ν ≥ 2/d [12, 14] for the correlation length exponent in
disordered systems taken into consideration, it is expected that φ ≥ 2, within the standard
picture of quantum critical phenomena.
Despite substantial research efforts in the last two decades, some aspects of the universal
critical behavior described above remain controversial (see, e.g., Ref. [11]). For instance,
Ref. [6] argues that finite κ at the SF-BG critical point might come from the regular analytic
(rather than singular critical) part of the free energy, and, thus, z < d should be considered as
an undetermined critical exponent. Moreover, recent experiments on magnetic systems [4], as
well as quantum Monte Carlo simulations of related disordered S = 1 antiferromagnets with
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single-ion anisotropy [5], which use magnetic field (equivalent to the chemical potential in the
bosonic system) as a control parameter to drive the system to quantum criticality, report
compelling evidence that the values φ ≈ 1.1(1) and ν ≈ 0.75(10) are in strong violation
of the key relation φ = zν and the bound φ ≥ 2. As a result, finite-temperature scaling
relations used to describe SF-BG criticality for decades, are challenged.
3.2 Numerical study of the hard-core DBH model
Consider the hard-core DBH on the simple cubic lattice (equivalent to the spin-1/2 XY-
ferromagnet in magnetic field) with the Hamiltonian
H = −t
∑
〈ij〉
(
b†ibj + h.c.
)
−
∑
i
(µ+ δµi)ni . (3.1)
The symbols carry the same meanings as those in Eq. (1.7), and δµi is also uniformly
distributed on the [−∆,∆] interval and uncorrelated in space. The only difference is the
hard-core constraint ni ≤ 1 as a consequence of infinite U in the original model. The SF-BG
transition is induced by fixing disorder strength at ∆/t = 16 and decreasing the chemical
potential, similarly to the protocol employed in Refs. [4,5,11]. Our data for Tc(µ) are shown
in Fig. 3.1. They feature an extended region in the parameter space where Tc(µ) is decreasing
by closely following the reported (µ− µc)1.1 law. However, with highly accurate data for Tc
(our system sizes are at least an order of magnitude larger than in previous work) we observe
that the last point is deviating from this power-law well outside of its error bar, see inset in
Fig. 3.1, indicating that most of the points in Fig. 3.1 might not be in the critical regime yet.
This observation is confirmed by revealing the n(µ) dependence in Fig. 3.2. Since density
remains finite at the QCP, one requirement of being in the quantum critical region is to
have n(µ)− n(µc) n(µc). This condition is clearly violated for most of the points used to
establish the Tc ∝ (µ− µc)1.1 law in previous studies at low fields.
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Figure 3.1: Critical temperature of the hard-core Bose-Hubbard model as a function of
chemical potential for disorder strength ∆/t = 16 fitted to the Tc = A(µ− µc)1.1 power law.
The dashed line is to guide an eye.
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Figure 3.2: Density at the thermal critical point of model (3.1) as a function of chemical
potential for ∆/t = 16. The dashed line is a linear fit.
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3.3 Critical exponents of the SF-BG transition in three dimen-
sions
Since current problems with scaling relations are likely originating from strong n(µ)
dependence when µ is used as a control parameter (leading to the critical region with ex-
tremely small Tc values), we radically change the strategy and study the SF-BG criticality
as a function of disorder strength ∆ at constant density. Universal properties of QCPs in
d-dimensions can be equally well studied using (d+ 1)-dimensional classical mappings which
are algorithmically superior from the numerical point of view. Therefore, we performed our
simulation on the J-current model (2.15) with constraints Jn,α=τ = 0, 1 and Jn,α 6=τ = −1, 0, 1
to further speed up simulation. Since commensurability is not relevant for the SF-BG crit-
icality [64, 65], we simulate our model (2.15) with K = 2 at half-integer filling factor, when
µ = K.
Accurate determination of the critical exponent φ ultimately rests on precise location of
the QCP, or critical disorder strength ∆c, where the power law originates. [Otherwise, one
can be easily mislead by the transient behavior (similarly to one shown in Fig. 3.1). Likewise,
all data points for the J -current model can be fit nearly perfectly with the power law based on
φ ≈ 3.3 if ∆c is kept as a free parameter.] To determine ∆c along with the correlation length
exponent ν, we employ FSS of scale-invariant mean-square winding number fluctuations,
〈
W 2
〉
=
1
d
∑
α=x,y,z
〈
W 2α
〉
, (3.2)
where Wα = 1/Lα
∑
n Jn,α is the winding number in α direction. If small detuning from the
QCP is characterized by δ = (∆c − ∆)/∆c, then the correlation lengths in space and time
directions, ξ and ξτ , diverge as ξτ ∝ ξz ∝ |δ|−νz, and 〈W 2〉 is a universal function of length
scale ratios
〈W 2〉 = f(L/ξ, Lτ/ξτ ) = f˜(L1/νδ) . (3.3)
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In the last equality we assume that the ratio Lτ/L
z is fixed. By plotting 〈W 2〉 for different
system sizes, one determines the critical parameter from the crossing point of f˜ curves (if z
was guessed correctly). As can be seen from Fig. 3.3, our FSS data are in perfect agreement
with the scaling relation z = d established in [7].
For FSS at the QCP we fix Lτ/L
3 = 2 and consider only large system sizes from N =
2× 126 to N = 2× 206 sites (we hit the limit of what modern computer cluster can handle
in reasonable time, given that every parameter point has to be averaged over 5000− 20000
disorder realizations). The crossing of f˜ -curves shown in Fig. 3.3 pinpoints the critical
disorder strength to be at ∆c = 9.02(5).
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Figure 3.3: Finite-size scaling plots for 〈W 2〉 = f˜(L1/νδ) for system sizes L = 12 (black),
L = 14 (red), L = 16 (blue), L = 18 (magenta), and L = 20 (green) with fixed ratio Lτ =
2L3. Data points are fitted with second-order polynomials. We do not observe corrections
to scaling within our error bars.
34
From Eq. (3.3), it follows that at the critical point
∂〈W 2〉/∂∆ = const× L1/ν , (3.4)
enabling one to determine the correlation length exponent ν from the slopes of universal
curves at the crossing point. The corresponding analysis is shown in Fig. 3.4 where ν =
0.88(5) is deduced from the log-log plot of f˜ derivatives. This result is in full agreement with
previous findings [5, 71].
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Figure 3.4: Deducing 1/ν from the linear fit of ln |∂〈W 2〉/∂∆| as a function of lnL using 4
points near the critical point, ∆ = 8.8, 9.0, 9.2, 9.4. Error bars are based on the uncertainty
of the fitting procedure, given the data points and their statistical error bars in Fig. 3.3.
We now proceed to the evaluation of the critical-temperature exponent φ from accurate
measurements of Tc(∆) (using similar FSS analysis) and the power-law Tc = Aδ
φ fit to the
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lowest transition temperatures, see Fig. 3.5. In striking contrast to Fig. 3.1 and previously
reported results [4, 5], all data points nicely follow the power-law curve Tc ∝ (8.83 −∆)3.27
as Tc decreases nearly two orders in magnitude! If ∆c were left undetermined we would have
to conclude that φ ≈ 3.3. However, if the power-law fit is performed with the known value
of QCP (i.e., with ∆c = 9.02), the prediction is different: The φ exponent decreases from
2.9 to 2.7 as we reduce the number of the lowest-temperature points to be included in the
fit from Tc < 0.1 to Tc < 0.01. We thus claim our final result as φ = 2.7(2), which is in good
agreement with the prediction based on the quantum critical relation φ = zν with z = 3 and
ν = 0.88(5). [The order parameter exponent deduced from the constant-density approach,
β = 1.50(2), also differs significantly from the value β ≈ 0.6(1) characteristic of the transient
µ/t ≥ −14 interval.]
To verify the universality of our findings and to shed light on what to expect if a simi-
lar study is attempted experimentally using magnetic or cold-atom systems, we performed
quantum Monte Carlo simulation of model (3.1) at half-integer filling factor (i.e., at µ = 0, or
zero external magnetic field in the case of spin-1/2 XY -ferromagnet). Our data for normal-
to-superfluid transition temperature as a function of disorder strength are shown in Fig. 3.6
(Tc(∆) was determined from FSS analysis of 〈W 2〉 plots with 8 ≤ L ≤ 64). Given that
simulations of quantum models are more challenging numerically, we did not attempt to
determine ∆c and averaged results over smaller number of disorder realizations, from 5000
at high temperature to 500 at low temperature. The lowest transition temperatures can be
perfectly fitted to the Tc ∝ (∆c −∆)2.7 law with ∆c/t = 24.67. This critical behavior starts
at temperatures as high as Tc/t < 0.5 and we were able to verify it down to Tc/t ≈ 0.03,
see Fig. 3.6 inset. There is no doubt that the φ > 2 condition is satisfied at the SF-BG
transition.
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Figure 3.5: Critical temperature of the J -current model as a function of disorder strength.
Solid line is the power-law fit to the lowest transition temperatures assuming known location
of the quantum critical point. Dashed line is a power-law originating from ∆ = 8.83.
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Figure 3.6: Critical temperature dependence on disorder strength in the hard-core DBH at
half-integer filling factor. The solid line is a fit of the last five points to the A(∆c − ∆)φ
law with exponent φ = 2.7 fixed at the value determined from simulations of the J -current
model. From this fit we predict that the quantum critical point is located at ∆c ≈ 24.67.
Error bars are shown but are smaller than the symbol size. Inset: Zoom in to the tail of the
main plot.
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3.4 Concluding remarks
In summary, we addressed the current φ-exponent “crisis” for the superfluid-to-Bose
Glass universality class in three dimensions. Previous work questioned conventional scaling
relations z = d and φ = zν with ν > d/2 for the SF-BG quantum critical point. Us-
ing extensive Monte Carlo simulations of the hard-core DBH and its classical J -current
counterpart we were able to identify problems with previous analysis (strong dependence of
density/magnetization on chemical potential/external magnetic field on approach to quan-
tum criticality). We argued that z = d as an exact relation, and used it to determine the
critical-temperature exponent φ from simulations of the J -current model. Our final result
φ = 2.7(2) is in good agreement with the quantum critical prediction φ = zν = dν based on
ν = 0.88(5), putting the controversy to an end. We verified universality of our findings and
determined under what conditions the φ exponent can be studied experimentally.
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CHAPTER 4
SUPERFLUID–BOSE-GLASS QUANTUM PHASE
TRANSITION IN ONE DIMENSION
In this chapter, we will first introduce several important concepts, such as Luttinger
liquid theory and Kane-Fisher renormalization, essential for our later discussion. We will
then present an asymptotically exact theory renormalization-group theory of the superfluid-
insulator transition in 1D disordered systems, analyze the interplay between the Giamarchi-
Schulz (instanton–anti-instanton) and weak-link (scratched-XY) criticalities, and present
our numerical results on one-dimensional DBH model at unit filling. A large portion of the
material in this chapter is adapted from [58].
4.1 Luttinger liquid theory
In 1960, Girardeau established that in one dimension there is no qualitative difference
between fermions and bosons: spinless fermions can be exactly mapped to hard-core bosons
[35]. Later, Haldane established that the low energy physics of 1D quantum liquids, bosonic
and fermionic, can be generically described by a quadratic fixed point Hamiltonian—the
Luttinger liquid (LL) Hamiltonian [36,37]. For example, the number difference of right and
left moving fermions can be identified as the phase winding number of a superfluid, and the
backscattering events of a fermion system correspond to the quantum phase slippages of a
bosonic superfluid. The underlying reason behind this generic LL description lies in a unified
description of the long-wavelength density fluctuation of 1D quantum liquids. Formally, we
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can introduce a phonon displacement field, θl(x), which takes the value of 2pin at the position,
xn, of the n-th particle. The density operator can then be expressed in terms of the θl field,
ρ(x) =
∞∑
n=−∞
δ(x− xn) =
∞∑
n=−∞
|∇θl(x)| δ(θl(x)− 2pin) = ∇θl(x)
2pi
∞∑
p=−∞
eipθl(x) , (4.1)
where θl is a monotonically increasing function by construction (∇ is to be understood as
d/dx in one dimension) [38]. It is useful to define a new field θ(x) = (θl(x)− 2piρ0x)/2 with
ρ0 the average density that represents the deviation from the perfect state in which all the
particles are evenly spaced. In this way, the density operator becomes
ρ(x) =
[
ρ0 +
1
pi
∇θ(x)] ∞∑
p=−∞
ei2p(kF x+θ(x)) . (4.2)
where kF = piρ0. Clearly, the p = 0 term corresponds to the long-wavelength smeared
density, ρq∼0(x) ≈ ρ0 +∇θ(x)/pi with ∇θ(x)/pi as the smeared density fluctuation. As usual,
the bosonic field operator can be written as ψ†B(x) = [ρ(x)]
1/2e−iφ(x) using density and phase
fields. By making use of Eq. (4.2), the field operator ψ†B(x) can be parameterized as [39]
ψ†B(x) =
[
ρ0 +
1
pi
∇θ(x)
]1/2 ∞∑
p=−∞
ei2p(kF x+θ(x))e−iφ(x) . (4.3)
The commutation relation between φ(x) and θ(x′),
[φ(x), θ(x′)] =
ipi
2
sgn(x− x′) , (4.4)
follows from that of the bosonic field operators. With the field representation of the bosonic
field operator, the fermionic one can be obtained by a Jordan-Wigner transformation,
ψ†F (x) =
[
ρ0 +
1
pi
∇θ(x)
]1/2 ∞∑
p=−∞
ei(2p+1)(kF x+θ(x))e−iφ(x) . (4.5)
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Therefore, quite generally, for both bosonic and fermionic systems, the low-energy physics
of a one-dimensional quantum liquid (LL) can be described by the θ and φ fields. Assuming
inversion symmetry, we arrive at the quadratic LL Hamiltonian,
H =
~
2pi
∫
dx
[
uK(∇φ)2 + u
K
(∇θ)2
]
, (4.6)
where K is the LL parameter and u is the renormalized velocity. A comparison of the LL
Hamiltonian with the low-energy effective Hamiltonian of a superfluid,
H =
∫
dx
[
Λs
2
(∇φ(x))2 + (δn)
2
2κ
]
, (4.7)
enables us to relate u and K to Λs and κ,
u =
√
Λs/κ~2 =
√
ns/mκ , K = pi
√
Λsκ = pi~κu , (4.8)
where ns is the superfluid number density and m is the mass of one atom of the superfluid.
4.2 Giamarchi-Schulz renormalization
In this section we will briefly review the SF-I transition of a one-dimensional disordered
boson system in the weak disorder limit. The presence of weak on-site disorder (impurities)
can be described by adding the following perturbation,
H1 =
∫
dxρ(x)V (x) , (4.9)
to the LL Hamiltonian where V (x) is the disorder potential. In the limit of weak and dense
impurities, the distribution of V (x) can be treated as a Gaussian distribution from the central
42
limit theorem,
P ({V (x)}) ∝ e− 12D
∫
dxV 2(x) , V (x)V (x′) = Dδ(x− x′) , (4.10)
where the overline stands for the average with respect to the disorder distribution, and D
is a constant characterizing the strength of the disorder. If we, in the language of fermions,
keep the most important forward and backscattering terms (will be confirmed later), the
perturbation becomes
H1 =
∫
dx
[∇θ(x)
pi
η(x) + ρ0
(
ξ(x)e2iθ(x) + ξ∗(x)e−2iθ(x)
)]
. (4.11)
Here the fields η and ξ(ξ∗) responsible for forward and backscattering processes respectively
are subject to Gaussian distributions with,
η(x)η(x′) = Df δ(x− x′), ξ(x)ξ∗(x′) = Db δ(x− x′) . (4.12)
At the Hamiltonian level, the forward scattering term can be absorbed into the LL Hamil-
tonian by a shift of θ(x) and a redefinition of ξ(x),
θ˜(x) = θ(x) +
K
u
∫ x
0
η(x′)dx′ , ξ˜(x) = ξ(x)ei
2K
u
∫ x
0 η(x
′)dx′ . (4.13)
A constant phase shift of ξ(x) does not change the distribution of the field, and we will write
ξ˜(x) as ξ(x) for notational convenience from now on. As usual, in studying the physics of
disordered systems, we will use the replica method to study the problem of n replicas. The
action of n replicas in θ representation is
Sn[{θ}] =
n∑
i=1
S0[θi]− ρ20Db
n∑
i,j=1
∫
dx
∫
dτ
∫
dτ ′ cos(2θi(x, τ)− 2θj(x, τ ′)) , (4.14)
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where S0[θ] is the action of the pure LL after integrating out the phase fluctuations,
S0[θ] =
1
2piK
∫
dx
∫
dτ
[
u(∇θ(x, τ))2 + 1
u
(∂τθ(x, τ))
2
]
. (4.15)
To derive the RG equations, we split the field into fast and slow modes, θ(x, τ) = θf + θs,
θf (x, τ) =
1
βL
∑
Λ′<|q|<Λ
ei(kx−ωnt)θ(k, ωn) , (4.16)
θs(x, τ) =
1
βL
∑
|q|<Λ′
ei(kx−ωnt)θ(k, ωn) , (4.17)
where q = (k, ωn) and Λ(Λ
′) is ultraviolet momentum-frequency cutoff. After expanding the
exponential of S1 to first order,
Z =
∫ n∏
i=1
Dθi e−S0−S1 ≈
∫ n∏
i=1
Dθi e−S0(1− S1) , (4.18)
and averaging out the fast modes, the diagonal term (replica indices i = j) takes the following
form,
ρ20Db
∫
dxdτdτ ′ cos(2θs(x, τ)− 2θs(x, τ ′)) e
− 4
βL
∑
Λ′<|q|<Λ
[1−cos(τ−τ ′)ωn] piKu
ω2n+u
2k2
. (4.19)
Since the term in the exponential is fast decaying, the main contribution comes from small
|τ − τ ′|. The expansion of cos(2θs(x, τ) − 2θs(x, τ ′)) in |τ − τ ′| generates a quadratic term
(∂θ/∂τ)2 which renormalizes
1
2piKu
,
1
2piK(∞)u(∞) =
1
2piK(α)u(α)
+ ρ20D
∫ ∞
α
4τ 2
( τ
α
)−2K
dτ , (4.20)
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where α is the ultraviolet cutoff in imaginary time. Meanwhile, the value of
u
2piK
is not
renormalized in this order. Therefore, the full set of leading order RG equations are,
dD˜
d`
= (3− 2K)D˜ , (4.21)
dK
d`
= −K
2
2
D˜ , (4.22)
du
d`
= −uK
2
D˜ , (4.23)
where D˜ ∝ ρ20uDb represents the strength of disorder. According to Eq. (4.8), the superfluid
stiffness is always renormalized down, while the compressibility remains the same under RG
flow. As discussed in chapter 2, the superfluid stiffness and the compressibility are related to
the free energy response of phase twists in spatial and temporal directions respectively. If we
attribute the renormalization effects to vortexes in a two-dimensional classical system, this
implies that only vertical vortex–anti-vortex pairs are contributing to the renormalization,
a point will be confirmed later.
On one hand, it is clear that D˜ begins to increase indefinitely whenever the condition
K(`) < 3/2 is fulfilled, signaling that the thermodynamic state of the system is an insulating
state. On the other hand, if the condition K(`) < 3/2 is never met, the system will flow to a
pure LL fixed point with K(∞) > 3/2 and D˜(∞) = 0. Therefore, there is a SF-I transition
with universal critical LL parameter Kc = 3/2. The fact that Kc is universal indicates
that the critical condition is valid beyond the weak disorder limit. However, whether this
condition determines the whole SF-I transition line or it is only valid up to a multicritical
point beyond which a new universality class takes over is out of the reach of this perturbative
RG approach.
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4.3 Kane-Fisher renormalization
Having examined the limit of weak and dense impurities, we now switch to discuss the
physics of a single impurity in an otherwise pure LL [43,44]. Let us first consider the case of a
strong barrier (tunnel junction) placed at x = 0. In zeroth-order approximation, the system
is composed of two disconnected Luttinger liquids, which is described by the Hamiltonian,
H0 =
~
2pi
∫ 0
−∞
[
uK(∇φ1)2 + u
K
(∇θ1)2
]
+
~
2pi
∫ ∞
0
[
uK(∇φ2)2 + u
K
(∇θ2)2
]
. (4.24)
The effect of a strong but finite barrier is to introduce particle hopping across the barrier,
i.e., a perturbation
H1 = −t
(
ψ†1(x = 0)ψ2(x = 0) + H.c.
)
. (4.25)
Here t is the hopping amplitude, and t = 0 corresponds to the limit of infinite strong barrier.
After integrating out the θ field, the partition function in the φ field representation is
Z =
∫
Dφ1Dφ2 e−S[φ1,φ2] =
∫
Dφ1Dφ2 e−S[φ1(x,τ),φ2(x,τ)] (4.26)
where the action S is given by
S[φ1, φ2] =
∑
i=1,2
K
2pi
∫
dxi dτ
[
u(∇φi)2 + 1
u
(∂τφi)
2
]
− t
∫
dτ cos(φ1(0, τ)− φ2(0, τ)) . (4.27)
To obtain the RG equation for t, we need to integrate out the φi field at all positions except
for the point x = 0. This can be done by introducing two auxiliary fields ϕi(τ) for i = 1, 2
satisfying ϕi(τ) = φi(x = 0, τ) and then integrating out the original φi(x, τ) field so that the
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partition function is written in terms of ϕi(τ) field [45]. Following this procedure, we arrive
at the partition function,
Z ∝
∫
Dϕ exp
[
−K
pi
∑
ω
|ω|ϕ∗(ω)ϕ(ω) + t
∫
dτ cos 2ϕ(τ)
]
, (4.28)
where ϕ = (ϕ1−ϕ2)/2 is half of the phase difference across the barrier. The scaling dimension
of the operator cos 2ϕ can be determined by splitting the field into fast and slow modes,
ϕ = ϕf + ϕs, and integrating out the fast modes,
〈cos 2(ϕf + ϕs)〉f = b−
1
K cos 2ϕs , (4.29)
where b is the RG rescaling factor b = ed`. Therefore, the scaling dimension of the operator
cos 2ϕ is 1/K, and the leading order RG equation for t is
dt
d`
= (1− 1
K
) t . (4.30)
The LL parameter K is not renormalized at all orders in perturbation theory since the
hopping perturbation is local while K is the global coupling parameter.
In the opposite limit of weak impurity, the system can be viewed as a pure LL with the
perturbation,
H1 =
∫
dxρ(x)V (x) =
∫
dx
[
ρ0 +
1
pi
∇θ(x)] ∞∑
n=−∞
ei2n(kF x+θ(x))V (x) , (4.31)
where V (x) is centered around x = 0. The contribution of H1 to the action is
S1 ≈
∞∑
n=−∞
ρ0V−n
∫
dτ ei2nθ(x=0,τ) , (4.32)
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where Vn is the n-th Fourier component of V (x). This problem is dual to that of the strong
barrier, and the renormalization equation for Vn is
dVn
d`
= (1− n2K)Vn . (4.33)
Since free fermions correspond to K = 1, combining Eq. (4.30) and Eq. (4.33) enables us to
connect the RG flow in regions inaccessible by the perturbative RG method. The RG flow is
shown in Fig. (4.1). Therefore, regardless of the strength of the impurity , the perturbation
K
V±1
0
∞
1
Figure 4.1: A schematic plot of the global RG flow of Kane-Fisher renormalization. Note
V±1 =∞ corresponds to t = 0.
becomes relevant whenever K < 1, driving the system to isolated LL pieces (an insulator).
Otherwise, if K > 1, the perturbation is always irrelevant, and the system remains a perfect
LL (a superfluid).
4.4 Instanton theory
It turns out all the SF-I transitions described in the previous two sections can be un-
derstood from properties of 1D Popov’s hydrodynamic action [47]. In one dimension, the
topological term of Popov’s hydrodynamic action Eq. (1.21) acquires the following form,
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∫
dx
∫ β~
0
dτ in0(x)∂τφ(x, τ) =
∑
ν
2piipν
∫ xν+
xν−
dxn0(x) ≡
∑
ν
2piipνγ(xν− , xν+) , (4.34)
where
∑
ν is the summation over all the vortex–anti-vortex pairs in the two-dimensional
phase field φ(x, τ), pv is the charge of the vortex–anti-vortex pair ν, xν−(xν+) is the posi-
tion of the the vortex (anti-vortex), and γ(xν− , xν+) =
∫ xν+
xν−
n0(x) dx. In the path integral
language of time evolution in the imaginary time, these vortices (anti-vortices) correspond
to instantons (anti-instantons) where the phase undergoes a rapid change of 2pipν , making a
minimal contribution to the action [66,67].
Without the topological term, the 1D SF-I transition is driven by the proliferation of
vortex–anti-vortex pairs in the two-dimensional phase field φ(x, τ) where the BKT theory
provides an adequate description. With this term, the physics of 1D SF-I transition is still
very similar to the BKT physics since it only limits the type of vortices and anti-vortices that
can make a non-zero contribution to the partition function. For MI-SF transitions in pure
systems with integer fillings, n0(x) is a position independent integer, and all types of vortices
and anti-vortices are allowed. The partition function in the two-dimensional phase field is
thus identical to that of the continuum limit of two-dimensional (2D) XY model, and the
critical condition is Kc = 2 with dynamical critical exponent z = 1. In generic disordered
systems, due to the randomness in n0(x), the disorder average of e
2piipνγ(xν− ,xν+ ), denoted
as f(xν+ − xν−), decays over microscopic length scales. At large length scale, f(x) can be
replaced with δ(x). The effect of disorder is, therefore, to impose the condition that only
vertical vortex–anti-vortex pairs can contribute to the partition function. From the standard
free-energy-sign argument [48], the critical condition is then given by Kc = 3/2 since the
degree of freedom of a pair of vortexes in the system is reduced from four to three. In
this way, we recovered the Giamarchi–Schulz critical condition and showed that the critical
condition is valid beyond the weak disorder limit. For a single impurity, f(xν+ − xν−) is
zero unless xν− and xν+ are centered around the impurity point x = 0 (the imaginary time
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position of the vortex and the anti-vortex is arbitrary). This leads to the critical condition
Kc = 2/2 = 1, in agreement with Kane-Fisher physics.
4.5 Asymptotically exact theory of superfluid–Bose-glass quan-
tum phase transition in one dimension
The general discussion based on Popov’s hydrodynamic action seems to imply that pro-
liferation of instanton–anti-instantons is the only mechanism of zero-temperature SF-I in a
generic 1D disordered boson system. However, the previous discussion implicitly assumes
that starting from certain mesoscopic length scale the full system can be treated as a whole
LL. This is not a priori true for strong disorder where, at mesoscopic length scales, the
system is best viewed as superfluid lakes separated by weak links (tunnel junctions). It is
tempting to assert that although weak links play a role in renormalizing the LL parameter,
the transition is still driven by the proliferation of instanton–anti-instantons, and that from
Kane-Fisher physics weak links are irrelevant because Kc ≥ 3/2. However, this claim is
also incorrect because of a subtle difference here: the bare strength of the typical weakest
link becomes ever weaker with increasing system size, while in Kane-Fisher physics the bare
strength of the single weak link is fixed. With the renormalization effect of the LL parameter
by hydrodynamic phonons taken into consideration (Kane-Fisher physics), a careful study
of the role of the typical weakest links reveals a new mechanism of SF-I transition driven by
weak links in one dimension. This new weak-link universality class is named “scratched-XY
criticality” (sXY) because, in the 2D classical system, the transition becomes the SF-NL
transition of a XY model with column disorder in the form of parallel “scratches”. While
for weak disorder the mechanism of proliferation of vortex–anti-vortex always preempts the
weak-link mechanism, the situation is different in the strong disorder regime. In this section,
we closely follow [58] to present the new theory and study the sXY criticality.
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4.5.1 Distribution of weakest links
To explore the possible effect of weak links in driving the SF-I phase transition, we need
to characterize the distribution of weak links first. Theories addressing such links typically
assume a strong power-law distribution for a typical weakest link in a system of length L as
J
(L)
0 ∝
1
L1−ζ
, (4.35)
where J
(L)
0 can be thought of as a Josephson coupling over the weak link, and ζ is a well-
defined, irrenormalizable microscopic property of the disordered model. Equation (4.35)
can be justified microscopically in a number of situations [68], and, in particular, for the
classical-field counterpart of the model (1.7).
We postulate that (4.35) is valid for our quantum case. Specifically, the building blocks
of the RG theory are patches of LL separated by sharply defined weak links, the nature of
the latter being qualitatively similar to weak links in the classical-field system. By “sharp”
we mean the absence of logarithmic corrections to the power law distribution, irrespective of
weak-link properties (e.g., such as its size). Under these assumptions, the above-mentioned
classical-field phase transition [68] happens at ζ = 0. We will verify in subsection 4.5.5 that
(4.35) indeed holds numerically in all relevant regimes of the Bose-Hubbard model.
While it is difficult to rigorously derive (4.35) for the model (1.7), we can still argue why
one should expect this law (the so called exponentially rare–exponentially weak considera-
tion). Introduce the typical length, r(L), of the weakest link in the system of size L. In the
model (1.7) and similar systems, the weakest link is nothing but a rare disorder realization
such that within the length r(L) we have a mesoscopic piece of an insulating state. With
respect to its local superfluid environment, this piece behaves as a Josephson junction,
J
(L)
0 ∝ e−c2r
(L)
, (4.36)
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with a certain well-defined (in the limit of r(L) →∞ and L→∞) parameter c2 > 0.
Note that r(L) in (4.36) is a sharply defined quantity, since its absolute uncertainty, of
the order of some microscopic length, significantly changes the value of J
(L)
0 . With this fact
in mind, we write the condition for the link in question to happen with a probability of order
one as
L e−c1r
(L) ∼ const . (4.37)
The exponential factor, with a certain parameter c1 > 0, is justified by the natural require-
ment that the disorder correlation radius is much smaller than r(L). The factor L takes
into account the number of independent realizations (translations) of the rare region. From
(4.37) we have r(L) = (1/c1) lnL + O(1). Substituting this into (4.36) yields (4.35), with
ζ = 1− c2/c1.
4.5.2 Kane–Fisher renormalization of the weakest links
As has been discussed before, the coupling across a link of strength J0 is described by
the term
J0
∫
dτ cos[φ+(τ)− φ−(τ)], (4.38)
to be added to Popov’s hydrodynamic action with φ± being the phase field just before and
after the link. The link is considered weak if the condition
J0λ0κ 1 (4.39)
is met at the microscopic cutoff scale λ0, and the RG equation for the scale-dependent
strength of weak link, J(λ), is (here we do not rescale space for later convenience)
dJ(λ)
d lnλ
= − 1
K(λ)
J(λ) . (4.40)
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The condition (4.39) can be arrived from the following consideration. The link is perturbative
if the number of particles in each of the two systems is a good quantum number despite the
presence of the link. Speaking in the “Coulomb-blockade” language, this requires that J0 be
much smaller than the charging energy. Recalling that the latter is ∼ 1/(κλ0), we get (4.39).
For the sXY-criticality to occur, the critical LL parameter must be Kc ≥ 3/2, meaning
that while the absolute strength of the link, J(λ), decreases under the RG flow, its relative
strength Jλκ increases. Hence, the renormalization of J inevitably stops at the clutch scale
λ∗ given by
J(λ∗)λ∗κ ∼ 1 , (4.41)
where perturbation theory is no longer valid. Therefore, upon completing the Kane-Fisher
renormalization at the clutch scale λ∗, the link (4.35) picks up a certain renormalization
factor f(λ∗). With the help of the integral form of (4.40) this factor can be expressed as
f(λ∗) = exp
[
−
∫ lnλ∗
0
d`
K(`)
]
, ` = ln(λ/λ0) . (4.42)
The clutch condition (4.41) yields the following relation between λ∗ and the microscopic
strength of the weak link (below J0 ≡ J (L)0 )
J0f(λ∗)λ∗κ ∼ 1 . (4.43)
Finally, the renormalization of the superfluid stiffness by the weakest link, J∗ = J0f(λ∗), in
the system of size ∼ L obeys the flow equation
dΛ−1
d`
∼ 1
J∗L
∼ 1
J0f(λ∗)L
∼ κλ∗
L
. (4.44)
To avoid potential problems with the tail of the distribution of (abnormally) weak links, we
understand Λ−1(`) as the median value for different disorder realizations at a given system
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size. The theorem of critical self-averaging [56] allows us to deal with the median value
rather than the whole distribution.
Since κ does not flow with `, we readily rewrite (4.44) as the flow equation for K
dK
d`
= −wK3 , (4.45)
where
w ∼ λ∗/L ≡ e`∗−` , (4.46)
and `∗ = ln(λ∗/λ0), ` = ln(L/λ0). Along with K(`), the function w(`) (characterizing the
role of weak links at a given `) plays a central role in the flow equations. The controllability
of the RG theory requires that dK(`)/d` K(`) [i.e., K(`) flows slowly along the scales of
distance], which translates into
w(`)K2(`) 1 . (4.47)
Below we will see that this requirement is consistent with the flow equations since the latter
guarantee lim`→∞w(`) = 0 in the superfluid phase, including the critical point.
To obtain the flow equation for w(`), we substitute J0 of (4.35) into (4.43),
λ∗
L1−ζ
f(λ∗) = const . (4.48)
Taking the logarithm on both sides and differentiating with respect to ` using (4.42),
d`∗(`)
d`
=
1− ζ
1−K−1(`∗) . (4.49)
Differentiating the definition (4.46) with respect to ` and using (4.49), we get
dw
d`
=
1− ζK(`∗)
K(`∗)− 1 w . (4.50)
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Up to higher-order corrections, we can replace K(`∗) with K(`) in the r.h.s. of (4.50).
Indeed, Taylor expanding K(`∗) with (4.45) and (4.46) taken into account, we have
K(`∗) = K(`) + wK3(`)(`− `∗) + · · ·
= K(`) +K3(`)w lnw−1 + · · · ,
(4.51)
so that,when writing K(`) = ζ−1 + x(`), the r.h.s. of (4.50) becomes
1− ζK(`∗)
K(`∗)− 1 w = −
ζ[x(`) +K3(`)w lnw−1 + · · · ]
K(`) +K3(`)w lnw−1 − 1 + · · · w . (4.52)
Replacing K(`∗) with K(`) is legitimate if K3(`)w lnw−1  x(`). For large enough `, this
condition is always satisfied. As we will see later [from (4.76) and (4.77)], even in the worst
case scenario, i.e. at the critical point when the asymptotic flow of K is the strongest and
x(`)→ 0, we have
K3w lnw−1 ∝ 1
ζ2`2
ln
`√
ζ
 1
ζ2`
∼ x(`). (4.53)
Finally, taking the renormalization of K by instanton–anti-instanton pairs into consider-
ation brings us to three coupled RG equations
dy
d`
= (3/2−K) y , (4.54)
dK
d`
= −K2y2 −K3w , (4.55)
dw
d`
=
1− ζK
K − 1 w . (4.56)
Equation (4.54) is the standard Kosterlitz–Thouless equation for the flow of the vortex
fugacity y, except that the coefficient in front of y is (3/2 − K) instead of (2 − K). This
is because in the (1 + 1)D representation of the 1D disordered system only vertical vortex–
anti-vortex pairs contribute to the renormalization of the superfluid density [47]. Equation
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(4.55) describes the renormalization of the LL parameter by the instanton–anti-instanton
term y2 and by the weak-link term w. Finally, equation (4.56) is the same as (4.50), with
the above-discussed replacement K(`∗)→ K(`).
Once the RG flow hits the point K(L) = max {3/2, ζ−1}, it quickly flows to an insulating
state, K(∞) = 0. We thus identify two different universality classes: (i) the GS universality
class with the universal critical value of the LL parameter Kc = 3/2, and (ii) the sXY
universality class, where the critical LL parameter is semi-universal, Kc = ζ
−1.
4.5.3 Physics in the weak-link regime
In this section, we study the critical behavior in the weak-link regime where the phase
transition to the insulating phase is driven by the weakest links whereas proliferation of
instanton–anti-instanton pairs remains irrelevant. Explicit solutions to the flow equations
are obtained to demonstrate the BKT-like nature of the criticality. Equation (4.44) takes
into account only the contributions of microscopic weakest links. We justify this crucial
assumption by showing that the contribution of composite weak links is always subdominant.
4.5.3.1 Criticality driven by the weakest links
We define the weak-link regime by the requirement ζ < 2/3 so that the criticality is due
to the weakest links. To study this critical behavior we neglect the instanton–anti-instanton
pair term y2 in (4.55) and the relevant RG equations simplify to
dK
d`
= −K3w , (4.57)
dw
d`
=
1/ζ −K
(K − 1)/ζ w . (4.58)
The first integral is found by dividing (4.58) through (4.57),
dw =
ζK − 1
(K − 1)K3dK , (4.59)
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and then integrating both sides of the equation. It reads
w = A− f(ζ,K) , (4.60)
where A is an integration constant depending on the microscopic parameters and
f(ζ,K) =
1
2K2
+
1− ζ
K
+ (1− ζ) ln K − 1
K
. (4.61)
Since on approach to the critical point from the superfluid phase w(` = ∞) = 0, the
integration constant A satisfies
A = f(ζ,K(` =∞)) (4.62)
in the superfluid phase and at the critical point. In our model (1.7), A = A(U,∆). Let
us follow the parameter A along a line segment in the plane (U,∆). Parameterizing the
segment as U = U(t), ∆ = ∆(t), with a certain parameter t, and assuming that the segment
crosses the SF-BG critical line at the point (Uc,∆c), in the vicinity of the point (Uc,∆c) ≡
(U(tc),∆(tc)) we have:
A(t) ≈ A(tc) + A1(tc − t) . (4.63)
Similarly, following ζ on the same line segment we have
ζ(t) ≈ ζ(tc) + A2(tc − t) . (4.64)
Here A1 and A2 are certain constants, tc is the critical value of t. Without loss of generality,
we assume t < tc in the superfluid phase. Substituting (4.63) and (4.64) into (4.62) and
keeping only the leading terms, we get
K∞(t)− ζ−1(tc) ∝
√
tc − t . (4.65)
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Hence, the LL parameter in the scratched-XY universality class demonstrates the same
square-root cusp as in the conventional BKT case. The analogy with BKT transition can be
traced further by investigating the linearized flow equations near the critical point:
dw˜
d`
= −2x˜w˜ , (4.66)
dx˜
d`
= −w˜ . (4.67)
Here we first introduce x(`) such that K(`) = ζ−1c + x(`), and then rescale x and w:
x˜(`) =
ζ2c x(`)
2(1− ζc) , (4.68)
w˜(`) =
w(`)
2(1− ζc)ζc . (4.69)
The first integral of the system (4.66)–(4.67) is readily found:
w˜(`) = x˜2(`)− A˜ . (4.70)
Here A˜ is an integration constant. By definition, A˜ vanishes at the critical point. The
constant A˜ is an analytic function of the microscopic parameters, because (4.70) is valid for
finite ` where both x˜(`) and w˜(`) cannot have singularities. This enables us to expand A˜ as
A˜ ≈ B(tc − t) , (4.71)
with a positive constant B.
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The form of the complete solutions depends on the sign of A˜. For the superfluid side
(A˜ > 0), we have:
x(`) =
2(1− ζc)
ζ2c
√
A˜
tanh
[√
A˜ (`− `0)
] , (4.72)
w(`) =
2(1− ζc)ζcA˜
sinh2
[√
A˜ (`− `0)
] . (4.73)
For the insulator side (A˜ < 0), the solution is:
x(`) =
2(1− ζc)
ζ2c
√
|A˜|
tan
[√
|A˜| (`− `0)
] , (4.74)
w(`) =
2(1− ζc)ζc|A˜|
sin2
[√
|A˜| (`− `0)
] . (4.75)
At the critical point, we have
x(`) =
2(1− ζc)
ζ2c
1
`− `0 , (4.76)
w(`) =
2(1− ζc)ζc
(`− `0)2
. (4.77)
The second integration constant `0 has a trivial meaning of the logarithm of the length unit.
The correlation length ξ hence diverges near the critical point in the same characteristic way
as in the conventional BKT case: ln ξ ∼ 1/
√
|A˜| ∼ 1/√|tc − t|.
4.5.3.2 Irrelevance of composite weak links
To make sure that the theory of the sXY universality is fully consistent, it is important
to demonstrate that composite weak links play only a subdominant role (in contrast to
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the assumptions of [51–53]) and thus can safely be ignored in the RG analysis. Consider
the simplest composite weak link—to be referred as a d-pair for brevity—formed by two
microscopic weak links (of comparable microscopic strength J0) separated by a distance d
much larger than the microscopic scale but much smaller than the clutch scale for any of the
two links. Up to the length scale λ ∼ d, the Kane–Fisher renormalization of the two links
takes place independently and reduces to multiplying each of the two J0’s by the factor
f(d) = exp
[
−
∫ ln d
0
d`
K(`)
]
, (4.78)
Mathematically, the merger of two renormalized links of strength J1(d) ∼ J2(d) ∼ J0f(d)
into one composite link takes place upon integrating out the phase field between the two
links. [We note in passing that, in the renormalized theory, the phase field between the links
depends only on τ and not on x.] An explicit calculation yields the following estimate for
the effective strength of the composite link
J (d)comp ∼ J1(d)J2(d)κd. (4.79)
This estimate is physically transparent, and immediately follows from second-order pertur-
bation theory by considering the d-pair as a quantum dot in the “Coulomb blockade” regime.
Then, J1(d) and J2(d) are two effective single-particle tunneling matrix elements and 1/(κd)
is the charging energy of the dot. For length scales λ > d the Kane–Fisher renormalization
of the composite link reduces to multiplying (4.79) by the factor
exp
[
−
∫ lnλ
ln d
d`
K(`)
]
= f(λ)/f(d) . (4.80)
Hence, for the renormalized strength of a d-pair we have
J (d)comp(λ) = κdJ
2
0f(d)f(λ) (λ > d) . (4.81)
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The clutch scale for the d-pair, λ
(d)
∗ , then follows from the condition J
(d)
comp(λ)λ
(d)
∗ ∼ 1 (in
units κ =1)
J20f(d)f(λ
(d)
∗ )λ
(d)
∗ d ∼ 1 . (4.82)
This is all we need to compare the contribution of d-pairs with the one of isolated weak links.
For a given system size L and scale d we only need to account for those d-pairs which
occur with a probability of order one because pairs with higher density are absorbed into
the renormalized value of Λs(L) whereas unlikely pairs are accounted for at larger system
sizes. This defines the characteristic J0 as a function of L and scale d:
[
J
1/(1−ζ)
0
]2
d = 1/L (4.83)
for d-pairs within the scale d. For an explicit calculation, we confine ourselves to the critical
point, which is the most dangerous regime for the putative relevance of composite weak links.
Here, with (4.76) we have
f(λ) = λ−ζ ln2(1−ζ)(λ) (critical flow) . (4.84)
Combining (4.82) and (4.83) with (4.84), we obtain
[
ln2(d) ln2(λ(d)∗ )
λ
(d)
∗
L
]1−ζ
∼ 1 . (4.85)
Finally, replacing λ
(d)
∗ with L under the logarithm, we get (with logarithmic accuracy)
λ
(d)
∗
λ
∼ 1
ln2d ln2L
, (4.86)
and observe that the contribution of large d-pairs to the renormalization of Λ is suppressed
relative to (4.77) by a factor of ln−2(d). Most importantly, the integral over the pair scales
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∫
d[ln d]—yielding the total renormalization contribution of all relevant d-pairs—converges
at the lower limit, where microscopic pairs (and other multi-link complexes) are an integral
part of the original exponentially-rare exponentially-weak distribution of single links.
4.5.4 Interplay between weak-link and Giamarchi–Schulz scenarios
The next natural question to ask is how the well-known GS criticality based on prolifer-
ation of instanton–anti-instanton pairs crosses over to the weak-link criticality. It turns out
that weak links are more aggressive and the instanton–anti-instanton pairs can be neglected
in the asymptotic flow at the multicritical point. A direct consequence of this fact is the
continuous first-order derivative of the transition line at the multicritical point.
4.5.4.1 RG equations for small deviations from the multicritical point
To study the competition between weak links and instanton–anti-instanton pairs in the
vicinity of the multicritical point, we rewrite identically K(`) = 3/2 +x(`), ζ = 2/3 + δ, and
consider x > 0 and δ as small parameters to simplify the RG equations. The multicritical
point is fixed by δ = 0 with positive/negative δ corresponding to the GS/sXY criticality,
respectively. Expanding (4.54), (4.55) and (4.56) to leading order in x and δ results in
dy
d`
= −xy , (4.87)
dx
d`
= −y2 − w , (4.88)
dw
d`
= −
(
4
3
x+ 3δ
)
w . (4.89)
Here functions y and w were rescaled to eliminate multiplicative constants. This is a set of
three coupled, first-order differential equations, implying that the solution will have three
free constants. One of them, `0, has the same meaning as in subsec. 4.5.3 [see (4.72)–(4.77)].
Assuming corresponding choice of length units, we set `0 = 0 from now on. The other two
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integration constants, denoted as C and D below, are related to the microscopic parameters
of the system and dictate the location of the SF-BG transition.
Extracting x from (4.87) and plugging it into (4.89) leaves us with
d lnw
d`
+ 3δ =
4
3
d ln y
d`
. (4.90)
Integrating both sides over ` leads to the first integral
y2 =
1
C3/2
w3/2 e9δ`/2 . (4.91)
In the weak-link regime, and at the multicritical point, where δ ≤ 0, (4.91) implies y2  w;
i.e., starting from some mesoscopic length scale the weak-link term dominates over the
instanton–anti-instanton pairs. The 3δ in (4.89) results in a non-universal critical parameter
Kc > 3/2 since otherwise w diverges. In the GS regime, the flow starts with y
2  w but
ultimately crosses over to y2  w at some length scale ˜` (see below) leading to a universal
critical LL parameter Kc = 3/2 and the familiar BKT critical behavior.
Dividing (4.88) by (4.89) and making use of (4.91), we have
(4x/3 + 3δ) dx =
(
C−3/2w1/2e9δ`/2 + 1
)
dw . (4.92)
Integrating both sides from `0 to ` and utilizing the second mean value theorem for definite
integrals results in (
x+
9
4
δ
)2
=
(w
C
)3/2
e9δη`/2 +
3w
2
+D , (4.93)
where 0 < η < 1 and D is our last integration constant.
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The meaning of the integration constant D is easily revealed by examining the weak-link
critical line where Kc(∞) = ζ−1 = 3/2 − 9 δ/4 and xc(∞) = −9 δ/4 up to leading order in
δ. From (4.93) the weak-link critical line corresponds to
Dc = 0. (4.94)
Since δ is a microscopic parameter, one can use δ and D (controlling the location of the
multicritical point and the transition line, respectively) to conveniently parameterize the
whole problem.
4.5.4.2 Giamarchi–Schulz regime and the parabolic crossover
In the GS regime the critical condition Kc = 2/3 translates into xc(∞) = 0. Moreover,
the GS critical line will lie on the positive side of the D = 0 line extended beyond the
multicritical point (see also below). However, as can be seen from (4.91), the crossover
length scale for the dominance of the vortex fugacity term satisfies the condition ˜`> 1/δ,
meaning that at small δ (i) the initial flow of K is due to weak links, and (ii) the critical
line is closely following the D = 0 line. Indeed, substituting (4.91) into (4.93) gives
(
x+
9
4
δ
)2
= y2e−(1−η)δ` +
3w
2
+D. (4.95)
The condition for the Giamarchi–Schulz critical line is then just
Dc = (9δ/4)
2 =
81
16
δ2 , (4.96)
since the first and second terms on the r.h.s flow to zero.
For the 1D disordered Bose-Hubbard model the microscopic parameter ζ (and thus δ) and
the integration constant D are supposed to be analytic functions of the model parameters
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U and ∆. Since (4.96) predicts that the SF-BG boundary has a continuous first derivative
across the multicritical point in the (D, ζ)-plane, the same property holds in the (U,∆)-
plane. By the same token the second derivative is discontinuous. Therefore, the crossover is
parabolic in the (U,∆)-plane.
4.5.5 Ground-state phase diagram of the one-dimensional disordered Bose-
Hubbard model
4.5.5.1 Protocol of extracting ζ
Our numerical procedure of extracting ζ is based on measuring small probabilities, P ∝
J
1/(1−ζ)
0 , of rare realizations of disorder, when in a system of (moderate) size L there is an
anomalously weak link, J0, with the clutch scale much larger than the system size: κJ(L)L
1. [Here J(L) ≡ J(λ = L).] With open boundary conditions such a link would cut the
system into two essentially independent pieces. With twisted boundary conditions it acts as
a Josephson junction in a superfluid ring: the particle flux (persistent current) in the ring,
j, in response to a phase twist, ϕ, is related to J(L) by
j =
∂F
∂ϕ
= J(L) sinϕ (T  2pi2Λ/L) , (4.97)
where F is the free energy. The first equality in (4.97) is absolutely general and does
not imply any extra condition. A delicate aspect of the static thermodynamic response to
the gauge phase in low-dimensional systems is the necessity to address the contribution of
supercurrent states (i.e., states with non-zero global winding numbers of the phase field
around the ring) [69]. Supercurrent states can dramatically affect the second equality in
(4.97) at elevated temperature: In order to guarantee that their contribution is negligible,
we need to consider temperatures much lower than the energy of the first supercurrent state,
T  2pi2Λ/L.
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With (4.97) one relates J(L) to the second derivative of F with respect to ϕ at ϕ = 0:
J(L) =
∂2F
∂ϕ2
∣∣∣∣
ϕ=0
. (4.98)
Within the worldline representation (used in our numerical simulations by the worm al-
gorithm), the r.h.s. of (4.98) is readily obtained by the well-known Pollock–Ceperley for-
mula [31]
∂2F
∂ϕ2
∣∣∣∣
ϕ=0
= T 〈M2〉∣∣
ϕ=0
, (4.99)
expressing the linear response as the variance of the worldline winding number M at a given
temperature T at ϕ = 0.
The measured strength J(L) of the anomalously weak link is, of course, different from
the microscopic value J0 due to Kane–Fisher renormalization (λ0/L)
1/K . However, this
renormalization does not depend on J0, and cannot affect the power-law exponent ζ. Hence,
J0 ∝ T 〈M2〉
∣∣
ϕ=0
(4.100)
for all weak links at given L and T . Furthermore, for purposes of extracting ζ, (4.100) can be
used even at an elevated temperature T > 2piΛ/L when the persistent current response (4.97)
is dramatically renormalized (suppressed) by the supercurrent states [69]. Indeed, in view
of the perturbative nature of the weak link response, both Kane–Fisher and supercurrent
renormalizations reduce to a certain factor f˜(L, T ) independent of J0. In terms of J0 and
f˜(L, T ), we then have
J0 f˜(L, T ) = T 〈M2〉
∣∣
ϕ=0
, (4.101)
justifying (4.100).
If the concept of irrenormalizable weak links is correct, then finding the weakest link
among the N  1 different disorder realizations in a system of a moderate size L is equivalent
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to doing the same in a much larger single system of size L1 = LN . This leads to an efficient
protocol for determining ζ using the approach by varying N (and L, to validate the concept).
The three natural limitations on L and N are: (i) L has to be sufficiently large to capture all
the essential microscopic physics of weak links; (ii) N should not be “astronomically” large
to ensure that the size of the typical weakest link remains much smaller than L. In practice,
this condition is hard to violate even for a moderate value of L = 20; (iii) N should be large
enough to ensure that the clutch scale of the weakest link in a system of size L exceeds L.
To extract ζ, we simulate NiL = [10e
i] (i = 1, 2, 3, . . . ) different disorder realizations
(here [...] stands for the closest integer) and record the smallest weak link parameter Ji
in a given simulation run; i.e., we use an equidistant mesh for lnNL to probe different
length scales. To suppress statistical noise, the procedure is repeated R = 20, 30, 40 times
(depending on system size) and results from multiple runs, J
(k)
i (k = 1, 2, . . . , R), are used
to determine the typical weak link value as an average over all runs, J(NiL) = 〈J (k)i 〉R. Its
error bar follows from the data dispersion, δJ(NiL) =
√
{〈[J (k)i ]2〉R − J2(NiL)}/R. Finally,
the data for ln J(NL) is fitted to a linear dependence
ln J = (ζ − 1) lnNL+ const , (4.102)
to extract the power-law exponent ζ. A characteristic example of the ζ-analysis is shown
in figure 4.2. We see that the data is perfectly described by a linear dependence, leading
to an accurate determination of ζ. Within three-σ error margins, the slope of the linear
fit does not change when going from L = 20 over L = 30 to L = 40. This behavior is in
perfect agreement with the notion of ζ as an irrenormalizable microscopic parameter in the
superfluid phase and in the critical region. In fact, figure 4.2 is representative of the worst-
case scenario because according to our RG analysis (see figure 4.4 below) the parameter set
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(U = 4.2,∆ = 3.8) belongs to the BG phase in close vicinity of the critical point when
L = 40 is still smaller than the correlation length.
5 6 7 8 9 10 11 12 13 14
lnNL
−7.0
−6.5
−6.0
−5.5
−5.0
−4.5
−4.0
−3.5
−3.0
ln
J
L = 20, ζ = 0.66(1)
L = 30, ζ = 0.62(1)
L = 40, ζ = 0.62(1)
Figure 4.2: Determining ζ for (U = 4.2,∆ = 3.8) using (4.102). The error bars for ζ denote
one standard deviation (deduced by the confidence level for a linear fit to all data points).
4.5.5.2 sXY critical line
In the weak-link regime we can neglect the instanton–anti-instanton effects in the asymp-
totic flow of the superfluid stiffness [i.e., the term proportional to y2 in (4.55)] in the SF phase
and the critical region, and analyze the data using the simpler (4.60) with A = f(ζ,K(∞))
and
w = f(ζ,K(∞))− f(ζ,K) . (4.103)
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Since the f(ζ, x)-function takes its maximum value at x = 1/ζ, see (4.61), and the value of
K can only decrease with the scale of distance, we immediately conclude that, if at some
scale we have K(L) > 1/ζ and simultaneously w(L) ≤ f(ζ, ζ−1)−f(ζ,K(L)), then the fixed
point of the flow corresponds to w(∞) = 0 and K(∞) ≥ 1/ζ, i.e. the phase is superfluid.
Otherwise, the flow reaches a point where K(L′) = 1/ζ with w(L′) > 0 and the flow continues
to the BG phase.
To measure K(L), we extract the compressibility κ(L) and superfluid stiffness Λ(L) from
the particle number and winding number statistics. In the grand canonical ensemble the
probability of finding a worldline configuration with a given N or W number is given by
discrete Gaussian distributions
WM(M) ∝ e−LTM2/2Λ , (4.104)
WN(N) ∝ e−(N−N¯)2/2TLκ , (4.105)
where N¯ is the average particle number. From this, the superfluid stiffness can be obtained
as
Λ = LT ln−1
[
W 2M(0)
WM(1)WM(−1)
]
, (4.106)
and compressibility as
κ =
1
TL
ln−1
[
W 2N([N¯ ])
WN([N¯ ] + 1)WN([N¯ ]− 1)
]
, (4.107)
where [N¯ ] is the closest integer to N¯ .
The protocol of determining the critical point is as follows. We fix the value of U and
start with measuring the ζ(∆) dependence (all data points can be perfectly fit to a linear
dependence). Next, we compute K(L,∆) values for a number of different system sizes and
∆-points. K(L,∆) is reported as the median of the distribution over several hundred (up to
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∆
1.2
1.4
1.6
1.8
2.0
2.2
2.4
2.6
K(L = 16)
K(L = 32)
K(L = 64)
K(L = 128)
K(L = 192)
ζ−1
Figure 4.3: Fine-size (see the legend) and extrapolated values (blue points and dashed line)
of the LL parameter K for different disorder strengths at U = 2.5. The red dashed line (with
the red dots) is the ζ−1(∆) function obtained by linear regression of the data for ζ . The
SF-BG transition point is located within the Grey area where the phase is ambiguous from
the fitting the RG flow due to uncertainties of ζ(∆) and K(L,∆). We estimate the critical
disorder strength to be at ∆c(U) = 2.69(4) (the magenta point and half of the horizontal
width of the Grey area); its error bar is relatively small thanks to the sharp square-root
dependence of K(∞,∆). Correspondingly, the critical LL parameter is estimated to be
Kc(∞) = 1.72± 0.15 (the blue star and half of the vertical width of the Grey area).
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a thousand) disorder realizations. Finally, for each value of ∆, we employ (4.57) and (4.58)
to extract the w(L)-function by fitting finite-size data to the flow equations. Depending on
the result, we then either derive the thermodynamic limit answer for K(∞) from (4.103) or
conclude that the flow is to the BG phase. To improve our estimate of the critical disorder
strength, given a finite mesh in ∆, we interpolate K(L,∆) data between the points using
linear fits and proceed with the flow analysis as described above; higher-order polynomial
fits produce similar results within the error bars. The critical parameter ∆c(U) is then found
from the intersection of K(∞,∆) and ζ−1(∆) curves, see figure 4.3. Its error bar is mostly
determined by the uncertainty on the closest ζ and K(∞) points.
4.5.5.3 Multicritical point and the Giamarchi–Schulz criticality
The multicritical point (U∗,∆∗) separating the sXY and GS universality classes can be
found from the intersection of the sXY critical and ζ = 2/3 lines. Two circumstances help us
to locate it relatively accurately. On the one hand, from the analysis performed in subsection
4.5.4 we conclude that the sXY critical line can be smoothly interpolated all the way to the
intersection point. On the other hand, the sXY critical point ∆C(U = 3.6) = 3.36 [the black
dot in figure 4.4] deduced by the protocol described in the previous subsection, landed on
the ζ = 2/3 line [located at (U = 3.6, ∆ = 3.38)] within error bars. This basically eliminates
the need for determining the multicritical point from the intersection of interpolated curves.
The procedure predicts
U∗ = 3.40± 0.23, ∆∗ = 3.25± 0.15 . (4.108)
The value for U∗ is remarkably close to the critical value for the superfluid to Mott insulator
transition in the absence of disorder.
By knowing the slopes of the sXY critical and ζ = 2/3 lines in the (∆, U)-plane and the
location of the multicritical point, we are in a position to relate the integration constant
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Figure 4.4: Ground-state phase diagram of the 1D disordered Bose-Hubbard model at unit
filling factor. The sXY and GS critical lines are shown in red and blue, respectively. The
intersection of the interpolated ζ = 2/3 line (dashed green) with any of the other critical
lines determines the multicritical point (black dot within the pink uncertainty region). The
cyan line shows the gaps of the Mott insulator in the disorder-free system taken from [62],
which signals the transition between the Mott insulator and the BG phase in the presence of
disorder. We also show the K(∞) = 3/2 line obtained by the Tree Tensor Network (TTN)
method [70] (orange), which agrees with our GS-line within the error bars. As expected, in
the weak-link regime, the TTN line ends inside the BG phase.
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D and the small parameter δ, controlling the shape of the phase diagram in the vicinity of
(U∗,∆∗), to the Hamiltonian parameters. Using a linear expansion about the D = 0, δ = 0
point
D = A11(U − U∗)− A12(∆−∆∗) , (4.109)
δ = A21(U − U∗)− A22(∆−∆∗) , (4.110)
and numerical data determining the D = 0 and δ = 0 curves, we find that
A11/A12 = 0.55± 0.11 , A21/A22 = 0.65± 0.06 . (4.111)
Next, the dependence of K(∞) on ∆ in the SF phase in the weak-link regime allows us
to obtain A12. Specifically, near the multicritical point (4.93) implies
K(∞,∆)− 1/ζ =
√
D(∆) , (4.112)
This analysis allows us to determine the derivative of D with respect to ∆ and results in
A12 = 1.0± 0.2 . (4.113)
Similarly, A22 controls the slope of the ζ(∆) line at fixed U . From the data sets computed
at U = 3.0 and U = 3.6 and linearly extrapolated to the multicritical point, we find
A22 = 0.56± 0.14 . (4.114)
We are all set to make a quantitative prediction for the structure of the phase diagram
in close vicinity of the multicritical point, including the location of the GS-line (the protocol
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Figure 4.5: The SF-BG phase diagram in the vicinity of the multicritical point. (4.109),
(4.110), (4.111), (4.113), and (4.114) were used to plot the D = 0 (bold red and dashed red),
δ = 0 (dashed green), and D = (81/16)δ2 (bold blue) predictions for sXY, ζ = 2/3, and GS
lines, respectively. We also plot our numerical data for the same lines (same color scheme as
in figure 4.4).
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of calculating the GS line away from the multicritical point is outlined below). The result
is shown in figure 4.5 where (4.109) and (4.110) are used to plot the D = 0, δ = 0, and
D = (81/16)δ2 [see (4.96)] curves for sXY, ζ = 2/3, and GS lines, respectively. By observing
reasonable agreement between this prediction and an independent calculation of the GS-line
relatively far from the multicritical point we validate the proposed theory.
Deep in the GS regime, when the weak link term w in the RG equations can be neglected,
we are back to the standard XY -universality class analysis. From
dy
d`
= (3/2−K)y , (4.115)
dK
d`
= −y2K2 , (4.116)
we readily obtain the first integral as
2 lnK + 3/K = y2 +G , (4.117)
where G is the integration constant. The thermodynamic state can be established by solving
the RG flow just as we did for the weak-link regime. In the SF phase, the flow has a fixed
point at y = 0 and K(∞) ≥ 3/2. Otherwise, if the finite-size system can reach a state
with K(L) = 3/2 and y > 0, the flow will continue towards the BG phase with K(∞) = 0.
Numerically, we first fit the finite-size data to the RG flow to determine G and then use the
above-mentioned property of the first integral (4.117) to determine the phase. Technically,
this protocol is nearly identical to the one used in the weak-link regime and we do not repeat
it here. The resulting GS-line is shown in figure 4.4.
4.5.6 Concluding remarks
The importance of our successful application of the sXY criticality theory to the SF-BG
transition in model (1.7) is two-fold. First, we have corroborated the analytic theory of
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the interplay between the two university classes and the structure of the phase diagram in
the vicinity of the multicritical point. Second, we establish the qualitative and quantitative
behavior of the ground-state phase diagram (and finite-size properties) of the Hamiltonian
(1.7) numerically. The theory rests on a rather non-trivial postulate of the existence of
an irrenormalizable power-law distribution of microscopic weak links. While being self-
consistent—and, in this sense, rendering the theory asymptotically exact—the postulate can
hardly be proven as a theorem. Therefore, the data in figure 4.2 demonstrating excellent
agreement with the ζ-postulate is at least as important as the phase diagram shown in
figure 4.4.
The ground-state phase diagram of (1.7) in the (U,∆) plane features a characteristic line
defined by the condition ζ(U,∆) = 2/3. Strictly speaking, this line is well defined only in the
superfluid phase and at the SF-BG phase boundary. However, the exponential divergence of
the correlation length on approach to the SF-BG critical point guarantees that the ζ = 2/3
line remains meaningful even inside the BG phase [see figure 4.4]; the data presented in
figure 4.2 further illustrate this point. On the ζ < 2/3 side from the ζ = 2/3 line, the
sXY criticality preempts the GS scenario. This, in particular, means that superfluidity with
3/2 < K(L) ≤ 1/ζ in this part of the phase diagram is guaranteed to be a finite-size effect,
since the L→∞ phase is BG.
At the intersection of the ζ = 2/3 line with the SF-BG phase boundary there is a
multicritical point separating the GS and sXY criticalities. According to our analysis, the
phase boundary remains smooth at the multicritical point but the curvature is discontinuous.
For purely numeric reasons the angle between the ζ = 2/3 line and the phase boundary
happens to be rather small. As a result, despite accurately identifying the positions of both
the ζ = 2/3 line and the phase boundary, the uncertainty in the location of the multicritical
point remains relatively large. Another consequence of the small angle intersection is that
the critical value of K on the sXY line is only slightly higher than the GS value of 3/2.
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Under such circumstances, a brute-force observation of the violation of the GS scenario in
the vicinity of the multicritical point becomes problematic (cf. [70]) even though our data in
figure 4.3 are not compatible with GS even when done with a brute force analysis.
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SUMMARY AND CONCLUSIONS
The critical exponents of the SF-BG transition in three dimensions have been determined
by our extensive numerical simulations on the quantum hard-core DBH model and the clas-
sical J-current model. Our study reveals that the previously reported result φ ≈ 1.1(1) is an
artifact of fitting the data outside the quantum critical region. While the quantum critical
region is hard to reach by tunning chemical potentials, the alternative strategy of tunning
the disorder strength proves to provide us with a broader, accessible quantum critical region.
Our simulation results, φ = 2.7(2), z = 3 and ν = 0.88(5), are in perfect agreement with
the scaling relation, φ = νz = νd, proposed by Fisher et al., thus resolving the φ-exponent
“crisis”.
In one dimension, we have carried out systematic analytical and numerical studies of
the SF-BG transition. After the asymptotically exact RG theory of 1D SF-I transition
is presented, we applied this theory to investigate the crossover behavior between the GS
criticality and the weak-link criticality. With our analytical description on the crossover
behavior, the interesting fact that the weak-link criticality dominates over the GS criticality
at the multicritical point is revealed, leading to a smooth (parabolic) crossover behavior.
On the numerical side, we verified the crucial assumption of the power-law scaling of the
strength of the typical weakest weak link in the asymptotically exact RG theory. The GS
transition line and a part the weak-link transition line are established. With the ζ = 2/3
line, the multicritical point is also determined.
Although we have been focusing on the effect of disorder in chemical potential (diagonal
disorder), our results, in general, applies also to the off-diagonal disorder case (disorder in
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hopping amplitude and on-site interaction): for off-diagonal disorder, the critical behavior
of the SF-I transition only becomes different with exact microscopic particle-hole symmetry
where a new gapless, incompressible insulator, known as the Mott glass, emerges [63].
Although our study of the sXY criticality is limited to QPTs in 1D disordered boson sys-
tems, this criticality also applies to the SF-NL phase transitions of the XY model with strong
parallel scratches. However, the superfluid response is anisotropic: the sXY criticality only
applies to the direction perpendicular to the scratches; parallel to the scratches, the critical
behavior of the superfluid response is expected to be described by the BKT physics (there
is no instanton phase in the classical model). Another interesting problem worth exploring
concerns the nature of the disorder-induced superfluidity. For the DBH models in one, two
and three dimensions at unit filling, numeric simulations have shown that weak disorder
always enhance superfluidity [16, 73]. However, a physical explanation of this observation
(except in one dimension [46]) is still lacking.
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