ABSTRACT. In this paper, we investigate the precise local large deviation probabilities for random sums of independent real-valued random variables with a common distribution F , where
Introduction
Throughout this paper, let T be a positive constant or ∞, and denote ∆ = ∆(T ) = (0, T ] if T < ∞ and ∆ = ∆(T ) = (0, ∞) if T = ∞. In addition, for any real x, we write x + ∆ = {z ∈ R : z = x + y, y ∈ ∆}.
Let {X, X k : k ≥ 1} be a sequence of independent and identically distributed (i.i.d) random variables (r.v.s) with a common distribution F and a finite mean µ = EX, and let {N(t), t ≥ 0} be a counting process with a finite mean function λ(t) = EN(t) which tends to ∞ as t → ∞. Furthermore, suppose that {X, X k : k ≥ 1} and {N(t), t ≥ 0} are independent.
In this paper, we will investigate the precise local large deviation probabilities of random sums holds, where C 1 and C 2 are two indices of the function F (x + ∆). When T = ∞(it is called the global case) and C 1 = C 2 = 1, relation (1.1) has been investigated by many researchers, see Klüppelberg and Mikosch (1997) , Embrechts et al. (1997) , Mikosch and Nagaev (1998) and Tang et al. (2001) , among many others. Recent advances on precise global large deviation probabilities for random sums and risk models can be found in Chen However, due to the local case (i.e. T < ∞) is difficult to handle, results for the precise local large deviation probabilities of random sums are rare. But the local case is also very useful in practical applications. For example, consider the sales status of a commodity in a large supermarket: Let X k denote the amount of the commodity by the k−th consumer, k = 1, 2, · · · and let N(t) denote the total number of the customers until time t, t ≥ 0. Then, the random sums S N (t) = N (t) k=1 X k represent total sales of the commodity in the supermarket until time t. In practical applications, the supplier usually give appropriate discount to supermarkets based on their sales volume range. Therefore, for some positive numbers x and T , a good estimation of P (S N (t) ∈ x + ∆) is obviously helpful for the supermarket developing pricing strategy.
The second goal of this paper is to investigate the precise local large deviation for the claim surplus process of a generalized risk model, in which the premium income until time t is simply assumed to be a nondecreasing and nonnegative stochastic process. The model can be described as follows:
• The claim number until time t is a counting process N(t) with a mean function EN(t) = λ(t) which tends to ∞ as t → ∞; • The premium income until time t is a nondecreasing and nonnegative stochastic process {Y (t), t ≥ 0} with a mean function EY (t) = b(t) which tends to ∞ as t → ∞ also; • The individual claim sizes {X k , k ≥ 1} are i.i.d nonnegative r.v.s with a common distribution F and a finite mean µ; • In addition, assume that {Y (t), t ≥ 0}, {N(t), t ≥ 0} and {X k , k ≥ 1} are mutually independent.
Suppose that x > 0 is the initial reserve of a insurance company, then the risk reserve process is given by
X i and the claim surplus process is denoted
We will prove that, under some suitable conditions, for every fixed γ > ν, where ν is a positive constant, the relation
(1.2) holds for some positive constants C 1 and C 2 .
We particularly point out that when T = ∞ and C 1 = C 2 = 1, (1.2) reduces to
which was investigated by many researchers such as Tang 
Preliminaries
First, we introduce some notations and notions which will be valid in the rest of this paper. Let a(x) and b(x) be two nonnegative unary functions. We write a(
Let a(t, x), b(t, x) be two nonnegative binary functions and let D t = ∅ be some xregion. We say that a(t, x) b(t, x) (or equivalently, b(t, x) a(t, x)) holds uniformly for all x ∈ D t as t → ∞ if lim ≤ 1, and we say that a(x, t) ∼ b(x, t) holds uniformly for all x ∈ D t if both a(t, x) b(t, x) and b(t, x) a(t, x) hold uniformly for all x ∈ D t as t → ∞. Furthermore, we say that a(x, t) = o(b(x, t)) holds uniformly for all x ∈ D t if lim Next, we introduce some function classes which will be used in this paper. 
f (x) = 1 for every fixed y ∈ (−∞, ∞).
By Corollary 1.2 in Cline (1994) , it is well known that IR ⊂ L∩OR. Furthermore, we remark that, if F (x) := F (x, ∞) ∈ IR, then F is called to belong to distribution class C, and if F ∈ OR, then F is called to belong to distribution class D.
For an eventually positive function f , we introduce some function indices as follows:
) log y ;
We call α(f ) and β(f ) the upper and lower Matuszewska's indices of f , respectively. By Corollary 2.2I in Cline (1994) , it is obviously that
The following (ii) If f ∈ OR, then for every α > α(f ), there exist positive numbers c α and
holds for each y ≥ 1 and all x ≥ x α . Similarly, for every β < β(f ), there exist positive numbers c β and
holds for each y ≥ 1 and all x ≥ x β .
Finally, we will end this section by providing the definition of almost decreasing function, which was introduced by Aljančić and Arandelović (1977) .
Definition 2.2. An eventually positive function f is said to be almost decreasing if
lim sup x→∞ sup u≥x f (u) f (x) < ∞.
Main results
In this section, we will present the main results of this paper. The proofs of theorems and corollaries are arranged in section 4.
The first theorem gives the precise local large deviation probabilities for random sums: 
holds for some p > |β(F ∆ )| and all δ > 0; (ii) µ < 0 and the relation
holds for all 0 < δ < 1.
holds uniformly for all x ≥ γλ(t) as t → ∞. In particular, if F (x + ∆) ∈ IR, then for every fixed γ > 0, the relation
holds uniformly for all x ≥ γλ(t) as t → ∞.
From Theorem 3.1, we can easily obtain the following results.
s with a common distribution F of finite mean µ, and let {N(t), t ≥ 0} be a counting process with finite mean function λ(t) = EN(t) which tends to ∞ as t → ∞. Suppose that
. For a real number c, assume that one of the following two conditions holds for a real number c:
(i) µ + c ≥ 0 and the relation (3.1) holds for some p > |β(F ∆ )| and all δ > 0; (ii) µ + c < 0 and the relation (3.2) holds for all 0 < δ < 1.
holds uniformly for all x ≥ γλ(t) as t → ∞. In particular, if F (x + ∆) ∈ IR, then for any fixed γ > c, the relation
The second theorem gives precise local large deviation probabilities for the claim surplus process of the generalized risk model introduced in section 1.
Theorem 3.2.
In the general risk model introduced in section 1, suppose that E(X + ) r < ∞ for some r > 1 and F ∆ (x) = F (x + ∆) is almost decreasing. In addition, assume that there exists a positive number ν such that
Assume that
and (3.1) holds for some p > |β(F ∆ )| and all δ > 0 as t → ∞. If F (x + ∆) ∈ OR, then for any fixed γ > ν, the relation
holds for all x ≥ γλ(t) as t → ∞. In particular, if F (x + ∆) ∈ IR, then for every fixed γ > ν, the relation
Proofs of theorems and corollaries
Throughout this section, C will represent a positive constant though its value may change from one place to another. For n ≥ 1, we denote by S n = n k=1 X k the n-th partial sum of a sequence {X k , k ≥ 1}. Before the proof of the main results, we first present several lemmas which will play important roles in the proofs of the theorems. holds for all x ≥ x 0 and n = 1, 2, · · · .
Proof. We use arguments similar to those in the proof of Chen et al. (2011) with some modifications. For every fixed v > 0, we denote X n = X n I(X n ≤ vx) and S n = n k=1 X k for n = 1, 2, · · · . Our starting point is the decomposition
First, we estimate I 0 (x, n): By Chebyshev's inequality, for a positive number h = h(x, n) which will be specified later, we have
where the last step is obtained by the monotonicity in y ∈ (0, +∞) of the function e hy −1 y
. Hence, by taking h = 1 vx log(
, we obtain that
where c 2 = (µ + e) 1/v . Next, we estimate I 1 (x, n): Since F (x + ∆) is almost decreasing, there exist positive numbers x 0 and c 1 such that
holds for all x ≥ x 0 . Hence, we have that
holds for all x ≥ x 0 . Substituting (4.4) and (4.5) into (4.2), we obtain (4.1) immediately. This completes the proof of Lemma 4.1.
The next lemma is a special case of Theorem 3.1 in Cheng and Li (2016):
F (x + ∆) ∈ OR and F (x + ∆) is almost decreasing, then for every fixed γ > 0, it holds that
The following lemma can be found in Ng et al. (2003) 
We shall need the following lemma in the sequel: Lemma 4.4. Suppose that f ∈ OR and f is almost decreasing. Then
Proof. The proof of Lemma 4.4 is similar to that of Lemma 3.5 in Tang = ∞ by convention, we divide P (S N (t) − µλ(t) ∈ x + ∆) into three parts as
We will estimate J i (x, t), i = 1, 2, 3, respectively. First, we will prove that
holds uniformly for all x ≥ γt as t → ∞. We will consider two scenarios according to µ ≥ 0 and µ < 0, respectively. Scenario 1: µ ≥ 0. By Lemma 4.2, there exists a positive integer n 0 such that
holds for all y ≥ γ+δµ 1−δ n and n ≥ n 0 . For this fixed n 0 and sufficiently large t, we divide J 1 (x, t) into two parts as
(4.10)
Note that x > γλ(t) and n < (1−δ)λ(t) imply that x+µλ(t)−nµ ≥ x+δµλ(t) ≥ γ+δµ 1−δ n. Hence, by taking y = x + µλ(t) − nµ in (4.9), it follows that
(4.11)
Note that E(X + ) r < ∞ for r > 1 implies β(F ∆ ) < −1, it follows from (3.1) that
holds for all ε ∈ (0, 1) as t → ∞, which yields from Lemma 4.3 that 
Note that F (x + ∆) ∈ OR and (4.13) yield that
holds for sufficiently large x and t. Furthermore, by Lemma 4.4, we have that
holds uniformly for all x ≥ γλ(t) as t → ∞. Thus, from (4.12) and (4.15)-(4.17), we have lim sup
Obviously, from (4.14) and (4.18), it follows that (4.8) holds uniformly for all x ≥ γλ(t) as t → ∞.
Scenario 2: µ < 0. we take γ = max{|µ| + 1, γ} and split the x−region into two disjoint regions as
For the first x-region, note that sup γλ(t)≤x< γλ(t)
holds for sufficient large x and t. It follows from F (x + ∆) ∈ OR and (3.2) that lim sup t→∞ sup γλ(t)≤x< γλ(t)
(4.19) For the second x-region x ≥ γλ(t), it follows from x > γλ(t) and n < (1 − δ)λ(t) that
Using a method similar to the previous scenario, we can easily obtain that (4.8) holds uniformly for all x ≥ γλ(t) as t → ∞. Combining with (4.19) we obtain that (4.8) holds uniformly also for all x ≥ γλ(t) as t → ∞.
Next, we will prove that lim sup
We will consider two cases according to µ ≥ 0 and µ < 0 also.
Combining with (3.1), (4.16) and (4.17), we obtain that (4.20) holds. Case 2: µ < 0. Denote
Since x > γλ(t) and n > (1 + δ)λ(t) imply that x + µλ(t) − nµ ≥ γ ′ n, by Lemma 4.2, we have that (4.9) holds for all y > γ ′ n when n is sufficiently large, which yields that
Hence, combining with Lemma 4.3, (4.20) follows from (4.13) and (3.2). Finally, we estimate J 2 (x, t): Recall that δ ∈ (0, min{ γ |µ| , 1}). It follows from x > γλ(t) and |n − λ(t)| ≤ δλ(t) that
For sufficiently large t, it follows from Lemma 4.2 that
and
hold for all x > γλ(t) and |n − λ(t)| ≤ δλ(t). Hence, for sufficiently large t, it holds that
nF (x + µλ(t) − nµ + µ + ∆)P (N(t) = n)
(4.21)
Using Lemma 4.3, either (3.1) or (3.2) implies that
Hence, it follows from (4.21) and (4.22) that
Combining with (4.7), (4.8) and (4.20), we obtain that (3.3) holds uniformly for all x ≥ γλ(t) as t → ∞ immediately. This completes the proof of the first part of Theorem 3.1. The second part of Theorem 3.1 immediately follows from the first part since
Proof of Corollary 3.1.
Hence, by Theorem 3.1, for any γ > 0, the relation
holds uniformly for allx ≥γλ(t) as t → ∞, whereγ = γ − c > 0 andx = x − cλ(t) > γλ(t). Hence, we obtain that relation (3.5) holds uniformly for all x ≥ γλ(t) as t → ∞. In particular, when F (x + ∆) ∈ IR, (3.6) holds by Proposition ??. Now we stand on the position to prove Theorem 3.2.
Proof of Theorem 3.2.
For an arbitrarily fixed 0 < δ < 1, we divide P (S(t) − ES(t) ∈ x + ∆) into three parts as
(4.23)
We will estimate J i (x, t), i = 1, 2, 3, respectively. First, we estimate J 1 (x, t): By (3.7), there exists a number w ∈ (ν, γ) such that
holds for sufficiently large t. Since x > γλ(t) and 0 ≤ y ≤ (1 − δ)b(t) imply that x+y −b(t) ≥ x−b(t) ≥ (γ −w)λ(t) and x+y −b(t)+µ ≥ x−wλ(t)+µ ≥ (1− w γ )(x+µ) hold for sufficiently large t and x > γt, it follows from Theorem 3.1 that
holds for sufficiently large t and x > γt. Furthermore, since F (x + ∆) is almost decreasing, it follows from (3.8) and F (x + ∆) ∈ OR that (4.8) holds uniformly for all x ≥ γλ(t) as t → ∞.
Next, we estimate J 3 (x, t): It should be noted that x > γλ(t) and y > (1 + δ)b(t) imply that x + y − b(t) ≥ x ≥ γλ(t) and x + y − b(t) + µ ≥ x + µ hold for sufficiently large t. Hence, we obtain from Theorem 3.1 that hold for sufficiently large t and x > γt. On the other hand, since F (x + ∆) is almost decreasing, it follows (3.8) that (4.20) holds.
Finally, we estimate J 2 (x, t): Note that x > γλ(t) and (1 − δ)b(t) < y < (1 + δ)b(t) imply that x + y − b(t) ≥ x − δb(t) ≥ (γ − δw)λ(t) and x + y − b(t) + µ ∈ [(1 − δw γ )(x + µ), (1 + δw γ )(x + µ)] hold for sufficiently large t and x > γt. Hence, we obtain from Theorem 3.1 that (1 − δ)λ(t)l holds for sufficiently large t. By the arbitrariness of δ and the definitions of L F ∆ and l F ∆ , we obtain that (3.9) holds uniformly for all x ≥ γλ(t) as t → ∞. This completes the proof of Theorem 3.2.
