We construct a reference database of materials properties calculated using density-functional theory in the local or generalized-gradient approximation, and an all-electron or a projector augmentedwave (PAW) formulation, for verification and validation of first-principles simulations. All-electron calculations use the full-potential linearised augmented-plane wave method, as implemented in the Elk open-source code, while PAW calculations use the datasets developed by some of us in the open-source PSlibrary repository and the Quantum ESPRESSO distribution. We first calculate lattice parameters, bulk moduli, and energy differences for alkaline metals, alkaline earths, and 3d and 4d transition metals in three ideal, reference phases (simple cubic, fcc, and bcc), representing a standardized crystalline monoatomic solid-state test. Then, as suggested by K. Lejaeghere et al., [Critical Reviews in Solid State and Material Sciences 39, p 1 (2014)], we compare the equations of state for all elements, except lanthanides and actinides, in their experimental phase (or occasionally a simpler, closely related one). PAW and all-electron energy differences and structural parameters agree in most cases within a few meV/atom and a fraction of a percent, respectively. This level of agreement, comparable with the previous study, includes also other PAW and all-electron data from the electronic-structure codes VASP and WIEN2K, and underscores the overall reliability of current, state-of-the-art electronic-structure calculations. At the same time, discrepancies that arise even within the same formulation for simple, fundamental structural properties point to the urgent need of establishing standards for verification and validation, reference data sets, and careful refinements of the computational approaches used.
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I. INTRODUCTION
Density functional theory (DFT) electronic structure calculations within the plane-wave pseudopotential (PP) method are routinely used to study and predict the properties of materials as well as for gaining fundamental insights in quantum physics and chemistry. Many researchers use pseudopotentials to study increasingly complex systems with techniques requiring massive numerical efforts such as the many-body perturbation theory, timedependent DFT, crystal structure search, metadynamics, high-throughput searches of material properties [1] [2] [3] [4] [5] . The transferability of a PP depends on several factors and over the years many recipes have been proposed, starting from empirical methods and arriving to modern ab-initio approaches including norm conserving (NC) PPs, 6 ultrasoft (US) PPs, 7 or the projector augmented-wave (PAW) method. 8, 9 The choice of PP parameters is far from straightforward and in many cases requires several refinements through extensive evaluations in which PPs are tested in different electronic environments. Moreover, a trade-off between accuracy and numerical efficiency must be made leading to PPs of different performance. Unfortunately, many pseudopotentials routinely used do not come with a standard set of tests and must be checked before use, since their accuracy is poorly documented or unknown. Moreover, standardized tests that could give an unbiased quantitative measure of the PP transferability are still missing, with users testing the quantity of interest by searching reference data in the literature or performing time-consuming all-electron calculations for comparison.
Some systematic efforts to obtain a unified, reliable, and accepted test procedure for PPs have started to appear in the literature. Standardized set of molecules, well established in the computational chemistry community (such as the so called G2-1 set [10] [11] [12] ) have been used to compare PAW and all-electron localized basis set calculations. 13 Recently, Lejaeghere et al. 17 have used all-electron (WIEN2k 14 ) and pseudopotential (GPAW 15 and VASP 16 ) codes to define quantitatively the discrepancies in the equations of state fo a wide set of elemental solids in the periodic table (71 elements). In that study, the zero pressure stable phase was chosen as reference for most of the elements. More recently, the lattice constant, bulk moduli and energy differences of the facecentered and body-centered cubic structures of several elements have been used to assess the accuracy of a new set of US PPs by Garrity, Bennett, Rabe and Vanderbilt (GBVR), 18 that introduced a library of PPs targeted at high-throughput calculations.
In the current study, we contribute to these validation and verification efforts by i) introducing a standardized crystalline monoatomic solid test (CMST) where each element is studied in several crystal structures, ii) providing our own all-electron CMST results using the Elk code 19 and iii) testing the PSlibrary 20 PAW datasets of the Quantum ESPRESSO (QE) distribution 21 with respect to Elk for CMST, and with respect to Elk, WIEN2k 14 , and VASP 16 for the equilibrium structure proposed in Ref. 17 . The paper is organized as follows: In Section II we describe the methodology of the present study and the computational parameters used in our calculations, and we introduce the PSlibrary PAW datasets used for elements that have not been described elsewhere. In Section III A we validate our Elk all-electron results by comparing them, whenever possible to the results in the literature. Then, in Section III B Elk data are compared with the PSlibrary on the CMST. In section III C we follow the methodology of Ref. 17 and extend these tests to a majority of the periodic table (68 elements). We provide additional Elk and QE results obtained using the PSlibrary distribution, which will be referred as QE-PAW hereon, to be compared with the previous data. Conclusions are given in section IV.
II. METHODOLOGY A. Crystalline Monoatomic Solid Test
We propose here to define a standardized crystalline monoatomic solid test, CMST, consisting of the study of each element in three crystal structures: simple cubic (sc), face-centered cubic (fcc), and body-centered cubic (bcc), focusing on the zero pressure equilibrium lattice constant and bulk modulus and on the energy differences among the three phases in non-magnetic configurations.
The lattice constant a 0 , the bulk modulus B 0 and the total energy E tot at zero pressure are calculated fitting the total energy as a function of the volume. An energyvolume curve is calculated with 15 points around a first estimate of a 0 (from -7% to +7%, in 1% steps), which is fitted with a third order Birch-Murnaghan equation of state (EoS),
where E 0 is the equilibrium total energy , V 0 is the equilibrium volume, and B 0 and B ′ 0 are the bulk modulus and its pressure derivative, respectively. This procedure is iterated until the new a 0 differs from the old one by less than 2×10 −4Å ensuring that the EoS parameters are well converged and the initial information on the lattice constant does not bias the final results. The final EoS fits are then validated by comparing the total energies obtained through direct calculations at a 0 and the ones obtained from the EoS, which agree very well within 1 meV/atom.
For a few elements and a few values of the lattice parameter we have encountered convergence issues with Elk when the PBE 22 exchange-correlation was used, while no convergence issues were found in the LDA 23 calculations. In all cases the EoS fit could be carried out satisfactorily as at least 11 points were successfully completed. The list of elements and structures with convergence issues in PBE are reported in the Supplementary Material.
The CMST procedure was carried out for all elements in the alkaline metals, the alkaline earths, and the 3d and 4d transition metals series.
Schematic comparison of the EoS obtained by two codes. Code 1 is taken as a reference and the integration is centered around its minimum. The ∆ factor is proportional to the mean square deviation of the two EoS. The energy difference between the two EoS, whose square enters in the definition of ∆, is shown as the shaded area.
B. ∆ Factor Calculations
In a recent work Lejaeghere et al. 17 propose to assess the agreement of the DFT description provided by any two codes/methods by comparing their resulting equations of state. A quality factor ∆, defined by the mean square deviation of the two EoS, is introduced as
where ∆E is the difference between the energies given by the two codes/methods and ∆V is the volume integration interval taken as ±6 % around the equilibrium volume of the code taken as reference. work to Elk and QE-PAW calculations, using the same procedure, V ref and structure files. Furthermore, we also consider a slightly modified definition for the quality factor, ∆
′ , that provides a well-defined distance between the codes/methods compared (see later Section III C).
C. All-electron FP-LAPW setup
FP-LAPW for CMST
For the CMST set, we start by calculating the EoS of fcc, bcc and sc phases varying the muffin-tin radii R MT , with a reasonably high wavefunction expansion cut off in the interstitial region, defined by a maximum K-vector length K max (typically such that R MT K max = 9) and a dense K-point grid of 12×12×12 with a Gaussian smearing of 0.02 Ry. We then choose the smallest muffin-tin radius that gives a smooth EoS curve. With very few exceptions, for a given element we were able to choose the same radius for all three phases, which resulted in a higher accuracy in energy differences, thanks to error cancellations. In the final calculations the expansion limit, K max , for interstitial wavefunction and the analogous parameter, G max , for the interstitial density and potential were chosen such that the total energy was converged within 1 meV/atom . The Brillouin zone sampling and Gaussian smearing width were further optimized to result in the same convergence in the total energy. (See Supplementary Material for a list of R MT , K max , G max , k-grid and smearing width for each element.)
We use the default core-state occupations in Elk. For alkaline and alkaline-earth metals we use the default local orbitals provided with the exception of Ca, in which adding d -like local orbitals at an energy slightly above the Fermi energy results in a great improvement in the lattice constant prediction. For transition metals we add d -like and f -like local orbitals above the Fermi energy, following the suggestion given in Ref. 24 .
FP-LAPW for ∆ factor
In order to calculate the ∆ factor in an unbiased way the internal convergence parameters of Elk are set using default values whenever possible. In particular, default values for the muffin-tin radius, the core electron configuration and the local orbitals are used, except for a few elements (see Supplementary Material for details) where convergence and stability issues forced us to optimize R MT .
Although the choice of using the default settings may bias results against Elk, we believe that it reflects a realistic situation, where end-users do not alter the default values unless a convergence or stability issue arises. The high accuracy limit for Elk has been assessed through CMST instead.
Basis-set convergence parameters K max , G max , and the Brillouin zone sampling and smearing width were optimized to ensure convergence of total energies well within 3 meV/atom. In order to distinguish metallic and insulating systems in an automatic way, an initial scanning of the electronic entropy with Gaussian smearing was used. For resulting metallic systems (except magnetic ones) the Methfessel-Paxton 25 smearing method is employed. All calculations are performed with PBE exchange correlation functional (See Supplementary Material for a compilation of the converged parameters).
D. PAW setup
The QE-PAW datasets tested in this paper are distributed in the QEforge portal 27 within the PSlibrary package, version 0.3.1 20 . The datasets for Li, Na, K, Rb, Mg, Ca, Sr, Ti, V, Co, Cu, Ga, Ge, Zr, Nb, Mo, Rh,Pd, Ag, In, Sn, Ba,Ta, W, Ir and Pb were previously reported in Ref. 28 while those for H, B, C, N, O, F, Al, Si, P, S, Cl, Fe and Ni were described in Ref. 29 , while Pt and Au were discussed in Ref. 30 . As a reference we give in Table I the parameters for all the remaining 32 elements used in this work. Note that the PP details for Ti, Ge, Nb, Mo, Rh were also given in Ref. 28 , but they have been improved by using the all-electron data calculated in this paper. For further details such as augmentation pseudization radii we refer to the PSlibrary files 20 .
PAW for CMST
For each element in the CMST, we perform total energy calculations (using LDA or PBE) in the fcc, bcc, and sc phases using the procedure discussed in Section II A. We then use the EoS fit to determine an estimated equilibrium lattice constant, a 0 . The kinetic energy cutoffs for both the wavefunctions and the charge density are determined by converging the total energy within 0.5 mRy at this a 0 estimate. We then chose 15 points in the ±0.175 a.u. range around a 0 , and calculate the final energy-volume curve. For the Brillouin zone (BZ) integration we use uniform shifted k-point grids of n × n × n, points where n was varied in the range from 4 to 24. To increase the convergence rate we use Gaussian or Marzari-Vanderbilt 26 cold smearing. The convergence of the results with respect to the k-point sampling and smearing parameter are tested separately for each system to result in a convergence within 0.01Å in the lattice parameter. The equilibrium lattice parameter and bulk modulus are calculated from a fit of the energy-volume curves to the EoS of Eq. 1. The quality of the fit is found to be always very high, with a χ 2 lower than 10 −10 Ry 2 , except in a few cases indicating that the initial estimate for a 0 has not been satisfactory. In these cases the procedure is repeated starting from the new estimate for a 0 , obtaining finally an accurate fit. TABLE I . Electronic configuration and the matching radii for the local potential (r loc ), partial waves (rc), and core density (rcore), and reference energies (ǫ ref ) used in addition to the energy eigenvalues for the PAW datasets of the PSLibrary, tested in this paper and not reported elsewhere. The total radius of the PP (maximum of all matching radii) is given in r sph . The estimates of the wavefunction and density cut-off energies required for these PPs are reported in the last column. Note that while the density cutoffs are rather transferable between different electronic environment calculations, wavefunction cutoffs can show a stronger dependence. For further, we refer to the PSlibrary files 20 .
PAW for ∆ factor
For the ∆ factor calculations, each element in the PSlibrary dataset is tested in its equilibrium structure as proposed in Ref. 17 . All calculations are performed with the PBE exchange correlation functional.
In order to setup the computational parameters for the ∆ factor calculations the planewave expansion cutoff, the BZ sampling and smearing-width are systematically varied to result in a 3 meV/atom absolute convergence for the total energy. As in the case of Elk FP-LAPW calculations an initial scanning of the electronic entropy with Gaussian smearing is used to identify metallic systems. For insulators BZ integrations are not critical and the total energy converges rapidly with respect to the number of k-points, while for metallic systems careful smearing 26 /k-sampling is used to insure convergence (See Supplementary Material for a compilation of the converged parameters). LDA results for the equilibrium lattice constant a0, bulk modulus B0 and total energy difference with the fcc phase (expressed inÅ, GPa and eV respectively) calculated with LAPW for the solids included in CMST. Deviation from LAPW of the PAW results are reported in square brackets (expressed in mÅ, GPa and meV respectively).
III. RESULTS

A. Comparison of LAPW data with literature results
Motivated by the technical nature of the calculations, before providing our findings, we first verify our LAPW calculations with existing results in the literature, given that some of the crystals included in the CMST were present in published work [31] [32] [33] TABLE III. PBE results for the equilibrium lattice constant a0, bulk modulus B0 and total energy difference with the fcc phase (expressed inÅ, GPa and eV respectively) calculated with LAPW for the solids included in CMST. Deviation from LAPW of the PAW results are reported in square brackets (expressed in mÅ, GPa and meV respectively).
Kohn-Rostoker type, credited to be as accurate as fullpotential methods. 34, 35 Ref. 34 and this study have 18 systems in common. The relative lattice constant difference is less than 0.5%; exceptions being Fe, Ba and Cs bcc in LDA, and Ni f cc in PBE. The relative difference in bulk moduli is less than 5% in approximately half of the cases and larger in the remaining cases, up to 28% for Fe bcc in PBE. These relative differences are greater than the ones found with respect to the FP-LAPW calculations, 31, 32 and are of the same order as the difference between other LAPW results 31,32 and the EMTO results.
34
Another example is Ref. 36 , which reports calculations performed with the full-potential linear muffin-tin orbital method (LMTO). Only 6 systems are common and the results are quite close both in terms of a 0 and B 0 , differences being at most 0.3 % in the lattice parameter and 2 % in the bulk modulus.
The Elk FP-LAPW CMST database expands and fills the gaps in all-electron data available in the literature providing an extensive set of systems, generated by a uniform procedure in terms of computational method used and convergence parameters, that includes several simple structures for each element and reports both structural properties and energy differences. While the choice of cubic structures for CMST is at variance with present tests in the literature that mostly focus on the experimental stable phases, it allows an extensive comparison of the energetics of f cc, bcc and sc phases which we believe are of interest for rapidly assessing the performance of a computational methodology in the most homogeneous way.
B. CMST comparison between PAW and FP-LAPW data
We report in Table II and III the all-electron FP-LAPW values for the equilibrium lattice constants (a 0 ), the bulk moduli (B 0 ) and the energy differences between the three phases obtained using LDA and PBE respectively. The energies of the bcc and sc structures are referenced to fcc case. A negative value of the difference indicates that the structure is more stable than the fcc one. Results for the PAW calculations are also reported in square brackets as differences with respect to the LAPW values. In Figs. 2 and 3 the PAW-LAPW differences in a 0 and B 0 are plotted as a percentage of the all-electron LAPW value. In Fig. 4 PAW and LAPW energy differences between phases are reported as well as the difference between PAW and LAPW results. We start by discussing the differences in lattice constant between PAW and LAPW calculations (Fig. 2) . For almost all elements and structures the PAW-LAPW discrepancy on the lattice constant is well below 0.4%. There are some notable exceptions: Ba (fcc and bcc), and Cs (fcc, bcc and sc), in LDA; Ba (fcc and bcc), Cs (sc) and Rh (sc) in PBE, with the worst cases being Cs sc (-0.8%) in LDA and Ba fcc (-0.57%) in PBE. Most elements/structures show discrepancies smaller than 0.2%: 78 and 75 out of 90 in LDA and PBE respectively. Overall, the mean PAW-LAPW difference is very small both in LDA and PBE ( -0.065% and -0.055% respectively). The discrepancies between PAW and FP-LAPW in the fcc, bcc, and sc lattice constants are not independent from each other as can be seen from the linear correlation coefficients in Table IV . This high degree of correlation is quite important as it suggests that the pseudopotentials employed have excellent transferability among the electronic environments tested. Overall, from the data collected it appears that the comparison between PAW and FP-LAPW is slightly closer for PBE than for LDA. Also, we find that for some elements the treatment of the semicore electrons has a significant effect, in particular for Cs and Ba the inclusion of the 4d electrons in the core would result in smaller lattice parameters by as much as 0.03Å in the LAPW calculations. Due to this effect here we report Elk results with 4d electrons in valence for the case of Ba and Cs. However, the impact of semicore states appears less important in the PAW calculations; therefore the results reported use PAW datasets with 4d electrons in the core. Similar PAW calculations have been reported in Ref. 18 ; however, in that study a fixed cut-off of 40 Ry has been used for all elements to optimize sets for high-throughput calculations. Although for many elements there is agreement between our data and those of Ref. 18 , in some cases, such as Li and Cu, the relatively large deviation reported in that work is not confirmed by our calculations. We attribute this difference to the use of insufficient number of planewaves in Ref. 18 . On the contrary, in the case of Cd both our calculations and the ones in Ref. 18 consistently show a relatively large deviation from all-electron results.
The PAW -FP-LAPW deviations for the bulk moduli are reported in Fig. 3 . For most of the elements and structures studied, the PAW -FP-LAPW difference is less than 6%. The exceptions are K (fcc), Rb (fcc), Cs (bcc), Ba (bcc and sc), Zn (sc), Ru (fcc and bcc), Ag (bcc), and Cd (bcc) in LDA; Ba (sc), Zn (bcc and sc), Mo (sc), Ag (fcc and sc), and Cd (fcc, bcc and sc) in PBE. The average deviation between PAW and LAPW bulk moduli is 1.7% for LDA and 1.3% for PBE, with a general trend of PAW overestimating FP-LAPW B 0 .
Our calculations reveal that, contrary to common expectation, the percentile deviation on B 0 is not tightly correlated with the corresponding deviation on a 0 : the linear correlation coefficient between these two data sets can be as low as -0.26 for LDA and -0.31 for PBE. We report the PAW -FP-LAPW deviation for the bccf cc and sc-f cc energy differences in Fig. 4 While we require an accuracy of the order of a few mRy in the transferability tests of the PPs, this error is usually an upper limit and for many elements the energy differences between different phases agree with the all-electron results within a few meV. A deviation larger than 13 meV (≈1 mRy) in the bcc-f cc energy difference is found only for Nb in LDA. The arithmetic average of the PAW -FP-LAPW deviations are as small as 2 meV and -1 meV in LDA and PBE, with a standard deviation of 14 meV and 4 meV respectively. The PAW -FP-LAPW discrepancies in the sc-f cc energy difference are somewhat larger than the ones for bcc-f cc energy difference, consistent with the larger average value of these differences. Choosing a threshold of 26 meV (≈ 2 mRy) one can identify V and Cr as the elements needing further attention in LDA and Zn and Ag in PBE. The arithmetic average of the PAW -FP-LAPW deviations are 9 meV and 7 meV for LDA and PBE, with 19 meV and 6 meV standard deviation respectively. The sc-f cc PAW -FP-LAPW deviations appear to be positive biased, while bcc-f cc are centered around zero. Overall, in the case of the widely used PBE functional, an excellent agreement between our PAW datasets and LAPW results can be seen.
Results for alkaline-metal and alkaline-earth elements deserve a word of caution. Our FP-LAPW calculations have been converged within 1 meV/atom and the transferability of the QE-PAW datasets was verified to be of a few mRy in a number of atomic configurations. As the energy difference between fcc and bcc structures in alkaline and alkaline-earth metals are of the order of 1 meV and 1 mRy respectively, some difficulty in accurately reproducing these within the present study can be expected. Nevertheless, general trends seem in agreement with literature. As an example, in Li, K, and Rb the f cc structure is known to be more stable than the bcc when using LDA. 37, 38 We confirm these results both 
FIG. 4.
(a) CMST absolute energy difference (eV) (with respect to fcc) for the bcc and sc phases, for both FP-LAPW and PAW, using LDA (top) and PBE (bottom). (b)Absolute differences (meV) between FP-LAPW and PAW estimates for the energy differences between the bcc-fcc and sc-bcc pairs, using LDA (top) and PBE (bottom).
for LAPW and PAW, except for Rb within PAW which is stable in the bcc structure. For alkaline-earth elements LAPW and PAW calculations show identical outcomes, identifying correctly the experimental equilibrium phase for Ca (f cc), and Ba (bcc). The equilibrium phase in Be and Mg is the hexagonal-close packed (hcp) structure not included in our test set; still, we notice that the closepacked f cc phase is favored with respect to bcc in these two elements, as could be expected. The bcc-fcc energy difference in Sr is very small, just a few meV, and only PBE (both within PAW and LAPW) captures the correct (f cc) ground state phase.
C. ∆ Factor across the periodic table
In this section we present the results of the calculation of the structural properties of a large majority of the elements in the periodic 
Ref. 17.
Results obtained by four codes are compared: i) Elk LAPW calculations performed following the protocol described in section II C ii) QE-PAW calculations as described in section II D iii) VASP and iv) WIEN2k results from the literature. The data for VASP and WIEN2k have been determined in Ref. 17 and made available online at the CMM website 39 , and the most recent values available at the website are used here. 40 In our QE-PAW calculations results for all elements discussed in Ref. 17 are presented, with the exception of Lu, Rn and Xe whose datasets are still under development. Elk calculations for H, N, Lu and Hg are also excluded due to convergence problems.
In Fig. 5 we display the relative deviation from the WIEN2k results of the structural parameters V 0 , B 0 and B ′ 0 , obtained fitting Eq. 1 to the Elk and QE-PAW calculations. For completeness, the VASP results are also included. All numerical values of all these parameters are given in full in the Supplementary Material.
We can see that values predicted by different computational methods show a different spread depending on the property considered. The equilibrium volume has a typical variation of 1-2%, although larger deviations are occasionally present, while the bulk modulus has a larger spread of 5-10%, and its pressure derivative an even larger one.
In order to quantify in a single figure the agreement between the results of different codes Lejaeghere and coworkers 17 introduced a quality factor ∆, measuring the discrepancy between the corresponding two EoS (see section II B above). In the original definition of ∆ the volume integration is defined as a fixed ±6% interval around the equilibrium volume obtained for one of the two methods (WIEN2k in their case) that is taken as a reference. This approach cannot be completely satisfactory because it results in an asymmetric comparison, since it depends on the choice of a reference data set among the two elements of each comparison. Instead, having access to a measure of the distance between the results of two codes/methods rather than taking one of the two as an absolute reference could provide further insight in the comparison as the number of codes/methods to compare increases.
We tried to correct for this by defining a symmetric quality factor ∆ sym where the volume integration in Eq. 2 is performed in the ±6% interval around the average equilibrium volumes predicted by the two methods being compared. We note that ∆ sym , although being a symmetric and positive definite function, fails to satisfy the triangular inequality for the distances between any three codes/methods, also explicitly checked on the available data.
We therefore introduce a slightly modified quality factor ∆ ′ defined so that the volume integral is performed in the ±6% interval around the reference volume V ref used to generate the 7 points in the energy-volume curve which are used to determine the EoS. The resulting ∆ ′ defines a proper distance between pairs of codes/methods for each element. Very satisfactorily, the computed ∆ ′ values differ only slightly from the original ∆ values, while being a well defined distance between codes and methods.
In Fig. 6 we display the results of the ∆ ′ factors across the periodic table comparing Elk, VASP, WIEN2k, and QE-PAW. On average the four codes/methods agree very well with each other. The two that are closest are QE-PAW and VASP (1.53 meV/atom), WIEN2k is only marginally more distant (1.69-1.89 meV/atom) and Elk is slightly farther away (2.56-2.72 meV/atom) due to the contributions of the 5d transition metal elements. This discrepancy between two all-electron calculations highlights the importance of standardized verification and validation tests, and indicates that optimization of computational parameters plays an important role in the outcome of the FP-LAPW calculations. Other elements for which noticeable discrepancies between methods are visible are certain transition metals and the second half of the elements of the first row, revealing once more the elements which require careful treatment within DFT, where small changes in implementation can have a significant impact in the outcome. Besides these cases, all methods give consistently very close results.
It has been pointed out in Ref. 41 that the value of ∆ factor strongly depends on the stiffness of the material and on its volume per atom. The larger the bulk modulus or the atomic volume of a given element is, the larger the ∆ value associated to a given deviation of the structural parameters becomes. A "renormalized" ∆ 1 factor has been proposed 41 ,
where the original value of ∆ is scaled by the ratio of the equilibrium volume and the bulk modulus with respect to some reference values, taken to be
GPa, that roughly correspond to their average values over the elements. The resulting ∆ 1 factor gives a more homogeneous measure of the quality of the agreement between codes across the periodic table.
We define a modified ∆ ′ 1 rescaling the previously defined ∆ ′ factor via Eq.3 and taking for each element V 0 as the central value of the volume integration interval and B 0 as the average of the bulk moduli computed for the two codes/methods to be compared. ∆ ′ 1 is no more a well-defined distance; however, it is imperative to analyze the results with this quality factor to understand better the effects of stiffness and volume per atom on EoS comparisons.
In Fig. 7 Again, the two codes/methods that result to be closest are QE-PAW and VASP (3.11 meV/atom). WIEN2k is only marginally more distant from each of them, (3.61- 3.75 meV/atom) while Elk is farther away (5.25-6.53 meV/atom). Examining the data one can confirm that the second half of the elements of the first row as well as elements in the transition metal series remain problematic, although 5d elements appear less so here than when considering the ∆ ′ factor. Another class of potentially challenging elements are the noble gases, for which the values of the original ∆ ′ factor were systematically very small due to the very low value of their bulk moduli. We have thus re-examined further the EoS for the noble gases. It is found that the energy differences in EoS are within the convergence limit of our calculations for Ar, Kr, Xe in Elk and Ne in QE-PAW. These findings reveal that the bias of the original ∆ ′ factor with respect bulk moduli can be overcome with the use of ∆ ′ 1 .
In Table V we provide a final summary of our results using all variations of ∆ factors that have been proposed so far. Our results show that for all the variations in the ∆ ′ factor, all the compared codes/methods agree well within 15 meV. We also see that rather than an average over the periodic table, an element-by-element analysis of the quality factor, together with the EoS when necessary, highlights the elements that could benefit from improvement in each computational approach. Following these indications our efforts towards more standardized pseudopotentials continue (see the experimental pseudization recipes in PSLibrary v1.0.0 42 ).
IV. CONCLUSIONS
In this study we have introduced a Crystalline Monoatomic Solid Test protocol comprising the calculation of the structural properties and relative energy differences of the three crystalline non-magnetic cubic phases (sc, f cc, and bcc) of any given element. While most results in the literature focus on experimentally stable phases, these results provide an extensive comparison of the energetics of simple but realistic structural phases that explore several coordination numbers, thus provid-ing key information to assess and compare the performance of different computational methodologies.
We have collected a database of carefully performed all-electron FP-LAPW results, obtained by the Elk opensource code, and plane-wave PAW results, obtained by the Quantum ESPRESSO distribution including QE-PAW datasets from the PSlibrary, for a large fraction of the periodic table, including the alkaline-metals, the alkalineearth and the 3d and 4d transition-metal elements (a total of 30 elements).
The CMST protocol reveals that for the majority of the systems tested QE-PAW and Elk LAPW show excellent agreement in equilibrium lattice parameter within 0.4%, in bulk modulus within 6% and in energy differences within 1mRy, both in PBE and LDA, with the overall agreement slightly better for PBE. While performing the CMST, in the case of alkaline and alkaline-earth metals we have observed convergence and stability issues which point to a need for further studies that quantify the importance of the treatment of core electrons as well as the need of robust implementations.
In the ∆ factor tests, we have further extended the comparison between LAPW and PAW for 68 elements in the periodic table, following the protocol recently proposed by Ref.17 et al., based on a standardized study of the equation of state of the elements in their experimental equilibrium phase. We have provided a second all-electron reference for this test set using the default values of Elk (unless a stability or converge issue has been encountered), to represent a realistic scenario of the enduses of all-electron methods, and given that the agreement between QE-PAW and Elk has already been demonstrated by the CMST in the case of careful tuning. We have also extended the definition of the quality factor to ∆ ′ , a measure from which a proper distance satisfying the triangular inequality between codes/methods can be derived, allowing reference-independent comparisons.
For all flavors of the quality factor ∆, and for the majority of the periodic table, we have found good agreement between the QE-PAW data, the Elk data, and the WIEN2k and VASP data from the literature. This agreement highlights the reliability of the current state-of-theart electronic structure codes/methods for a wide range of elements in the periodic table. The differences observed for the remaining elements call attention to the urgent need of establishing reference data sets and standards for verification and validation among computational approaches, both at the highest accuracy limit and for optimal, practical applications by end-users.
Finally, the extensive tests we provide make the PSLibrary v0.3.1 a reliable default choice to be used within planewave pseudopotential implementations, that is openly available, updated and supported 43 .
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