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ABSTRACT
In this thesis, the problem of online adaptive hashing for fast similarity search is
studied. Similarity search is a central problem in many computer vision applica-
tions. The ever-growing size of available data collections and the increasing usage
of high-dimensional representations in describing data have increased the compu-
tational cost of performing similarity search, requiring search strategies that can
explore such collections in an ecient and eective manner. One promising family
of approaches is based on hashing, in which the goal is to map the data into the
Hamming space where fast search mechanisms exist, while preserving the original
neighborhood structure of the data. We rst present a novel online hashing algo-
rithm in which the hash mapping is updated in an iterative manner with streaming
data. Being online, our method is amenable to variations of the data. Moreover,
our formulation is orders of magnitude faster to train than state-of-the-art hashing
solutions. Secondly, we propose an online supervised hashing framework in which the
goal is to map data associated with similar labels to nearby binary representations.
For this purpose, we utilize Error Correcting Output Codes (ECOCs) and consider
an online boosting formulation in learning the hash mapping. Our formulation does
not require any prior assumptions on the label space and is well-suited for expand-
ing datasets that have new label inclusions. We also introduce a exible framework
v
that allows us to reduce hash table entry updates. This is critical, especially when
frequent updates may occur as the hash table grows larger and larger. Thirdly,
we propose a novel mutual information measure to eciently infer the quality of a
hash mapping and retrieval performance. This measure has lower complexity than
standard retrieval metrics. With this measure, we rst address a key challenge in
online hashing that has often been ignored: the binary representations of the data
must be recomputed to keep pace with updates to the hash mapping. Based on
our novel mutual information measure, we propose an ecient quality measure for
hash functions, and use it to determine when to update the hash table. Next, we
show that this mutual information criterion can be used as an objective in learning
hash functions, using gradient-based optimization. Experiments on image retrieval
benchmarks conrm the eectiveness of our formulation, both in reducing hash table
recomputations and in learning high-quality hash functions.
vi
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Chapter 1
Introduction
1.1 Problem Denition
Given a query, nding similar points in a corpus is a central problem in many com-
puter vision applications. The ever-growing sizes of available data collections and the
increasing use of high-dimensional representations in describing data, have increased
the computational complexity for performing similarity search, urging researchers to
develop search strategies that can be used to explore such collections in an ecient
and eective manner.
Various similarity search techniques have been proposed to address these chal-
lenges. Such techniques include tree-based construction algorithms [2, 37], which
partition the search space so that only a subset of data points is considered for
a query. Another group of techniques employ dimensionality reduction methods
[79, 68], which map the data to a lower-dimensional space while preserving the neigh-
borhood structure. A speedup is achieved in distance computations with the more
compact, lower-dimensional representations.
However, these approaches do not scale well with higher-dimensional data rep-
resentations and larger datasets. One promising family of approaches are based on
hashing, in which the data is mapped to binary vectors in Hamming space (Fig. 1.1).
The binary vector representations permit fast search mechanisms with a very small
2Figure 1.1: A hash mapping  maps data from a feature space X to the
b dimensional Hamming space Hb. The Hamming space permits fast distance com-
putations and provides low memory footprint for data representation. In this illustra-
tion, the blue and red data items belong to dierent classes, e.g., car and plane. Then
 can be learned to preserve the neighborhood as induced by such label information.
In this illustration, b = 6, therefore the binary codes are 6 bits in total.
memory footprint. Example applications that utilize hashing include: image annota-
tion [85], visual tracking [54], 3D reconstruction [11], video segmentation [64], object
detection [16], multimedia retrieval [77, 76, 23] and large-scale clustering [32, 28, 31]
Hashing methods can be broadly categorized as data-independent and data-
dependent techniques. Data-independent methods [15, 25, 46] give guarantees on
the approximation to particular metrics, without regard to the dataset that is to
be indexed. However, for certain application settings, distances are dened only on
the available data set; thus, data-dependent solutions [88, 45, 63, 27, 57, 83] are
formulated to learn the hash mapping directly from training data.
Data-dependent methods generally outperform data-independent solutions in re-
trieval tasks primarily due to the training phase where desirable properties such as
3compactness and informativeness of the hash mapping are imposed. Consequently,
the resulting binary codes better capture the data-distribution. In this thesis, we
focus on data-dependent methods.
While the data-dependent methods oer several advantages, they also pose a
signicant challenge. Specically, the training phase in these methods usually involve
solving a complex optimization problem in which the optimum is generally found
via batch learning. This batch learning usually has time complexity that scales as a
quadratic function of the number of items in the dataset. As a result, it is very costly
to re-run the batch learning with each update of the corpus, in order to adapt the hash
mapping for evolving datasets. A static corpus is rarely observed in practice; on the
contrary, expansions and diversications of the data are very common. Data points
associated to previously observed or unobserved classes may arrive, necessitating an
update in the hash mapping to accommodate to this non-stationarity. In such cases,
it would be extremely costly to repeatedly do batch learning from scratch.
To overcome these challenges, in this thesis, we propose online hashing solutions
in which the data-dependent hash mapping is updated swiftly in an iterative manner
with streaming data. The proposed solutions all address key limitations of batch-
based data-dependent hashing methods such that the learning complexity is linear
with the size of the training data, the hash mapping is amenable to changes in the
dataset and the performance is competitive with respect to batch solutions. Dier-
ently, our proposed solutions all have separate assumptions regarding the supervision
provided with the input and the formation of the arriving data.
We rst propose our hashing formulation AdaptHash, that employs stochastic
gradient descent (SGD) in learning and updating the hash mapping. We assume a
standard setup where the hash mapping is modeled as a set of hash functions and
4pairs of points associated with a similarity indicator specifying whether or not the
pair share the same label, arrive sequentially in time. We argue that, in such a
stochastic setting, it is dicult to determine which hash functions to update as it is
the collective eort of all the hash functions that yields a good hash mapping. To
overcome this issue, a Hamming based loss is proposed to infer the hash functions
to be updated and a squared error loss objective is minimized via SGD. On three
standard image retrieval benchmarks, AdaptHash, has shown to be orders of magni-
tude faster than state-of-the-art batch solutions while attaining comparable retrieval
accuracy.
Next, we propose Online Supervised Hashing (OSH). OSH is specically designed
for the problem of retrieving semantically similar neighbors where the semantics are
induced from label information. For this reason, OSH works only with labelled
(supervised) data. While AdaptHash is also applicable for supervised datasets, it
does not leverage label information other than computing the similarity value for
the arriving pairs of data items. Capturing a semantic neighborhood via a simple
similarity indicator may be dicult for certain scenarios. Instead, OSH directly
utilizes any available label information. With the usage of Error Correcting Output
Codes (ECOCs), OSH assigns target hash codes to labels directly and learns the hash
mapping accordingly. ECOCs enable compensation for a number of hash function
errors during retrieval, when the set of target hash codes is constructed carefully. The
ecacy of OSH is validated across various image retrieval benchmarks and against
state-of-the-art supervised hashing solutions.
We then propose another ECOC based supervised hashing solution, OSH+. How-
ever, rather then using a Boosting strategy, we directly minimize a convex upper
bound on the Hamming distance between the hash mappings and target hash codes.
5Also, we propose to deal with a key challenge that has not been addressed in online
hashing. In particular, the binary representations, i.e., the hash table index, may
become outdated after a change in the hash mapping. The hash index may need to
be recomputed frequently to reect the updates in the mappings, causing inecien-
cies in the system, especially when dealing with large indexes. We provide a solution
to alleviate this problem by performing partial updates in the hash table with the
use of ternary ECOCs.
Finally, we propose MIHash. While OSH+ performs partial hash table compu-
tation during a hash table update, with MIHash we tackle another key challenge in
online hashing: to determine when to update the hash table? To answer the above
question, we make the observation that achieving high quality nearest neighbor search
is an ultimate goal in hashing systems, and therefore any eort to limit computa-
tional complexity should preserve, if not improve, that quality. Motivated by this
observation, we design a quality-aware solution. Given a hash mapping, we use the
information-theoretic quantity mutual information to measure its induced neighbor-
hood quality, dened through the distance distributions of neighbor and non-neighbor
pairs. This directly and highly correlates with standard ranking metrics in evaluating
hashing. We then use this novel quality measure to design a general plug-in module
for online hashing methods, to update the the hash index when the quality of the
learned hash mapping suciently improves. Furthermore, inspired by the strong re-
sults of using mutual information to reect the quality of the hash mapping, we also
propose to optimize mutual information as an objective to learn the hash mapping
itself. Such an objective allows us to eciently preserve neighborhood structure,
without requiring tuning parameters, such as margins or scaling factors, that are
often needed in other methods. We perform gradient-based optimization of mutual
6information and show promising online hashing results.
1.2 Contributions
In this thesis, we propose novel solutions for online hashing and the related problem
of reducing hash table updates in an online hashing framework. Our contributions
are summarized as follows.
 We propose AdaptHash, an online hashing method applicable for both un-
supervised and supervised datasets. AdaptHash has desirable properties: it
learns hash mappings that demonstrate competitive state-of-the-art perfor-
mance while being orders of magnitude faster than batch methods and it is
amenable to data variations as the hash mapping is swiftly updated with in-
coming data.
 We propose OSH, an online supervised hashing method based on ECOCs.
ECOCs enable hash function error compensation during retrieval and since
the ECOCs are assigned to labels on-the-y, we assume a no prior assump-
tion on the number of labels. OSH signicantly increases retrieval accuracy
over state-of-the-art solutions when the task is to retrieve semantically similar
neighbors from a corpus.
 We propose OSH+, an extension to OSH with an improved hash mapping
learning formulation and a framework to do partial hash table updates by the
use of ternary codes. Reducing hash table updates is critical, especially when
frequent updates may occur as the hash mapping is continuously adapted to
incoming data. Previous online hashing solutions do not address this problem.
7 We propose MIHash, an ecient solution based on mutual information to de-
termine when to update the hash table for online hashing. To the best of
our knowledge, this is the rst such solution in the online hashing literature.
We derive a measure based on mutual information and demonstrate that it
accurately reects the hash mapping quality. We also propose an objective
function based on mutual information to learn hash mappings. This objective
requires little to no tuning and achieves strong empirical results compared to
state-of-the-art hashing methods.
1.3 Roadmap of Thesis
The rest of the thesis is organized as follows:
Chapter 2: Related Work
This chapter reviews related works of hashing method used for approximate
nearest neighbor search.
Chapter 3 AdaptHash: Adaptive Online Hashing for Fast Similarity Search
This chapter describes our online hashing method, AdaptHash. We rst briey
discuss the diculty in assessing how to update a hash mapping in a stochastic
setting. We then dene notation and the feature representation used in the
formulation. Afterwards, we present in detail, the formulation for learning the
hash functions via Stochastic Gradient Descent, along with an update strategy
that selects the hash functions to be updated and a regularization formulation
that discourages redundant hash functions. Finally, we conduct experiments
on three standard image retrieval benchmarks.
Chapter 4 OSH: Online Supervised Hashing
8This chapter presents our online supervised hashing method, OSH. We rst
provide the problem setting and dene the ECOC framework. Afterwards,
we propose our OSH technique that uses Online Boosting. We then discuss
how a hash table can be populated and retrieval be done using our framework.
We specically describe two dierent schemes in hash table construction and
discuss the advantageous and shortcomings of both schemes. Finally, we eval-
uate our OSH method on four image retrieval datasets against state-of-the-art
hashing solutions.
Chapter 5 OSH+: Online Supervised Hashing with Partial Hash Table
Updates
This chapter extends the OSH method presented in Chapter 4 with a distinct
ECOC based formulation and a framework that allows us to reduce hash table
entry updates. We rst describe the ECOC based formulation, in which dier-
ent than OSH, we directly minimize a convex upper bound on the Hamming
loss. Next, we introduce our framework to do partial hash table computation.
We propose to use ternary ECOCs to avoid any changes to subset of hash
functions. This allows us to circumvent updating the entire hash table. We
then demonstrate the ecacy or our method on several benchmarks. We also
compare our technique against recent deep learning based approaches.
Chapter 6 MIHash : Online Hashing with Mutual Information
In this chapter, we propose to determine when to perform an update to the
hash table, while preserving the quality of the nearest neighbor search, in online
hashing solutions. For this purpose, we propose an ecient quality measure
for hash functions, based on the information-theoretic quantity, mutual infor-
mation, and use it successfully as a criterion to eliminate unnecessary hash
9table updates. Next, we show that mutual information can also be used as an
objective in learning hash functions, using gradient-based optimization. We
call our technique MIHash. Experiments on image retrieval benchmarks (in-
cluding a 2.5M image dataset) conrm the eectiveness of our formulation,
both in reducing hash table recomputations and in learning high-quality hash
functions.
Chapter 7 Conclusions and Future Work
This chapter summarizes our contributions and discusses the strengths and lim-
itations of each proposed method. Some future directions and open problems
are presented in the end.
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Chapter 2
Related Work
Many hashing methods have been introduced over the years. Each of these methods
generally has dierent assumptions on the problem setup. Some of these assumptions
can be listed as: the data input form considered, the supervision provided, the type
of hash functions used, data-independence, cross-modality preservation etc. While a
precise taxonomy in terms of these assumptions is dicult, a rough grouping can be
made as described below.
Data-independent methods: These methods do not consider exploiting data dis-
tribution during hashing. Instead, similarity as induced by a particular metric is gen-
erally preserved. This is achieved by maximizing the probability of `collision' when
hashing similar items. Notable earlier examples include Locality Sensitive Hashing
methods [15, 25, 46] where distance functions such as the Euclidean, Jaccard and
Cosine distances are approximated. These methods usually have theoretical guaran-
tees on the approximation quality and conform with sub-linear retrieval mechanisms.
However, they are conned to certain metrics as they ignore the data distribution or
related meta-data.
Data-dependent methods: Contrary to data-independent techniques, recent ap-
proaches are data-dependent such that hash functions are directly learned from the
training data. These methods can be considered as binary embeddings that map the
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data into Hamming space while preserving a specic neighborhood structure. Such
a neighborhood is induced from the meta-data (e.g., labels) or is completely deter-
mined by the user (e.g., via similarity-dissimilarity indicators of data pairs). With
the new binary representations, distance computations can be eciently carried out
allowing even a linear search to be done very eciently for large-scale corpuses. These
data-dependent methods can be grouped as follows: similarity alignment techniques
[83, 45, 63, 56, 88, 78, 93, 24, 74], quantization/PCA based methods [38, 27, 34],
cross-modal solutions [5, 47, 97, 18, 36], and very recently, deep-learning methods
[89, 59, 21, 10, 48, 96, 99, 62, 94]. We now review a few of the prominent techniques
in each category.
Similarity preserving methods: Such solutions preserve the similarity, as in-
duced from the supervision provided, with the generated hashed codes. Among such
techniques, Minimal Loss Hashing (MLH) [66] considers minimizing a hinge-type
loss function motivated from structural SVMs. In Binary Reconstructive Embed-
dings (BRE), [45], a kernel-based solution is proposed where the goal is to construct
hash functions by minimizing an empirical loss between the input and Hamming
space distances via a coordinate descent algorithm. Supervised Hashing with Ker-
nels (SHK) [63] is similar to BRE such that a kernel-based solution is proposed; but,
instead of preserving the equivalence of the input and Hamming space distances, the
kernel function weights are learned by minimizing an objective function based on the
binary code inner products. Spectral Hashing [88] and Self-Taught Hashing [93] are
another notable lines of work where the similarity of the instances is preserved by
solving a graph Laplacian problem. Rank alignment methods [71, 19] that learn a
hash mapping to preserve rankings in the data can also be considered in this group.
Lately, two-stage techniques [57, 56, 74] have gained prominence in which the learn-
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ing stage is decomposed into two steps: binary inference and hash function learning.
The binary inference step yields hash codes that best preserve the similarity. These
hash codes are subsequently used as target vectors in the subsequent hash function
learning step, where typically, binary classiers are used.
All of these similarity preserving methods assume some type of supervision, such
as labels or similarity indicators. Thus, in the literature, such techniques are also
regarded as supervised hashing solutions.
Unsupervised methods: Another group of hashing work include schemes where
no supervision is assumed to be provided with the data. Such techniques generally
aim to preserve a type of reconstruction error. Notable examples are quantiza-
tion/PCA based techniques. Among these, Semi-Supervised Hashing [83] learns the
hash functions by maximizing the empirical accuracy on labeled data and also the
entropy of the generated hash functions on any unlabeled data. This is shown to be
very similar to doing a PCA analysis where the hash functions are the eigenvectors
of the biased covariance matrix (biased due to the supervised information). Other
noteworthy work includes PCA inspired methods where the principal components
are taken as the hash functions. If \groups" exist within the data (e.g. suitable for
clustering) then further rening the principal components for better binarization has
shown to be benecial, e.g., as in Iterative Quantization [27] and K-means Hashing
[34].
Cross-modal hashing: In this setup, the goal is to project cross-modal data
representations to Hamming space such that the similarity of the hash codes derived
from each modality is maximized, and that these hash codes also reect the intra-
modal dierences [5, 47, 97, 18, 36]. Such a setup has important applicability in
real world scenarios where heterogeneous data pairs exist, e.g., images with side
14
information such as tags, textual descriptions etc., and ecient representation of
the heterogeneous data pair is desired. Cross-modal retrieval experiments such as
image-from-text and text-from-image queries are usually conducted to measure the
accuracy of the hashed items in such work.
Deep learning based methods: Following the popularity of deep neural networks,
hashing approaches based on deep architectures have also gained signicant promi-
nence. A deep learning based hashing study typically proposes a novel architecture,
a loss function or a binary inference formulation. Among such methods, one notable
example is [48] where the hash mapping and images features are jointly learned with
a triplet loss formulation. This triplet loss ensures that an image is more similar to
the second image than to a third one with respect to their binary codes. A network-
in-network (NIN) type [60] deep net is used as the architecture with a divide-conquer
module. The divide-conquer module is said to reduce redundancy in the hash bits.
In [59], the authors propose ne-tuning a pre-trained AlexNet [44] for the hashing
problem. The soft-max layer is altered for the target dataset and a latent layer is
added just before it. In this new modied architecture, the thresholded latent layer
outputs are considered to be the hash code for an input. In [10], the authors propose
an unsupervised hashing algorithm as an autoencoder with a binary latent layer. The
authors argue that nding the hash mapping without any relaxation will yield a bet-
ter solution as signicant quantization errors might occur otherwise. Relaxations are
common in hashing studies, especially in deep hashing work where back-propagation
rules require a dierentiable objective. In experiments, the authors demonstrate
improved performance with a binary latent layer compared to a relaxed version.
Although these recent data-dependent solutions generally perform better than
their data-independent counterparts, the learning phase takes a considerable amount
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of time as the time complexity usually grows quadratically with respect to dataset
size and involves solving a complex integer programming problem. Consequently,
many of these solutions sample only a subset of the training data to learn the hash
mapping. Also these solutions are batch methods. Therefore, given any new variation
in the dataset the mapping must be re-learned from scratch. However, expansions
and variations in datasets are common in practice. As a dataset grows, it seems
natural that new classes and data items will appear. A hash mapping should be
adaptive to such diversication.
In contrast, we propose online hashing solutions in which the hash mapping is
updated in an iterative manner with sequentially arriving data. Our proposed solu-
tions address key limitations of batch-based hashing methods such that the learning
complexity is linear, the hash mapping is updated according reecting changes in
the dataset and the performance is competitive with respect to batch solutions.
We note that although recent deep hashing methods use stochastic optimization
that operates on mini-batches of data, these methods usually require multiple passes
over a given dataset to learn the hash mapping, and the hash codes are computed
at the end, only after the hash mapping has been learned. Therefore, current deep
learning based hashing methods are essentially batch learning techniques, which
dier from the online hashing methods that we consider, i.e. methods that process
streaming data to learn and update the hash mapping on-the-y.
Online Hashing: Concurrent to our work, two other online hashing methods have
recently been introduced that are also adaptive to data variations. L. Huang et
al. [35] introduced Online Kernel Hashing, in which an online passive-aggressive
algorithm is used to update the hash functions. The data items sequentially arrive
in pairs with a supervision indicator denoting the similarity of the items. The hash
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functions to be updated are selected based on a Hamming loss that reects the
number of bit ips that are needed to change in the binary codes. An update is
then performed via gradient descent on the selected hashing parameters. Although
the proposed hash function selection strategy reduces binary code recomputation, it
is parameter sensitive and does not guarantee partial selection: the algorithm may
require updating all functions at every iteration.
C. Leng et al. [51] propose approximating the properties of the incoming data in
a \sketch" matrix. The incoming data arrives in small batches and a data-sketch ma-
trix maintains the properties of this data while oering signicant memory savings.
A PCA-based method on the data-sketch is then used to derive the hash functions.
One crucial limitation of this method is that it discards any label information in its
formulation. Also, the authors do not propose a solution for reducing hash table
updates
One of limitations for these methods is that they do no explicitly deal with the
challenge of keeping the hash table up-to-date. In the worst case, after every update
to the mapping, the hash codes need to be recomputed. This may cause ineciencies
in the system, especially when dealing with large indexes. It is therefore extremely
crucial to limit the number of updates in the hash table while preserving the quality
of the nearest neighbor search during online learning.
For a much more general survey and analysis on hashing methods, we refer the
interested reader to [84].
Chapter 3
AdaptHash : Adaptive Online Hashing For
Fast Retrieval
Data-dependent solutions tend to yield higher accuracy in retrieval tasks than their
data-independent counterparts; however, the computational cost of the learning
phase in such methods is critical when large datasets are considered. Large scale
data are the norm for hashing applications, and as datasets continue to grow and
include variations that were not originally present, hash functions must also ac-
commodate this deviation. This may necessitate re-training from scratch for many
data-dependent solutions that employ a batch learning strategy.
To overcome these challenges, we propose AdaptHash, an online learning al-
gorithm in which the hash functions are updated swiftly in an iterative manner
with streaming data. The proposed formulation employs stochastic gradient descent
(SGD). SGD algorithms provide huge memory savings and can provide substantial
performance improvements in large-scale learning. The properties of SGD have been
extensively studied [4, 49] and SGD has been successfully applied to a wide variety
of applications including but not limited to; tracking [40], recognition [50], learning
[73] etc.
Despite its feasibility and practicality, it is not straightforward to apply SGD for
hashing. Please observe the setup in Fig. 3.1. Considering semantic based retrieval,
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Figure 3.1: A setup in R2 with four classes and two hash functions f1 and f2. The
feature space is divided into four regions and a binary code is assigned to instances
of each class. Given the circled pair of points sampled from two distinct classes C1
and C2, the hash function f2 assigns the same bit. Correcting this `error' will give
rise to the case where identical binary codes are assigned to dierent classes, a far
cry from what is desired.
an appropriate goal would be to assign the same binary vector to instances sharing the
same label. The two hash functions of form f = sgn(wTx) are ample to yield perfect
empirical Mean Average Precision (mAP) scores based on Hamming rankings for the
synthetic dataset in Fig. 3.1. However, in an online learning framework where pairs
of points are available at each iteration, f2 will produce identical mappings for a pair
sampled from the two distinct classes C1 and C2, but it will be erroneous to \correct"
this hashing. Simply put, the collective eort of the hash functions towards the end
goal can lead to diculty in assessing which hash functions to update or whether to
update any at all.
In this chapter, we thus propose an SGD based solution for hashing. Being online,
our method is amenable to subsequent variations of the data. Moreover, the method
is orders of magnitude faster than state-of-the-art batch solutions while attaining
comparable retrieval accuracy on three standard image retrieval benchmarks. We
also provide improved retrieval accuracy over a recently reported online hashing
method [35].
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The remainder of the chapter is organized as follows. Section 3.1 gives the frame-
work for our method. In Section 3.2, we report our experiments on two image
retrieval benchmarks.
3.1 Adaptive Hashing
In this section, we rst dene the notation and the feature representation used in
our formulation. We then devise an online method for learning the hash functions
via Stochastic Gradient Descent (SGD), along with an update strategy that selects
the hash functions to be updated and a regularization formulation that discourages
redundant hash functions.
3.1.1 Notation and Feature Representation
We are given a set of data points X = fx1; : : : ;xNg in which each point is in a
d dimensional feature space, i.e., x 2 Rd. In addition, let S denote a similarity
matrix in which its elements sij 2 f 1; 1g dene non-similarity or similarity for
pairs xi and xj, respectively. S can be derived from a metric dened on Rd or
from label information if available. Let H denote the Hamming space. In hashing,
the ultimate goal is to assign binary codes to instances such that their proximity
in feature space Rd, as embodied in S, are preserved in Hamming space H. A
collection of hash functions ff1; f2; : : : ; fbg is utilized for this purpose where each
function f : Rd ! f 1; 1g accounts for the generation of one bit in the binary code.
Following [63, 35], we use hash functions of the form
f(x) = sgn(wT(x)  w0) (3.1)
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where (x) = [K(x1;x); : : : ; K(xm;x)]
T is a non-linear mapping, K(; ) is a kernel
function and points x1; : : : ;xm are uniformly sampled from X beforehand. This
kernelized representation has shown to be eective [46] especially for inseparable
data while also being ecient when m N .
For compact codes, maximizing the entropy of the hash functions has shown to be
benecial [88, 83]. This implies
R
f(x)dP (x) = 0 and we approximate it by setting
the bias term w0 to be
1
N
PN
i=1 w
T(xi). f(x) can then be compactly written as
sgn(wT (x)) where  (x) = (x)   1
N
PN
i=1 (xi). Finally, the binary code of x
is computed and denoted by f(x) = sgn(W T (x)) = [f1(x); :::; fb(x)]
T where sgn
is an element-wise operation and W = [w1; :::;wb] 2 Rdb with d now denoting the
dimensionality of  (x).
After dening the feature representation, hashing studies usually approach the
problem of learning the parameters w1; :::;wb by minimizing a certain loss measure
[45, 66, 63] or through optimizing an objective function and subsequently inferring
these parameters [88, 93]. In the next section, we will present our SGD based algo-
rithm for learning the hash functions. From this perspective, we assume the pairs of
points fxi;xjg arrive sequentially in an i.i.d manner from an underlying distribution
and the similarity indicator sij is computed on the y.
3.1.2 Learning Formulation
Following [57], which compared dierent loss functions, we employ the squared error
loss:
l(f(xi); f(xj);W ) = (f(xi)
T f(xj)  bsij)2 (3.2)
where b is the length of the binary code. This loss function is mathematically attrac-
tive for gradient computations and has been empirically shown to oer superior per-
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formance [63]. If F = [f(x1); :::; f(xN)]
T =

sgn(W T (x1)); : : : ; sgn(W
T (xN))
T
=
sgn(
 
W T
T
) where  = [ (x1); :::; (xN)] then learning the hash function param-
eters can be formulated as the following least-squares optimization problem
min
W2Rmb
J(W ) =
X
ij
l(f(xi); f(xj);W ) =
F TF   bS2F (3.3)
where k  kF is the Frobenius norm. In [63], this problem is solved in a sequential
manner, by nding a parameter vector w at each iteration. Instead, we would like
to minimize it via online gradient descent, where at each iteration a pair fxi;xjg is
chosen at random, and parameter W is updated according to the following rule
W t+1  W t   trW l(f(xi); f(xj);W t) (3.4)
where the learning rate t is a positive real number. To compute rW l, we approxi-
mate the non-dierentiable sgn function with the sigmoid (x) = 2=(1 + e x)   1.
Assuming vg = w
T
g  (xi) and ug = w
T
g  (xj), the derivative of l with respect to wfg
is
@l(xi;xj;W )
@wfg
= 2[(W T (xi))
T
(W T (xj))  bsij]
[(vg)
@(ug)
@ug
@ug
@wfg
+ (ug)
@(vg)
@vg
@vg
@wfg
]
(3.5)
where @(ug)
@ug
= 2e
 ug
(1+e ug )2
and @ug
@wfg
=  f (xj)
1. Subsequently, we obtain @l=@W =
OP +QR where O = [ (xi); : : : ; (xi)] 2 Rmb and P = diag[(u1)@(v1)=@v1; : : : ;
(ub)@(vb)=@vb] 2 Rbb 2. UpdatingW solely based on the squared error loss would
be erroneous since this function incurs a penalty if the Hamming distance between
non-similar (similar) points is not maximized (minimized). As illustrated in Fig. 3.1,
1 @(vg)
@vg
and
@vg
@wfg
are similarly evaluated.
2Q and R are obtained by replacing xi with xj in O and by swapping ug and vg in R.
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a perfect retrieval can still be achieved when this criterion is not satised. Thus, an
additional step before applying Eq. 3.4 is required to determine what parameters to
update, as will be described next.
3.1.3 Update Strategy
The squared error function in Eq. 3.2 is practically convenient and performs well,
but its gradient may be nonzero even when there is no need for an update (e.g., the
case shown in Fig. 3.1). Thus, at each step of online learning, we need to decide
whether or not to update any hash function at all and if so, we seek to determine
the amount and which of the hash functions need to be corrected. For this purpose,
we employ the hinge-like loss function of [66, 35] dened as
lh(f(xi); f(xj)) =
8><>: max(0; dH   (1  )b) sij = 1max(0; b  dH) sij =  1 (3.6)
where dH  kf(xi)  f(xj)kH is the Hamming distance and  2 [0; 1] is a user-
dened parameter designating the extent to which the hash functions may produce
a loss. If lh = 0 then we do not perform any update, otherwise, dlhe indicates the
number of bits in the binary code to be corrected. In determining which of the dlhe
functions to update, we consider updating the functions for which the hash mappings
are the most erroneous. Geometrically, this corresponds to the functions for which
similar (dissimilar) points are incorrectly mapped to dierent (identical) bits with
a high margin. Formally, let  =
n
max

jf1(xi)j
kw1k ;
jf1(xj)j
kw1k

; : : : ;max

jfb(xi)j
kwbk ;
jfb(xj)j
kwbk
o
where w = [w; w0]
T . We select the hash functions to be updated by sorting set  in
descending order and identifying the indices of the rst dlhe elements that incorrectly
map fxi;xjg.
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3.1.4 Regularization
Decorrelated hash functions are important for attaining good performance with com-
pact codes and also for avoiding redundancy in the mappings [83]. During online
learning, the decision boundaries may become progressively correlated, subsequently
leading to degraded performance. In order to alleviate this issue, we add an orthog-
onality regularizer to Eq. 3.1. This provides an alternative to strictly constraining
the hashings to be orthogonal, which may result in mappings along directions that
have very low variance in the data. Eq. 3.1 then becomes
l(f(xi); f(xj);W ) = (f(xi)
T f(xj) Bsij)2
+
4
W TW   I2F (3.7)
where  is the regularization parameter. Consequently, @l=@W is now equal to
OP +QR + (WW T   I)W .
The objective function in Eq. 3.7 is non-convex, and solving for the global min-
imum is dicult in practice. To get around this, a surrogate convex function could
considered for which a global minimum can be found [72] and convergence of learn-
ing can be analyzed. However, because of the strong assumptions that must be
made, use of a convex surrogate can lead to poor approximation quality in repre-
senting the \real problem," resulting in inferior performance in practice [20, 14].
In the computer vision literature, many have advocated for direct minimization of
non-convex objective functions, oftentimes using stochastic gradient descent (SGD),
e.g., [44, 33, 26], yielding state-of-the-art results. In this work, we wish to faithfully
represent the actual adaptive hashing learning task; therefore, we eschew the use of
a convex surrogate for Eq. 3.7 and directly minimize via SGD. We summarize our
adaptive hashing algorithm in Alg. 1. We nd that directly minimizing Eq. 3.7 via
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Algorithm 1 Adaptive hashing algorithm based on SGD for fast similarity search
input : Streaming pairs f(xti;xtj)gTt=1, ; ; t
Initialize W0
for t 1 to T do
Compute binary codes f(xti), f(x
t
j) and similarity indicator sij Compute loss
lh(f(xi); f(xj)) according to Eq. 3.6 if dlhe 6= 0 then
Compute rW l(xi;xj;W t) 2 Rdb Compute and sort  j  the in-
correct rst dlhe indices of sorted  rW l(:; j)  0 W t+1  W t  
trW l(xi;xj;W t)// Update
else
W t+1  W t
end
end
SGD yields excellent performance in adaptively learning the hashing functions in our
experiments.
3.2 Experiments
For comparison with [35] we evaluate our approach on the 22K LabelMe and PhotoTourism-
Half Dome datasets. In addition, we also demonstrate results on the large-scale Tiny
1M benchmark. We compare our method with ve state-of-the-art solutions; Ker-
nelized Locality Sensitive Hashing (KLSH) [46], Binary Reconstructive Embeddings
(BRE) [45], Minimal Loss Hashing (MLH) [66], Supervised Hashing with Kernels
(SHK) [63] and Fast Hashing (FastHash) [56]. These methods have outperformed
earlier supervised and unsupervised techniques such as [15, 93, 88, 83]. In addition,
we compare our approach against Online Kernel Hashing (OKH) [35].
3.2.1 Evaluation Protocol
We consider two large-scale retrieval schemes: one scheme is based on Hamming
ranking and the other is based on hash lookup. The rst scheme ranks instances based
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on Hamming distances to the query. Although it requires a linear scan over the corpus
it is extremely fast owing to the binary representations of the data. To evaluate
retrieval accuracy, we measure Mean Average Precision (mAP) scores for a set of
queries evaluated at varying bit lengths (up to 256 bits). The second retrieval scheme,
which is based on hash lookup, involves retrieving instances within a Hamming ball;
specically, we set the Hamming radius to 3 bits. This procedure has constant
time complexity. To quantify retrieval accuracy under this scheme, we compute the
Average Precision. If a query returns no neighbors within the Hamming ball, it
is considered as zero precision. We also report mAP with respect to CPU time.
Furthermore, when comparing against OKH we also report the cumulative mean
mAP and area under curve (AUC) metric. For all experiments, we follow the protocol
used in [63, 35] to construct training and testing sets.
All experiments were conducted on a workstation with 2.4 GHz Intel Xeon CPU
and 512 GB RAM.
3.2.2 Datasets
22K LabelMe The 22K LabelMe dataset has 22,019 images represented as 512-
dimensional Gist descriptors. As pre-processing, we normalize each instance to have
unit length. The dataset is randomly partitioned into two: a training and testing set
with 20K and 2K samples, respectively. A 2K subset of the training points is used
as validation data for tuning algorithmic parameters, while another 2K samples are
used to learn the hash functions; the remaining samples are used to populate the
hash table. The l2 norm is used in determining the nearest neighbors. Specically,
xi and xj are considered similar pairs if their Euclidean norm is within the smallest
5% of the 20K distances. S is constructed accordingly and the closest 5% distances
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of a query are also used to determine its true neighbors.
Half Dome This dataset contains a series of patches with matching information
obtained from the Photo Tourism reconstruction of Half Dome. The dataset in-
cludes 107,732 patches in which the matching ones are assumed to be projected from
the same 3D point into dierent images. We extract Gist descriptors for each patch
and as previously, we normalize each instance to have unit length. The dataset is
then partitioned into a training and testing set with 105K and 2K samples, respec-
tively. A 2K subset of the training samples is used as validation data for tuning
algorithmic parameters, while another 2K samples from the training set are used
to learn the hash functions, and the remaining training samples are then used to
populate the hash table. The match information associated with the patches is used
to construct the matrix S and to determine the true neighbors of a query.
Tiny 1M For this benchmark, a set of million images is sampled from the Tiny
image dataset in which 2K distinct samples are used as test, training and validation
data while the rest is used for populating the hash table. The data is similarly pre-
processed to have unit norm length. Similarly to the 22K LabelMe benchmark, the
l2 norm is used in determining the nearest neighbors, where xi and xj are considered
similar pairs if their Euclidean distance is within the smallest 5% of the 1M distances.
S is constructed accordingly and the closest 5% distances of a query are also used to
determine its true neighbors.
As described in the next section, when evaluating our method against OKH, the
online learning process is continued until 10K, 50K and 25K pairs of training points
are observed for the LabelMe, Half Dome and Tiny1M datasets, respectively. This
27
is done to provide a more detailed and fair comparison between the OKH online
method and our online method for adaptively learning the hashing functions.
3.2.3 Comparison with Online Hashing [35]
Fig. 3.2 gives comparison between our method and OKH. We report mAP and cu-
mulative mean mAP values with respect to iteration number for 96 bit binary codes.
We also report the Area Under Curve (AUC) score for the latter metric. As stated,
the parameters for both methods have been set via cross-validation and the meth-
ods are initialized with LSH. The online learning is continued for 10K, 50K and
25K points for the LabelMe, Half Dome and Tiny1M datasets. The experiments
are repeated ve times with dierent randomly chosen initializations and orderings
of pairs. Ours and Oursr denote the un-regularized and regularized versions of our
method, respectively.
Analyzing the results, we do not observe signicant improvements in performance
for the 22K LabelMe dataset. Our method has a benign AUC score increase with
respect to OKH. On the other hand, the performance improvements for the Half
Dome and Tiny 1M datasets are much more noticeable. Our method converges faster
in terms of iterations and shows a signicant boost in AUC score (0.67 compared to
0.60 for Half Dome and 0.43 compared to 0.40 for Tiny 1M, specically). Although
both methods perform similarly at the early stages of learning, OKH yields inferior
performance as the learning process continues compared to our method. Moreover
our technique learns better hash functions in achieving higher retrieval accuracy for
both the Halfdome and Tiny 1M benchmarks. The regularization also has a positive
albeit slight eect in improving the performance. This validates a former claim
that the regularization term alleviates the possible gradual correlation among hash
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(a) (b)
(c) (d)
(e) (f)
Figure 3.2: Mean average precision and its cumulative mean with respect to iteration
number for comparison with OKH [35]. Ours and Oursr denote the unregularized and
regularized versions of our method, respectively. (Top row) 22K LabelMe dataset.
(Middle row) Half dome dataset. (Bottom row) Tiny 1M dataset.
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Figure 3.3: Sample pictures from the 22K LabelMe, Halfdome and Tiny 1M datasets.
functions as the algorithm progresses and thus helps in avoiding inferior performance.
3.2.4 Comparison with Batch Solutions
We also conducted experiments to compare our online solution against leading batch
methods. For these comparisons, we show performance values for hash codes of
varying length, in which the number of bits is varied from 12 to 256. All methods
are trained and tested with the same data splits. Specically, as a standard setup,
2K training points are used for learning the hash functions for both batch and online
solutions. Thus, for online techniques, the performance scores reported in the tables
and gures are derived from an early stage of the algorithm in which both our method
and OKH achieve similar results, as will be shown. This is dierent when reporting
mAP values with respect to CPU time, where the online learning is continued for 10K
(LabelMe), 50K (Halfdome), and 25K (Tiny1M) pairs of points as is done in Section
3.2.3. The mAP vs CPU time gures is thus important to demonstrate a more
fair comparison. Other algorithmic parameters have been set via cross validation.
Finally, Ours describe our regularized method.
Table 3.1 shows mAP values for the 22K LabelMe benchmark. Analyzing the
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Method Mean Average Precision (Random  0:05) Training time
(seconds)
12 bits 24 bits 48 bits 96 bits 128 bits 256 bits 96 bits
BRE [45] 0.26 0.48 0.58 0.67 0.70 0.74 929
MLH [66] 0.31 0.37 0.46 0.59 0.61 0.63 967
SHK [63] 0.39 0.48 0.56 0.61 0.63 0.67 1056
FastHash [56] 0.40 0.49 0.56 0.61 0.63 0.66 672
KLSH [46] 0.31 0.42 0.48 0.56 0.59 0.64 510 4
OKH [35] (@2K) 0.32 0.43 0.53 0.63 0.67 0.73 3.7
Ours (@2K) 0.33 0.43 0.54 0.64 0.67 0.71 3.8
Table 3.1: Mean Average Precision for the 22K LabelMe dataset. For all methods, 2K
points are used in learning the hash functions. Bold values show the best performing
method.
results, we observe that while BRE performs the best in most cases, our method
surpasses other batch solutions especially when # of bits is > 96, e.g., for 96 and
128 bit binary codes our method achieves 0.64 and 0.67 mAP values, respectively,
surpassing SHK, MLH, FastHash and KLSH. More importantly, these results are
achieved with drastic training time improvements. For example, it takes only  4
secs to learn the hash functions that give retrieval accuracy that is comparable with
state-of-the-art batch solutions that take at best 600 secs to train.
Results for the hash lookup based retrieval scheme are shown in Fig. 3.4 (center-
right). Here, we again observe that the online learning techniques demonstrate simi-
lar hash lookup precision values and success rates. Not surprisingly both the precision
values and success rates drop near zero for lengthier codes due to the exponential
decrease of instances in the hash bins. With fewer bits the hash lookup precision is
also low, most likely due to the decrease in hashing quality with small binary codes.
This suggests that implementers must appropriately select the Hamming ball radius
and the code size for optimal retrieval performance.
Similarly, Table 3.2 reports mAP at varying numbers of bits for the Halfdome
dataset. We observe that SHK performs the best for most cases while our method is
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Figure 3.4: Results for the 22 LabelMe dataset. (Left) Mean Average Precision (at
96 bits) with respect to CPU time in which for OKH and our method, the online
learning is continued for 10K pairs of points. (Center) Mean hash lookup precision
with Hamming radius 3. (Right) Hash lookup success rate.
Method Mean Average Precision (Random  110 4) Training time
(seconds)
12 bits 24 bits 48 bits 96 bits 128 bits 256 bits 96 bits
BRE [45] 0.003 0.078 0.40 0.62 0.69 0.80 1022
MLH [66] 0.012 0.13 0.38 0.62 0.67 0.80 968
SHK [63] 0.024 0.23 0.46 0.74 0.79 0.87 631
FastHash [56] 0.024 0.16 0.43 0.69 0.75 0.84 465
KLSH [46] 0.012 0.05 0.11 0.28 0.33 0.40 5 10 4
OKH [35] (@2K) 0.022 0.18 0.45 0.69 0.73 0.81 6
Ours (@2K) 0.024 0.18 0.47 0.66 0.76 0.83 7.8
Table 3.2: Mean Average Precision for the Halfdome dataset. For all methods, 2K
points are used in learning the hash functions. Bold values show the best performing
method.
Figure 3.5: Results for the Halfdome dataset. (Left) Mean Average Precision (at
96 bits) with respect to CPU time in which for OKH and our method, the online
learning is continued for 50K pairs of points. (Center) Mean hash lookup precision
with Hamming radius 3. (Right) Hash lookup success rates.
a close runner-up, e.g., SHK achieves 0.74 and 0.79 mAP values compared to our 0.66
and 0.76 for 96 and 128 bits, respectively. Again, our method achieves these results
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Method Mean Average Precision (Random )
Training time
(seconds)
12 bits 24 bits 48 bits 96 bits 128 bits 256 bits 96 bits
BRE [45] 0.24 0.32 0.38 0.47 0.50 0.59 669
MLH [66] 0.21 0.28 0.35 0.41 0.45 0.55 672
SHK [63] 0.24 0.30 0.36 0.41 0.42 0.45 3534
FastHash [56] 0.26 0.32 0.38 0.44 0.46 0.52 772
KLSH [46] 0.2 0.25 0.32 0.39 0.42 0.45 510 4
OKH [35] (@2K) 0.23 0.28 0.36 0.44 0.47 0.55 1.9
Ours (@2K) 0.24 0.29 0.36 0.44 0.48 0.52 2.4
Table 3.3: Mean Average Precision for the Tiny 1M dataset. For all methods, 2K
points are used in learning the hash functions. Bold values show the best performing
method.
Figure 3.6: Results for the Tiny 1M dataset. (Left) Mean Average Precision (at
96 bits) with respect to CPU time in which for OKH and our method, the online
learning is continued for 25K pairs of points. (Center) Mean hash lookup precision
with Hamming radius 3. (Right) Hash lookup success rates.
with hash functions learned orders of magnitude faster than SHK and all other batch
methods. Though KLSH also has a very low training time it demonstrates poor
retrieval performance compared vs. other solutions. Fig. 3.5 (center-right) show
results for the hash lookup precision and success rate in which we observe similar
patterns and values compared to state-of-the-art techniques.
Table 3.3 reports mAP values for the large scale Tiny 1M dataset. Here we
observe that FastHash and BRE perform best with compact codes and lengthier
codes, respectively. Our online technique performs competitively against these batch
methods. The hash lookup precision and success rates for the online techniques are
again competitive as shown in Fig. 3.6 (center-right).
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Figs. 3.4-3.6 (left) show mAP values of all the techniques with respect to CPU
time. The batch learners correspond to single points in which 2K samples are used
for learning. For the 22K LabelMe dataset, we observe no signicant dierence in
performance between our technique and OKH. However, both of these online methods
outperform the state-of-the-art (except for BRE) with computation time signicantly
reduced. For the Halfdome and Tiny 1M benchmarks, the OKH method is slightly
faster than ours; however, in both benchmarks the accuracy of OKH degrades as
the learning process continues. Overall, our method demonstrates higher retrieval
accuracy compared to OKH and is generally the runner-up method overall. Yet, our
results are obtained from hash functions learned orders of magnitude faster compared
to the state-of-the-art batch techniques.
3.3 Summary
In this chapter, we have proposed an algorithm based on stochastic gradient descent
to eciently learn hash functions for fast similarity search. Being online it is adapt-
able to variations and growth in datasets. Our online algorithm attains retrieval
accuracy that is comparable with state-of-the-art batch-learning methods on three
standard image retrieval benchmarks, while being orders of magnitude faster than
competing state-of-the-art batch-learning methods. In addition, our proposed formu-
lation gives improved retrieval performance over the only competing online hashing
technique, OKH, as demonstrated in experiments.
Chapter 4
OSH : Online Supervised Hashing
In this chapter, we propose OSH, an online supervised method for learning a hash
mapping based on Error Correcting Output Codes (ECOCs). We specically con-
sider the problem of retrieving semantically similar neighbors where the semantics
are induced from label information. This problem is central in many vision tasks
including, but not limited to, label-based image retrieval and annotation[9, 29], se-
mantic segmentation [61], image super resolution[91], etc. Supervised hashing meth-
ods have shown to outperform unsupervised methods in semantic retrieval mainly
due to leveraging available label information.
Our formulation is based ECOCs. The use of ECOCs have their origins in coding
theory and have been successfully used to solve many computer vision problems
[70, 39, 41, 95]. The general theme is to use a distributed representation for the
output space. These representations are carefully selected so they partition the
output space into distant target regions. Errors made in the system (e.g., channel
or classiers) then can be recovered to a certain extent. In the hashing context, an
ECOC formulation has several advantages. It allows one to be more specic regarding
the range of the hash mapping. Prior work usually enforce properties to the hash
mapping  through binary constraints resulting in complex (NP-hard) optimization
problems. Instead, we directly construct the elements of the range (set) as desired
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and then do minimization. ECOCs also enables compensation for a number of hash
function errors during retrieval when the range of  is carefully constructed. Finally,
it provides a constant time hash-lookup complexity during retrieval.
We consider a stochastic setting in which data items sequentially arrive and the
hash mapping is updated accordingly. The data items may be associated with pre-
viously unobserved labels; thus, we assume that the number of labels is not known
a priori. In experimental evaluation, our proposed method yields accuracy that is
at least comparable to (sometimes even better than) state-of-the-art batch solutions
but is orders-of-magnitude faster in learning the hash mapping. Most importantly,
our method is adaptable to data variations. This is critical for diversifying and
expanding datasets (please observe Fig. 1). We also signicantly outperform two
competing recent online hashing methods [35, 7].
In summary, our contributions are twofold:
1. We introduce an adaptive supervised hashing technique. It is orders-of-magnitude
faster than state-of-the-art batch methods, while providing comparable or bet-
ter accuracy. Also, compared to recently proposed online techniques, our
method shows signicant improvements in terms of retrieval performance.
2. Our learning formulation does not require any prior assumptions on the label
space and is well-suited for expanding datasets that have new label inclusions.
Our learning algorithm has linear time complexity with respect to number of
items in the dataset. To the best of our knowledge, it is the rst supervised
hashing technique that allows the label space to grow.
The remainder of the chapter is organized as follows. Section 4.1 gives the formu-
lation of our methodology. In Section 4.2, we provide experiments on several widely
used image benchmarks.
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Figure 4.1: A toy example with a hash mapping  : R2 ! H3. Supervised learning of
this mapping is usually done in batch mode in state-the-art methods. If the dataset
grows and diversies, the hash mapping that is computed in batch mode become
outdated and must be recomputed by re-running the batch optimization from scratch.
The batch learning usually has time complexity that scales as a quadratic function
of the number of items in the dataset. As a result, it is very costly to adapt the
hash mapping for evolving data distributions. We introduce an online technique for
learning the hash mapping that is easily amenable to such variations and expansions
of the dataset.
4.1 Online Supervised Hashing
In this section, we rst provide the problem setting and dene the ECOC framework.
Afterwards, we formulate our online supervised hashing technique.
4.1.1 Framework
Assume the joint space Z , XY where X and Y denote the input and label spaces,
respectively. The goal of hashing is to learn a mapping  : X ! Hb such that a
neighborhood structure is preserved in the b-dimensional Hamming space H. This
neighborhood is usually obtained from a particular metric associated with X , label
information dened on Y or can be derived jointly from Z. Following recent work,
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we utilize a set of hash functions for the mapping, i.e., (x) = [h1(x); : : : ; hB(x)]
T
where each hash function hi(;wi) : X ! f 1; 1g is responsible for the generation of
one bit and wi is its associated parameter vector.
Our formulation is based on Error Correcting Output Codes (ECOCs). An ECOC
based formulation has several advantages. First, it allows being specic regarding the
range of . Prior work usually enforces desirable properties such as compactness and
informativeness on the range (set) without explicitly specifying its elements. Such
properties are generally imposed through integer constraints in the objective function
leading to a high-complexity optimization problem. Instead, we consider specic
elements in the range of  as target codes, thereby enabling an easy imposition of
any desirable property for the mapping. Also, the resulting optimization procedure
is less demanding without the complex constraints. Secondly, the target codes can
directly be used as hash bins when constructing an index. Since the number of
target codes is much smaller than the co-domain of , this allows a constant O(jT j)
retrieval complexity where T is the set of target codes. Lastly, if the target codes
are selected to have ample bit dierences, a number of hash function errors can be
compensated for during retrieval, thus providing further robustness.
A hashing method also based on ECOCs has been considered in [6] achieving
state-of-the-art performance. However, the method is batch -making it intractable
to re-learn the hash mapping for each data variation. Also, it is not clear how the
method works for multi-label datasets and most importantly the label space Y is
assumed to be known a priori. In contrast, we employ ECOCs in an online setting,
in which the hash functions are updated sequentially with incoming data. Moreover,
we assume no prior information on the label space Y ; the incoming instances can
be associated with previously observed labels or not. The method has to accom-
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modate newly arrived data with its possibly never-seen labels. This is an essential
feature given the ever-growing sizes of datasets and the inclusions of initially un-
known classes.
4.1.2 Methodology
We consider the hash functions to be hyperplanes of the following form:
h(x;w) = sgn(wTx); (4.1)
where w and x are given in homogeneous form. We assume a stochastic environment
in which data items (x;y) 2 Z arrives sequentially. Although our method is applica-
ble to multi-label datasets, for mathematical brevity, assume jyj = 1, i.e., each data
point is associated only with a single label. Each label y is assigned a specic target
code in the b-dimensional Hamming space Hb. Let cy 2 T denote the target code for
label y. Intuitively, we should nd a mapping  such that dh((x); cy) is minimized,
where dh =
bP
i=1
Jcy 6= hi(x;wi)K is the Hamming loss. The objective function then
can be formulated as:
J() =
Z
Z
dh((x); cy)dP (z)
=
Z
Z
bX
i=1
Jcyi 6= hi(x;wi)K| {z }
l(cyiwTi x)
dP (z):
(4.2)
Replacing the 0n1 loss in dh with a margin-based convex upperbound l such as
the exponential loss, the objective function becomes convex. Let us denote this
new objective function as eJ(). We consider stochastic gradient descent (SGD) to
minimize it:
t+1  t   tr eJ(t) (4.3)
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Figure 4.2: Assume two class labels: green and blue. The two target codes c1 and c2
are assigned to these classes, respectively. If the codes are lengthy then identical bi-
partitions can occur, possibly resulting in highly-correlated hash functions for these
bits. In this example, when the rst class is assigned value 1, and the second class
is assigned value 0, we get the identical bi-partitions marked using red boxes. The
corresponding hashings h1; h3; h5; h8 and hb will be correlated if initialized similarly.
where  = [w1;    ;wb] and the learning rate t is a positive real number. SGD
has been successfully applied to large-scale learning problems as it provides huge
memory savings and substantial computational time improvements. In our case, it
also enables an online leaning approach for supervised learning of the hash mapping
.
Notice that the objective can be written as eJ() = EZ [PTi=1 l(cyiwTi x)] =PT
i=1 EZ [l(cyiwTi x)]; thus, Eq. 3 can be considered as nding dichotomizers of a
linear form, each parametrized by w, which minimizes the sum of expected margin-
based losses. Since the expected losses are in sum form, this is equivalent to inde-
pendently minimizing each hash function hi. Specically, we can update hashing hi
according to the following rule:
wt+1i  wti   trwl(hi(x;wti); cyi): (4.4)
The choice of T is important. The target codes c should be distant enough in Hb to
increase robustness. The error-correlation among individual hash functions is also
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crucial for the retrieval performance. Even if we nd  that minimizes the objective
function, errors made by the hash functions may be correlated. Each bit position in a
target code c denotes a binary label for the data points; thus, identical bi-partitions
may be produced giving rise to highly-correlated dichotomizers as illustrated in Fig.
2. Therefore, reducing this correlation is crucial for the success of an ECOC based
algorithm [30]. In Boosting this problem is tackled by re-weighting the probability
distribution associated with the training data, thus enabling the learner to focus on
incorrectly mapped (i.e., misclassied) instances. For our online setting, we handle
the error-correlation in a similar manner and take into account previous mappings
when updating each hash function. Formally, hi is updated as follows:
wt+1i  wti   trwil(Hi 1 + hi(x;wti); cy); (4.5)
where Hi 1 =
i 1P
k=1
cykhk(x
t;wtk). With this approach, we can handle the error-
correlation problem in a way that is not possible when applying SGD on  directly.
Eq. 4 is inspired by [3], but our formulation diers from [3] in that we incorporate
ECOCs in learning.
When a new label is observed, we assign a new target code to it and proceed with
the update as usual. The target code can be generated on-the-y, but to further re-
duce the computational overhead it is helpful to construct a suciently large set of
codes or a codebook C, beforehand. The performance of the method also depends
on this codebook's construction, e.g., the distance between the target codes must be
large enough to ensure error-correction. In practice, randomly constructing the bi-
nary codebook performs better than using construction heuristics [52]. Therefore, in
our implementation, we use random construction for code generation. We summarize
our Online Supervised Hashing (OSH) learning algorithm in Alg. 1.
41
Algorithm 2 OSH: Online supervised hashing.
input : Streaming data f(xt;yt)gTt=1, Codebook C, , Procedure find(T ;y) to
obtain the target code(s) of y from target set T ,
Initialize  = [w1; : : : ; wb]; k = 1
for t 1 to T do
if yt * Y then
for each new label y 2 yt do
Y  f Y ; yg T  random codeword c from C // C  C n c k  k+1
end
end
for each y in yt do
cy  find(;y) for i 1 to b do
wt+1i  wti   trwl(Hi 1 + hi(xt;wti); cy)
end
end
end
4.1.3 Populating the Index Table and Retrieval
In this work, the use of ECOCs enables two dierent ways to index a data item. A
data item x can be indexed by using either the target code c corresponding to its
label y (if available) or the output of the hash mapping (x).
OSH-T . If the data instance to be indexed has label information, it is benecial
to use the corresponding target code c as its hash bin when populating the hash table
with instances. This indexing approach has been shown to compensate for a number
of hash function errors during retrieval, and thus, provides improved performance
[6] when labels are available. The hash bins correspond with labels and since, in
practice, the number of hash bins jT j is much smaller than the number of indexed
data items, the hash structure will typically be dense. Therefore, to retrieve similar
items for a query xq computing a Hamming rank for all the data items in the index
is unnecessary. Instead, it is enough to consider the bin with Hamming distance
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closest to (xq). This retrieval procedure has O(jT j) time complexity. Rather than
ranking all items, one would typically wants to rank data items in a specic bin of
the hash table. Thus, after the closest hash bin is identied, the items located in
that bin can be ranked according to similarity to the query, based on their (x).
OSH-. The hash mapping  can also be used as bins, i.e., to hash the data
item x, the output (x) can be used as an index. This may be done when label
information is not provided. The co-domain of  is the b-dimensional Hamming
space; thus, the resulting index structure built with  will typically be sparse with
many empty bins and some items will be associated with unique indices (if b is not
so small). Consequently, given a query, (x) can be computed and hashed items can
be retrieved via Hamming ranking. This retrieval has O(N) time complexity where
N is the number of indexed items, but owing to fast distance computations in the
Hamming space, it is extremely fast.
In practice, it is convenient to use both schemes. In OSH-T , the main index
structure is constructed from the target codes c, and the items in specic hash bins
are accessed through a secondary hash table that is populated with . Given a
query, the closest bin in the main index can be located via Hamming decoding, and
the items in that bin can be Hamming ranked using (x). In OSH-, the main index
structure is populated using  computed for each data instance. The closest bins
in the index can be retrieved in sequence of proximity to the query (x), until the
desired number of items is obtained and ranked. Table 4.1 summarizes the dierences
between these two approaches.
To make our work comparable with competing methods, we assign each item a
binary code that is its hash bin index, irrespective of the hashing scheme. Given
a query, we retrieve all items via Hamming ranking to compute the mean Average
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Hash using
# possible
hash bins
Retrieval Complexity
Hash
unlabeled data
target codes cy jT j Constant O(jT j) No
mapping  2b Linear O(N) Yes
Table 4.1: Dierence between the two hash mappings for indexing data. T is the
set containing the target codes c. N is the number of hashed data items. b is the
dimensionality of the Hamming space H. In practice, typically jT j  N  2b.
When target codes c is used to index data items, it is enough to compare the target
codes to the hashed query (xq). This results in an O(jT j) time retrieval complexity.
On the other hand, when the output of  is used to populate the index, Hamming
ranking on the hashed data items can be done having linear time complexity (O(N)).
Precision (mAP), as explained in the next section.
4.2 Experiments
We evaluate our approach on four widely used datasets: CIFAR-10, SUN397, NUSWIDE
and PLACES205. We compare our method against Locality Sensitive Hashing (LSH)
[15], Binary Reconstructive Embedding (BRE) [45], Minimal Loss Hashing (MLH)
[66], Supervised Hashing with Kernels [63], Fast Hashing (FastHash) [56], Super-
vised Hashing with Error Correcting Codes (ECC) [6], Online Kernel Hashing (OKH)
[35], Adaptive Hashing (AdaptHash) [7] and deep learning based hashing methods
[59, 89, 48]. These methods have shown to outperform earlier hashing techniques
such as [88, 83, 93, 27]. We refer to our method as OSH in the following sections:
OSH-T when the target codes c are used as the hash bins, and OSH- when  is
used to populate the hash table.
4.2.1 Evaluation Protocol
For all experiments we follow the protocol used in [63, 83, 35]. We consider the
Hamming ranking in which instances are ranked based on Hamming distances to the
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query. This retrieval scheme has linear complexity but owing to the binary represen-
tations it is extremely fast in modern CPUs. We consider Mean Average Precision
(mAP) scores for a set of queries evaluated at varying bit lengths and/or mAP val-
ues vs. CPU time analysis. Algorithmic parameters are set via cross-validation on
a small validation set sampled from each dataset (specically, 4K data points are
used). We choose performance over learning time when selecting the type of base
learners in the hashing methods. Specically, for ECC we use the linear SVM as the
base learner for all our experiments. Similarly, we always select the best performing
learner despite the possibility of being much slower for the FastHash technique. As
for the loss function in OSH we utilize the exponential loss and select a constant step
size for t = f0:2; 0:5; 0:1; 0:1g for CIFAR-10, SUN397, NUSWIDE and PLACES205,
respectively.
All experiments were conducted on a workstation with 2.4 GHz Intel Xeon CPU
and 512 GB RAM.
4.2.2 Datasets and Features
In this section we introduce the benchmark image datasets used in our experimental
evaluation, and the descriptors used to represent the images in these datasets. We
consider four benchmark datasets:
CIFAR-10: The CIFAR-10 benchmark contains 60K samples from 10 dierent cate-
gories represented as 512-dimensional Gist descriptors. We randomly partition
the dataset into two: a training and a test consisting of 59K and 1K samples
(100 per class), respectively. 2K instances (20 per class) are sampled from the
training set to learn the hash functions, and the remaining training data is
used to populate the hash table.
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SUN397: The SUN397 dataset contains over 100K samples from 397 categories rep-
resented with 512-dimensional Gist descriptors. We sample 10 instances from
each class to construct our test set. We sample 3.7K instances (10 instances
per class) from the remaining instances to learn the hash functions while the
rest of the training data is used to populate the hash table.
NUSWIDE: This dataset contains over 270K samples. Each sample can be asso-
ciated with multiple labels, corresponding with 81 ground truth concepts. We
use the 500-dimensional BoW descriptors provided with the dataset [12] as the
feature representation. As in [12], we partition the data into two parts: 269K
and 1K samples for the training and test sets, respectively. We use 2K samples
selected at random from the training set to learn the hash functions, while the
remaining data is used to populate the hash table. Following [83], the precision
metric is evaluated based on whether the retrieved instances share at least one
label with the query.
PLACES205: For large-scale experiments we use the Places dataset. This dataset
is a 2.5 million image subset of the recently introduced Places benchmark [98].
Images in this dataset belong to one of 205 scene categories. A test set of 4.1K
points is constructed by sampling 20 images per class. The rest of the dataset
constitutes the training data used to populate the hash table. A random subset
of 100K images from this training data is used to learn the hash functions.
Nearly all batch methods were not trainable for this benchmark; thus, we
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report results for online hashing solutions only. We use CNN features as image
representations for PLACES205. These CNN features are pre-computed from
the fc7 layer of an AlexNet [44] trained on the ImageNet dataset [17], and
are reduced to 128 dimensions by PCA. The network is not ne-tuned on this
target dataset.
Similarly to PLACES205, we also use deep feature representations of the images
in CIFAR-10, SUN397 and NUSWIDE. The features are extracted from the fully
connected layer fc7 of the 16-layer VGG16 [75] Convolutional Neural Network (CNN)
pre-trained on the ImageNet dataset [17]. The features are extracted from a network
that is also not ne-tuned for these experimental datasets. Each image is represented
by a 4096-dimensional feature vector. These features are then used in place of the
Gist and BoWs features in experiments that test OSH, the other online hashing
methods, and the best performing batch method for each benchmark dataset using
the deep features as input.
4.2.2.1 Initialization and Populating the Hash Table
For the online methods OKH, AdaptHash and OSH, LSH is used for initialization
of the hashing parameters. The sets of samples used to learn the hash functions
are selected randomly without any class consideration. In addition, when reporting
the mAP vs. CPU time, the online learning is continued until 59K, 100K, 100K and
100K samples are observed for the CIFAR-10, SUN397, NUSWIDE and PLACES205
datasets, respectively. Some methods mean-center and unit-normalize the data; thus,
to put all methods on equal footing, we also mean-center the data and do unit
normalization as preprocessing.
As stated in Sec. 4.1.3, two dierent schemes are possible to populate a hash table.
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In OSH-T , each data item x is indexed using the target code c corresponding to its
label (if label information is available). In OSH-, each data item is indexed using
the output of the mapping (x). We use an analogous annotation of ECC-T and
ECC- for ECC. For CIFAR-10, SUN397 and PLACES205 datasets, we can evaluate
and compare performance of OSH and ECC using both schemes. For NUSWIDE,
since multiple labels can be associated with a data item, we simply use OSH- as
the index when populating the hash table. Note that ECC (both   and  T ) is
not applicable on multi-label datasets.
4.2.3 Results
In this section we present the results of our experiments. We compare the perfor-
mance of OSH, our proposed online hashing method, to state-of-the-art online and
batch methods. We then analyze the precision/time tradeo of our method, and
compare it against other online and batch methods. Finally, we examine queries and
their corresponding retrieved images using our two indexing schemes: OSH- and
OSH-T .
4.2.3.1 Performance Comparisons
We present Mean Average Precision (mAP) performance and time performance com-
parisons between our online hashing method and other state-of-the-art online and
batch hashing methods. This is done for the three benchmark datasets: CIFAR-10,
SUN397, and NUSWIDE.
Table 4.2 reports the mAP values for CIFAR-10. The top section of the table re-
ports results for the batch methods. We observe that ECC-T performs best among
the batch methods for all length codes. The middle section of Table 4.2 reports
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results for the online methods. We can see that our method, OSH attains best per-
formance among the online methods. More importantly, our method achieves these
results with substantial time improvements. For example, it takes only 2.9 seconds
to learn the hash function parameters compared to 355 seconds of the best perform-
ing batch method ECC-T , while attaining comparable results. Another signicant
improvement is the memory footprint of the binary codes. Even with 4 bits, our
method achieves comparable performance to state-of-the-art techniques with 64-bits
(excluding ECC-T ).
We also evaluated performance when CNN features are used to represent the
images instead of Gist. These results are reported in the bottom section of Table 4.2.
Here we observe that using CNN features results in a signicant boost in the mAP
performance. We compare the best performing batch method (ECC-T ) against all
online methods. Our method, OSH, remains the best online hashing solution while
attaining mAP that is competitive with the best performing batch method for this
dataset, ECC-T . The training time increases when using CNN features due to
the higher dimensionality of the feature representation, as expected. However, our
method again has learning times that are a fraction of the best batch method: 1.6K
vs. 11 seconds.
Table 4.3 reports results for the SUN397 dataset. From the batch and online
sections of the table, we observe that our method, OSH, is the best online hash-
ing method. It is a strong competitor for the batch method ECC-T , sometimes
even exceeding its performance. Again our method achieves these results orders-of-
magnitude faster compared to other solutions. When CNN features are used, we
again observe a signicant boost in performance. We compare performance of the
best-performing batch method vs. all of the online methods. Using CNN features, our
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Method
Mean Average Precision
(Random 0:1)
Training
time (sec)
4 bits 8 bits 12 bits 24 bits 32 bits 64 bits 24 bits
B
a
tc
h
LSH [15] 0.11 0.12 0.12 0.13 0.13 0.14 0.1
BRE [45] 0.15 0.16 0.15 0.15 0.15 0.16 295
MLH [66] 0.14 0.16 0.16 0.15 0.16 0.15 280
SHK [63] 0.21 0.24 0.26 0.29 0.30 0.32 149
FastHash [56] 0.21 0.26 0.28 0.31 0.32 0.34 899
ECC- [6] 0.15 0.18 0.20 0.24 0.25 0.27 355
ECC-T [6] 0.33 0.39 0.44 0.53 0.55 0.58 355
O
n
li
n
e
OKH [35] 0.13 0.13 0.13 0.14 0.15 0.15 8.3
AdaptHash [7] 0.10 0.10 0.12 0.13 0.14 0.14 6.2
SketchHash [51] 0.14 0.15 0.15 0.16 0.16 0.17 1.3
OSH- 0.15 0.19 0.20 0.21 0.21 0.22 3.2
OSH-T 0.32 0.38 0.41 0.48 0.48 0.52 2.9
C
N
N
ECC- 0.31 0.43 0.55 0.64 0.66 0.68 1.6K
ECC-T 0.57 0.71 0.74 0.80 0.81 0.83 1.6K
OKH 0.14 0.15 0.18 0.21 0.21 0.26 31
AdaptHash 0.10 0.15 0.15 0.19 0.22 0.26 7.0
SketchHash 0.23 0.24 0.24 0.24 0.26 0.27 6.5
OSH- 0.30 0.33 0.38 0.45 0.45 0.47 13
OSH-T 0.45 0.69 0.71 0.72 0.75 0.76 11
Table 4.2: Mean Average Precision for the CIFAR-10 dataset. For all methods, 2K
points are used in learning the hash functions. Bold denotes the best performing
method (batch or online) while red underline denotes the best online method. The
training time (in seconds) includes time for learning and populating the hash ta-
ble. Results shown in the CNN section of the table use the 4096-dimensional CNN
features, as described in the text. For the CNN comparison, results for the online
methods and the best performing batch method (ECC) are reported.
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Method
Mean Average Precision 10 1
(Random 0:02)
Training
time (sec)
4 bits 8 bits 12 bits 24 bits 32 bits 64 bits 24 bits
B
a
tc
h
LSH [15] 0.031 0.033 0.038 0.044 0.047 0.056 0.2
BRE [45] 0.046 0.051 0.056 0.058 0.061 0.077 146
MLH [66] 0.041 0.046 0.050 0.057 0.060 0.073 149
SHK [63] 0.050 0.059 0.064 0.068 0.068 0.065 2.4K
FastHash [56] 0.034 0.043 0.045 0.050 0.054 0.060 4.4K
ECC- [6] 0.02 0.04 0.04 0.06 0.07 0.08 22K
ECC-T [6] 0.061 0.098 0.103 0.144 0.145 0.198 22K
O
n
li
n
e OKH [35] 0.034 0.035 0.039 0.045 0.050 0.059 32
AdaptHash [7] 0.02 0.026 0.040 0.044 0.047 0.057 10
SketchHash [51] 0.046 0.052 0.057 0.063 0.067 0.076 2.3
OSH- 0.033 0.039 0.042 0.057 0.062 0.078 3.1
OSH-T 0.061 0.094 0.110 0.135 0.141 0.201 3.2
C
N
N
ECC- 0.03 0.06 0.09 0.158 0.19 0.29 16K
ECC-T 0.07 0.14 0.152 0.238 0.324 0.575 14K
OKH 0.027 0.028 0.029 0.033 0.034 0.051 33
AdaptHash 0.026 0.029 0.031 0.033 0.036 0.053 11
SketchHash 0.027 0.029 0.035 0.041 0.049 0.072 13
OSH- 0.041 0.072 0.071 0.133 0.162 0.250 19
OSH-T 0.079 0.133 0.181 0.298 0.402 0.557 21
Table 4.3: Mean Average Precision for the SUN397 dataset. For all methods, 3.7K
points are used in learning the hash functions. Bold denotes the best performing
method (batch or online) while red underline denotes the best online method. The
training time (in seconds) includes time for learning and populating the hash ta-
ble. Results shown in the CNN section of the table use the 4096-dimensional CNN
features, as described in the text. For the CNN comparison, results for the online
methods and the best performing batch method (ECC) are reported.
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OSH technique either achieves comparable results with ECC-T , the best competing
batch method or exceeds it. Again these results are achieved orders-of-magnitude
faster: 14K vs. 21 seconds, for the ECC-T vs. our OSH method, respectively.
Table 4.4 reports results for the NUSWIDE dataset. For this benchmark, our
OSH technique surpasses all methods, batch or online, for all bit lengths, excluding
FastHash. When using CNN features, we compare the best batch method against all
online methods. OSH remains the best online hashing solution and a close runner-up
to the best batch method. Training time increases due to the higher dimensionality
of feature representation, as expected. However, our method again has learning times
that are a fraction of the best method; 0.57 mAP in 6.8K seconds for FastHash-
CNN compared to 0.51 mAP in 17 seconds. We observed that SketchHash performs
signicantly worse, even with lengthier codes or with CNN descriptors. We believe
this might be due to NUSWIDE being a multi-label dataset and that SketchHash's
unsupervised formulation is incapable of capturing the semantics of a multi-labeled
dataset adequately. Note that ECC and OSH-T are not applicable for NUSWIDE
since it is a multi-label dataset.
For all benchmarks we observe state-of-the-art performance with substantial time
and memory savings. Our OSH method either achieves top performance or is a
close runner-up, while being orders-of-magnitude faster than competing methods
and using more compact codes. Being online, OKH and AdaptHash also oer similar
advantages with respect to computational eciency, but only perform slightly better
than LSH in terms of retrieval accuracy.
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Method
Mean Average Precision
(Random  0:21)
Training
time (sec)
4 bits 8 bits 12 bits 24 bits 32 bits 64 bits 24 bits
B
a
tc
h
LSH [15] 0.215 0.220 0.225 0.237 0.232 0.268 0.5
BRE [45] 0.255 0.261 0.265 0.274 0.277 0.286 288
MLH [66] 0.243 0.259 0.264 0.267 0.271 0.279 310
SHK [63] 0.248 0.265 0.263 0.281 0.287 0.29 68
FastHash [56] 0.28 0.291 0.293 0.296 0.302 0.304 201
O
n
li
n
e OKH [35] 0.219 0.22 0.231 0.232 0.236 0.24 13
AdaptHash [7] 0.215 0.216 0.232 0.234 0.236 0.237 10
SketchHash [51] 0.01 0.01 0.01 0.01 0.01 0.01 1
OSH- 0.261 0.266 0.274 0.281 0.283 0.293 4.6
C
N
N
FastHash 0.477 0.533 0.549 0.564 0.568 0.577 6.8K
OKH 0.224 0.245 0.248 0.256 0.279 0.304 30
AdaptHash 0.225 0.239 0.248 0.266 0.288 0.314 14
SketchHash 0.01 0.01 0.01 0.01 0.01 0.01 5
OSH- 0.414 0.438 0.465 0.489 0.504 0.51 17
Table 4.4: Mean Average Precision for the NUSWIDE dataset. For all methods,
1.6K points are used in learning the hash functions. Bold denotes the best perform-
ing method (batch or online) while red underline denotes the best online method.
The training time (in seconds) includes time for learning and populating the hash
table. Results shown in the CNN section of the table use the 4096-dimensional CNN
features, as described in the text. For the CNN comparison, results for the online
methods and the best performing batch method (FastHash) are reported. Note:
ECC and OSH-T are not applicable because NUSWIDE is a multi-label dataset.
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Figure 4.3: Mean Average Precision with respect to CPU time for CIFAR-10 (top),
SUN397 (middle) and NUSWIDE (bottom) datasets in which for OSH the online
learning is continued for 59K, 100K and 100K points, respectively. For all other
methods the dots represents the training time with 2K, 3.7K and 2K samples. Note
that SketchHash is not included in nal gure.
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4.2.3.2 mAP vs. Time Tradeo
In this section we study more closely the tradeo between mean Average Precision
(mAP) and CPU time.
The graphs in Fig. 4.3 report the mAP value vs. CPU time for the online and batch
hashing methods, for the three benchmark datasets. The test sets of the CIFAR-
10 and SUN397 datasets contain instances sampled from all classes; therefore, for
evaluation purposes, we do indexing after all possible labels have been observed.
This occurs early in the online process.
As can be observed in the graphs of Fig. 4.3, the mAP performance of OSH
surpasses nearly all other techniques in all three benchmarks within a fraction of their
learning time. The performance of OSH either improves as more training examples
are observed or oscillates around a particular value. Oscillation may be due to the
constant step size selection in Eq. 51. The selection of  is mostly application-specic,
and related to the knowledge of whether the instances are sampled from a stationary
or non-stationary distribution. For example, if the data points are believed to be
sampled from a non-stationary distribution, a diminishing step size will not allow
the hash functions to adapt to such a variation.
4.2.3.3 Experiments with the Places205 Dataset
Having established our methods superiority in previous benchmarks we now conduct
further tests on a much larger dataset: PLACES205. This dataset has 2,5 million
images over 205 categories. We use 100K training points to learn our hash mapping
and plot the retrieval performance in terms of mean Average Precision (mAP) over
CPU Time. It is impractical to train most batch methods on such a large dataset,
1Also, the log scale used for the x-axis is another reason. We used log-scale to visually shrink
the large discrepancy of CPU times between the methods.
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Figure 4.4: Mean Average Precision with respect to CPU time for PLACES205
datasets in which online learning is continued for 100K points. Random performance
value for mAP is  0.004.
due to the space complexity of these batch methods. For this reason, we compare
against online solutions only.
In Fig. 4.4 we observe OSH-T is the best online solution while SketchHash is
the runner-up. Though SketchHash converges early in the learning process, our
method's performance increases as more data is seen. Learning time for SketchHash
is less compared to our solution as it processes 100K instances faster; however, at
any CPU time value our method outperforms SketchHash in retrieval performance.
OSH- also performs well nearing, 0.1 mAP value at 100K points, albeit it falls short
against OSH-T and SketchHash. Finally, OKH and AdaptHash perform poorly.
4.2.3.4 Retrieval Results
We now examine images retrieved for particular image queries, so that we may gain
some insight into where and why retrieval errors may occur. We do this for OSH-
and OSH-T .
56
In Fig. 4.5, we present example retrieval results for OSH- for several image
queries from the SUN397 dataset. The top 10 retrievals of seven query images from
seven distinct categories are presented. Most of the retrieved images belong to the
same class as the query image. Interestingly, many of the retrieved images that do
not belong to the same class appear visually similar, and can be from semantically
related classes. Examples include: an image retrieved from class Coast for a query
of class Beach, and images retrieved from the class HotelRoom to the class Bedroom.
In Fig. 4.6, we present retrieval results for our method OSH-T . Fig. 4.6(a)
shows the top 10 retrieved images for some example query images in the SUN397
dataset. Since the index is populated using OSH-T , all retrieved images have the
same similarity score and so they are presented in random rank-order in the gure.
In order to further improve the ranking of the OSH-T retrievals, we can rank
them according to . Note that ranking the OSH-T retrievals using  does not
change the mAP of OSH-T as all retrievals are from the same class. Fig. 4.6(b),
shows the same 10 retrieved images for each query, but this time re-ranked according
to . While being subjective, some interesting observations emerge: In row 1 of
Fig. 4.6(b) the rst image has the most similar colors and orientation compared to
the query image. In row 2 of Fig. 4.6(b) the least similar image is a closeup on
people rather than depicting an airport terminal space as in the query image and
other retrievals that are ranked higher. In row 3 of Fig. 4.6(b), lled open closets
appear to have higher similarity than empty or closed ones. In row 4 of Fig. 4.6(b),
the blue phone booth is being ranked least similar compared to all the red ones. In
row 5 of Fig. 4.6(b), with the exception of one image, green pool tables are retrieved
with higher similarity that others. Finally, in row 6 of Fig. 4.6(b) all frontal view
cockpits are ranked higher than the nal two, which are not frontal views.
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(a)
Query
(b) Top 10 retrieved results
Figure 4.5: Retrieval when  is used to populate the hash table: OSH-. Seven
sample test images of dierent classes for the SUN397 dataset are shown. (a)
shows the 7 query images: UnderwaterCoralReef, Bedroom, SnowyMountain, Beach,
Cockpit, LivingRoom, Kitchen, respectively. (b) shows 10 retrieved images for each
class that possess highest similarity to the query image; going from left to write
similarity with query image decreases. Retrieved images that are marked in red
belong to a dierent class than the query image. Bedroom query retrievals include
6/10 images labeled HotelRoom. Beach query retrievals include 1/10 images labeled
coast. LivingRoom query retrievals include 2/10 images labeled Parlor, 1/10 image
labeled DiningRoom, 1/10 labeled HomeOce, and 1/10 labeled ConferenceRoom.
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Query (a) Retrieval when hash bins correspond to target codes: all retrievals in the bin
have equal similarity to the query.
Query (b) The images in the hash bins are re-ranked according to , ordered left to
right in descending similarity.
Figure 4.6: Retrieval when the target codes from the set T are used as the hash bins
for the SUN397 dataset: OSH-T . (a) The images residing unordered in the hash
bins; (b) the top 10 images retrieved using OSH-T are now ranked according to .
The images belong to these classes: Kitchen, AirportTerminal, Closet, PhoneBooth,
PoolroomEstablishment, Cockpit, respectively. 10 retrieved images for each query
that possess highest similarity to the query image. Note that all images retrieved
belong to the correct class of the query image.
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4.2.4 Comparison against Deep Learning Hashing Methods
Deep learning based hashing methods have been introduced recently in which features
specic to a target domain and the hash mapping are simultaneously learned [59, 89,
48]. We compare our technique against such recently introduced methods. We use
deep features extracted from the fully connected layer fc7 of the 16-layer VGG16 [75]
CNN pre-trained on the ImageNet dataset [17]. The features we use are extracted
from a network that is not ne-tuned for the experimental datasets listed in this
work. The length of the binary codes is selected to be 48 to match experiments of
these works. [33] is based on the AlexNet architecture with an introduced latent
layer between fc7 and fc8, [34] is based on the AlexNet architecture, and [39] use
their own architecture of eight stacked convolution layers, which feed into divide-and-
encode modules to divide intermediate image features into multiple branches, with
each branch corresponding to one hash bit. In all these networks, training occurs
on the target task. In contrast, we compute CNN features from a VGG architecture
pre-trained on ImageNet and do not ne-tune using images from our dataset or for
our target task. As a result of the dierent architectures and ne-tuning vs. not
ne-tuning, these methods are not directly comparable with experiments presented
in Tables 2, 3 and 4. However, these results are discussed further here.
In the experiments with the CIFAR-10 dataset, we obtain mAP values of 0.77
and 0.795 when 5K and 50K images are used, respectively. Compare this to 0.58
(32% improvement) and 0.52 (48% improvement) over [48] and [89], respectively.
The performance increases to 0.795 when trained with 50K images. Our method
does not demonstrate better performance than [59] which reports a 0.89 mAP value;
but, our technique is orders-of-magnitude faster than these deep learning solutions,
achieving these performance values with a hash mapping learned in 50 and 500
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seconds for 5K and 50K points, respectively. Whereas these methods require hours
of GPU training.
4.3 Summary
We proposed an online supervised hashing technique that is adaptable to continuing
growth and diversication of datasets. Our OSH method does not assume any prior
knowledge on the label space of the data. OSH achieves state-of-the-art performance
on three image retrieval benchmarks and it is orders-of-magnitude faster than batch
methods. Our method attains mean average precision (mAP) that is comparable to
state-of-the-art, but using more compact codes. Our method signicantly outper-
forms previous online hashing approaches, while also being occasionally faster in its
computation.
Chapter 5
OSH+ : Online Supervised Hashing with
Partial Hash Table Updates
In Chapter 4, we introduced Online Supervised Hashing, OSH. At the core of this
study is the assignment of b-length Error Correcting Output Codes (ECOCs) to
labels as target vectors. The codes can be constructed with desirable properties
enabling recovery from hash function errors during retrieval. A simple property is
having good pairwise separation between the codes. In OSH, a random procedure,
aimed to achieve such a separation, has shown to work well in practice. Since the
ECOCs or target vectors are binary, it results in b bipartitions of the data. A hash
function is then learned on each bipartition. The set of b hash functions learned on
all bipartitions constitutes the hash mapping.
In this chapter, we improve the OSH method in two dierent aspects. First,
in OSH, an online boosting based formulation is considered to reduce the error-
correlation among the b hash functions. This is relevant, since assume we have K
codes constructed and assigned to K classes as to preserve the underlying similarity
between the classes. If b is selected such that 2K < b, then for any set of K target
codes, there will exist identical bipartitions of the data, irrespective of how the target
codes are generated. Although the pairwise hamming distance between any two codes
can be made arbitrarily large with an increasing b, the hash functions corresponding
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to identical bipartitions will be correlated, unjustifying the use of lengthy codes.
The online boosting formulation proposed in OSH reduces the correlation between
hash functions by taking outputs of other hash functions into account during the
learning procedure. However, the performance still saturates with large b. Although
one might improve the formulation to achieve better performance with lengthier
codes, we make a practical observation that warrants a dierent focus to the problem.
Our observation is the fact that the inequality 2K < b rarely holds in practice. For
example, if K = 10, the length of the target codes b must be greater than 210 = 1024
for identical bipartitions to occur (independent of how the codes are constructed). In
practice, and especially for large scale data, one typically has much larger number of
classes. A necessary condition to avoid identical bipartitions is to have the inequality
log b  K  2b hold. With common choices of b1, one thus notices that the identical
bipartitions problem can be avoided.
As a result, in our rst improvement, we forgo the online boosting approach and
propose a much more intuitive formulation in learning the hash mapping. In this
new formulation, the objective is the hamming distance between an item and its
corresponding target code. The formulation is upper-bounded and minimized via
stochastic gradient descent (SGD).
As our second improvement, we also propose a mechanism to avoid recomputing
the entire hash table. In an online setup, the binary codes must be recomputed
when the hash mappings are updated. This may cause ineciencies in the system,
especially when such updates are frequent. Therefore a framework is still needed to
reduce revisiting binary codes that are already stored in an index. As a remedy, we
propose the assignment of sets of hash functions to sets of labels. When an item
1Common choices of b are in the range of 24  512.
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Figure 5.1: An ECOC Matrix . Each cycle consists of  codewords corresponding
to  observed labels. At the end of each cycle, k new code words and hash functions
are added. As a result,  expands in both directions. For an incoming point (x; y),
only  hash functions of the cycle in which the label y was rst observed are updated.
arrives, the set of hash functions corresponding to its label are determined and only
updated. Thus, only the corresponding bits in the hash table need updating.
We name our method OSH+. In summary, the contributions of OSH+ are twofold:
(i) Rather then using an online boosting strategy, we directly minimize a convex
upper bound on the Hamming distance between the hash mappings and target
codes. We employ a stochastic gradient technique in which our algorithm has
established convergence results. We show improved results over state-of-the-art
hashing methods, including OSH.
(ii) We introduce a exible framework that allows us to reduce hash table entry
updates. This is critical, especially when frequent updates may occur as the
hash table grows larger and larger.
The remainder of the chapter is organized as follows. Sec. 5.1 gives the formu-
lation of our methodology. In Sec. 5.2 we provide retrieval experiments on three
dierent image retrieval benchmarks.
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5.1 Formulation
Let X and Y denote the feature and label space, respectively. z , (x; y) is an ob-
servation from the joint space Z , X  Y where y 2 Y . We approach hashing as a
Hamming embedding. The goal is to nd a mapping  : X ! Hb where Hb is the
b dimensional Hamming space, so that a particular neighborhood structure is pre-
served. We specically focus on preserving the semantic neighborhood as described
by label information.
We utilize a collection of hash functions for this purpose, where a function f :
X ! f 1; 1g accounts for the generation of a bit in the binary code. Many types of
hash functions are considered in the literature; for simplicity and good performance
we utilize linear threshold functions:
f(x) , sgn(wTx) (5.1)
where w and x are in homogeneous form. Mapping (x) = [fi(x); :::; fb(x)]
T then
becomes a vector-valued function to be learned.
We will consider using an ECOC formulation for learning . The biggest advan-
tage of ECOCs is the error-correcting property, which enables recovery from hash
function errors in computing the binary encoding. Let C  Hb denote a codebook.
Usually the elements of C, i.e. , the codewords, ought to satisfy good error-correcting
properties such as having ample bit dierences. We will assign each codeword c 2 C
to a label in Y . One intuitive way to preserve the semantic similarity is to minimize
the Hamming distance between (x) and its corresponding codeword cy. Formally,
we would like to nd  such that dh((x); cy) is minimized where dh(a;b) is the
Hamming loss/distance between a and b. Hence, the objective can be formulated
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as:
J() , EZ [dh((x); cy)] ,
Z
Z
dh((x); cy)dP (z): (5.2)
We would like to solve Eq. 5.2 in an online manner. This allows the computations
to grow linearly with data input size, which is crucial given large-scale datasets.
The Hamming distance is dened as dh((x); cy) =
P
t[[ft(x) 6= cyt]] where both
dh and the functions ft are non-dierentiable. Fortunately, we can relax ft by drop-
ping the sgn function in Eq. 5.1 and derive an upper bound on the Hamming loss
as:
dh((x); cy) =
bX
t=1
[[ft(x) 6= cyt]] 
bX
t=1
l( cytwTt x); (5.3)
where w and x is written in homogenous form to incorporate the bias w0 and l is
a suitably selected loss function. We consider the standard hinge loss dened as
lhinge(z) = max(0; 1 + z). With this hinge loss, we prove the statement in Eq. 5.3.
Proof of Eq. 5.3: If ft(x) 6= cyt then cytwTt x  0 implying lhinge( cytwTt x)  1.
Thus,
[[ft(x) 6= cyt]]  lhinge( cytwTt x): (5.4)
The above statement is true for all t. Thus,
Pb
t=1[[ft(x) 6= cyt]] 
Pb
t=1 l( cytwTt x)
is true.

By substituting this upperbound this surrogate function into Eq. 5.2, J()(>
J()) becomes a convex where T = [wT1 ; :::;w
T
T ]. Therefore, we can directly mini-
mize this upper bound using stochastic gradient descent:
t+1  t   trJ() (5.5)
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where t > 0. Zinkevich [100] showed that for SGD, requiring J() to be a dieren-
tiable Lipschitz-function is sucient for obtaining a regret bound that diminishes as
O(1=pT ), where T is the iteration number.
Expanding and diversifying datasets are common in many practical problems.
Hence, it is crucial that the mapping accommodates these variations. In our online
setting, an incoming point may be associated with a previously observed class label
or may even be associated with a new class label. The online framework we employ
allows the hash functions to be adapted with streaming data. If a new label is
observed, we assign a unique codeword from C to the label and proceed on with the
minimization.
5.1.1 Partial Hash Table Updates with a Block Strategy
The concept of adaptive online hash functions is appealing; though, it could require
that all previously computed hash codes must be updated with every change of .
Assume N b-length hash codes are already stored in an index. This requires updating
Nb bit entries in the indexing structure. After T iterations a total of O(NbT )
computations must be carried out to keep the index up to date. Although, hash
function evaluation is usually fast, if N is large and the index is partially stored on a
disk, these computations may require disk access and become extremely inecient.
Hence, a solution that reduces hash bit entry updates in indexing is needed.
To address this issue we utilize ternary codewords cy 2 f 1; 0; 1gb, where 0
denotes an inactive bit. As used in classication problems [22], the inactive bit
allows us to avoid any changes to the corresponding (inactive) generator hash func-
tion. The Hamming distance dh now becomes dh((x); cy) =
P
t[[ft(x) 6= cyt]]jcytj P
t l( cytwTt x)jcytj. Hence, as the inactive bits do not contribute to the Hamming
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distance, their partial derivative rwtJ in Eq. 5.5 is 0.
Our framework is online and the number of labels is not known a priori. Con-
sequently, rather than xing the code length parameter b, we systematically grow
the binary codes with incoming data. Please observe Fig. 5.1. Assume we store
codewords cy corresponding to observed labels as rows in an ECOC matrix . A
cycle in our method consists of observing  new labels; for example, the rst set of
 labels observed during learning constitute the rst cycle. At the end of each cycle,
we alter the matrix  by appending k inactive columns to the right. Let m denote
the number of cycles so far. The next incoming newly observed label is assigned
the ternary code cy = [0    0 cy] with (m   1)k inactive bits and a k-length binary
codeword cy 2 C. Therefore,  grows in both directions with streaming data. We
summarize our algorithm in Alg. 3.
5.1.2 Parameter Selection
Alg. 3 requires user-specied choices for C;  and k. Though the performance does not
critically depend on delicate parameter choices, we still discuss selection heuristics.
Central to the method is the codebook C, where its elements cy 2 f 1; 1gk are
used to construct target hash codes for the mappings. Though these binary codes
can be computed on the y with demand, it is more appropriate to construct them
oine to reduce online computations. These codes ought to have good row and
column separation properties. We consider a randomly generated codebook, which
is simple to construct and shown to perform better compared to other heuristics [52].
Though we assume no prior information for the label space, let L denote the
total number of labels we anticipate. During learning, the ternary codewords are
constructed from codes sampled from the binary codebook C. Since the inactive bits
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Algorithm 3
input : Codebook C; ; k; t, streaming inputs (xt; yt), initiliazation procedure for a set
of hash functions init(), procedure find(; y) to obtain the codeword of y from
code matrix ,
1  = init(w1; : : : ;wk);m = 1; n = 1
2 for t 1; :::; T do
3 flag  0 if yt =2 Y then // A new label
4 flag  1 if n >  then // A new cycle
5  [ 0k]  = [ init(wmk+1; :::;w(mk+k)] m m+ 1; n 1
6 else
7 n n+ 1
8 end
9 cy  random codeword from C C  Cncy cy  [
(m 1)kz }| {
0; ::; 0 cy] /* Ternary code
assigned to label y */
10  


cy

11 end
12 if flag = 0 then cy  find(; y);
13 t+1  t   trJ(; cy) // Update
14 end
in the ternary codewords do not contribute to the Hamming distance, the binary
codes cy 2 C instead must have ample bit dierences. To ensure this property,
codebook C must have a suciently large number of codes. Specically, 2k  L
must be satised where k is the length of cy. This is a mild requirement given the
common choices of k (k = 32; 64; : : : ) which work well in practice.
Another situation to avoid is  < log k, as this can lead to identical columns
(bipartitions) in a cycle. To examine why we need   log k, consider the codewords
assigned to  labels in a particular cycle. Ignoring the inactive bits, notice that the
columns denote bipartitions of the data based on labels in which the hash functions
can be considered as dichotomizers. Eq. 5.2 can be reorganized by interchanging the
integral and sum, yielding J() =
P
t
R
Z l( cytwTt x)dP (z). Hence, with the upper
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Figure 5.2: A point x may be indexed by either using its corresponding codeword
cy (if label information exists) or by using the output of the mapping, i.e. , (x).
As seen, for ternary codewords the inactive bits do not contribute to the Hamming
distance (only highlighted areas are compared).
bound, minimizing the Hamming loss between the target hash codes cy and the
mapping (x) can be viewed as minimizing the sum of expected losses or the binary
classication errors. If identical bipartitions exist then the learned dichomotizers will
be highly correlated as the classication error of each dichomotizer will independently
be minimized based on these same bipartitions (data splits).
In general, k must be selected so that the inequality 2k  L    log k holds.
For randomly generated  codes of k-length, the probability that all bipartitions are
unique is 2
!
(2 k)!2k . Thus, a good choice for  might be 4 log k where this probability
is  0:9 for common choices of k.
5.1.3 Populating Hash Table and Retrieval
After learning the mapping , the hash table can be populated by either indexing
a point x using its corresponding codeword cy in  or by using the output of the
mapping, i.e. , (x) (see Fig. 5.2). Given a test query xq, (xq) is computed and
instances are ranked based on the Hamming distances between the binary codes.
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Note that (x) 2 f 1; 1gb while the hash codes of the points are ternary, as described
above. Even with ternary codes, the Hamming distance computation can be carried
out with the same eciency by masking out the inactive bit positions.
If the point to be indexed has label information y, then using the corresponding
codeword as its binary code is shown to perform better [6]. Instances can be ranked
by merely computing the Hamming distance between the test query code (xq)
and the codewords. Since the number of codewords is usually much smaller than
the number of instances, this is much more ecient and the ECC error-correcting
property also allows a number of hash function errors to be compensated for during
this retrieval. Moreover, since the hash table is populated via codewords c, an update
to previously stored entries is not required when the mapping  is changed. This is
an important property for an adaptive hashing technique since updating the index
for each change in the hash mapping might be computationally infeasible for large
structures.
However, label information may not always be available. In such a case, we can
use  to compute the binary code of an instance. However, such codes must be
accommodated to the changes to ; thus, reducing this need to update the hash
table becomes essential. We do this by allocating sets of hash functions to sets of
classes with the usage of ternary codewords as explained Sec. 5.1 and Alg. 3.
5.2 Experiments
In this section we evaluate and compare our method against state-of-the-art tech-
niques on two standard image retrieval benchmarks. For comparison, we consider
Binary Reconstructive Embeddings (BRE) [45], Minimal Loss Hashing (MLH) [66],
Supervised Hashing with Kernels (SHK) [63], Fast Supervised Hashing (FastHashing)
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[56], Supervised Hashing with Error Correcting Codes (ShECC) [6], Smart Hashing
(SmartHash) [90], Hashing by Deep Learning [89, 59, 48], Online Kernel Hashing
(OKH) [35] and Online Supervised Hashing (OSH) [8]. These methods have outper-
formed earlier methods such as [15, 88, 83, 71, 93, 78]. Similar to our work, OKH
and OSHare online hashing methods.
In evaluating retrieval performance we consider the following scheme. Given a
query xq, (xq) is computed and instances are ranked according to their Hamming
distances to the query. This linear search is extremely ecient in Hamming space.
To quantify our results, we report the Mean Average Precision (mAP). We consider
binary codes of length 8 to 64.
We further compare our method with OKH, OSHand SmartHash to analyze the
number of indexed binary code updates during a learning phase. We specically
report mAP values vs.the number of bit updates with dierent choices of parameters.
5.2.1 Experimental Setup
We conduct evaluation on two datasets: Cifar-10 and Sun397. We follow common
guidelines in constructing our training and test sets [63, 83]. Unless otherwise stated,
the training and test sets are constructed with an equal number of samples from all
labels. The rest of the data is used to populate the hash table. If label information
is provided, then we index a point with the codeword corresponding to its label. If
a label is not provided,  is used for indexing.
Given a test query, the goal is to retrieve (or rank highly) instances associated
with the same label. We use the same data splits for all batch-learning methods. For
online techniques, the experiments are repeated ve times with dierent orderings of
the incoming data and the average performance values are reported. Dierent types
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Figure 5.3: Example images from the Cifar-10 and Sun397 datasets.
of hash functions such as linear and kernel SVMs, decision trees, etc. are available for
certain methods such as ShECC and FastHash. We simply select the best performing
type of function.
In Sec. 5.2.2, when evaluating retrieval performance, we set  suciently large so
that only a single cycle occurs in Alg. 3. The value of k then denotes the bit-length
(8 to 64). In Sec. 5.2.3, we compare the adaptive methods based on the number
of bit updates applied to already indexed data during learning. In so doing, we
allow multiple cycles in Alg. 3 and report retrieval performance by using dierent
parameter values. Notably, the step size t is set to 1 in all experiments.
We use the Gist descriptor and CNN features as image representations. The
CNN features are obtained from the fc7 layer of a VGG16 [75] Convolutional Neural
Network pre-trained on ImageNet [17]. Note that we do not ne-tune the network
to the target datasets Cifar-10 and Sun397. Finally, some of the compared methods
mean-center and unit normalize the input features; therefore, such preprocessing of
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features is applied to put all compared methods on equal footing.
Regarding Smart Hashing, this procedure is not a hashing method but a strategy
to update the hash functions in a selective manner. This strategy can be used in
conjunction with suitable hashing methods to reduce computational time. Similar to
their work, we apply this framework to SHK with the default parameters as noted by
the authors. We consider the similarity based selection scheme which is reported to
be better performing. The number of hash functions updated with each incoming set
of points is set to dlog be where b is the total length of the embedded binary codes.
The incoming data set size (, q) is chosen to be 100 while we also begin initially
with 100 samples.
Cifar-10 contains 60K images from 10 dierent categories. Example categories
include: airplane, deer, ship, truck, etc. We split the dataset into 59K training and
1K testing images. 2K images are further sampled from the training set for learning
the hash functions.
Sun397 contains over 108K images from 397 scene categories. There are at least
100 images per category. We split the dataset into two: a training and test set with
104K and 3970 images, respectively. The 3970 training images are also used to learn
the hash functions.
5.2.2 Retrieval Performance
Table 5.1 shows results for the Cifar-10 dataset. There are three main groups of
results presented in this table. The rst group corresponds to results using batch
methods trained with the Gist descriptor. The second group comprises online meth-
ods trained with Gist. The last group of rows in the table shows the top competing
batch and online method, in which CNN features are used as the image representa-
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Method
Mean Average Precision
Random 0.1
Training Time
(seconds)
# of bits 8 16 32 64 32
BRE [45] 0.16 0.17 0.16 0.17 263
MLH [66] 0.16 0.17 0.18 0.19 224
SHK [63] 0.23 0.26 0.30 0.31 1115
SmartHash [90] 0.24 0.27 0.28 0.30 604
FastHash [56] 0.27 0.33 0.34 0.37 194
ShECC [6] 0.41 0.50 0.57 0.58 1075
OKH [35] 0.12 0.13 0.14 0.15 8.7
OSH[8] 0.39 0.44 0.48 0.53 5.5
OSH+ 0.41 0.46 0.50 0.55 2.3
ShECC (CNN) 0.71 0.76 0.81 0.83 1608
OSH(CNN) 0.62 0.69 0.75 0.76 13
OSH+(CNN, ) 0.47 0.51 0.60 0.63 5.2
OSH+(CNN) 0.70 0.76 0.80 0.83 5.2
Table 5.1: Mean Average Precision and training time @ 32 bits for Cifar-10. Bold
denotes the best performing method while red denotes the best online technique.
tions.
We observe ShECC performs best for all length binary codes. Our method is
the overall runner-up, while being the top performing online solution. Our method
surpasses every other batch-learning technique with up to four orders-of-magnitude
speedup (1073 vs.2.3 seconds of learning time for ShECC and our method, respec-
tively). We outperform the Online Kernel Hashing solution (OKH) with signicant
Mean Average Performance boosts, e.g., 0.12 vs.0.41 (+242%) for 8 bits and 0.15
vs.0.55 (+267%) for 64 bit codes. Compared to OSH, our technique also demon-
strates both retrieval accuracy and computational time improvements.
With the CNN features we observe a signicant boost in performance for all the
techniques. Similarly to previous results, our method is the best performing online
method and the overall runner up technique showing comparable results to ShECC
but being much faster.
Table 5.2 shows results for the Sun397 dataset. Our method is again either the
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Method
Mean Average Precision (10 1)
Random 0.026
Training Time
(seconds)
# of bits 8 16 32 64 32
BRE [45] 0.052 0.059 0.062 0.074 301
MLH [66] 0.049 0.065 0.080 0.079 293
SHK [63] 0.058 0.057 0.054 0.051 860
SmartHash [90] 0.053 0.053 0.053 0.053 2800
FastHash [56] 0.044 0.050 0.059 0.072 2400
ShECC [6] 0.086 0.128 0.146 0.191 11262
OKH [35] 0.034 0.043 0.053 0.062 19
OSH[8] 0.096 0.110 0.140 0.190 9.2
OSH+ 0.100 0.120 0.160 0.220 5.2
ShECC (CNN) 0.140 0.210 0.320 0.570 14574
OSH(CNN) 0.146 0.197 0.289 0.511 27
OSH+(CNN, ) 0.062 0.092 0.164 0.301 6.9
OSH+(CNN) 0.166 0.375 0.567 0.790 7.2
Table 5.2: Mean Average Precision and training time @ 32 bits for Sun397. Bold
denotes the best performing method while red denotes the best online technique.
overall best performing technique or the runner-up. With only 8 bits our retrieval
performance is more accurate compared to all other techniques excluding ShECC.
We achieve these results with drastic learning time improvements (only 5.2 seconds).
One interesting observation is: SmartHash is slower to learn its hash functions com-
pared to SHK. This is due to the reason that, although updating a subset of hash
functions is faster (only dlog(b)e among b hash functions are updated), the previously
observed data is not discarded with the new incoming set of points. At each step,
dlog(b)e functions are updated but in a batch-learning procedure for this larger set
of points, eventually yielding slow computational times.
Similar to the Cifar-10 benchmark, we see a boost in performance when CNN
features are used as image representations. Our method improves over the competing
online and batch method OSHand ShECC (0.79 vs.0.54 & 0.57 (+46%) for 64-bit
codes, 0.5 vs.0.08 & 0.32 (+66%) for 32-bit codes).
We also provide results when  is used for indexing the data. This might be
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the case when the label of an instance is missing or not available. The retrieval
scores are not as high as when codewords are used; however, the results show overall
good performance. Utilizing the codewords enables error correcting by mapping
instances to codes that have good separation. Thus, in retrieval (where the label for
the query is unavailable), a number of hash function errors can be compensated for.
However, when  is used for indexing, the Hamming distance between binary codes
of points from distinct classes can be small, degrading the retrieval performance. For
these reasons, whenever a label exists for an instance, it is much better to use the
corresponding codeword as its binary code for indexing.
5.2.2.1 Comparison with Deep Learning Methods
We also compare our method against recently introduced deep learning based hashing
approaches [89, 59, 48], using the Cifar-10 benchmark. These methods simultane-
ously learn features for the target dataset and hash functions. As the performance
boost in such methods is also due to feature learning, we use CNN features in our
method for fair comparison. These features are obtained from the fc7 layer of a
VGG16 Convolutional Neural Network pre-trained on ImageNet. We note that the
features used in our method are not based on a network that is ne-tuned on our
target datasets. We also use the same evaluation setup as noted in the respective
papers. Specically, 5K and 50K training images are used when comparing against
[89, 48] and [59], respectively. Also, such deep learning methods often train multiple
epochs over the data, whereas we merely process the data only once.
In the experiments with the Cifar-10 benchmark, we observe a mAP value of
0.803 for our method when 5K images are used for training. Please compare this to
0.581 (+37%) and 0.532 (+51%) for [89] and [48], respectively. When trained with
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50K images we obtain a mAP value of 0.87. In [59], authors report a 0.89 mAP
value. However, notice that our CNN features are not ne-tuned. Also, it takes 12
and 150 seconds for training with 5K and 50K points, respectively, on a standard
PC CPU to get better or at least comparable results; opposed to training for a few
hours on a GPU for the deep learning methods.
5.2.3 Update Performance
As stated above, adaptive hashing is appealing; but, it may require revisiting and
recomputing the hash codes for previously indexed items as the hash functions are
updated. In this section, we report the number of bit updates in an index during a
learning phase for SmartHash, OKH, OSH, and our method. Learning is done with
the same setup as described in Sec. 5.2.1. We rst provide a complexity analysis and
then interpret evaluation results.
Complexity Analysis. SmartHash and OKH update a subset of hash functions at
each step. The corresponding bits of all codes in an index are subsequently updated.
Assume we haveN binary codes in our index. SmartHash relearns z hash functions in
each iteration; hence, it requires z bit entry updates for a single binary code. Assume
T^ is the iteration number, then SmartHash carries outO(zNT^ ) computations to keep
the index up to date. For OSHthis number is O(NbT ) where b and T are the length
of the binary code and the iteration number, respectively.2 For OKH, the number
of bit updates depends solely on algorithmic parameters. Hence, we report runtime
measurements with only the cross-validated parameters.
For our method, when  is set suciently large so that only a single cycle occurs
in Alg. 3, the complexity of keeping the index up to date after T iterations is the same
2Note that T^ and T are dierent. Given the setup in Sec. 5.2.1, if M is the number of training
points to learn the hash functions, then T^ =M=q and T =M .
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Figure 5.4: Mean Average Precision with respect to number of bit updates occur-
rences per indexed point during learning. Ours denote OSH+.
as OSH, namely O(NbT ). For analysis purposes, we forgo the no prior assumption
on the number of labels to examine the case where multiple cycles might occur.
Assume there are L labels in total and L  . Also assume we are in a state where
we observed all labels and the incoming points are uniformly sampled from all such
L labels. In such a case, updating the index requires O(NbT
L
) computations where
the binary code length is now b = dkL

e. Hence, a tradeo exists between reducing
the hash bit updates and the total code length. Fortunately, as seen in Fig. 5.1,
 is sparse in that most of the entries of the codewords are inactive bits. With a
small overhead of computation we can exploit this sparsity and we need not store
the entire codeword in memory during Hamming distance computations.
Runtime Analysis. Fig. 5.4 shows the retrieval performance with respect to the
number of bit updates per indexed point. Following [90], we set the parameters in
the SmartHash method to (z; q) = f(5; 400); (5; 200); (3; 100); (5; 100)g. The code
length is set to 32. For our method, we set the number of hash functions in each
cycle to be k = 32 where each cycle consists of  = c log(k) codewords. Specically,
c = f40; 20; 10; 5; 2g for the Sun397 benchmark and  = f5; 4; 3; 2g for Cifar-10.
Finally, for OKH and OSH, we report the mAP value and number of bit updates per
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Figure 5.5: Training time for SmartHash, OKH, OSH and our method OSH+().
The columns of SmartHash and OSH+() correspond to the parameter choices
in their given order as noted in Sec. 5.2.3. Training time for OSH+ is similar to
OSH+().
binary code for a single set of cross-validated parameters.
Fig. 5.4 shows the number of bit updates per indexed data point during learning
with respect to Mean Average Precision (mAP). While we observe SmartHash re-
learns hash codes less frequently, the retrieval performance is inferior to our method.
Also as shown in Fig. 5.5 the computation time for learning in SmartHash is orders-
of-magnitude greater than with our method. Regarding OKH, this method requires
fewer updates but its mAP is inferior to our method.
When the mapping  is used for indexing, the hash table must be updated
to accomodate the changes in the hash mapping. With Alg. 3 we can control the
number of bit updates that occur during learning. For Cifar-10, we observe a tradeo
between the number of bit updates vs.mAP performance. This is dierent for the
Sun397 benchmark where reduction in bit updates does not necessarily mean lower
retrieval performance. For datasets with a relatively small number of classes (e.g.,
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Cifar-10) allocating dierent sets of hash functions to separate classes will cause
the retrieval performance to drop due to such sets of hash functions only being
discriminatory with respect to individual classes. However, for datasets with larger
numbers of classes, such an allocation might have a positive eect since it may be
hard to bipartition data in such an intricate feature space with lots of classes [52].
The parameter choices should be selected to suit the specic application.
Overall, we observe that our method either performs best in term of retrieval
accuracy and number of updates in the index with respect to OSHand OKH. Com-
pared to SmartHash, our method shows improved retrieval perfomance but with
higher number of hash table updates, but the training time is orders-of-magnitude
faster as shown in Fig. 5.5. Also, SmartHash is not an online method requiring to
maintain previously seen data instances.
5.3 Summary
We introduced an online hashing method that achieves state-of-the-art retrieval per-
formance. As observed in the experiments, our method is orders-of-magnitude faster
compared to batch solutions and signicantly faster than competing online hashing
methods. We analyzed both the retrieval performance and compared with other
online solutions and SmartHash by analyzing the number of hash bit updates under-
taken during the learning phase.
Chapter 6
MIHash : Online Hashing with Mutual
Information
Despite recent progress, a key challenge has not been addressed in online hashing,
which motivates this chapter: the binary representations, i.e. the hash table, may
become outdated after a change in the hash mapping. To reect the updates in
the hash mapping, the hash table may need to be recomputed frequently, causing
ineciencies in the system such as successive disk I/O, especially when dealing with
large datasets. We thus identify an important question for online adaptive hashing
systems: when to update the hash table? Previous online hashing solutions do not
address this question, as they usually update both the hash mapping and hash table
concurrently.
To answer the above question, we make the observation that achieving high qual-
ity nearest neighbor search is an ultimate goal in hashing systems, and therefore any
eort to limit computational complexity should preserve, if not improve, that quality.
Therefore, another important question is: how to quantify quality? Here, we briey
describe our answer to this question, but rst introduce some necessary notation.
We would like to learn a hash mapping  from feature space X to the b-dimensional
Hamming space Hb, whose outputs are b-bit binary codes. The goal of hashing is to
preserve a neighborhood structure in X after the mapping to Hb. Given x^ 2 X , the
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Figure 6.1: We study online hashing for ecient nearest neighbor retrieval. Given a
hash mapping , an image x^, along with its neighbors inx^ and non-neighbors inx^,
are mapped to binary codes, yielding two distributions of Hamming distances. In this
example, 1 has higher quality than 2 since it induces more separable distributions.
The information-theoretic quantity Mutual Information can be used to capture the
separability, which gives a good quality indicator and learning objective for online
hashing.
neighborhood structure is usually given in terms of a set of its neighbors x^, and
a set of non-neighbors x^. We discuss how to derive the neighborhood structure in
Sec. 6.1.
As shown in Fig. 6.1, the distributions of the Hamming distances from x^ to its
neighbors and non-neighbors are histograms over f0; 1; : : : ; bg. Ideally, if there is no
overlap between these two distributions, we can recover x^ and x^ by simply thresh-
olding the Hamming distance. A nonzero overlap results in ambiguity, as observing
the Hamming distance is no longer sucient to determine neighbor relationships.
Our discovery is that this overlap can be quantied using an information-theoretic
quantity, mutual information, between two random variables induced by . We
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then use mutual information to dene a novel measure to quantify quality for hash
functions in general.
With a quality measure dened, we answer the motivating question of when
to update the hash table. We propose a simple solution by restricting updates
to times when there is an estimated improvement in hashing quality, based on an
ecient estimation method in the presence of streaming data. Notably, since mutual
information is a good general-purpose quality measure for hashing, this results in
a general plug-in module for online hashing that does not require knowledge of the
learning method.
Inspired by this strong result, a natural next question is, can we optimize mutual
information as an objective to learn hash functions? We answer this by deriving
gradient descent rules on the mutual information objective, which can then be used
in online stochastic optimization. Mutual information is an appealing hash learning
objective that is free of tuning parameters, unlike other formulations that may require
thresholds, margins, etc.
We conduct experiments on three image retrieval benchmarks, including the
Places205 dataset [98], which has 2.5M images. For four recent online hashing meth-
ods, our mutual information based update criterion consistently leads to over an
order of magnitude reduction in hash table recomputations, while maintaining re-
trieval accuracy. Moreover, by optimizing the mutual information objective, our
online hashing method achieves very competitive retrieval results compared to other
online and batch hashing methods, including recent ones based on deep learning.
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6.1 Online Hashing with Mutual Information
The goal of hashing is to learn a hash mapping  : X ! Hb such that a desired
neighborhood structure is preserved. We consider an online learning setup where  is
continuously updated from input streaming data, and at time t, the current mapping
t is learned from fx1; : : : ;xtg. We follow the standard setup of learning  from
pairs of instances with similar/dissimilar labels [45, 35, 7, 53]. These labels, along
with the neighborhood structure, can be derived from a metric, e.g.two instances are
labeled similar (i.e.neighbors of each other) if their Euclidean distance in X is below
a threshold. Such a setting is often called unsupervised hashing. On the other hand,
in supervised hashing with labeled data, pair labels are derived from individual class
labels: instances are similar if they are from the same class, and dissimilar otherwise.
Below, we rst derive the mutual information quality measure and discuss its
use in determining when to update the hash table in Sec. 6.1.1. We then describe
a gradient-based approach for optimizing the same quality measure, as an objective
for learning hash mappings, in Sec. 6.1.2. Finally, we discuss the benets of using
mutual information in Sec. 6.1.3.
6.1.1 MI as Update Criterion
We revisit our motivating question: When to update the hash table in online hashing?
During the online learning of t, we assume a retrieval set S  X , which may include
the streaming data after they are received. We dene the hash table as the set of
hashed binary codes: T (S;) = f(x)jx 2 Sg. Given the adaptive nature of online
hashing, T may need to be recomputed often to keep pace with t; however, this is
undesirable if S is large or the change in t's quality does not justify the cost of an
update.
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We propose to view the learning of t and computation of T as separate events,
which may happen at dierent rates. To this end, we introduce the notion of a
snapshot, denoted s, which is occasionally taken of t and used to recompute T .
Importantly, this happens only when the nearest neighbor retrieval quality of t has
improved, and we now dene the quality measure.
Given hash mapping  : X ! f 1;+1gb,  induces Hamming distance d :
X  X ! f0; 1; : : : ; bg as
d(x; x^) =
1
2
 
b  (x)>(x^) : (6.1)
Consider some instance x^ 2 X , and the sets containing neighbors and non-neighbors,
x^ and x^.  induces two conditional distributions, P (d(x; x^)jx 2 x^) and
P (d(x; x^)jx 2 x^) as seen in Fig. 6.1, and it is desirable to have low overlap
between them. To formulate the idea, for  and x^, dene random variable Dx^; :
X !f0; 1; : : : ; bg;x 7! d(x; x^), and let Cx^:X !f0; 1g be the membership indicator
for x^. The two conditional distributions can now be expressed as P (Dx^;jCx^ = 1)
and P (Dx^;jCx^ = 0), and we can write the mutual information between Dx^; and Cx^
as
I(Dx^;; Cx^) = H(Cx^) H(Cx^jDx^;) (6.2)
= H(Dx^;) H(Dx^;jCx^) (6.3)
where H denotes (conditional) entropy. In the following, for brevity we will drop
subscripts  and x^, and denote the two conditional distributions and the marginal
P (Dx^;) as p+D, p D, and pD, respectively.
By denition, I(D; C) measures the decrease in uncertainty in the neighborhood
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information C when observing the Hamming distances D. We claim that I(D; C) also
captures how well  preserves the neighborhood structure of x^. If I(D; C) attains
a high value, which means C can be determined with low uncertainty by observing
D, then  must have achieved good separation (i.e.low overlap) between p+D and
p D. I is maximized when there is no overlap, and minimized when p+D and p D are
exactly identical. Recall, however, that I is dened with respect to a single instance
x^; therefore, for a general quality measure, we integrate I over the feature space:
Q() =
Z
X
I(Dx^;;Cx^)p(x^)dx^: (6.4)
Q() captures the expected amount of separation between p+D and p
 
D achieved by
, over all instances in X .
In the online setting, given the current hash mapping t and previous snapshot
s, it is then straightforward to pose the update criterion as
Q(t) Q(s) > ; (6.5)
where  is a threshold; a straightforward choice is  = 0. However, Eq. 6.4 is
generally dicult to evaluate due to the intractable integral; in practice, we resort
to Monte-Carlo approximations to this integral, as we describe next.
Monte-Carlo Approximation by Reservoir Sampling
We give a Monte-Carlo approximation of Eq. 6.4. Since we work with streaming
data, we employ the Reservoir Sampling algorithm [82], which enables sampling
from a stream or sets of large/unknown cardinality. With reservoir sampling, we
obtain a reservoir set R , fxr1; : : : ;xrKg from the stream, which can be regarded as
87
Figure 6.2: We present the general plug-in module for online hashing methods: Trig-
ger Update (TU). We sample a reservoir R from the input stream, and estimate the
mutual information criterion QR. Based on its value, TU decides whether a hash
table update should be executed.
a nite sample from p(x). We estimate the value of Q on R as:
QR() =
1
jRj
X
xr2R
IR(Dxr;; Cxr): (6.6)
We use subscript R to indicate that when computing the mutual information I, the
p+D and p
 
D for a reservoir instance x
r are estimated from R. This can be done in
O(jRj) time for each xr, as the discrete distributions can be estimated via histogram
binning.
Fig. 6.2 summarizes our approach. We use the reservoir set to estimate the
quality QR, and \trigger" an update to the hash table only when QR improves over
a threshold. Notably, our approach provides a general plug-in module for online
hashing techniques, in that it only needs access to streaming data and the hash
mapping itself, independent of the hashing method's inner workings.
6.1.2 MI as Learning Objective
Having shown that mutual information is a suitable measure of neighborhood quality,
we consider its use as a learning objective for hashing. Following the notation in
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Sec. 6.1.1, we dene a loss L with respect to x^ 2 X and  as
L(x^;) =  I(Dx^;; Cx^): (6.7)
We model  as a collection of parameterized hash functions, each responsible for gen-
erating a single bit: (x) = [1(x;W ); :::; b(x;W )], where i : X ! f 1;+1g;8i,
and W represents the model parameters. For example, linear hash functions can be
written as i(x) = sgn(w
>
i x), and for deep neural networks the bits are generated
by thresholding the activations of the output layer.
Inspired by the online nature of the problem and recent advances in stochas-
tic optimization, we derive gradient descent rules for L. The entropy-based mutual
information is dierentiable with respect to the entries of pD, p+D and p
 
D, and, as men-
tioned before, these discrete distributions can be estimated via histogram binning.
However, it is not clear how to dierentiate histogram binning to generate gradi-
ents for model parameters. We describe a dierentiable histogram binning technique
next.
Dierentiable Histogram Binning
We borrow ideas from [81] and estimate p+D, p
 
D and pD using a dierentiable his-
togram binning technique. For b-bit Hamming distances, we use (K+1)-bin normal-
ized histograms with bin centers v0 = 0; :::; vK = b and uniform bin width  = b=K,
where K = b by default. Consider, for example, the k-th entry in p+D, denoted as
p+D;k. It can be estimated as
p+D;k =
1
j jX
x2 x;k; (6.8)
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Figure 6.3: We show Pearson correlation coecients between mutual information
and AP, DCG, and NDCG, evaluated on the CIFAR-10, LabelMe, and Places205
datasets. The hash mapping parameters are sampled from a Gaussian, similar to
LSH [25]. We sample 100 instances to form the query set, and use the rest to
populate the hash table. Each experiment is conducted 50 times. MI corresponds to
the mean mutual information over the query set.
where x;k records the contribution of x to bin k. It is obtained by interpolating
d(x; x^) using a triangular kernel:
x;k =
8>>>>>><>>>>>>:
(d(x; x^)  vk 1)=; d(x; x^) 2 [vk 1; vk];
(vk+1   d(x; x^))=; d(x; x^) 2 [vk; vk+1];
0; otherwise.
(6.9)
This binning process admits subgradients:
@x;k
@d(x; x^)
=
8>>>>>><>>>>>>:
1=; d(x; x^) 2 [vk 1; vk];
 1=; d(x; x^) 2 [vk; vk+1];
0; otherwise.
(6.10)
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Gradients of MI
We now derive the gradient of I with respect to the output of the hash mapping,
(x^). Using standard chain rule, we can rst write
@I
@(x^)
=
KX
k=0
"
@I
@p+D;k
@p+D;k
@(x^)
+
@I
@p D;k
@p D;k
@(x^)
#
: (6.11)
We focus on terms involving p+D;k, and omit derivations for p
 
D;k due to symmetry.
For k = 0; : : : ; K, we have
@I
@p+D;k
=  @H(DjC)
@p+D;k
+
@H(D)
@p+D;k
(6.12)
= p+(log p+D;k + 1)  (log pD;k + 1)
@pD;k
@p+D;k
(6.13)
= p+(log p+D;k   log pD;k); (6.14)
where we used the fact that pD;k = p+p+D;k+p
 p D;k, with p
+ and p  being shorthands
for the priors P (C = 1) and P (C = 0). We next tackle the term @p+D;k=@(x^) in
Eq. 6.11. From the denition of p+D;k in Eq.6.8, we have
@p+D;k
@(x^)
=
1
j jX
x2
@x;k
@(x^)
(6.15)
=
1
j jX
x2
@x;k
@d(x; x^)
@d(x; x^)
@(x^)
(6.16)
=
1
j jX
x2
@x;k
@d(x; x^)
 (x)
2
: (6.17)
Note that @x;k=@d(x; x^) is already given in Eq. 6.10. For the last step, we used
the denition of d in Eq. 6.1.
Lastly, to back-propagate gradients to 's inputs and ultimately model parame-
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ters, we approximate the discontinuous sign function with sigmoid, which is a stan-
dard technique in hashing, e.g.[7, 53, 63].
6.1.3 Benets of MI
Hashing algorithms are often evaluated with standard ranking metrics, such as Av-
erage Precision (AP), Discounted Cumulative Gain (DCG), and Normalized DCG
(NDCG) [65]. It is reasonable to question the use of mutual information, when the
performance of a hashing system can be monitored directly by such metrics, as they
too can be estimated on a reservoir set. We respond to this question by discussing
the benets of using mutual information.
First, we point out the lower computational complexity of mutual information.
Let n be the reservoir set size. Computing Eq. 6.6 involves estimating discrete
distributions via histogram binning, and takes O(n) time for each reservoir item,
since D only takes discrete values from f0; 1; : : : ; bg, In contrast, ranking measures
such as AP and NDCG have O(n log n) complexity due to sorting, which render them
disadvantageous for large n, for example when a large reservoir set is required for
better approximation.
We also empirically show that there are strong correlations between mutual infor-
mation and standard ranking metrics. Fig. 6.3 demonstrates the Pearson correlation
coecients between MI and AP, DCG, and NDCG, for random hash mappings on
three benchmark datasets. Although a theoretical analysis is beyond the scope of
this work, in practice we nd that MI serves as an ecient and general-purpose
ranking surrogate.
Finally, Sec. 6.1.2 showed that the mutual information objective is suitable for
direct, gradient-based optimization. In contrast, optimizing metrics like AP and
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NDCG is more challenging as they are often non-dierentiable or discontinuous.
Existing works resort to optimizing surrogates [55, 86, 92], as it is unclear how to
directly apply gradient-based optimization. Furthermore, mutual information itself
is essentially parameter-free, whereas many other hashing formulations require and
could be sensitive to tuning parameters, such as thresholds or margins [66, 87],
quantization strength [53, 58, 74], etc.
6.2 Experiments
We evaluate our approach on three widely used image benchmarks. We rst de-
scribe the datasets and experimental setup in Sec. 6.2.1. We evaluate the mutual
information update criterion in Sec. 6.2.2 and the mutual information based objec-
tive function for learning hash mappings in Sec. 6.2.3. Our implementations will be
publicly available.
6.2.1 Datasets and Experimental Setup
CIFAR-10 is a widely-used dataset for image classication and retrieval, containing
60K images from 10 dierent categories [43]. For feature representation, we use
CNN features extracted from the fc7 layer of a VGG-16 network [75] pre-trained on
ImageNet [17].
Places205 is a subset of the large-scale Places dataset [98] for scene recognition.
Places205 contains 2.5M images from 205 scene categories. This is a very challenging
dataset due to its large size and number of categories, and it has not been studied
in the hashing literature to our knowledge. We extract CNN features from the fc7
layer of an AlexNet [44] pre-trained on ImageNet, and reduce the dimensionality to
128 using PCA.
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Figure 6.4: Retrieval mAP vs. number of training examples over time (as the
method processes the streaming training data) for four hashing methods on the three
datasets, with and without Trigger Update (TU). We use default threshold  = 0 for
TU. Circles indicate hash table updates, and the ratio of reduction in the number of
updates is marked for each graph. TU substantially reduces the number of updates
while having a stabilizing eect on the retrieval performance. Note: since the OSH
method [8] assumes supervision in terms of class labels, it is not applicable to the
unsupervised LabelMe dataset.
LabelMe. The 22K LabelMe dataset [69, 80] has 22,019 images represented as
512-dimensional GIST descriptors. This is an unsupervised dataset without labels,
and standard practice uses the Euclidean distance to determine neighbor relation-
ships. Specically, xi and xj are considered neighbor pairs if their Euclidean distance
is within the smallest 5% in the training set. For a query, the closest 5% examples
are considered true neighbors.
All datasets are randomly split into a retrieval set and a test set, and a subset
from the retrieval set is used for learning hash functions. Specically, for CIFAR-
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Figure 6.5: Online hashing performance (mAP) comparison on three datasets, where
all methods use the Trigger Update module (TU) with  = 0. Using the mutual
information objective, MIHash clearly outperforms other competing methods. OSH,
AdaptHash, ad SketchHash perform very similarly on Places205, thus their curves
overlap.
10, the test set has 1K images and the retrieval set has 59K. A random subset of
20K images from the retrieval set is used for learning, and the size of the reservoir
is set to 1K. For Places205, we sample 20 images from each class to construct a
test set of 4.1K images, and use the rest as the retrieval set. A random subset of
100K images is used to for learning, and the reservoir size is 5K. For LabelMe, the
dataset is split into retrieval and test sets with 20K and 2K samples, respectively.
Similar to CIFAR-10, we use a reservoir of size 1K.
To evaluate the retrieval performance we use mean Average Precision (mAP),
which has been widely employed in evaluating hashing algorithms. For Places205,
mAP is very time-consuming to compute due to its large size. We compute mAP
only on the top 1000 retrieved examples (mAP@1000), as also done in [58] for other
datasets.
For online hashing experiments, we run three randomized trials for each experi-
ment and average the results, where the random splits and ordering of the training
sequence are all dierent in each trial.
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Figure 6.6: Retrieval mAP vs.number of training examples over time (as the method
processes the streaming training data) for four hashing methods on the CIFAR-10
dataset, with and without Trigger Update (TU). Dierent than the setup considered in
Fig. 6.5, we assume a scenario in which the hash table is initially empty and gradually
populated with the data stream. Similar to 6.5, we use the default threshold  = 0
for TU. Circles indicate when all the hashed data items in the index are rehashed. The
title indicates the ratio between the number of data items rehashed for the baseline
and TU, respectively. The baselines for all methods rehash nearly 2M items. This
means OKH+TU does only 2M=710 = 2800 rehashes for the items; hence, enabling
signicant reductions in computational costs such as disk I/Os.
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6.2.2 Evaluation: Update Criterion
We evaluate our mutual information based update criterion, the Trigger Update
module (TU). We apply TU to all existing online hashing methods known to us: Online
Kernel Hashing (OKH) [35], Online Supervised Hashing (OSH) [8], Adaptive Hashing
(AdaptHash) [7] and Online Sketching Hashing (SketchHash) [51]. We use publicly
available implementations of all methods.
For these experiments, we x the hash code length to 32 bits. We consider a
scenario where the hash table is initially populated with the entire dataset excluding
the test set. We then assume no insertions or excursions occur for the hash table.
For each method, we create a corresponding data-agnostic baseline that updates
the hash table at a xed rate, controlled by parameter U . After processing every U
examples, the baseline triggers an update, while TUmakes a decision using the mutual
information criterion. For each dataset, U is set such that the baseline updates 201
times in total.
Results for the Trigger Update module. Fig. 6.4 depicts the retrieval mAP
over time for all four online hashing methods considered, on three datasets, with
and without incorporating TU. We can clearly observe a signicant reduction in the
number of hash table updates, between one and two orders of magnitude in all cases.
For example, the number of hash table updates is reduced by a factor of 67 for the
OKH method on LabelMe, and the smallest reduction factor is 15, for SketchHash
on the Places205 dataset.
The quality-based update criterion is particularly important for hashing methods
that may yield inferior hash mappings due to noisy data and/or imperfect learning
techniques. In other words, TU can be used to lter updates to the hash mapping
with negative or small improvement. This has a stabilizing eect on the mAP curve,
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notably for OKH and AdaptHash. For OSH, which appears to stably improve over
time, TU nevertheless signicantly reduces revisits to the hash table while maintaining
its performance.
All results in Fig. 6.4 are obtained using the default threshold parameter  = 0,
dened in Eq. 6.5. We do not tune  in order to show general applicability. We also
discuss the impact of the reservoir set R. There is a trade-o regarding the size of R;
a larger R leads to better approximation but increases computation. Nevertheless,
we observed robust and consistent results with jRj not exceeding 5% of the size of
the training stream.
We also consider a scenario in which the hash table is initially empty and we
populate it with the data stream that is used to learn the hash mapping. Such a
scenario may be relevant for applications that initially start with an empty database
and gradually learn a hash mapping and populate the hash table with incoming data.
In this scenario, we only consider the CIFAR-10 dataset. Results are given in Fig.
6.6. Similar to 6.5, we use the default threshold  = 0 for TU. Circles indicate when
all the hashed data items in the index are rehashed. The title indicates the ratio
between the number of data items rehashed for the baseline and TU, respectively.
An interesting observation in Fig. 6.6 is that the hash table updates occur at
the early stages of the data stream. With our TU module, this suggests that it
suces to update the hash table only with a fraction of the data. Subsequent hash
table updates are not needed and the retrieval performance does not deteriorate as a
result. As stated, the title in Fig. 6.6 indicates the ratio between the number of data
items rehashed for the baseline and TU, respectively. The baselines for all methods
rehash nearly 2M items. This means OKH+TU does only 2M=710 = 2800 rehashes
for the items. With SketcHash+TU, the number of rehashes is 2M=2488 = 800.
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Figure 6.7: The distribution separating eect of mutual information. We estimate
and average the distributions p+D and p
 
D, on the CIFAR-10 test set, before and after
learningMIHash with the 20K training examples. Optimizing the mutual information
objective successfully reduces the overlap, and achieves state-of-the-art mAP for the
online setting, as shown in Fig. 6.5.
Such results demonstrate that, with the TU module, we are able to considerably
reduce the number of rehashes for all methods, enabling signicant savings in terms
of computational costs such as reduced disk I/Os, while maintaining the retrieval
performance.
Another observation is the initial high mAP values. Such high mAP values are not
surprising, since the hash table initially contains few data items; thus, the retrieval
is easier. Also, in these experiments, when querying, we remove items from the test
set that have no neighbors in the hash table. This positively aects the retrieval
performance, especially for early stages of the learning procedure. However, notice
that with all methods, the hash mapping performances converge.
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6.2.3 Evaluation: Learning Objective
We evaluate the mutual information based hashing objective. We name our model
using the mutual information objectiveMIHash, and train it using stochastic gradient
descent (SGD). This allows it to be applied to both the online setting and batch
setting in learning hash functions.
During minibatch-based SGD, to compute the mutual information objective in
Eq. 6.7 and its gradients, we need access to the sets x^, x^ for each considered x^,
in order to estimate p+D and p
 
D. For the online setting in Sec. 6.2.3.1, a standalone
reservoir set R is assumed as in the previous experiment, and we partition R into
fx^;x^g with respect to each incoming x^. In this case a batch size of 1 can be used.
For the batch setting in Sec. 6.2.3.2, for each x^ in a minibatch, fx^;x^g are dened
within the same minibatch.
6.2.3.1 Online Setting
We rst consider an online setting that is the same as in Sec. 6.2.2. We compare
against other online hashing methods: OKH, OSH, AdaptHash and SketchHash. All
methods are equipped with the TU module with  = 0, which has been demonstrated
to work well.
Results for Online Setting. We rst show the mAP curve comparisons in
Fig. 6.5. For competing online hashing methods, the curves are the same as the
ones with TU in Fig. 6.4, and we remove markers to avoid clutter. MIHash clearly
outperforms other online hashing methods on all three datasets, and shows potential
for further improvement with more data, as the mAP curves are not saturated. The
combination of TU and MIHash gives a complete online hashing system that enjoys a
superior learning objective with a plug-in update criterion that improves eciency.
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We next give insights into the distribution-separating eect from optimizing mu-
tual information. In Fig. 6.7, we plot the conditional distributions p+D and p
 
D av-
eraged on the CIFAR-10 test set, before and after learning MIHash with the 20K
training examples. Before learning, with a randomly initialized hash mapping, p+D
and p D exhibit high overlap. After learning, MIHash achieves good separation be-
tween p+D and p
 
D: the overlap reduces signicantly, and p
+
D's mass is pushed towards
0. The separation is reected in the large improvement in mAP.
In contrast with the other methods, our mutual information formulation is parameter-
free. For instance, there is no threshold parameter that requires separating p+D and
p D at a certain distance value. Likewise, there is no margin parameter that dictates
the amount of separation in absolute terms. Parameters as such usually need to be
tuned to t to data, whereas the optimization of mutual information is automatically
guided by the data itself.
6.2.3.2 Batch Setting
To further demonstrate the potential of MIHash, we consider the batch learning set-
ting, and compare against state-of-the-art batch formulations. The methods include:
Supervised Hashing with Kernels (SHK) [63], Fast Supervised Hashing with Decision
Trees (FastHash) [56], Supervised Discrete Hashing (SDH) [74], Ecient Training of
Very Deep Neural Networks (VDSH) [94], Deep Supervised Hashing with Pairwise
Labels (DPSH) [53] and Deep Supervised Hashing with Triplet Labels (DTSH) [87].
We focus on comparisons on the CIFAR-10 dataset, which is the canonical bench-
mark for supervised hashing. These competing methods have shown to outperform
earlier and other work such as [27, 45, 66, 89, 48, 96].
Our goal is to contrast dierent learning objectives, and for fair and ecient
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comparisons, we restrict all models to use the same underlying network, VGG-16 [75],
pretrained on ImageNet. ForMIHash and two deep hashing methods (DPSH, DTSH),
the last fully connected layer is netuned to produce hash codes according to each
method's objective. Although performance can be improved by netuning the entire
network, that is not our focus when comparing learning objectives. For VDSH, we use
the full model with 16 layers and 1024 nodes per layer. In SHK, FastHash, and SDH,
this setup corresponds to using VGG-16 features in their respective formulations.
We follow the experimental setup in [48, 53, 87], which uses 5K training examples
to learn hash mappings. As standard practice, we report mAP values for hash
code lengths 12; 24; 32 and 48 on CIFAR-10. We use the publicly available code for
the comparisons and exhaustively search parameter settings including the default
parameters as provided by the authors. We give details for compared methods in
the supplementary material.
All methods are trained to convergence with multiple epochs over the 5K training
set. For MIHash, the batch size is set to 100. We also report results after training
MIHash for a single epoch.
Results for Batch Setting. In Table 6.1, we list results for all methods. We
rst note thatMIHash outperforms competing deep hashing methods (VDSH, DPSH,
DTSH) signicantly, in some cases only using a single training epoch. This suggests
that the mutual information objective is a more eective learning objective for learn-
ing hash functions. Such a comparison is fair, since by netuning the nal layer of
VGG-16, all these methods essentially learn linear hash functions using the same
input features.
Next we discuss the other methods in Table 6.1: SHK, SDH, and FastHash.
These methods learn non-linear hash functions on the input VGG-16 features, which
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Method
Code Length
12
Bits
24
Bits
32
Bits
48
Bits
SHK [63] 0.497 0.615 0.645 0.682
SDH [74] 0.521 0.576 0.589 0.592
FastHash [56] 0.632 0.70 0.724 0.738
VDSH* [94] 0.523 0.546 0.537 0.554
DPSH [53] 0.42 0.518 0.538 0.553
DTSH [87] 0.617 0.659 0.689 0.702
MIHash, 1ep 0.524 0.563 0.597 0.609
MIHash 0.683 0.720 0.727 0.746
Table 6.1: Comparison against state-of-the-art hashing methods on the CIFAR-10
dataset using VGG-16. Models with an asterisk (*) are trained with the full model.
1ep stands for training for one epoch only. Bold and underlined results are the best
and second best for each column, respectively.
allows them to generally outperform MIHash trained for a single epoch. But given
sucient training, MIHash achieves better results at convergence. Note that the
closest competitor, FastHash, is a two-step hashing method based on sophisticated
binary code inference and boosted trees, while MIHash directly learns linear hash
functions.
6.2.4 Implementation Details and Additional Experimental Results
6.2.4.1 Implementation Details of MIHash
We discuss the implementation details of MIHash. In the online hashing experiments,
for simplicity we model MIHash using linear hash functions, in the form of i(x) =
sgn(w>i x) 2 f 1;+1g; i = 1; : : : ; b. The learning capacity of such a model is lower
than the kernel-based OKH, and is the same as OSH, AdaptHash, and SketchHash,
which use linear hash functions as well.
For the batch hashing experiments, as mentioned in Sec. 6.2.3.2, for MIHash as
well as other competing deep hashing methods, we take a VGG-16 network pretrained
on ImageNet, replace the original output layer with a fully connected layer that has
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the same number of outputs as the hash bits, and learn this layer. This also amounts
to learning linear hash functions using fc7 features from VGG-16.
We train MIHash using stochastic gradient descent. In Eq. 6.11, we gave the
gradients of the mutual information objective I with respect to the outputs of the
hash mapping, (x). Both I and @I=@(x) are parameter-free. In order to further
back-propagate gradients to the inputs of (x) and model parameters fwig, we
approximate the sgn function using the sigmoid function :
i(x)  2(Aw>i x)  1; (6.18)
where A > 1 is a scaling parameter, used to increase the \sharpness" of the approx-
imation. We nd A from the set f5; 10; 20; 50g in our experiments.
We note that A is not a tuning parameter of the mutual information objective,
but rather a parameter of the underlying hash functions. The design of the hash
functions is independent of the mutual information objective and can be separated.
It will be an interesting topic to explore other methods of constructing hash functions,
potentially in ways that are free of tuning parameters.
6.2.5 Experimental Details
6.2.5.1 The streaming scenario
We set up a streaming scenario in our online hashing experiments. We run three
randomized trials for each experiment. In each trial, we rst randomly split the
dataset into a retrieval set and a test set as described in Sec. 6.2.1, and randomly
sample the training subset from the retrieval set. The hash table is initially populated
with the retrieval set, and no inclusion or exclusions occur during data streaming,
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unless otherwise stated. The ordering of the training set is also randomly permuted.
The random seeds are xed, so the baselines and methods with the Trigger Update
module observe the same training sequences.
In a streaming setting, we also measure the cumulative retrieval performance
during online hashing, as opposed to only the nal results. To mimic real retrieval
systems where queries arrive randomly, we set 50 randomized checkpoints during the
online process. We rst place the checkpoints with equal spacing, then add small
random perturbations to their locations. We measure the instantaneous retrieval
mAP at these checkpoints to get mAP vs. time curves (e.g. curves shown in Fig. 6.5),
and compute the area under curve (AUC). AUC gives a summary of the entire online
learning process, which cannot be reected by the nal performance at the end.
6.2.5.2 Parameters for online hashing methods
We describe parameters used for online hashing methods in the online experiments.
Some of the competing methods require parameter tuning, therefore we sample a
validation set from the training data and nd the best performing parameters for
each method. The size of the validation sets are 2K, 2K and 10K for CIFAR-10,
LabelMe and Places205, respectively. Please refer to the respective papers for the
descriptions of the parameters.
 OKH [35]: the tuple (C; ) is set to (0:001; 0:3), (0:001; 0:3) and (0:0001; 0:7)
for CIFAR-10, LabelMe and Places205, respectively.
 OSH [8]:  is set to 0.1 for all datasets. The ECOC codebook C is populated
the same way as in OSH.
 AdaptHash [7]: the tuple (; ; ) is set to (0:9; 0:01; 0:1), (0:1; 0:01; 0:001)
and (0:9; 0:01; 0:1) for CIFAR-10, LabelMe and Places205, respectively.
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 SketchHash [51]: the pair (sketch size, batch size) is set to (200; 50), (100; 50)
and (100; 50) for CIFAR-10, LabelMe and Places205, respectively.
6.2.5.3 Parameters for batch hashing methods
We use the publicly available implementations for the compared methods, and ex-
haustively search parameter settings including the default parameters as provided
by the authors. For DPSH [53] and DTSH [87], we found a setting that worked well
for all evaluated hash code lengths: the mini-batch size is set to the default value of
128, and the learning rate is initialized to 1 and decayed by a factor of 0.9 after every
20 epochs. Additionally, for DTSH, the margin parameter is set to b=4 where b is
the hash code length. VDSH [94] uses a heavily customized architecture with only
fully-connected layers, and it is unclear how to adapt it to work with standard CNN
architectures. In this sense, VDSH is more akin to nonlinear hashing methods such
as FastHash [56] and SHK [63]. We used the full VDSH model with 16 layers and
1024 nodes per layer, and found the default parameters to perform the best, except
that we increased the number of training iterations by an order of magnitude during
netuning.
As stated before, all methods are trained to convergence with multiple epochs
over the 5K training set. For MIHash, we use a batch size of 100, and run SGD with
initial learning rate of 0.1 and a decay factor of 0.5 every 10 epochs, for 100 epochs.
6.2.6 Running Time
6.2.6.1 Online Setting: Trigger Update Module
In Table 6.2 we report running time for all methods on the CIFAR-10 dataset with
20k training examples, including time spent in learning hash functions and the added
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Method Training Time (s)
OKH [35] 10.8
OKH + TU 23.6
OSH [8] 97.6
OSH + TU 175.8
AdaptHash [7] 47.8
AdaptHash + TU 94.8
SketchHash [51] 68.8
SketchHash + TU 80.0
Table 6.2: Online hashing: running times on the CIFAR-10 20k training set, with
32-bit hash codes. For methods with the TU plugin, the added time is due to
maintaining the reservoir set and computing the mutual information update criterion,
and is dominated by the maintaining of the reservoir set.
processing time for maintaining the reservoir set and computing TU. Numbers are
recorded on a 2.3GHz Intel Xeon E5-2650 CPU workstation with 128GB of DDR3
RAM. Most of the added time is due to maintaining the reservoir set, which is
invoked in each training iteration; the mutual information update criterion is only
checked after processing every U = 100 examples. Methods with small batch sizes
(e.g.OSH, batch size 1) therefore incur more overhead than methods with larger
batches (e.g.SketchHash, batch size 50). Results for other datasets are similar.
We note that in a real retrieval system with large-scale data, the bottleneck
likely lies in recomputing the hash tables for indexed data, due to various factors
such as scheduling and disk I/O. We reduce this bottleneck signicantly by using TU.
Compared to this bottleneck, the increased training time is likely not signicant.
6.2.6.2 Batch Setting
Table 6.3 reports CPU times for learning 48-bit hash mappings for all batch hashing
methods, on the CIFAR-10 5k training set. The retrieval mAP numbers are repli-
cated from Table 6.1. Our current Matlab implementation of MIHash achieves 1.9
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Method mAP Training Time (s)
SHK [63] 0.682 180
SDH [74] 0.592 4.8
FastHash [56] 0.738 140
VDSH* [94] 0.554 206
DPSH [53] 0.553 450
DTSH [87] 0.702 1728
MIHash, 1ep 0.609 1.9
MIHash 0.746 190
Table 6.3: Batch hashing: test performance and training time for 48-bit codes on
the CIFAR-10, using the 5k training set. *VDSH is trained with the full model as
detailed in 6.2.5.3. 1ep stands for training for one epoch only.
seconds per epoch on CPU. MIHash achieves competitive performance with a single
epoch, and has a total training time on par with FastHash, while yielding superior
performance.
6.3 Additional Experimental Results
6.3.1 Online Hashing: Other Code Lengths
Earlier, we had reported online hashing experiments where all methods are compared
in the same setup with 32-bit hash codes. Additionally, we present results using 64-
bit hash codes on all three datasets. The parameters for all methods are found
through validation as described in 6.2.5.2.
Similar to Sec 6.2.2 and 6.2.3.1, we show the comparisons with and without TU for
existing online hashing methods in Fig. 6.8, and plot the mAP curves for all methods,
including MIHash, in Fig. 6.9. The 64-bit results are uniformly better than 32-bit
results for all methods in terms of mAP, but still follow the same patterns. Again,
we can see that MIHash clearly outperforms all competing online hashing methods,
and shows potential for improvement given more training data.
108
Figure 6.8: 64-bit experiments: Retrieval mAP vs.number of training examples for
four existing online hashing methods on the three datasets, with and without Trigger
Update (TU). We use default threshold  = 0 for TU. Circles indicate hash table
updates, and the ratio of reduction in the number of updates is marked for each
graph. TU substantially reduces the number of updates while having a stabilizing
eect on the retrieval performance. Note: since the OSH method assumes supervision
in terms of class labels, it is not applicable to the unsupervised LabelMe dataset.
6.3.1.1 Parameter Study: 
We present a parameter study on the parameter , the improvement threshold on
the mutual information criterion in TU. In our previous experiments, we found the
default  = 0 to work well, and did not specically tune . However, tuning for a
larger  could lead to better trade-os, since small improvements in the quality of
the hash mapping may not justify the cost of a full hash table update.
For this study, we vary parameter  from  1 to 1 for all methods (with 32-bit
hash codes).  =  1 reduces to the baseline. On the other hand,  = 1 prevents
any updates to the initial hash mapping and hash table, and results in only one
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Figure 6.9: 64-bit experiments: Online hashing performance (mAP) comparison on
three datasets, where all methods use the Trigger Update module (TU) with  = 0.
Using the mutual information objective, MIHash clearly outperforms other meth-
ods. OKH, AdaptHash, ad SketchHash perform very similarly on CIFAR-10. OSH,
AdaptHash, ad SketchHash perform very similarly on Places205. Again, the OSH
method is not applicable to the unsupervised LabelMe dataset.
hash table update (for the initial mapping) and typically low performance. The
performance metric we focus on in this study is the cumulative metric, AUC, since
it better summarizes the entire online learning process than the nal performance
alone.
We use a custom update schedule for SketchHash: we enforce hash table updates
in the early iterations regardless of other criteria, until the number of observed exam-
ples reaches the specied size of the \data sketch", which SketchHash uses to perform
a batch hashing algorithm. This was observed to be critical for the performance of
SketchHash. Therefore, the number of hash table updates for SketchHash can be
greater than 1 even for  =1.
We present full results in Tables 6.4, 6.5, 6.6. In all cases, we observe a substantial
decrease in the number of hash table updates as  increases. With reasonable  values
(typically around 0), the number of hash table updates can be reduced by over an
order of magnitude with no loss in AUC. Note that the computation-performance
trade-o achieved by the default  = 0 is always among the best, thereby in practice
it can be used without tuning.
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6.3.1.2 Parameter Study: U
We simulate a data-agnostic baseline that updates hash tables at a constant rate,
using the update interval parameter U . In Sec. 6.2, U is set such that the baseline
updates a total of 201 times for all datasets. This ensures that the baseline is never
too outdated (compared to 50 checkpoints at which performance is evaluated), but
is still fairly infrequent: the smallest U in this case is 100, which means the base-
lines process at least 100 training examples before recomputing the hash table. For
completeness, here we present results using dierent values of U , where all methods
again use 32-bit hash codes and the default  = 0.
We used a simple rule that avoids unnecessary hash table updates if the hash
mapping itself does not change. Specically, we do not update if kt   sk < 10 6,
where s is the current snapshot and t is the new candidate. Some baseline entries
have fewer updates because of this rule (e.g.AdaptHash on Places205). And as
explained before, due to the custom update schedule, SketchHash may have more
hash table updates than what is suggested by U .
Please see Tables 6.7, 6.8, 6.9 for the full results. In all experiments, we run
three random trials and average the results as mentioned before, and the standard
deviation of mAP and AUC scores are less than 0:01. Generally, using smaller U
leads to more updates by both the baselines and methods with TU; recall that U is
also a parameter of TU which species the frequency of checking the update criterion.
However, methods with the TU module appear to be quite insensitive to the choice of
U , e.g.the number of updates for SketchHash with TU on CIFAR-10 only increases by
2x while U is reduced by 20x, from 1000 to 50. We attribute this to the ability of TU to
lter out unnecessary updates. Across dierent values of U , TU consistently brings
computational savings while preserving/improving online hashing performance, as
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indicated by nal mAP and AUC.
6.4 Summary
In this chapter, motivated by the issue of hash table updates in online hashing, we
proposed to explore quality-based update criteria, and dene a quality measure using
the mutual information between variables induced by the hash mapping. This quality
measure is eciently computable and highly correlates with standard ranking met-
rics, and leads to consistent reduction in hash table updates for four online hashing
methods on three benchmark datasets, while maintaining retrieval accuracy. Inspired
by these strong results, we further propose a hashing method MIHash, by optimizing
mutual information as an objective with gradient descent. In both the online and
batch settings, MIHash achieves superior performance compared to state-of-the-art
hashing techniques.
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CIFAR-10, 32 bits
OKH HT Updates AUC AUC
  0:1 201 0:259 {
 0:01 190 (5:8x) 0:260 +0:4%
 10 4 8:0 (25:1x) 0:287 +10:8%
0 8:0 (25:1x) 0:287 +10:8%
10 4 7:7 (26:1x) 0.287 +10:8%
0:01 3:3 (91:2x) 0.280 +8:1%
 0:2 1:0 (201x) 0.134  48:3%
OSH HT Updates AUC AUC
  0:01 201 0:463 {
 10 4 39:0 (5:2x) 0:466 +0:6%
0 36:7 (5:5x) 0:466 +0:6%
10 4 35:7 (5:6x) 0:466 +0:6%
0:01 6:7 (30x) 0:453  2:1%
0:1 2:0 (100x) 0:386  16%
 0:3 1:0 (201x) 0:207  55%
AdaptHash HT Updates AUC AUC
  0:1 201 0:218 {
 0:01 68:3 (2:9x) 0:238 +9:2%
 10 4 10:3 (19:5x) 0:250 +14:7%
0 10:0 (20:1x) 0:250 +14:7%
10 4 10:0 (20:1x) 0:250 +14:7%
0:01 3:3 (60:9x) 0:244 +11:9%
 0:1 1:0 (201x) 0:211  3:3%
SketchHash HT updates AUC AUC
  0:01 201 0:304 {
 10 4 9:0 (22:3x) 0:318 +4:6%
 10 6 7:3 (27:5x) 0:319 +4:9%
0 7:3 (27:5x) 0:319 +4:9%
10 4 7:3 (27:5x) 0:319 +4:9%
0:01 4:3 (46:7x) 0:318 +4:6%
 0:1 4:0 (50:3x) 0:314 +3:3%
Table 6.4: Parameter study on the threshold value  for online hashing methods
on CIFAR-10 (32 bits). We report the number of hash table updates, where 100x
indicates a 100 times reduction with respect to the baseline. We also report the area
under the mAP curve (AUC) and compare to baseline.
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Places205, 32 bits
OKH HT Updates AUC AUC
  0:01 201 0:163 {
 10 4 8:3 (24:2x) 0:161  1:2%
 10 6 7:0 (28:7x) 0:161  1:2%
0 7:0 (28:7x) 0:161  1:2%
10 6 7:0 (28:7x) 0:161  1:2%
10 4 5:7 (35:3x) 0:161  1:2%
0:01 2:0 (100x) 0:123  25%
 0:1 1:0 (201x) 0:014  91%
OSH HT Updates AUC AUC
  0:001 201 0:246 {
 20 4 101 (2:0x) 0:246 0%
 10 4 9:3 (21:6x) 0:236  4:1%
0 7:0 (28:7x) 0:236  4:1%
10 4 5:7 (35:3x) 0:230  6:5%
10 3 2:7 (74:4x) 0:224  8:9%
 0:1 1:0 (201x) 0:226  8:1%
AdaptHash HT Updates AUC AUC
  0:01 199:7 0:237 {
 10 4 199 (1:0x) 0:237 0%
 10 6 9:7 (20:6x) 0:236  0:4%
0 8:7 (23:0x) 0:236  0:4%
10 6 8:7 (23:0x) 0:235  0:8%
10 4 3:0 (66:6x) 0:235  0:8%
 0:01 1:0 (201x) 0:227  3:4%
SketchHash HT Updates AUC AUC
  0:01 201 0:237 {
 10 4 52:3 (3:8x) 0:238 +0:4%
 10 6 15:3 (12:6x) 0:238 +0:4%
0 12:7 (15:8x) 0:236  0:4%
10 6 15:3 (13:1x) 0:238 +0:4%
10 4 7:0 (28:7x) 0:239 +0:8%
 0:01 2:0 (101x) 0:223  5:9%
Table 6.5: Parameter study on the threshold value  for online hashing methods
on Places205 (32 bits). We report the number of hash table updates, where 100x
indicates a 100 times reduction with respect to the baseline. We also report the area
under the mAP curve (AUC) and compare to baseline.
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LabelMe, 32 bits
OKH HT Updates AUC AUC
  0:2 201 0:198 {
 0:1 196 (1:0x) 0:199 +0:5%
 0:01 2:7 (74:4x) 0:373 +88%
 10 6 2:3 (87:4x) 0:374 +89%
0 2:3 (87:4x) 0:374 +89%
10 6 2:3 (87:4x) 0:374 +89%
0:01 2:0 (101x) 0:372 +88%
 0:6 1:0 (201x) 0:111  44%
AdaptHash HT Updates AUC AUC
  0:1 201 0:333 {
 10 6 149 (1:3x) 0:330  0:9%
 10 4 9:3 (21:6x) 0:365 +9:6%
 10 2 8:7 (23:1x) 0:365 +9:6%
0 5:3 (37:9x) 0:369 +11%
10 6 8:7 (23:1x) 0:365 +9:6%
10 4 8:3 (24:2x) 0:358 +7:5%
10 2 2:7 (74:4x) 0:351 +5:4%
 0:1 1 (201x) 0:296  11%
SketchHash HT Updates AUC AUC
  0:1 201 0:446 {
 10 2 195 (1:0x) 0:446 0%
 10 4 9:3 (21:6x) 0:460 +3:1%
0 8:7 (23:1x) 0:460 +3:1%
10 4 10 (20:1x) 0:459 +2:9%
10 2 4:7 (42:8x) 0:446 0%
 0:1 4:0 (50:3x) 0:439  1:6%
Table 6.6: Parameter study on the threshold value  for online hashing methods
on LabelMe (32 bits). We report the number of hash table updates, where 100x
indicates a 100 times reduction with respect to the baseline. We also report the area
under the mAP curve (AUC) and compare to baseline. Note: OSH is not applicable
to this unlabeled dataset since it needs supervision in terms of class labels.
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CIFAR-10, 32 bits
Method TU HT Updates Final mAP AUC (mAP)
OKH, U = 10
 1870 0.238 0.259
X 15.6 (119.3x) 0.297 0.293 (+13%)
OKH, U = 100
 201 0.238 0.259
X 8 (25.1x) 0.291 0.287 (+10.8%)
OKH, U = 1000
 21 0.238 0.255
X 2.6 (8x) 0.282 0.273 (+7%)
OSH, U = 10
 2001 0.480 0.463
X 110.7 (18x) 0.483 0.466 (+0.6%)
OSH, U = 100
 201 0.480 0.463
X 36.7 (5.4x) 0.483 0.466 (+0.6%)
OSH, U = 1000
 21 0.480 0.454
X 11.3 (1.9x) 0.479 0.454
AdaptHash, U = 10
 2001 0.244 0.224
X 19.6 (101.7x) 0.267 0.261 (+16%)
AdaptHash, U = 100
 201 0.244 0.224
X 10.0 (10.1x) 0.255 0.250 (+11.6%)
AdaptHash, U = 1000
 21 0.244 0.222
X 5 (4.2x) 0.252 0.234 (+5%)
SketchHash, U = 50
 400 0.306 0.303
X 9 (44.4x) 0.318 0.318 (+5%)
SketchHash, U = 100
 202 0.306 0.304
X 7.3 (27.5x) 0.320 0.319 (+4.9%)
SketchHash, U = 1000
 24 0.306 0.305
X 4.6 (5.2x) 0.317 0.314 (+2.9%)
Table 6.7: Online hashing results (32 bits) with dierent update interval parameters
(U) on the CIFAR-10 dataset. All results are averaged from 3 random trials. For
the number of hash table updates, we report the reduction ratio (e.g.8x) for TU. For
AUC, we report the relative change compared to baseline. Note: SketchHash uses a
batch size of 50, therefore the smallest U is set to 50.
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LabelMe, 32 bits
Method TU HT Updates Final mAP AUC (mAP)
OKH, U = 10
 2001 0.119 0.200
X 8 (250x) 0.382 0.377 (+88.5%)
OKH, U = 100
 201 0.119 0.200
X 2.3 (86.2x) 0.380 0.374 (+87%)
OKH, U = 1000
 21 0.119 0.193
X 2 (10.5x) 0.373 0.357 (+85%)
AdaptHash, U = 10
 2001 0.318 0.319
X 12.6 (157.9x) 0.380 0.371 (+16.3%)
AdaptHash, U = 100
 201 0.318 0.318
X 8.6 (23.1x) 0.379 0.365 (+14.7%)
AdaptHash, U = 1000
 21 0.318 0.317
X 5 (4.2x) 0.343 0.337 (+6.3%)
SketchHash, U = 50
 400 0.445 0.447
X 9.6 (41.6x) 0.461 0.460 (+2%)
SketchHash, U = 100
 202 0.445 0.446
X 8.67 (23.2x) 0.462 0.460 (+3.1%)
SketchHash, U = 1000
 24 0.445 0.445
X 8.3 (2.8x) 0.456 0.455 (+2%)
Table 6.8: Online hashing results (32 bits) with dierent update interval parameters
(U) on the LabelMe dataset. All results are averaged from 3 random trials. For
the number of hash table updates, we report the reduction ratio (e.g.8x) for TU. For
AUC, we report the relative change compared to baseline. Note: since LabelMe is an
unsupervised dataset, the OSH method is not applicable since it requires supervision
in the form of class labels.
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Places205, 32 bits
Method TU HT Updates Final mAP AUC (mAP)
OKH, U = 50
 2001 0.182 0.163
X 8 (250.1x) 0.173 0.169 (+3.7%)
OKH, U = 500
 201 0.182 0.163
X 7 (28.7x) 0.165 0.161 (-1.2%)
OKH, U = 5000
 21 0.182 0.156
X 2 (10.5x) 0.157 0.148 (-5.1%)
OSH, U = 50
 2001 0.248 0.246
X 25 (80x) 0.239 0.238 (-3%)
OSH, U = 500
 201 0.248 0.246
X 7 (28.7x) 0.236 0.236 (-4.0%)
OSH, U = 5000
 21 0.248 0.245
X 2 (10.5x) 0.234 0.233 (-4%)
AdaptHash, U = 50
 823.7 0.238 0.237
X 26.6 (30.8x) 0.236 0.236 (-0.4%)
AdaptHash, U = 500
 200 0.238 0.237
X 8.6 (23.0x) 0.236 0.236 (-0.4%)
AdaptHash, U = 5000
 21 0.238 0.237
X 3 (7x) 0.236 0.236 (-0.4%)
SketchHash, U = 50
 2000 0.238 0.235
X 19.3 (103.4x) 0.236 0.235 (0%)
SketchHash, U = 500
 202 0.237 0.235
X 15.3 (13.1x) 0.240 0.238 (+1.2%)
SketchHash, U = 5000
 22 0.235 0.235
X 6.6 (3.2x) 0.239 0.238 (+1.2%)
Table 6.9: Online hashing results (32 bits) with dierent update interval parameters
(U) on the Places205 dataset. All results are averaged from 3 random trials. For
the number of hash table updates, we report the reduction ratio (e.g.8x) for TU. For
and AUC, we report the relative change compared to baseline.
Chapter 7
Conclusions and Future Work
In this last chapter, we rst summarize the key contributions of this thesis. We then
describe the major strengths and limitations of the methods we introduce. Finally,
we point out some interesting directions for future research.
7.1 Main Contributions
In this thesis, we studied the problem of online hashing for fast similarity search.
Hashing is a promising approach for nearest neighbor search, with signicant savings
both computationally and memory-wise.
Compared to batch solutions online hashing has eciency advantages in learning
and updating the hash mapping. In this thesis, we introduced four online hashing
methods with dierent assumptions regarding the data and proposed addressing key
challenges in an online hashing framework.
We rst introduced AdaptHash. AdaptHash updated the hash mapping with in-
coming pairs of points. We considered minimizing a square error formulation using
stochastic gradient descent (SGD). Compared to batch hashing solutions we achieved
comparable performance while being orders-of-magnitude faster in learning the hash
mapping.
We then introduced OSH. OSH used an online boosting approach to learn and
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de-correlate the hash functions that constituted the hash mapping. The task in
OSH was supervised hashing, i.e., the data was mapped to the Hamming space
such that the semantic neighborhood as induced by label information is preserved.
We made no assumptions on the label space and assigned Error Correcting Output
Codes on-the-y to newly arriving labels. Error Correcting Output Codes allowed
two dierent indexing schemes for items, particularly for multiclass datasets where
each item was associated with a single label. For this dataset type, when label
information was available for the item-to-be-indexed, one could consider using the
corresponding ECOC as its binary representation. This allowed hash error com-
pensation during retrieval. Overall, for both of the proposed indexing schemes, we
demonstrated improvement over state-of-the-art online hashing methods in terms of
retrieval accuracy.
Next, we proposed OSH+, an extension to OSH. With OSH+, we introduced a
hamming loss objective and minimized an upper bound to it using SGD. We also
pointed out the fact that, in an online hashing framework, the hash table might need
to be frequently updated to keep pace with the updates to the hash mapping. To al-
leviate the computational burden of these updates, we introduced ternary codes that
allowed us to circumvent updating the entire table. In experiments, we showed that
our new hamming loss formulation performed better in terms of retrieval accuracy
compared to past online hashing techniques. We also demonstrated that we could
partially update the hash table while maintaining the retrieval performance to some
degree.
Finally, we introduced MIHash. In this chapter, we rst proposed to tackle a
key challenge that had not been addressed before in an online hashing solution: to
eciently determine when to perform an update to the hash table. For this pur-
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pose, we introduced a mutual information based quality measure that was based
on constructing distance distributions of neighbor and non-neighbor items. Com-
pared to standard retrieval measures, our mutual information measure has a linear
time complexity. We also empirically demonstrated strong correlations between our
measure and standard ranking metrics such as Average Precision (AP), Discounted
Cumulative Gain (DCG) and Normalized Discounted Cumulative Gain (NDCG). We
proposed a plug-in module for existing online hashing methods. With this module,
we determined whether the underlying hash mapping had suciently improved and
if so, triggered an update for the hash table.
Given the ability of mutual information in quantifying the neighborhood quality,
we then proposed a gradient based optimization solution to learn the hash mapping,
with the mutual information as the objective. We showed signicant improvements
over state-of-the-art online and batch hashing methods on standard retrieval image
benchmarks.
7.2 Strengths and Limitations
In this section, we point out strengths and limitations of the methods we proposed.
We rst analyze AdaptHash for this purpose.
AdaptHash is an ecient online hashing scheme that achieved comparable retrieval
performance while being orders-of-magnitude faster than batch hashing methods.
The main limitation of AdaptHash is that it can be parameter sensitive. This is
primarily due to the fact that it updates its hash mapping parameters with respect
to a single data input only. As pointed out in that chapter, this is an extremely
dicult setup given the fact that assuming your hash mapping is a collection of
hash functions, it is the collective eort of all of these hash functions to successfully
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preserve the original neighborhood structure. With a single data input, it is dicult
to determine which hash functions to update. The parameters in AdaptHash deter-
mine how aggressive these parameters need to be adapted given the input. Such
parameter choices ultimately depend on the dataset considered. For this reason,
AdaptHash needs heavy parameter optimization. We now analyze OSH.
In OSH, we make no prior assumption on the label space. We were able to
remove such an assumption by using randomly generated Error Correcting Output
Codes (ECOCs). This random generation of ECOCs also enables the label space to
grow: if an incoming point has a new label we assign a target code that is randomly
generated. This random generation scheme works particularly well if a multiclass
dataset is considered where each item is associated with a single label. If the no
prior assumption restriction were to be removed, i.e., if additional information of
the label space were provided, one ideally could construct better ECOCs for use as
target codes for the labels.
In fact, in practice, the structure of the label space can be quite complex. For
instance: correlations between labels might exist, the label-space might have a hierar-
chical tree like structure or ne-coarse categories may be present. When labels have
distinct categorical meanings, adequate separation properties among the assigned
ECOCs might be enough for good performance; however, when the label-space is
more complex one ought to be careful about of the assignment of ECOCs as target
codes. For example, semantically similar labels should have target codes that are
nearby in Hamming space. Currently, in the proposed approach the target codes are
randomly generated and assigned to labels. However, dierent strategies must be
taken into account for a more complex label space.
OSH+ is both an extension and improvement over OSH. Its Hamming loss based
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formulation has shown to perform better than OSH in terms of retrieval performance.
And since the objective we consider is a convex upper-bound on the Hamming loss,
OSH+ enjoys convergence guarantees. Keeping the hash table in pace with the
hash mapping is a challenge in an online hashing framework, and to alleviate this
computational burden, with OSH+, we also propose using ternary codes within a
formulation that circumvents updating the entire hash table. In experiments, we
show that we can maintain the retrieval performance of OSH+, while reducing the
number of bit recomputations when performing updates to the hash table. However,
even with the partial hash table computation scheme, we need to fetch all the items
from the dataset, possibly causing unsustainable disk I/O's, especially for large-scale
datasets. Fortunately, we tackle this issue with MIHash, by proposing a general plug-
in module suitable for integration to any online hashing method, including OSH+.
As stated, with MIHash, we rst propose a solution to eciently determine when
to trigger a hash table update in an online hashing framework. Our mutual infor-
mation based measure enjoys a O(n) time complexity where n is the reference set
size, e.g., the reservoir size. In contrast, the time complexity for ubiquitously used
ranking metrics such as AP, DCG, and NDCG is O(n log n). However, we note that
the dierence between O(n) and O(n log n) is not dramatic, especially for large n.
Having shown that mutual information is a good measure for quantifying neigh-
borhood quality, in the second part of the MIHash chapter, we propose to utilize
the mutual information criterion to learn the hash mapping. We argue that the
formulated mutual information objective is parameter-free, since the only parameter
is the number of bins to be considered for the distance histogram and setting the
number of bins directly to the length of the hash code works very well in practice.
MIHash improves the state-of-the-art in retrieval performance. However, there are
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Figure 7.1: A pathological case for MIHash. In both left and right gures, given a
particular point, say x^, we give possible conditional hamming distance distributions
for items in the neighbor and non-neighbor sets with respect to x^. These distributions
are denoted with p+D and p
 
D, respectively. Notice that in both of the gures, the
mutual information is maximized, since there is not overlap between the conditionals
p+D and p
 
D. However, in the right gure, all non-neighbor items have a smaller
hamming distance to x^, than items in the neighbor set. Obviously, this is a far cry
from what is desired. This suggests that MIHash requires good initialization.
certain pathological cases in which one can maximize the mutual information while
making the retrieval performance inferior. Please observe Fig. 7.1. In this gure, two
cases of hamming distance distributions corresponding to neighbor and non-neighbor
items with respect to a point x^ are considered. Since there is not overlap in both
cases, the mutual information is maximized, but notice that all non-neighbor items
are closer to x^ than neighbor items in the right gure. Obviously, this is a far cry
from what is desired. This suggests that MIHash requires good initialization. In
our experiments a simple initialization schemed based on LSH works well. Other
solutions to avoid such a case might involve adding constraints to the optimization
formulation, regarding the support of the distributions p+D and p
 
D. Such additional
measures are left for future work.
7.3 Interesting Directions for Future Research
Similar to online machine learning, online hashing is relevant for when it is infeasible
to batch learn the hash mapping (e.g., for large scale data), and/or, when the un-
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derlying data distribution is evolving and one needs to accommodate this variation
by updating the hash mapping. For large scale data it is infeasible to do learning
with a batch learning procedure that has, say a quadratic time complexity with re-
spect to the training data size. All methods introduced in this thesis use stochastic
gradient descent (SGD). With SGD our methods enjoy having a linear time learning
complexity in n, and we provide extensive experiments validating the eciency of
using such an SGD based online hashing solution.
However, in this thesis we do not provide an in-depth analysis of how these online
hashing methods perform under non-stationarity data distributions. There are two
major reasons: i) there is no established way to analyze hash mapping performance
with a non-stationary distribution, ii) it is considered enough in the research com-
munity to validate the usefulness of an online hashing method if you show signicant
savings in computational time in learning the hash mapping for the stationarity case.
However, due to the success of deep learning, stochastic optimization is becoming the
de-facto learning scheme. To the enthusiastic researcher willing to do online hashing
research, this suggests a focus on modeling non-stationarity, and conducting rigorous
experimentation with several dierent non-stationarity cases. Non-stationary data
distributions are required to model certain phenomena in practice. For example,
consider a photo sharing platform that performs online hashing to expedite nearest
neighbor search for its image search tool. The users of this platform might upload
photos related to a recent or an ongoing activity. The photo collection platform then
must continuously update its hash mapping to accommodate and allow fast nearest
neighbor search for these most recently uploaded photos.
The modeling of data that has evolving statistical properties, is not a new research
area. In the Data Mining eld, there is an extensive literature about the concept
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drift problem [101, 67, 42]. It would be an interesting direction to leverage the ideas
proposed in this concept-drift subeld and use these ideas to formulate novel methods
for online hashing.
Another interesting research direction would be to propose a hashing solution
for dierent data types. In this thesis, only image datasets were considered in the
experimental evaluation. But hashing, as an approximate nearest neighbor search
technique, has a much more broader applicability. Nearest neighbor search is ubiq-
uitously used across various elds with many dierent types of data, not just images
or videos. One notable data type is time-series, or discrete-time data, where a mea-
surement of a particular phenomena is taken at successive points in time. Time
series data is relevant in: quantitative nance and economics (e.g. stock market
prediction), geopyshsics (e.g. weather and earthquake forecasting), communications
engineering (e.g. speech signals), audio and sound (e.g. audio search and ngerprint-
ing), astronomy (e.g. trajectories of heavenly bodies) etc. In such elds, an ecient
nearest neighbor search technique such as hashing, can be important to achieve fast
and successful prediction, forecasting or identication. For example, the well-known
Shazaam app, [1] which provides audio search and music matching services, uses
hashing to eciently identify small, noisy music excerpts in a large music database
[13]. With the advancements in hashing methods, specically adaptive supervised
hashing, one might quite easily improve the search and retrieval accuracy of such a
matching system.
Another possible future direction can be to improve the ECOC assignment strat-
egy in OSH and OSH+. As stated in Sec. 7.2, at the core of both studies is the
assignment of b-length Error Correcting Output Codes (ECOCs) to labels as target
vectors. The codes can be constructed with properties that enable recovery from
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hash function errors during retrieval. A simple property is having good pairwise
separation between the codes. In OSH and OSH+, a random procedure, aimed to
achieve such a separation, has shown to work well in practice. However, this solution
might not work well for multilabel datasets. In the current formulation of OSH and
OSH+, for multilabeled data items, the objective is minimized with respect to the
ECOCs of each label. However, since the ECOCs are generated randomly, they
might not reect the correlations and similarities between these labels (although the
retrieval performance for OSH in the multilabel benchmark is very promising, as
shown in Table 4.4). When the no prior assumption on the label space is removed,
one improvement becomes possible. Specically, ECOCs that are designed for the
label space can be constructed. Such ECOCs possibly may better reect the intricate
and hierarchical relationships of the label space.
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