Tracking highly articulated 3-D objects such as human hands with an uncalibrated camera is not an easy task. In addition to changes in position, such objects change their shape and appearance with time. We present a robust tracker for such cases which works well in spite of cases of other similar moving objects, and background clutter. Our hand gesture analysis system is based on such a tracker. The system can recognise gestures involving the same hand shapes following different trajectories, and vice versa.
INTRODUCTION
We present a novel appearance-based tracker capable of tracking objects that change both their position as well as shape, size and appearance. Our gesture analysis system analyses dynamic space-time gestures based on the output of this robust tracker. We also address the problem of effective selection of a gesture set for a particular task.
Having a calibrated camera system with multiple cameras helps in getting 3-D information, which can disambiguate between many otherwise difficult situations. However, it is well-accepted in the field of computer vision and image analysis that calibration is a particularly cumbersome process, and requires a lot of precision and accuracy. Systems often try to do away with calibrated cameras, and the success of a method is often gauged by the relative number of constraints it can do away with. Since the 1990s, there has been a trend towards maximising the amount of useful information that can be extracted from single off-the-shelf uncalibrated cameras. This enables the creation of more applications which can use simple systems without any cumbersome set-up required, or the restrictive requirement of the presence of a trained operator in computer vision and image analysis. An example of such an application is the panorama mode in digital cameras. The mathematics behind a panorama dictate that the camera should be rotated exactly about its optical centre, which will related corresponding two points in two images by a 3 × 3 non-singular matrix (Szeliski, 1994) . In practical terms, for far-away objects and the camera held at an arm's length and rotated slowly, the approximations hold good, and one gets a fairly visually acceptable output.
Pavlovic and co-workers review existing hand gesture recognition techniques (Pavlovic, Sharma, and Huang, 1997) . They point out that 3-D based approaches are restrictive, and apart from a few (such as a 27-degree-of-freedom parameter estimation system), such methods are not very general, and as research has progressed in the direction of systems with least restrictive requirements, that use simpler and far more robust features and algorithms. Many approaches focus primarily on motion/trajectory information e.g., (Yeasin and Chaudhuri, 2000) , (Min, Yoon, 
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The British Computer Society Soh, Yang, and Ejima, 1999), or shape information e.g., (Triesch and Malsburg, 2002) . In this work, we consider gestures which cannot be differentiated on the basis of shape, or trajectory information alone. In other words, we consider gestures with the same shape traversing different trajectories, and different shapes traversing the same trajectories. Our system does not have any explicit feature detection step, unlike other systems which are limited by the the restrictions of any one particular feature detector. In our case, we use an eigenspace-based approach -using pixel information from the entire image, obliterating an intermediate (and possibly error-prone) featuredetection step. The eigenspace models the visual appearance of an object. Using significant eigenvectors to approximate the general appearance of an object is consistent with Gibson's notion of visual invariants (Gibson, 1979) . Further, our method is robust to common hand shape deformations, which often make other systems restrictive: rotation, translation, scale and shear. For the temporal modelling and recognition, most systems use Finite State Machines (FSMs) e.g., (Yeasin and Chaudhuri, 2000) , or the more general Hidden Markov Models (HMMs) e.g., (Nam and Wohn, 1997) , (Kapuscinski and Wysocki, 2001) , (Min, Yoon, Soh, Yang, and Ejima, 1999) , (Ng and Ranganath, 2002) . Our method does not have the extensive training requirement of HMMs, and is easily adaptable to a given gesture set. We also address the issue of designing a set of gestures for a particular task. To the best of our knowledge, no other work in the literature except our prior work , (Patwardhan and Dutta Roy, 2007) , address these issues, or proposes solutions to these.
A gesture analysis system with as few restrictive assumptions as possible -is very natural for human-computer interaction. Speech-based systems have their restrictions in terms of the learning -the training set. Gestures (especially hand gestures) are a very natural mode of communication in most cultures across the globe. Hearing-and speech-impaired individuals use sign language to communicate -while a real-time computer vision-based general sign language interpretation and analysis system is perhaps too much to ask for, our gesture analysis system that is relatively general and addresses two important problems as mentioned above. First, the use of both shape and trajectory information, and second, issues concerning the construction of a gesture set. To control a system using visual input using an off-the-shelf uncalibrated camerais an important application which we explore in the experimental results section.
The organisation of the rest of the paper is as follows. We first introduce a robust and efficient tracker in Section 2, which tracks objects with changing appearances across cluttered backgrounds, with other (possibly similar) objects moving about. This section also develops a representation for the changing appearance and trajectory of a moving object being tracked. Section 3 builds up on the above representation of a moving object being tracked -the tracker output, and deals with the issue of constructing a gesture set for a particular application, which increases the accuracy of the gesture recognition system. We present representative experimental results on a sample application of our gesture analysis system: controlling a Winamp c -like audio player using a simple off-the-shelf uncalibrated camera. This is in Section 4. Section 5 presents some discussions, and concludes the paper.
A ROBUST AND EFFICIENT APPEARANCE-BASED TRACKER
Tracking a moving object across video frames is a difficult task for many reasons. The first is like any problem in computer vision, we are given 2-D images of 3-D objects with 3-D motions. Second, the background could be cluttered -an assumption of a constant or a fixed background is not applicable in many real-world scenarios. Third, there could be more than one object moving in the scene, and worse still, many of them could be similar to the object of interest to be tracked. Lastly, the moving object could also change its appearance as it moves across video frames.
Unlike other visual trackers, Black and Jepson's EigenTracker (Black and Jepson, 1998) tracks objects which change both their position as well as appearance. They pose the problem as estimation of the eigenspace reconstruction coefficients s, modulo a deformation (modelled as an affine transformation with coefficients a), which minimises a robust error function between the parametrised image I (indexed by its pixel location x. i.e., x is a pixel in the image) and the
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t−1 }, 1 ≤ i ≤ N , starting at t = 1 REPEAT FOR ALL frames: 3. SELECT sample set for prediction using π reconstructed one Uc (where U is the matrix of the most significant eigenvectors):
Here, ρ(x, σ) = x 2 /(x 2 + σ 2 ) is the robust error function, and σ is a scale parameter (Black and Jepson, 1998) . The robust error function (also sometimes referred to as an M-estimator) is one that minimises the effect of outliers -which would otherwise affect a least-squares problem. The distortion (the change in the position for a pixel x) is modelled as a 2-D affine transform:
There are several disadvantages of the original EigenTracker formulation. First, the non-linear optimisation is time-consuming, and needs a good seed point. Typically, the optimisation does not work if motion between frames is more than 2-3 pixels. The original EigenTracker assumes that all appearances of the object to be tracker are learnt in an off-line phase, of which the eigenvectors corresponding to the top eigenvalues are considered. In general, it is not possible to learn all possible appearances of highly articulated objects offline. We propose an efficient appearancebased tracker called a Predictive EigenTracker (Sec. 2).
Our Predictive EigenTracker (Gupta, Mittal, Patwardhan, Dutta Roy, Chaudhury, and Banerjee, 2004) enhances the capability of the original EigenTracker (Black and Jepson, 1998) in three ways. We propose a Particle filtering/CONDENSATION (Isard and Blake, 1998)-based predictive framework (which can work with any distribution). This speeds up the search for the object of interest, and speeds up the non-linear optimisation with a good seed point. We learn and track unknown views of an object on the fly with an efficient on-line eigenspace update mechanism. Fig. 1 gives an overview of the Predictive EigenTracker. We use a six-element state vector X t with a second order AR model for state/process dynamics: X t = D 2 X t−2 + D 1 X t−1 + w t , where t represents time, D i are 6 × 6 matrices, and w t is a zero-mean, white, Gaussian random vector. We emphasise here that the particular motion model chosen for the experiments here (in our case, the second-order AR model) does not constrain the formulation in any way -this can work with any model which is better suited to the dynamics of the motion being tracked. In the absence of any prior knowledge about the dynamics, one often uses a random-walk model with a large entries on the covariance matrix diagonal (Dutta Roy, Tran, Davis, and Sreenivasa Vikram, 2008) . The six-element state vector can be the affine coefficients a i , or the coordinates of the 3 points defining the bounding parallelogram.
The tracker uses a set of N samples {s
t−1 are drawn from P (X t−1 |Z 1:t−1 ), the state distribution given all observations Z 1 . . . Z t−1 (6-element observation vectors) thus far. (P (X t−1 |Z 1:t−1 ) comes from the state/process dynamics model -for instance, the second order AR model in our experiments.) We use a combination of skin colour and motion cues to perform fully automatic initialisation (Step 1 in Fig. 1 ). The algorithm next selects a new sample set according to π non-linear optimisation (Eqn. 1). The optimisation finds the affine coefficients a and eigenspace reconstruction coefficients s corresponding to the least reconstruction error. We formulate the observation/measurement P (Z t |X t = s (i) t ) as being proportional to the negative exponential of the above reconstruction error. (This is fairly standard in any method based on particle filtering -to have Gaussians around observations (Isard and Blake, 1998) .) We declare the sample with the least reconstruction error as the tracker output. Fig. 2 shows a sample of successful tracking using our predictive EigenTracker.
MODELLING DYNAMIC SPACE-TIME GESTURES
The output of our Predictive EigenTracker is a set of eigenspace reconstruction coefficients c (shape parameters) and affine transformation coefficients a (motion parameters, or equivalently, the state vectors X t ). A large reconstruction error (Fig. 1) indicates a new shape of the gesticulating hand. We formulate a particular gesture G k i as having k shape-trajectory vector pairs. We model a particular gesture G k i as an m− dimensional vector of a sequence of shape and trajectory coefficients, g 
The probability of the given gesture G k j being one of the gestures in the given set G k i is given by p
. For high recognition accuracy, gestures should be so chosen that the gestureclasses are well-separated in gesture-space, and the intra-class distance is small. This also puts an upper bound on the accuracy of the recognition system for a particular chosen set of gestures, and their representation. Our earlier works , (Patwardhan and Dutta Roy, 2007) explain many of these ideas in detail.
It is important to note that the formulation is independent of the relative speed of performing the gesture. There is no normalisation (using dynamic time warping/dynamic programming, or otherwise) on the number of video frames corresponding to a gesture, nor on any constancy of the speed of movement of the hand during the gesture.
EXPERIMENTS WITH A REPRESENTATIVE GESTURE SET
We have chosen a representative gesture set (for controlling an audio player such as Winamp c ). Fig. 3 shows the eight gestures in our set. Clearly, the gestures cannot be differentiated on the basis of shape or trajectory information alone. We have chosen 4 basic hand shapes to be as far apart in appearance-space as possible, and the same goes for the gestures themselves. In our representative experimental setup, each gesture consists of two different hand shapes, requiring two epoch changes in the tracking phase. For the trajectories in our sample gesture set, we use a least-squares linear approximation. Gesture pairs {2, 6}, {3, 4}, and {7, 8} involve identical hand shapes (in order) and differ only in the hand trajectories. Conversely, gesture pairs {1, 5}, {2, 3}, and {4, 6} have different hand shapes trace identical trajectories (Fig. 3) . In our set, we take the 5 most significant eigenvalues (they correspond to above 90% of the total energy). We represent
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The British Computer Society each gesture by a 14 element vector, with 5 (shape) + 2 (trajectory) parameters corresponding to each epoch. We have tested the gesture recognition performance of this framework using 64 gestures present in the training set, and 16 additional gestures which were not used during the training phase. Table 1 lists the Mahalanobis distances of a set of 9 gestures (not used for training) from the template gestures.
DISCUSSION AND CONCLUSIONS
Gestures are a common mode for human-human interaction, and are a possible natural mode for human-computer interaction as well -and this is not just for physically challenged people with speech and hearing impairment. This work presents a vision-guided gesture analysis system with minimum assumptions about the vision sensor -something we feel will be more natural from a human-computer interaction point of view. We base our system on a robust appearancebased visual tracker, which can successfully track human hands (among other objects) in spite of cluttered backgrounds. The gesture recognition formulation also takes into account the modelling aspect. We address the issue of formulating a set of gestures for a particular applicationwhich will maximise recognition accuracy. Planned extensions of this work include applying this framework to two-handed gestures, possibly using our robust two-hand tracker (Barhate, 
