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La mejora en la eficiencia de recursos computacionales para la resolución
de problemas electromagnéticos es un tema complejo y de gran interés. La
aparición en la última decada de GPUs (Graphics Processing Unit) y tarjetas
coprocesadoras Xeon Phi en las listas de los supercomputadores con mayor
rendimiento, ha llevado a los investigadores a tratar de sacar el máximo pro-
vecho de estas nuevas tecnologías.
El objetivo principal de esta Tesis es mejorar la eficiencia del método MoM
(Method of Moments) mediante la paralelización de algunos de sus algoritmos
en procesadores con arquitectura Intel MIC (Many Integrated Core). Para ello,
se realiza el modelado de un problema electromagnético mediante la meto-
dología SIE-MoM (Surface Integral Equation-Method of Moments), y se desa-
rrollan nuevos algoritmos para su ejecución en tarjetas coprocesadoras Intel
Xeon Phi.
Los resultados obtenidos tras evaluar los tiempos de computación compara-
tivamente entre las tarjetas Intel Xeon Phi y las CPUs Intel Xeon, indican que
la arquitectura Intel MIC podría resultar adecuada en simulaciones electro-
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Improving the efficiency of computational resources for solving electromag-
netic problems is a complex subject of great interest. The growth of GPUs
(Graphics Processing Unit) and Xeon Phi coprocessor boards on the lists of
top-performing supercomputers over the past decade has led researchers to
try to make the most of these new technologies.
The main objective of this Thesis is to improve the efficiency of the MoM
method by parallelizing some of its algorithms on processors with Intel MIC
(Many Integrated Core) architecture. For this purpose, the modeling of an
electromagnetic problem is carried out using the SIE-MoM (Surface Integral
Equation-Method of Moments) methodology, and new algorithms are devel-
oped for their execution on Intel Xeon Phi coprocessor cards.
The results obtained after evaluating computation time compared between
Intel Xeon Phi cards and Intel Xeon CPUs, indicate that the Intel MIC archi-
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2 Capítulo 1. Introducción
1.1. Justificación y relevancia del estudio
En la última década se ha generalizado el uso de arquitecturas manycore, en
especial GPUs, como dispositivos de propósito general en computación de
altas prestaciones. En Noviembre de 2019, 6 de los 10 supercomputadores
con mayor rendimiento utilizaban GPUs o coprocesadores con arquitectura
Intel MIC (TOP 500 Supercomputers 2019).
La evolución de las arquitecturas manycore optimizadas para computación
paralela y la aparición de herramientas de programación, como CUDA (Com-
pute Unified Device Arquitecture), han posibilitado que hoy día el uso de estas
plataformas se haya generalizado en campos como el análisis de imágenes
para biomedicina, robótica, simulaciones físicas en distintos ámbitos: mecá-
nica de fluidos, astrofísica, transferencia de calor y energía, campos electro-
magnéticos, etc.
La arquitectura de procesadores Intel MIC, a pesar de presentar algunas ven-
tajas con respecto a las GPUs, como la mejor adaptación a códigos existentes,
no ha conseguido imponerse en el mercado y casi no existen referencias de
su uso aplicado a la aceleración de problemas electromagnéticos.
Cualquier modelado electromagnético parte de una representación adecua-
da de la interacción del campo electromagnético con los diferentes objetos
físicos y su entorno. Las ecuaciones de Maxwell son un compendio de ecua-
ciones que junto con las características constitutivas de los materiales y las
condiciones de contorno del dominio en el que se plantea el problema elec-
tromagnético, consiguen explicar los fenómenos que surgen de la interacción
de las ondas electromagnéticas con la materia.
El análisis de problemas de cálculo electromagnético se ha resuelto tradicio-
nalmente mediante el uso de métodos numéricos. De entre los distintos mé-
todos existentes destaca la metodología SIE-MoM, que conjuga ecuaciones
integrales de superficie con el método de los momentos (R. F. Harrington,
1993). Dado que los sistemas de ecuaciones lineales que surgen de la aplica-
ción de MoM dan lugar a matrices densas, es necesario reducir los tiempos
de ejecución y el consumo de memoria en aras de obtener una mejora en
la eficiencia de uso de los recursos computacionales. Los métodos iterativos
clásicos como el método del residuo mínimo generalizado (GMRES, Generali-
zed Minimum Residual Method) (Youcef Saad y Schultz, 1986; Kelley, 1995) o el
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método del gradiente conjugado (CGS, Conjugate Gradient Squared) (Sonne-
veld, 1989; Kelley, 1995), etc. , junto a otros métodos más avanzados como
los métodos rápidos basados en multipolos (FMM, Fast Multipole Method)
(Coifman, Rokhlin y Wandzura, 1993) o los métodos basados en multipolos
de tipo multinivel (MLFMA, Multilevel Fast Multipole Algorithm) (J. M. Song
y Chew, 1995; J. Song, Lu y Chew, 1997) han conseguido reducir la compleji-
dad computacional de las operaciones producto matriz-vector (MVP, Matrix
Vector Product) en cada iteración.
En este ámbito y dada la experiencia previa del grupo de investigación en la
solución de grandes problemas electromagnéticos (L. Landesa, J. M. Taboada,
Campon et al., 2017), se ha decidido tratar de incorporar las capacidades de
las nuevas arquitecturas manycore a los códigos existentes.
1.2. Propósito y objetivos
Se propone como línea básica de investigación en la presente Tesis, la mejora
de la eficiencia computacional del método MoM mediante la paralelización
masiva de algoritmos en tarjetas coprocesadoras con arquitectura Intel MIC.
En concreto, los objetivos que se pretenden cumplir son:
Desarrollo de un algoritmo capaz de realizar múltiples operaciones MVP
de forma simultánea, aprovechando la gran capacidad de paraleliza-
ción que soporta la arquitectura Intel MIC.
Analizar problemas electromagnéticos complejos y comparar tiempos
de ejecución en coprocesadores Intel Xeon Phi frente a procesadores
Intel Xeon.
Dado que la arquitectura Intel MIC es relativamente novedosa, su aparición
comercial data del año 2012, no existen muchas referencias en la bibliografía
del uso de tarjetas coprocesadoras Intel Xeon Phi en la aceleración de méto-
dos de electromagnetismo computacional. La mayoría de trabajos recogidos
en la bibliografía relativos a la aceleración de la técnica de MoM sobre Intel
Xeon Phi, han utilizado la factorización LU para resolver la ecuación matri-
cial resultante.
La aportación principal de esta Tesis ha sido desarrollar un algoritmo que
aprovecha la capacidad de la arquitectura Intel MIC para ejecutar código pa-
ralelo y aplicarlo en la resolución de los sistemas de ecuaciones matriciales
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derivados de MoM. Concretamente, se ha desarrollado un algoritmo que, de
forma paralela, realiza las distintas operaciones MVP requeridas en la reso-
lución de un conjunto de problemas electromagnéticos, implementando el
núcleo de las operaciones del método de los momentos en la arquitectura
MIC.
1.3. Estructura de la memoria
La memoria de la Tesis se ha estructurado en siete capítulos. Este primer
capítulo contiene una breve motivación del interés de este trabajo, además
de los objetivos, las contribuciones aportadas y cómo está estructurada la
memoria.
El segundo capítulo recoge el desarrollo matemático empleado en la metodo-
logía SIE-MoM. Se parte del análisis de la formulación integral de superficie
para un objeto dispersor. Una vez planteadas las ecuaciones integrales que
caracterizan el campo electromagnético objeto de estudio, se aplica la técnica
de MoM para obtener un sistema de ecuaciones lineales mediante una dis-
cretización de las ecuaciones integrales previamente planteadas. Se completa
el capítulo ampliando la formulación a múltiples objetos dispersores.
En el tercer capítulo se realiza una breve descripción de los métodos iterati-
vos más representativos utilizados en la resolución de sistemas de ecuaciones
lineales. Además, se referencia su uso en la resolución de problemas electro-
magnéticos.
La evolución y descripción de la arquitectura Intel MIC se presenta en el
cuarto capítulo. Se incide en el análisis de la arquitectura hardware y softwa-
re de la familia KNC, que será la utilizada en el desarrollo de la presente Tesis
Doctoral. Por último, se analizarán las distintas aproximaciones a la hora de
abordar el paralelismo, tanto a nivel de datos como de tareas.
El quinto capítulo presenta un compendio de las principales líneas de investi-
gación existentes en torno al uso de arquitecturas manycore en la aceleración
de problemas electromagnéticos. Se ha dividido el capítulo en dos secciones
principales dedicadas a las dos tecnologías manycore más utilizadas en su-
percomputación, GPUs e Intel MIC. También se han clasificado los distintos
trabajos referenciados en tres grandes grupos dependiendo de la técnica de
partida utilizada, FDTD, FEM o MoM.
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Los resultados obtenidos y los algoritmos desarrollados se presentan en el
sexto capítulo. Tras realizar una descripción de las estrategias de optimiza-
ción del código HEMCUVE en arquitecturas Intel MIC, se detallan los algo-
ritmos implementados para conseguir la aceleración de los productos matriz-
vector necesarios en la resolución de los sistemas de ecuaciones lineales de
MoM. A continuación, se relacionan distintos problemas electromagnéticos
en los que los algoritmos desarrollados son de aplicación, distinguiendo el
caso de un único objeto dispersor o el de varios objetos dispersores. Tras rea-
lizar un análisis de los problemas electromagnéticos planteados, se discuten
los resultados obtenidos comparativamente con la familia de procesadores
Intel Xeon. Los resultados contenidos en este capítulo han sido selecciona-
dos fundamentalmente para analizar el comportamiento de la arquitectura
Intel MIC.
Finalmente, el séptimo y último capítulo ofrece al lector las conclusiones y
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2.1. Introducción
Las ecuaciones de Maxwell son un compendio de ecuaciones que junto con
los parámetros constitutivos de los materiales (permitividad y conductividad
eléctrica y permeabilidad magnética) consiguen explicar los fenómenos que
surgen de la interacción de las ondas electromagnéticas con la materia.
La correcta definición de las condiciones de contorno del dominio en el que se
plantea el problema electromagnético es indispensable para que se encuentre
bien definido y tenga una única solución. En problemas causales también se
hace necesario conocer las condiciones iniciales desde las que se parte, ya
que los campos y flujos en un instante determinado dependen de los campos
y flujos en instantes anteriores.
En la resolución de problemas electromagnéticos, por tanto, es imprescindi-
ble la correcta formulación de las ecuaciones de Maxwell y el planteamiento
adecuado de las condiciones de contorno e iniciales del problema. En pro-
blemas sencillos con geometrías simples, como la dispersión producida por
una esfera de material dieléctrico, es posible plantear una resolución analíti-
ca (Mie, 1908), pero a medida que la complejidad aumenta se hace necesario
recurrir a métodos numéricos.
En las últimas décadas se ha producido un rápido incremento en la capa-
cidad de cómputo de los ordenadores que ha permitido abordar problemas
electromagnéticos cada vez más complejos mediante métodos numéricos.
Los métodos basados en ecuaciones integrales de superficie en conjunción
con el método de los momentos (SIE-MoM, Surface Integral Equation-Method
of Moments) (R. F. Harrington, 1993) han demostrado ser más eficientes que
las aproximaciones volumétricas, ya sean en el dominio del tiempo, como
puede ser el método de diferencias finitas en el dominio del tiempo (FDTD,
Finite Difference Time Domain) (Hao, Nehl, Hafner et al., 2007) o en el dominio
de la frecuencia, como el método de los elementos finitos (FEM, Finite Element
Method) (J. Jin, 2014). La razón principal de esta mayor eficiencia reside en el
hecho de que las incógnitas del problema quedan reducidas a densidades
superficiales de corrientes eléctricas y magnéticas a través de las superficies
frontera. Aun así, la transformación de las ecuaciones integrales en sistemas
de ecuaciones lineales da como resultado un problema matricial con un ele-
vado coste computacional, O(N3), y de consumo de memoria RAM, O(N2),
siendo N el número de incógnitas.
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Los métodos iterativos como el método del residuo mínimo generalizado,
GMRES, o el método del gradiente conjugado, CGS, reducen el coste compu-
tacional del producto matriz-vector a O(N2). Otros métodos más avanzados
basados en dividir la geometría en grupos y calcular las interacciones de for-
ma diagonal mediante la expansión en multipolos, como los métodos rápidos
basados en multipolos, FMM, o los métodos basados en multipolos de tipo
multinivel, MLFMA, consiguen reducir aún más la complejidad computacio-
nal llegando hasta O(NlogN).
2.2. Ecuaciones de Maxwell-Hertz-Heaviside
2.2.1. Formulación
James Clerk Maxwell publicó en 1864 el artículo titulado ’A Dynamical Theory
of the Electromagnetic Field’ (Maxwell, 1865) en el cual predecía que una on-
da electromagnética viaja en el vacío a la velocidad de la luz. Para ello, resu-
mió y condensó de forma brillante los trabajos individuales de físicos como
Gauss, Oersted, Ampere y Faraday entre otros, en la forma de veinte varia-
bles y veinte ecuaciones1. Con el fin de generalizar y dar sentido a su teoría,
Maxwell introdujo el concepto de corriente de desplazamiento que más tarde
se demostró empíricamente.
Las contribuciones de Hertz y Heaviside (Sengupta y Sarkar, 2003), de forma
independiente, llevaron a reformular las ecuaciones de Maxwell simplificán-
dolas en las cuatro ecuaciones en notación vectorial que hoy día conocemos.
Los experimentos de Hertz (H.Hertz, 1888), en los cuales generó, transmitió
y recibió una onda electromagnética a una frecuencia determinada constitu-
yen la primera demostración experimental de la hasta entonces cuestionada
teoría de Maxwell.
Hoy en día, las conocidas como ecuaciones de Maxwell en su forma diferen-
cial se resumen en:
1En realidad las veinte ecuaciones pueden resumirse en ocho, ya que Maxwell dividió
seis de las ecuaciones en sus tres componentes cartesianas.
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∇× ~H = ~J + ∂
~D
∂t
∇× ~E = −∂
~B
∂t
∇ · ~D = ρe
∇ · ~B = 0
(2.1)
donde ~H es la intensidad de campo magnético, ~E es la intensidad de campo
eléctrico, ~D es la densidad de flujo eléctrico, ~B es la densidad de flujo mag-






son las corrientes de
desplazamiento y ρe la densidad volumétrica de carga libre.
Considerando un medio lineal, los campos ~D y ~E se relacionan a través de las
propiedades dieléctricas de los materiales, ~B y ~H a través de sus propiedades
magnéticas y ~J y ~E a través de la conductividad:
~D = ε~E
~B = µ ~H
~J = σ~E
(2.2)
siendo σ la conductividad, ε la permitividad eléctrica y µ la permeabilidad
magnética. La permitividad eléctrica puede expresarse como ε = εrε0 siendo
εr la permitividad relativa del medio y ε0 la permitividad en el vacío. Lo
mismo sucede con la permeabilidad magnética, µ = µrµ0.
Si expresamos las ecuaciones de Maxwell (2.1) mediante el uso de fasores,
las derivadas en el dominio del tiempo se sustituyen por el producto jω en
el dominio de la frecuencia, dando lugar a las siguientes ecuaciones:
∇×H = J + jωD
∇× E = −jωB
∇ ·D = ρe
∇ · B = 0
(2.3)
donde H, E, B, D y J son los fasores de los campos vectoriales anteriormente
descritos y ω la frecuencia angular. La variación temporal armónica exp(jωt)
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se omitirá por simplicidad a lo largo del capítulo.
En un medio homogéneo es posible sustituir las ecuaciones constitutivas (2.2)
en (2.3) y obtener:
∇×H = J + jωεE
∇× E = −jωµH
∇ · E = ρe
ε
∇ ·H = 0
(2.4)
Si se aplica la divergencia en la primera de las ecuaciones anteriores y ade-
más se sustituye ∇ · E, se obtiene una ecuación que relaciona la densidad de
corriente eléctrica y la densidad de carga eléctrica, conocida como ecuación
de continuidad:
∇ · J = −jωρe (2.5)
Es de utilidad formular las ecuaciones de Maxwell en el hipotético caso de
que existieran cargas magnéticas (aún no se han descubierto). Su existen-
cia permitiría modelar de manera muy eficiente problemas en medios no
permeables, en medios no homogéneos o en medios no isotrópicos.
Para ello, se añade al sistema de ecuaciones anterior una corriente magnética
ficticia M y una densidad de carga magnética ficticia ρm (Kolundžija y Djord-
jević, 2002). Ambas magnitudes se relacionan de forma idéntica a sus corres-
pondientes magnitudes eléctricas y simulan matemáticamente las propieda-
des de estos medios:
∇×H = J + jωεE
∇× E = −M− jωµH
∇ · E = ρe
ε
∇ ·H = ρm
µ
(2.6)
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FIGURA 2.1: Superficie de discontinuidad entre dos medios di-
ferentes R1 y R2
Del mismo modo en que obtuvimos la ecuación de continuidad (2.5), pode-
mos obtener una ecuación que relaciona la densidad de corriente magnética
y la densidad de carga magnética, conocida como ecuación de continuidad:
∇ ·M = −jωρm (2.7)
2.2.2. Condiciones de contorno e iniciales
Dado que las ecuaciones diferenciales no son válidas en las superficies de
discontinuidad de dos medios diferentes, es necesario establecer unas con-
diciones de contorno que relacionen los valores que toman las magnitudes
electromagnéticas en dos puntos infinitamente próximos ubicados a ambos
lados de dicha superficie de discontinuidad.
Considérese un medio homogéneo (Región R1) en el cual se introduce un
objeto dieléctrico, también homogéneo (Región R2), siendo los parámetros
constitutivos ε1, µ1 y ε2, µ2 respectivamente, tal y como se observa en la figura
2.1. Defínase S como la superficie de discontinuidad de los dos medios y n̂i
como el vector unitario normal a S apuntando hacia la región Ri.
Los campos en la superficie de discontinuidad están gobernados por las si-
guientes condiciones de contorno:
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n̂i × (Ei − Ej) = −Mi
n̂i × (Hi −Hj) = Ji
n̂i · (εiEi − ε jEj) = ρse
n̂i · (µiHi − µjHj) = ρsm
(2.8)
Para fijar las condiciones iniciales suele recurrirse a considerar el estado es-
tacionario senoidal en el cual todas las magnitudes varían de la forma:
A(t) = cos(ωt + ψ)
siendo A una función armónica en el tiempo, ω la frecuencia angular y ψ la
fase inicial.
El uso de fasores se introdujo en el capítulo a partir de las ecuaciones (2.3).
A partir de este momento, las variaciones en el tiempo pueden analizarse
realizando la transformada inversa de Fourier.
2.3. Radiación electromagnética
2.3.1. Formulación en volumen
La figura 2.2 muestra un problema básico de radiación electromagnética en
un medio homogéneo e isótropo, de parámetros ε y µ, en el que se pretenden
calcular los campos en cualquier punto del espacio a partir de las corrientes
eléctricas y magnéticas, J y M. Definamos O como el origen de coordenadas, r
como el vector de posición del punto de observación, r′ el vector de posición
del punto fuente, V la región del espacio en la que se ubica la corriente y la
carga y R la distancia entre los puntos fuente y observación.
Consideremos las ecuaciones de Maxwell (2.6) formuladas para cualquier
medio. La resolución matemática del problema se solventó añadiendo una
corriente magnética ficticia M y una densidad de carga magnética ficticia ρm.
Si aplicamos el rotacional a ambos miembros de la segunda ecuación obtene-
mos:
∇×∇× E = −jωµ∇×H−∇×M (2.9)
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Si ahora sustituimos la primera ecuación de (2.6) en (2.9) y además utilizamos
el número de onda β = ω
√
µε:
∇×∇× E = β2E− jωµJ−∇×M (2.10)
Aplicando la identidad vectorial∇×∇× E = ∇(∇ · E)−∇2E a la ecuación
anterior y sustituyendo la tercera ecuación de (2.6) resulta:
∇2E + β2E = jωµJ + ∇ρe
ε
+∇×M (2.11)
Si aplicamos la divergencia a la ecuación de continuidad (2.5) y sustituimos
en (2.11) se obtiene:
∇2E + β2E = jωµJ− 1
jωε
∇(∇ · J) +∇×M (2.12)





∇2E + β2E = jβη[J + 1
β2
∇(∇ · J)] +∇×M (2.13)
La solución a la ecuación de Helmholtz escalar en tres dimensiones,
∇2G(r, r′) + β2G(r, r′) = −δ(r, r′) (2.14)





4π |r− r′| (2.15)
cuyo gradiente puede obtenerse derivando la ecuación anterior en función









siendo R̂ = r−r
′
|r−r′| , el vector unitario entre los puntos fuente y de observación.
Dado que las ecuaciones de Maxwell son lineales, J y M se pueden aproximar
como una suma de fuentes puntuales distribuidas en la región del espacio V,
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FIGURA 2.2: Geometría volumétrica del problema de radiación
electromagnética
de forma que la ecuación (2.13) se transforma en una ecuación integral sobre

































2.3.2. Operadores LV y KV
Las ecuaciones integrales (2.17) y (2.18) pueden reescribirse de forma com-
pacta en función de los operadores LV y KV. Siguiendo esta nomenclatura
los campos eléctricos y magnéticos se expresan como:
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2.3.3. Formulación en superficie
Si se parte de las ecuaciones (2.17) y (2.18) debido a corrientes volumétricas,
es fácil extrapolar los resultados para obtener las ecuaciones producidas por
corrientes superficiales (Kolundžija y Djordjević, 2002). Para ello, se sustitu-
yen las densidades de corriente volumétrica eléctrica y magnética, J y M, por
densidades de corriente superficiales, JS y MS. Del mismo modo, el elemento
infinitesimal de volumen dv′ es sustituido por el de superficie ds′ y el opera-
dor ∇′ deja de estar referido a volúmenes y pasa a referirse a superficies.
Considerando lo anterior, los operadores (2.20) y (2.21) aplicados a corrientes
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FIGURA 2.3: Geometría superficial del problema de radiación
electromagnética
Los valores de las integrales de superficie de las expresiones de los opera-
dores L y K dependen de la ubicación del punto de observación r, donde se
quieren calcular los campos. Si el punto está ubicado fuera de la superficie S,
los operadores L y K toman los valores de las expresiones (2.24) y (2.25). En
cambio, si el punto de observación está ubicado sobre la superficie S, exis-
te una discontinuidad en los valores de dichas integrales dependiendo de la
aproximación de r a r’.
Para clarificar este concepto, se divide la superficie S en dos partes. Por un
lado, una pequeña superficie circular centrada en r, de radio δ, denominada
Sδ y por otro el resto de la superficie S− Sδ tal y como se observa en la figura
2.3. La evaluación de la integral de superficie S− Sδ mantiene intacto el valor
de los operadores L y K. En cambio, si δ es lo suficientemente pequeño, los
términos proporcionales a 1R en las expresiones (2.24) y (2.25) son desprecia-
bles frente a los demás. Del mismo modo, las densidades de corriente y carga



















Supóngase ahora un sistema de coordenadas cilíndrico centrado en r en el
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FIGURA 2.4: Detalle de la aproximación de r a Sδ.
que el eje Z es perpendicular a la superficie Sδ. En este sistema de coordena-
das el módulo R se puede expresar como R =
√
ρ2 + z2 y el vector unitario
R̂ como R̂ = −ρR ρ̂ +
z
R ẑ siendo z la altura y ρ la coordenada radial. La coorde-
nada azimutal puede obviarse debido a la simetría existente en rotación. De
esta forma, ds puede expresarse como ds = 2πRdr con ρ variando entre 0 y
δ.


















Cuando z se aproxima a 0 desde la parte superior de la superficie Sδ la in-
tegral tiende a 2πẑ. En cambio si se aproxima a 0 desde la parte inferior de
la superficie Sδ el valor tiende a −2πẑ. La figura 2.4 muestra el detalle de la
aproximación de r a la superficie Sδ.
Al sustituir estos valores en las integrales (2.26) y (2.27) y aplicar además la














XS × ẑ (2.30)
Retomando las ecuaciones (2.19), es posible expresar los campos en cualquier
punto del espacio en función de las corrientes superficiales JS y MS como:
2.4. Formulación integral de superficie 19






siendo los operadores L y K:
L(XS) =







n̂ z = 0+














XS × n̂ z = 0+




XS × n̂ z = 0−

y siendo L0 y K0 las expresiones (2.22) y (2.23) calculadas en el sentido del
valor principal de Cauchy y n̂ el vector normal unitario a la superficie S.
2.4. Formulación integral de superficie
Partiendo del análisis realizado en la sección anterior para el caso básico de
radiación electromagnética en un medio homogéneo e isótropo, introducire-
mos la formulación SIE para un único objeto dispersor de geometría arbitra-
ria. Se asume una variación temporal armónica exp(jωt) que ha sido omitida
en la formulación. El caso para múltiples dispersores se analizará en la sec-
ción 2.6.
Supongamos un caso simplificado de un medio homogéneo, (Región R1), con
permitividad ε1 y permeabilidad µ1 en el cual se introduce un objeto dieléc-
trico, también homogéneo, (Región R2), con permitividad ε2 y permeabilidad
µ2 como se observa en la figura (2.5). Definamos S como la superficie de dis-
continuidad de los dos medios, n̂2 como el vector unitario normal a S apun-
tando hacia la región R2 y n̂1 como el vector unitario normal a S apuntando
20 Capítulo 2. Metodología SIE-MoM
FIGURA 2.5: Geometría superficial con un dispersor y problema
equivalente
hacia la región R1. Se define Einci y H
inc
i como los campos eléctricos y mag-
néticos incidentes debido a las fuentes ubicadas en la región i. Los campos
incidentes en los medios sin fuentes son nulos.
La resolución simplificada de estos problemas reside en sustituir los objetos
dispersores por las densidades de corriente eléctrica y magnética equivalen-
tes, Ji y Mi, aplicando el primer principio de equivalencia (R. F. Harrington,
2001) como se observa en la figura (2.5).
Se parte de dos campos incidentes denominados Einc1 y H
inc
1 . Las fuentes
que originan dichos campos se ubican en la región 1 y en la superficie de
discontinuidad que separa los dos medios en forma de corrientes eléctricas
y magnéticas, J1 y M1. Estas fuentes inducen en la superficie frontera unas
nuevas corrientes, J2 y M2 que originan en ambas regiones los campos dis-
persos Escati y H
scat
i . Los campos eléctricos y magnéticos totales, Ei y Hi, por
tanto, se pueden escribir en función de los campos incidentes y los dispersos:
Ei = Einci + E
scat
i




El campo disperso debido al objeto puede calcularse a partir de las corrientes
equivalentes tal y como vimos en (2.31):
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Escati = −ηiL{Ji}+ K{Mi}





Aplicando el principio de equivalencia, el problema planteado puede des-
componerse en un problema equivalente interior (los campos en R2 se anu-
lan) y otro exterior (los campos en R1 se anulan) en los cuales las corrientes
equivalentes son contrarias de forma que J1 = −J2 ≡ J y M1 = −M2 ≡ M.
Las corrientes equivalentes, aplicando las condiciones de contorno (2.8) de
los campos en la superficie de discontinuidad son:
N-EFIEi : Mi = −n̂i × Ei|S
N-MFIEi : Ji = n̂i ×Hi|S
(2.34)
Las ecuaciones anteriores son conocidas como Normal Electric Field Integral
Equation (N-EFIE) y Normal Magnetic Field Integral Equation (N-MFIE). En pro-
blemas de dieléctricos homogéneos se utilizan además las ecuaciones Tangen-
tial Electric Field Integral Equation (T-EFIE) y Tangential Magnetic Field Integral
Equation (T-MFIE):
T-EFIEi : n̂i ×Mi = −n̂i × n̂i × Ei|S = Ei,tan|S
T-MFIEi : −n̂i × Ji = −n̂i × n̂i ×Hi|S = Hi,tan|S
(2.35)
Las formulaciones normal y tangencial se obtienen dependiendo del método
aplicado para proyectar los campos sobre la superficie (Kolundžija y Djord-
jević, 2002).
Sustituyendo (2.32) y (2.33) en (2.34) y (2.35) las ecuaciones integrales se pue-
den reescribir como:
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n̂i × Ji (2.37)















Existen múltiples posibilidades de combinación para las ecuaciones ante-
riores. Debido a su estabilidad y precisión en escenarios problemáticos se
plantean las siguientes formulaciones Combined Field Integral Equation (P Ylä-
Oijala y Matti Taskinen, 2005b) (CFIE) combinando las ecuaciones que se en-






donde ηi representa la impedancia intrínseca de cada región Ri; T-EFIE, T-
MFIE, N-EFIE y N-MFIE se corresponden con (2.36), (2.37), (2.38) y (2.39)
respectivamente; ai, bi, ci y di representan coeficientes complejos para cada
región Ri.
La ecuación (2.40) se denomina Electric current (J) Combined Field Integral
Equation (JCFIE) debido a que sus operadores mapean las corrientes Ji y Mi
en Ji. De modo similar, la ecuación (2.41) se denomina Magnetic current (M)
Combined Field Integral Equation (MCFIE), ya que sus operadores realizan el
mapeo de las corrientes Ji y Mi en Mi.
Ahora bien, dado que dichas ecuaciones deben cumplirse para cada una de
las regiones, es posible combinar a su vez las ecuaciones CFIE de cada una
de las regiones anteriores en una única ecuación de la siguiente forma:2
2Nótese que se podía haber elegido cualquier combinación lineal de las ecuaciones (2.40)
y (2.41)






T-EFIE2+b1N-MFIE1 − b2N-MFIE2 (2.42)
−c1N-EFIE1 + c2N-EFIE2+d1η1T-MFIE1 − d2η2T-MFIE2 (2.43)











































































= d1η1(Hinc1 )tan − d2η2(Hinc2 )tan − n̂× (c1Einc1 + c2Einc2 )
(2.45)
donde n̂1 = −n̂2 ≡ n̂, J1 = −J2 ≡ J y M1 = −M2 ≡ M 3.
Si se utiliza notación matricial, la combinación de las dos ecuaciones anterio-
res denominada, Electric and Magnetic Current Combined Field Integral Equation
(JMCFIE) se expresa de la siguiente forma:
3Dado que las referencias a las regiones Ri, y por tanto a sus parámetros constitutivos
(εi, µi), desaparecen en las corrientes J y M, se hace necesario añadir dichas referencias a los
operadores Li y Ki
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TABLA 2.1: Valores de coeficientes para distintas formulacio-
nes.
Formulación ai bi ci di
PMCHWT ηi 1 1 1ηi
CTF 1 0 0 1
CNF 0 1 1 0
MÜLLER 0 µri εri 0
JMCFIE 1 1 1 1

 (a1L1 + a2L2)tan (− a1η1 K1 − a2η2 K2)tan








L1 − b2η2 L
2
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 a1η1 (Einc1 )tan − a2η2 (Einc2 )tan + n̂× (b1Hinc1 + b2Hinc2 )
d1η1(Hinc1 )tan − d2η2(Hinc2 )tan − n̂× (c1Einc1 + c2Einc2 )

(2.46)
Los coeficientes ai, bi, ci y di pueden tomar cualquier valor complejo para in-
tentar obtener formulaciones válidas y estables. Dependiendo de la conver-
gencia, precisión y los parámetros dieléctricos, existen determinados valores
de los coeficientes que resultan idóneos. Las formulaciones más conocidas,
que se encuentran ampliamente documentadas en la bibliografía aparecen
en la tabla (2.1). Entre ellas, destacamos la formulación Poggio-Miller-Chang-
Harrington-Wu-Tsai (PMCHWT) (Poggio y Miller, 1973; Chang y R. Harring-
ton, 1977) y la Combined Tangential Formulation (CTF) (Pasi Ylä-Oijala, M Tas-
kinen y Järvenpää, 2005) que combinan las ecuaciones tangenciales; Combined
Normal Formulation (CNF) (Pasi Ylä-Oijala, M Taskinen y Järvenpää, 2005) y
Müller (Müller y Higgins, 1960; P Ylä-Oijala y Matti Taskinen, 2005b) que
combinan las ecuaciones normales y JMCFIE (P Ylä-Oijala y Matti Taskinen,
2005a) que combina ecuaciones tangenciales y normales, siendo la formula-
ción más genérica, ampliamente utilizada por su precisión y buena conver-
gencia.
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2.5. Método de los Momentos
2.5.1. Formulación
MoM es una técnica introducida por Harrington (R. F. Harrington, 1993), que
transforma ecuaciones integrales complejas en sistemas lineales que pueden
resolverse de forma numérica. Es una de las técnicas numéricas más utiliza-
das en la actualidad en la resolución de ecuaciones integrales que aparecen
en muchos problemas electromagnéticos de antenas y dispersión. Considé-
rese el siguiente problema generalizado:
L(f) = g (2.47)
donde L es un operador lineal, g es la excitación o fuente, que se considera
conocida y f la respuesta o incógnita que debe ser determinada. En proble-
mas electromagnéticos, L es un operador integro-diferencial, f es la función
incógnita y g es una fuente de excitación conocida como por ejemplo una
onda plana incidente.
El primer paso para resolver la ecuación (2.47) es expandir la función incóg-




donde αn son coeficientes complejos desconocidos, y fn es un conjunto de
funciones linealmente independientes, denominadas funciones de expansión
o funciones base. Dado que las series de la ecuación (2.48) son infinitas, las
funciones fn forman un conjunto completo de funciones base del espacio vec-
torial L f . En la práctica, el sumatorio anterior se trunca obteniendo unas se-










αnL(fn) ' g (2.50)
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Dado que el operador L es lineal, se puede transformar la ecuación (2.50)
en un sistema matricial de ecuaciones mediante la aplicación de la misma
en una serie de m puntos o regiones sobre Lg. Para ello, se elige un conjunto
adecuado de funciones de ponderación w1, w2, ..., wm y se realiza el producto
escalar de dichas funciones con las funciones conocidas fn en el rango de L. Al





αn 〈wm, L(fn)〉 ' 〈wm, g〉 (2.51)
con m=1..M. En general, se elige M = N para que el sistema de ecuaciones
tenga solución única.




f · gds (2.52)




f · g∗ds (2.53)
donde el superíndice * denota el complejo conjugado. En el caso de utilizar
funciones reales, ambos productos coinciden.




















〈w1, L(f1)〉 〈w1, L(f2)〉 · · · 〈w1, L(fn)〉
〈w2, L(f1)〉 〈w2, L(f2)〉 · · · 〈w2, L(fn)〉
...
... . . .
...
〈wm, L(f1)〉 〈wm, L(f2)〉 · · · 〈wm, L(fn)〉
 (2.55)

























con las incógnitas del problema, que son los coeficien-














donde Z−1 es la inversa de la matriz Z.
En problemas electromagnéticos, L es un operador integro-diferencial obte-
nido a partir de las ecuaciones de Maxwell y las condiciones de contorno, f
es la distribución de corriente inducida que se desea obtener y g es un campo
incidente conocido, la fuente de excitación del problema. Siguiendo la ter-
minología de Harrington (R. F. Harrington, 1993) para este caso particular,
la matriz Z se denomina matriz generalizada de impedancias o acoplos y el
vector V se denomina vector de excitaciones.
La solución del sistema de ecuaciones matricial (2.54) se puede obtener me-
diante la matriz inversa o mediante métodos iterativos basados en factori-
zaciones. La elección adecuada del conjunto de funciones base fn y del con-
junto de funciones de ponderación wm, es la clave para el adecuado com-
portamiento del método y afecta directamente a la precisión de la solución
obtenida. Con el fin de que las soluciones obtenidas sean físicamente más
creíbles y para que el sistema de ecuaciones resultante siempre cumpla el
teorema de reacción, es preferible la utilización del producto simétrico en el
procedimiento de ponderación, tal y como describe Wang (J. Wang, 1991).
En el caso concreto de utilizar el mismo conjunto de funciones base y de
ponderación wm ≡ fn, se obtiene el denominado método de Galerkin. El uso
del método de Galerkin, junto con un producto simétrico en el procedimiento
de ponderación supone ventajas muy importantes en cuanto a los requisitos
de cómputo y almacenamiento.
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FIGURA 2.6: Rao-Wilton-Glisson (RWG) basis function.
2.5.2. Funciones base RWG
La elección adecuada de las funciones base y de ponderación es determi-
nante para conseguir una precisión y eficiencia óptimas mediante MoM . A
grandes rasgos, las funciones base modelan las densidades de corriente J y
M sobre una discretización de la superficie. En el desarrollo de la Tesis se
emplearon las funciones base de Rao–Wilton–Glisson (RWG) (M. Rao, R. Wil-
ton y W. Glisson, 1982) tanto para la expansión de corrientes, como para el
procedimiento de ponderación de las ecuaciones integrales (proc. de Galer-
kin). Aunque existen otras funciones base que pueden utilizarse, como las
Buffa-Christiansen functions (BC) (Cools, Andriulli, De Zutter et al., 2011), las
RoofTop functions (RT) (Andersson, 1993), etc., se ha decidido utilizar las bases
RWG debido a su sencillez para implementarlas en código y a su versatilidad
y precisión en el modelado de todo tipo de superficies por su mallado trian-
gular.
Cada función base RWG es una función definida sobre cada par de triángulos
T(+)i y T
(−)
i , que comparten un lado de longitud Li, tal y como se observa en







′ ∈ T(±)i (2.58)
donde A(±)i y~ρ
(±)
i son, respectivamente, el área y el vector de posición de los
puntos fuente (r′) en el sistema local de coordenadas cilíndricas centrado en
el vértice opuesto al lado común del triángulo T(±)i .
Al aplicar la divergencia a la función base RWG, se obtiene:
∇ · fi(r′) = ∓
Li
A(±)i
, r′ ∈ T(±)i (2.59)
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Dado que los valores de la divergencia en T(+)i y T
(−)
i son finitos, decimos
que la función RWG es div-conforming (Z. Ergül y Gürel, 2006). Además, la
divergencia de la corriente es proporcional a las densidades de carga a través
de las ecuaciones de continuidad (2.5) y (2.7) de forma que la densidad de
carga total en el par de triángulos que forman la base es nula. Por otra parte,
la componente normal de la densidad de corriente en el borde exterior de
la función no existe y por tanto no hay líneas de carga en la frontera de las
funciones base.
2.5.3. Discretización de la SIE
Las ecuaciones (2.44) y (2.45) obtenidas a partir de la formulación integral de
superficie, pueden discretizarse mediante el método de los momentos (R. F.
Harrington, 1993). Las densidades de corriente J y M pueden aproximarse












donde Ji y Mi son coeficientes constantes complejos, y fi(r′) es un conjunto de
funciones linealmente independientes, denominadas funciones de expansión
o funciones base.












































































(Einc2 )tan + n̂× (b1Hinc1 − b2Hinc2 )
(2.62)



















































= d1η1(Hinc1 )tan − d2η2(Hinc2 )tan − n̂× (c1Einc1 + c2Einc2 )
(2.63)





Si utilizamos la notación genérica de función matemática
F (X ) = Y
para describir la ecuación integral lineal (2.46), es posible realizar el produc-
to escalar en ambos miembros de la ecuación por una serie de funciones co-
nocidas denominadas funciones de ponderación, wm. Utilizando el procedi-
miento de ponderación de Galerkin (las funciones base son idénticas a las
funciones de ponderación), wm = fm, sobre las funciones base se obtiene:
〈fm,F (X )〉 = 〈fm,Y〉 (2.64)
En concreto, si aplicamos la ponderación con funciones fm, m = 1, 2, ..., N a
las ecuaciones integrales (2.62) y (2.63), se obtiene el siguiente sistema de
ecuaciones lineal de dimensiones 2N × 2N formado por las N incógnitas de
J y las N incógnitas de M:
























































































































= 〈fm, d1η1(Hinc1 )tan − d2η2(Hinc2 )tan − n̂× (c1Einc1 + c2Einc2 )〉
(2.66)







mi, τmi y τ
′
mi:


















































































































































τmi =〈fm, n̂× fi〉
τ′mi =〈fm, fi〉
Utilizando notación matricial, las dos ecuaciones anteriores pueden expre-



















en el que las cuatro submatrices de dimensiones N×N, vienen dadas por las
siguientes expresiones:
































































donde i = 1, 2, ..., N y m = 1, 2, ..., N.





















(Einc2 ) + n̂× (b1Hinc1 − b2Hinc2 )〉
V2m =〈fm, d1η1(Hinc1 )tan − d2η2(Hinc2 )tan − n̂× (c1Einc1 + c2Einc2 )〉
(2.71)
donde m = 1, 2, ..., N.
2.6. Extensión de la formulación a múltiples obje-
tos
En esta sección se realiza una ampliación del análisis efectuado en las seccio-
nes 2.4 y 2.5 para el caso de más de un objeto dispersor. Al igual que en el
caso anterior se obvia la variación temporal armónica exp(jwt).
Se plantea un nuevo escenario, en el que se introducen un determinado nú-
mero de objetos de composición y geometría arbitraria, (Regiones Ri), con
permitividad εi y permeabilidad µi en un medio homogéneo, (Región R1),
con permitividad ε1 y permeabilidad µ1, tal y como se observa en la figura
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(2.7). Definamos Sij como la interfaz de separación entre dos medios Ri y Rj,
siendo Rj la región interna de la superficie y cumpliéndose siempre que i < j.
Se define n̂ij como el vector unitario normal a Sij apuntando hacia la región
Ri, cumpliéndose que n̂ij = −n̂ji. Por último, se denomina Einci y Hinci a los
campos eléctricos y magnéticos incidentes debido a las fuentes ubicadas en
la región i, teniendo presente que los campos incidentes en los medios sin
fuentes son nulos.
El campo electromagnético total en la región Ri puede expresarse como la
suma del campo incidente en la región Ri y los campos dispersos producidos
por las corrientes generadas en la superficie que rodea a la región Ri:












donde j′ hace referencia a cada una de las regiones adyacentes a la región Ri.















siendo ηi la impedancia intrínseca del medio y L y K los operadores definidos
en (2.31).
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FIGURA 2.7: Geometría superficial del problema con múltiples
objetos
Sustituyendo los campos totales en función de los campos incidentes y dis-
persos y aplicando las condiciones de contorno en las superficies de discon-
tinuidad de forma similar al procedimiento seguido en (2.34) y (2.35), se ob-
tiene:















































Las ecuaciones anteriores, pueden combinarse tal y como vimos en (2.40) y
(2.41) para obtener las formulaciones JCFIE y MCFIE en cada una de las re-
giones Ri. Para combinar las ecuaciones CFIE de distintas regiones se utiliza-
rán las ecuaciones (2.42) y (2.43). Si a continuación se aplica el procedimiento
de discretización mediante el método de los momentos visto en la sección
2.5, se obtiene el siguiente sistema de ecuaciones lineal en notación matricial:
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
Zij,ij Zij,kl . . . Zij,pq
Zkl,ij Zkl,kl . . . Zkl,pq
...
... . . .
...














donde cada subbloque Zrs,tu representa el acoplo de la superficie Stu sobre la





















Los subbloques Zrs,tu de la matriz de impedancias representan la interacción
electromagnética entre las superficies Srs y Stu. Se pueden distinguir cinco
casos diferenciados dependiendo de la relación existente entre las superficies.
El primer caso se produce cuando las superficies Srs y Stu son las mismas,
y es conocido como autocoplo. Estos bloques se ubican en la diagonal de la
matriz de impedancias y se definen como:






























Z2Jrs,rs[m, i] =drηrBrmi + dsηsB
s
mi − crηr A′rmi + csηs A′smi +
1
2
(−drηr + dsηs) τmi
Z2Mrs,rs[m, i] =dr A
r








Cuando la superficie Srs recibe la excitación de la superficie Sru a través del
medio Rr (exterior a Srs y a Sru), el acoplo se determina:
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Z2Jrs,ru[m, i] =drηrBrmi − crηr A′rmi





Si la superficie Srs recibe la excitación de la superficie Sst a través del medio
Rs (interior a Srs y exterior a Sst), el acoplo se determina:












Z2Jrs,st[m, i] =− dsηsB
s
mi − csηs A′smi
Z2Mrs,st[m, i] =− ds Asmi + csB′smi
(2.81)
En cambio, si la superficie Sst recibe la excitación de la superficie Srs a través
del medio Rs (exterior a Sst e interior a Srs), el acoplo se determina:














mi − csηs A′smi





Por último, se puede dar el caso en el que las superficies no tengan ningún
medio en común, ya sea el caso del acoplo entre las superficies Srs y Stu o
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mi, τmi y τ
′
mi se encuentran definidos en (2.68)
y los coeficientes as, bs, cs y ds que permiten seleccionar las formulaciones
más extendidas en la comunidad científica aparecen en la tabla (2.1).
Se pueden encontrar otros detalles y otro estilo de formulación en las tesis
anteriores del grupo realizadas por Javier Rivero (Rivero Campos, 2012) y
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En el capítulo anterior se ha planteado un escenario genérico con múltiples
objetos de composición y geometría arbitraria, en el que se formulan las ecua-
ciones integrales del campo electromagnético para cada una de las regiones
que aparecen. Una vez planteado el problema, dichas ecuaciones integrales
complejas son transformadas en sistemas de ecuaciones lineales mediante el
método de los momentos. La discretización de la formulación integral con-
duce a un sistema de ecuaciones lineales en notación matricial (2.78) del tipo
Ax = b que debe ser resuelto, donde A representa la matriz de impedancias,
x las densidades de corriente superficiales J y M (incógnitas del problema) y
b el vector de excitaciones.
De forma general, la resolución de sistemas de ecuaciones del tipo Ax = b se
puede afrontar mediante dos tipos de métodos diferentes:
Métodos directos: Obtienen la solución exacta en un número finito de
iteraciones mediante la resolución matemática del sistema de ecuacio-
nes. Presentan un elevado coste computacional, O(N3), y de consumo
de memoria RAM, O(N2), siendo N el número de incógnitas. Además,
si partimos de matrices dispersas (Sparse Matrices 1973) (matrices con
un gran número de elementos a 0), las transformaciones que se aplican
llevan a una matriz llena.
Métodos iterativos: En cada iteración generan una aproximación, cada
vez más exacta, de la solución final partiendo de una estimación ini-
cial. Distinguimos entre métodos estacionarios y métodos basados en
subespacios de Krylov. Reducen el coste computacional a O(N2).
Los métodos iterativos son más adecuados en la resolución de grandes siste-
mas de ecuaciones por el menor coste computacional y porque no modifican
la matriz original, de forma que si se parte de matrices dispersas se pueden
aplicar esquemas de almacenamiento optimizados.
Además, en la resolución de problemas electromagnéticos se utilizan méto-
dos avanzados que dividen la geometría del problema en grupos y aproxi-
man las interacciones entre dichos grupos, como por ejemplo FMM o MLF-
MA, que consiguen reducir la complejidad computacional a O(NlogN).
3.1. Introducción y conceptos básicos
Supongamos que se desea resolver el sistema de ecuaciones matricial
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Ax = b (3.1)
donde A ∈ Cn representa la matriz de impedancias, x ∈ Cn son las incógnitas
del problema en forma de densidades de corriente superficiales y b ∈ Cn
representa el vector de excitaciones.
Un método iterativo obtiene la solución aproximada del problema, x, en for-
ma de una sucesión de vectores, x1, x2, · · · , xk, partiendo de un vector inicial
arbitrario x0 (Y. Saad, 2003).
En cada iteración se obtiene un vector error, ek = x − xk, y un vector resi-
duo, rk = b− Axk. Dado que un método iterativo nunca ofrece una solución
exacta con una sucesión finita, se debe establecer un criterio de parada so-
bre el residuo. Este criterio puede ser absoluto si ‖rk‖ < TOL, o relativo si
‖rk‖
‖b‖ < TOL, siendo ‖·‖ la norma vectorial y TOL el error máximo permitido.




Dado el sistema de ecuaciones lineal Ax = b se puede aplicar la partición
A = M− N, siendo M 6= A una matriz invertible. De esta forma, el sistema
anterior se transforma en Mx = Nx + b.
Si se considera la aproximación de la solución en la iteración k + 1, a partir
de la aproximación en la iteración k, el sistema anterior puede reescribirse de
la forma:
Mxk+1 = Nxk + b (3.2)
Despejando de la ecuación anterior, la solución aproximada en la iteración
k + 1 se expresa:
xk+1 = Gxk + f (3.3)
siendo G = M−1N y f = M−1b. Dado que la matriz de iteración G y el
vector de iteración f son constantes en todo el proceso se dice que el método
es estacionario.
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FIGURA 3.1: Descomposición aditiva de la matriz A
Si aplicamos la igualdad A = M− N, la solución aproximada xk+1 se puede
expresar de la siguiente forma en función del vector residuo:
xk+1 = xk + M−1(b− Axk) = xk + M−1rk (3.4)
Considérese la descomposición aditiva de la matriz A en A = L + D + U
siendo D la diagonal de A, L la parte estrictamente triangular inferior de A
y U la parte estrictamente triangular superior de A tal y como aparece en la
figura 3.1.
A continuación se presentan algunos métodos iterativos clásicos dependien-
do de la elección de la matriz M (Ginestar, 2018-2019):
1. Método de Jacobi. Si se considera que la matriz M es igual a la diagonal
de A, M = D, y se sustituye en (2.2) se obtiene:
xk+1 = xk + D−1(b− Axk) (3.5)
que puede reescribirse como:
Dxk+1 = Dxk + b− (L + D + U)xk = b− Lxk −Uxk (3.6)
2. Método de Gauss-Seidel. Si se considera que la matriz M es igual a la
diagonal y la parte estrictamente triangular inferior de A, M = D + L,
y se sustituye en (2.2) se obtiene:
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xk+1 = xk + (D + L)−1(b− Axk) (3.7)
que puede reescribirse como:
Dxk+1 = −Lxk+1 + (D + L)xk + b− (L + D + U)xk = b− Lxk+1−Uxk
(3.8)
3. Método SOR, Successive Over Relaxation. Consiste en una generaliza-
ción de los métodos previos introduciendo un parámetro ω para acele-
rar la convergencia. Para ello se toma una descomposición de la matriz
A de la forma:
ωA = (D + ωL)− (−ωU + (1−ω)D) (3.9)
que da lugar a la siguiente aproximación de la solución en la iteración
k + 1:
xk+1 = (1−ω)xk + ωD−1 [b− Lxk+1 −Uxk] (3.10)
3.2.1. Convergencia
A continuación se clarificarán una serie de conceptos que nos resultarán úti-
les a la hora de analizar la convergencia de los métodos que acabamos de
describir:
Una matriz A de tamaño n× n es estrictamente diagonal dominante si
verifica que sus elementos |aii| > ∑j 6=i|aij| ∀i.
Una matriz A de tamaño n × n es definida positiva si para todos los
vectores no nulos z ∈ Cn se cumple que zT Az > 0 ∀z 6= 0 siendo zT el
traspuesto del vector z.
La convergencia en el método de Jacobi se cumple para matrices diagonal-
mente dominantes. Se puede comprobar que el método de Gauss-Seidel es
convergente además en matrices definidas positivas. En cuanto al método
SOR, se cumple que en matrices diagonalmente dominantes converge si 0 <
ω ≤ 1 y en matrices definidas positivas converge si 0 < ω < 2.
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3.3. Métodos de Krylov
Si partimos del sistema de ecuaciones matricial planteado en la introducción:
Ax = b (3.11)
un método de proyección aproxima la solución xm a partir de un subes-
pacio x0 + Km de dimensión m considerando la ortogonalidad del residuo
rm = b− Axm con respecto a un nuevo subespacio L formado por m vectores
linealmente independientes:
b− Ax ⊥ L (3.12)
Se define el subespacio de Krylov de orden m, Km(A; v0), generado por la
matriz A y el vector v0, como el espacio expandido por v0, Av0, ..., Am−1v0. A
su vez, la secuencia de vectores v0, ..., vm−1 se considera base del espacio de
Krylov generado por A si para cada m, los vectores v0, ..., vm−1 expanden el
subespacio de Krylov Km(A; v0).
Un método de proyección basado en subespacios de Krylov tiene como subes-
pacio Km el subespacio de Krylov Km(A; v0) en el que el vector v0 es el residuo
r0.
Existen diferentes aproximaciones basadas en subespacios de Krylov depen-
diendo de la elección de cada uno de los subespacios L y K y de cómo se ha
precondicionado el sistema (Youcef Saad, 1989; Vorst, 2003):
Aproximación de Ritz-Galerkin (Lm = Km = Km(A; r0)). En cada itera-
ción se va construyendo la aproximación de la solución xm, en la cual
el residuo es ortogonal al subespacio de la forma:
b− Axm ⊥ Km(A; r0) (3.13)
Los métodos de gradientes conjugados (CG, Conjugate Gradients)(Hestenes
y Stiefel, 1952) y de ortogonalización completa (FOM, Full Orthogonali-
zation Method) (Yousef Saad, 1981) son casos particulares de esta apro-
ximación.
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Aproximación de residuos mínimos (Lm = AKm; Km = Km(A; r0)). En
cada iteración se identifica la solución xm, para la cual la norma euclí-
dea ‖b− Axm‖2 es mínima sobre Km(A; r0). El método más representa-
tivo de esta aproximación es método del residuo mínimo generalizado
(GMRES, Generalized Minimum Residual Method) (Youcef Saad y Schultz,
1986; Kelley, 1995).
Aproximación de Petrov-Galerkin (Lm = Km(AT; r0); Km = Km(A; r0)).
De forma similar a la primera aproximación se trata de encontrar una
solución xm en la que el residuo b− Axm sea ortogonal a un subespacio
de dimensión m, en este caso Km(AT; r0):
b− Axm ⊥ Km(AT; r0) (3.14)
Una buena representación de este tipo de métodos es el método de
gradientes biconjugados (Bi-CG, Biconjugate Gradient Method) (Fletcher,
1976).
Aproximación de errores mínimos (Lm = ATKm; Km = Km(AT; r0)). En
cada iteración se identifica la solución xm en el subespacio ATKm(AT; r0)
para el cual la norma euclídea ‖xm − x‖2 es mínima.
En la década de los 90 surgió el desarrollo de métodos híbridos para tratar
de mejorar los ratios de convergencia vs. coste operacional de los métodos
convencionales. Así, surgieron métodos como el método del gradiente con-
jugado cuadrado (CGS, Conjugate Gradients Squared) (Sonneveld, 1989; Ke-
lley, 1995) o el método del gradiente biconjugado estabilizado (Bi-CGSTAB,
Bi-Conjugate Gradient Stabilized) (Van der Vorst, 1992).
El uso de métodos iterativos en la resolución de problemas electromagnéticos
utilizando la metodología SIE-MoM se encuentra ampliamente documenta-
do en la bibliografía (Pasi Ylä-Oijala, M Taskinen y Järvenpää, 2005; Rivero, J.
Taboada, Luis Landesa et al., 2010; M. Araújo, J. Taboada, Rivero et al., 2011;
Ergul y Gurel, 2009).
Debido a la robustez y excelente convergencia de GMRES en las distintas for-
mulaciones implementadas (Gomez-Sousa, Rubinos-Lopez y Martinez, 2015)
y a la propia experiencia en cuanto a los resultados previos (L. Landesa, J. M.
Taboada, Campon et al., 2017), se ha decidido paralelizar el producto matriz
vector (MVP, Matrix-Vector Product) asociado a MoM en cada iteración del
método GMRES sobre una tarjeta coprocesadora de la familia Intel Xeon Phi.
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Para ello, se han desarrollado nuevos algoritmos que tratan de aprovechar al
máximo la capacidad de cómputo de la Xeon Phi. Partiendo de un algoritmo
GMRES modificado, se resolverán M problemas electromagnéticos realizan-
do un único cálculo de los elementos de la matriz de impedancias. El detalle
de los algoritmos se muestra en el capítulo 6.
Los resultados obtenidos en (Campon y Luis Landesa, 2018) demuestran que
un sistema con tarjetas coprocesadoras Intel Xeon Phi es adecuado para el
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Intel MIC es una arquitectura de multiprocesadores desarrollada y fabricada
por Intel, que está optimizada para un alto grado de paralelismo, consiguien-
do un rendimiento elevado y una alta eficiencia energética en aplicaciones
masivamente paralelas.
Entre las características más relevantes de la arquitectura Intel MIC se distin-
guen:
Su alta compatibilidad con aplicaciones previamente desarrolladas pa-
ra entornos multinúcleo tradicionales de Intel, como Intel Xeon. Se be-
neficia de las mismas técnicas y herramientas empleadas en procesa-
dores multinúcleo y permite programar utilizando lenguajes de alto ni-
vel como OpenMP o Cilk Plus. Todo ello, implica una menor curva de
aprendizaje frente a otras arquitecturas manycore como CUDA.
Presenta un rendimiento óptimo en códigos altamente paralelizables. El
rendimiento en códigos secuenciales frente a arquitecturas como Intel
Xeon es muy pobre.
Es la arquitectura de Intel con mayor eficiencia energética logrando pi-
cos de varios teraFLOPS con consumos en torno a 250-300 W.
En el presente capítulo se realizará un repaso de la arquitectura y evolución
de los productos Intel MIC, poniendo el foco en la familia Knights Corner,
cuyo modelo Intel Xeon Phi 7120P ha sido utilizado en el desarrollo de la
Tesis Doctoral.
4.1. Evolución de las familias Xeon Phi
A lo largo de los años y desde su aparición comercial derivada del proyec-
to Larrabee, Intel ha desarrollado diferentes familias de productos Xeon Phi
(Jackson, 2017; Fürlinger, 2016):
Knights Ferry: Familia de prototipado inicial derivada del fallido pro-
yecto Larrabee (GPU de Intel) en desarrollo desde 2006. El producto
final presentado en 2010 en tecnología de 45 nm consistía en una tarjeta
PCIe de 32 cores a 1.2 Ghz, 2GB de memoria GDDR5, cachés L1 de 1
MB y L2 de 8 MB y consumo máximo de 300W.
Knights Corner (KNC): Primera familia comercial de Intel MIC lanza-
da en 2012. Su desarrollo se basaba en tecnología de 22 nm en formato
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de tarjeta coprocesadora PCIe 2.0 x16 o SFF 230-pin distinguiendo las
series 3100, 5100 y 7100. El modelo más potente, el Intel Xeon Phi 7120P,
equipado con 61 cores a 1.2Ghz, 16 GB de memoria GDDR5, cachés L1
de 32 KB para datos y 32 KB para instrucciones y L2 de 512 KB por core
era capaz de obtener un rendimiento en el caso más favorable de 1.2
teraFLOPS con un consumo de 300W.
Knights Landing (KNL): Segunda generación de tarjetas coprocesado-
ras Intel MIC lanzadas al mercado en 2016 en tecnología de 14 nm. Su
principales diferencias con la generación anterior consistían por un la-
do en utilizar el socket LGA 3647 en detrimento del bus PCIe y en intro-
ducir un conjunto de instrucciones nuevo, el AVX-512. Su modelo más
potente contenía 72 cores Silvermont (Atom), 16 GB de memoria RAM
con cachés similares a la generación anterior pero con una arquitectura
de memoria MCDRAM que supone un salto cualitativo bastante im-
portante. El rendimiento máximo obtenido en el caso más favorable era
de 3.4 teraFLOPS con un consumo de 260 W.
Knights Hill: Se presentó como la tercera generación de tarjetas Xeon
Phi, sucesora de Knights Landing, fabricada con tecnología de 10 nm.
Su desarrollo se canceló en 2017 sin que saliera al mercado.
Knights Mill: Variante especial de Knights Landing presentada en Di-
ciembre de 2017 con mejoras específicas en el campo de la inteligencia
artificial.
En 2013 el supercomputador Tihanne2 alcanzó el primer puesto del TOP500
equipando tarjetas coprocesadoras Intel Xeon Phi. Se mantuvo en la lista co-
mo el supercomputador más rápido hasta finales de 2015. Intel ha anuncia-
do que la familia de productos Knights Landing dejará de producirse para
centrarse en la nueva familia gráfica Intel Xe y fija la fecha para los últimos
pedidos en Agosto de 2019.
4.2. Arquitectura hardware Knights Corner (KNC)
Los chips KNC, correspondientes a la familia comercial x100 de Intel, presen-
tan las siguientes características (Best Practice Guide Intel Xeon Phi v2.0 2017;
Vladimirov, Asai, Karpusenko et al., 2015; Jeffers y Reinders, 2013):
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Su fabricación se basa en tecnología de 22 nm con transistores Trigate
3D.
Se presentan tres familias principales, la 3100 (57 cores a 1.1GHz y 6GB
GDDR5), la 5100 (60 cores a 1.053Ghz y 8GB GDDR5) y la 7100 (61 co-
res a 1.238Ghz y 16GB GDDR5) con diferentes consumos de energía y
anchos de banda de memoria.
Cada tarjeta coprocesadora dispone de 8 controladores de memoria con
dos canales Graphics DDR (GDDR) de 5.5 GB/s logrando anchos de
banda de memoria de 352GB/s en la serie 7100.
Los cores KNC están basados en arquitectura P54C y soportan instruc-
ciones de 64 bits. Cada core dispone de una Vector Processing Unit
(VPU) con registros SIMD de 512 bits y cachés L1 y L2. También pre-
sentan Hyperthreading con hasta 4 hilos por core.
La interconexión de los cores, el bus PCIe 2.0 y los controladores de
memoria GDDR5 se realiza a través de tres anillos bidireccionales Co-
re Ring Interconnect (CRI) que conectan todos los componentes, tal y
como se aprecia en la figura 4.2.
También se dispone de un Distributed Tag Directory (DTD) para con-
seguir la coherencia caché global a todos los cores interconectando los
Tags Directories (TD) de cada una de las cachés. Véase la figura 4.2.
Cada tarjeta coprocesadora corre su propio sistema operativo (uOS) ba-
sado en Linux, que permite ejecutar código de forma nativa en la propia
tarjeta. Emula la pila TCP/IP sobre el bus PCIe permitiendo la comuni-
cación con el host dónde se aloja.
4.2.1. Detalle de un core KNC
En la figura 4.1 se observa la topología de un core KNC. Las instrucciones
que se decodifican en cada core procedentes de la caché de instrucciones L1
pueden ser procesadas por una Scalar Processing Unit (SPU) o por una Vec-
tor Processing Unit (VPU) dependiendo del conjunto de instrucciones al que
pertenezcan (Jeffers y Reinders, 2013).
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FIGURA 4.1: Topología de un core KNC
Los cores KNC no pueden procesar las extensiones SIMD MMX, SSE, SSE2, y
AVX pero sí que pueden procesar las extensiones SIMD de 512 bits denomi-
nadas Intel Initial Many Core Instructions (IMCI) además de las instrucciones
x86 de 64 bits.
La SPU se utiliza para mantener compatibilidad con la arquitectura x86, por
ejemplo, para ejecutar el sistema Linux que corre en el coprocesador, pero no
aporta rendimiento sobre los procesadores existentes, de hecho tan solo un
2 % del área del chip KNC se utiliza para este propósito.
El uso de la VPU de cada core en las aplicaciones a paralelizar aporta la mejo-
ra de rendimiento teórica ideal que se comenta en las características técnicas
del chip KNC y que llega a 1.2 Teraflops en la serie 7100. El conjunto de ins-
trucciones IMCI utiliza registros de 512 bits que pueden alojar 8 elementos de
doble precisión en coma flotante. Además, se introduce la instrucción Fused
Multiply-Add (FMA) que permite realizar la multiplicación y la suma en el
mismo ciclo de reloj.
Si se tienen en cuenta las consideraciones anteriores, el rendimiento máxi-
mo teórico en doble precisión de las tarjetas coprocesadoras KNC se calcula
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(Vladimirov, Asai, Karpusenko et al., 2015):
NumberO f Cores ∗ ClockFrequency ∗ ElementsByRegistry ∗ 2(FMA)FLOPS/cycle
En el caso del modelo que se ha utilizado en el desarrollo de la presente Tesis,
Intel Xeon Phi 7120P, el rendimiento máximo teórico en doble precisión en el
caso más favorable sería:
61 ∗ 1,238Ghz ∗ 8 ∗ 2(FMA) = 1,208GFLOPS/cycle
4.2.2. Jerarquía de cachés
Cada core de la arquitectura KNC posee una jerarquía de memoria formada
por una cache de instrucciones L1 de 32 KB, una caché de datos L1 de 32KB
y una caché conjunta L2 para datos e instrucciones de 512KB tal y como se
observa en la figura 4.1.
La correspondencia entre un bloque de memoria principal y uno de caché se
realiza de manera asociativa por conjuntos de 8 vías y se mantiene la cohe-
rencia entre las distintas cachés locales a través del protocolo MESI con una
política de reemplazo caché Least Recently Used (LRU) (Jeffers y Reinders,
2013).
Dado que la caché L2 es propia de cada core y es necesario mantener una
coherencia a nivel global, se transfiere en paralelo la información del esta-
do de cada bloque de caché entre los distintos TD de cada core. Cuando se
produce un fallo de caché se genera una petición de dirección en el anillo
CRI de direcciones y se revisa el DTD. Si el dato existe en alguna caché L2
de otro core se obtiene la dirección, el estado y la ubicación de la caché y se
utiliza el anillo CRI de coherencia (Véase la figura 4.2). Si no existe, se realiza
la petición a memoria principal y se actualizan los TD. Como característica
adicional, el nivel L2 de caché soporta en su hardware la prebúsqueda de
instrucciones y datos antes de que sean demandados por la caché.
La caché L2 distribuida entre los cores mediante el DTD hace que la cantidad
de caché L2 total del chip KNC varíe entre los 512KB y 30,5MB (61 cores) de-
pendiendo del código y datos que son compartidos entre los distintos cores.
4.3. Arquitectura software Knights Corner (KNC) 53
FIGURA 4.2: Arquitectura Knights Corner
4.3. Arquitectura software Knights Corner (KNC)
Las tarjetas coprocesadoras KNC se integran en hosts que corren sistemas
operativos Windows o Linux y que dispongan de interfaces PCIe 2.0 x16. Esa
cuestión se aborda con más detalle en el apartado 4.3.1.
A nivel de software toda la comunicación entre el host y la tarjeta coproce-
sadora se encuentra soportada por el driver Symmetric Communication In-
terface (SCIF). SCIF abstrae los detalles de la implementación hardware del
bus PCIe proporcionando una Application Program Interface (API) cuyo ob-
jetivo principal es lograr el máximo rendimiento en la comunicación entre
distintos nodos de computación, ya sean entre el host y la Xeon Phi o entre
dos tarjetas coprocesadoras conectadas a distintos buses PCIe. La arquitectu-
ra de SCIF es independiente del sistema operativo y es la base de APIs más
avanzadas como las que soportan Message Passing Interface (MPI), OpenCL
y la pila TCP/IP.
Cuando se produce el arranque del sistema operativo anfitrión en el host, el
firmware propio de cada tarjeta coprocesadora comienza el proceso de arran-
que local (bootstrap) en el que se inicializa el hardware, se produce la comu-
nicación internodo mediante el driver SCIF y se arranca el sistema operativo
de la tarjeta coprocesadora sobre el que descansan el resto elementos de la pi-
la software. Este proceso se realiza en el primer arranque y en la recuperación
tras un fallo catastrófico.
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El sistema operativo de la Xeon Phi está basado en el código fuente del kernel
de linux estándar con muy pocas modificaciones para adaptar aspectos muy
concretos. El acceso al hardware propio de la Xeon Phi se realiza a través de
un driver desarrollado para el propio sistema operativo. Además, se pueden
extender algunas funcionalidades del kernel mediante la carga de módulos
con modprobe.
4.3.1. Manycore Platform Software Stack (MPSS)
Para tener un nodo de computación operativo necesitamos un sistema anfi-
trión (CPU host) con una interfaz PCIe 2.0 x16 al que se conectará la tarjeta
coprocesadora (Xeon Phi). Además, es necesario que la BIOS del host en cues-
tión tenga soporte para más de 4GB de entrada-salida mapeada en memoria
(MMIO) y que cumpla con los requisitos de energía y refrigeración necesarios
para alojar la Xeon Phi.
Una vez se han cumplido los requisitos hardware necesarios para tener un
nodo de computación operativo, es necesario desplegar en el host la plata-
forma software necesaria para hacerlo funcionar. Este conjunto de software
recibe el nombre de Intel Manycore Platform Software Stack (MPSS) y se ha
certificado su uso en sistemas operativos linux de 64 bits con kernels pos-
teriores a 2.6.34, en concreto las distribuciones Red Hat Enterprise Linux y
Suse Linux Enterprise y en algunos sistemas operativos Microsoft de 64 bits.
Véase (L. Q. Nguyen, 2014).
MPSS contiene los drivers SCIF, de gestión de energía, etc. y las librerías y
herramientas necesarias para la gestión y diagnóstico de coprocesadores Intel
Xeon Phi. Entre ellas y a destacar:
micctrl se utiliza principalmente para aplicar y restablecer configuracio-
nes sobre la Xeon Phi.
miccheck realiza un conjunto de pruebas para verificar que tanto el fun-
cionamiento como la configuración son correctos.
micinfo se utiliza para obtener información del coprocesador y de las
versiones de sistema operativo y drivers instalados.
micsmc muestra información sobre distintos parámetros físicos de los
coprocesadores: estadísticas del uso de cada core, memoria utilizada,
temperatura, consumo de energía, etc.
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micflash es un comando que se utiliza para obtener información, leer y
escribir sobre la memoria flash.
micrasd es un demonio que se ejecuta en el host anfitrión y gestiona los
logs procedentes de la tarjeta coprocesadora.
micnativeloadex se utiliza para transferir aplicaciones y sus dependen-
cias a la Xeon Phi y lanzar su ejecución desde el host anfitrión.
4.4. Modelos de programación para coprocesado-
res Intel Xeon Phi
La arquitectura estudiada en los apartados anteriores permite que tanto los
datos como los ejecutables puedan ser intercambiados fácilmente entre el
host y la Xeon Phi. Dependiendo de las necesidades de la aplicación, la eje-
cución puede comenzar en el host y pasar al coprocesador o comenzar en el
coprocesador y pasar al host.
En la figura 4.3 aparece una visión conceptual de como el código de una
aplicación puede lanzarse y ejecutarse de forma indistinta en el host y la
Xeon Phi dando lugar a los siguientes modelos de programación:
Modelo nativo, ya sea en la CPU o en la Phi. En este modelo la ejecución
del programa se realiza íntegramente en el procesador o en la tarjeta
coprocesadora, ignorando por completo al otro miembro del nodo de
computación.
Modelo Offload. Se conoce así el modelo en el cual el programa se lanza y
comienza a ejecutarse en el procesador y llegado el momento, determi-
nadas porciones del código altamente paralelizables pasan a ejecutarse
en la tarjeta coprocesadora.
Modelo simétrico. La aplicación se lanza y se ejecuta en ambos compo-
nentes del nodo de computación: procesador y tarjeta coprocesadora.
La comunicación entre ambos se realiza normalmente a través de Mes-
sage Passing Interface (MPI).
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FIGURA 4.3: Modelos de programación sobre tarjetas coproce-
sadoras Intel Xeon Phi.
4.5. Paralelismo en coprocesadores Intel Xeon Phi
Como ha podido observarse al desgranar la arquitectura hardware y softwa-
re KNC, las tarjetas coprocesadoras han sido diseñadas teniendo en cuenta
su uso en entornos con un alto grado de paralelismo.
Las instrucciones IMCI con registros de 512 bits permiten que mediante la
paralelización de datos, conocida como vectorización, se consigan realizar
8 operaciones matemáticas con datos en doble precisión en un ciclo de re-
loj. Además, gracias a la instrucción FMA, ese rendimiento puede llegar a
doblarse si hay que realizar operaciones de suma y multiplicación sobre los
mismos datos.
La arquitectura hardware de la Xeon Phi, permite que multitud de tareas
puedan ser ejecutadas de forma simultánea por los distintos cores. Existen
diferentes alternativas para conseguirlo como pueden ser el uso de directi-
vas OpenMP, algoritmos basados en Intel Threading Building Blocks (TBB) o
bucles Intel Cilk Plus.
Además, si la tarjeta coprocesadora forma parte de un nodo de computación,
es posible el uso del paralelismo de memoria distribuida comunicando dicha
tarjeta con el host anfitrión o con otras tarjetas coprocesadoras mediante paso
de mensajes MPI.
4.5.1. Paralelismo de datos
El conjunto de instrucciones IMCI disponible en la arquitectura KNC permite
disponer de 8 elementos de doble precisión en cada registro consiguiendo
que en cada ciclo de reloj la VPU sea capaz de realizar operaciones con todos
los elementos.
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La vectorización complementa el paralelismo tradicional a nivel de tareas
ya que a su vez cada una de las tareas paralelizadas pueden aprovechar la
vectorización trabajando en paralelo con los diferentes conjuntos de datos
contenidos en los registros.
Tal y como aparece en (Jeffers y Reinders, 2013), existen diferentes aproxima-
ciones a la hora de abordar la vectorización:
Intel MKL (Intel Math Kernel Library Developer Reference 2019). Li-
brería matemática optimizada para proporcionar un alto rendimiento
computacional en sistemas multiprocesador. Contiene funciones para
álgebra lineal básica (operaciones vectoriales y matriciales), resolución
de sistemas de ecuaciones lineales, transformadas de Fourier, estadís-
tica ... Si se utilizan las funciones que aparecen en la librería, la vecto-
rización se realiza de forma automática sin la intervención del progra-
mador.
Autovectorización. El compilador se ocupa de la vectorización. Funcio-
na con bucles sencillos. Para activarlo es necesario habilitar el nivel de
optimización con la directiva de compilación -On. El nivel de optimiza-
ción por defecto es -O2 que además de la autovectorización de algunos
bucles, elimina código no necesario y realiza algunas otras optimiza-
ciones. El nivel -O3 realiza una autovectorización más agresiva fusio-
nando bucles. Es recomendable probar ambos niveles de optimización
porque aunque pudiera parecer que -O3 va a proporcionar un mejor
rendimiento que -O2 en ocasiones no es así.
Directivas SIMD. El uso de este tipo de directivas a partir de OpenMP
4.0 permiten al programador forzar la vectorización sobre un determi-
nado bucle. Como se ha comentado, la autovectorización sólo funciona
con bucles muy sencillos en los que no pueden existir los condicionales,
debe tener un número de iteraciones fijo y conocido, no pueden existir
dependencias en código entre distintas iteraciones, etc. Las directivas
SIMD permiten al programador saltarse todas estas restricciones, pero
requieren de un profundo conocimiento de la vectorización para evitar
resultados erróneos.
Intel Cilk Plus. Extensión de los lenguajes C y C++ que incorpora una
notación muy simple para permitir el paralelismo a nivel de datos de
los vectores de elementos que se definen en el código. La página web
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oficial del producto lo ha discontinuado en 2018 y recomienda utilizar
otros paradigmas como OpenMP. Véase Intel Cilk Plus.
4.5.2. Paralelismo de tareas
Conseguir que distintas tareas se ejecuten de forma simultánea requiere que
los distintos procesadores compartan el mismo espacio de direcciones en un
sistema de memoria virtual único. La aplicación a paralelizar se segmenta en
distintas partes que se ejecutan en ámbitos diferentes conocidos como hilos.
El programador a través de los distintos frameworks existentes tiene la res-
ponsabilidad de controlar el acceso de los distintos hilos a los datos comunes
que residen en la memoria compartida. Existen diferentes frameworks que
pueden utilizarse en la Intel Xeon Phi para conseguir el paralelismo a nivel
de tareas:
OpenMP. Se considera el estándar de facto a la hora de conseguir el pa-
ralelismo de tareas en memoria compartida. La especificación de la API
de OpenMP (OpenMP Application Program Interface 2013) contiene un
conjunto de directivas de compilación, librerías y variables de entorno
para el paralelismo en memoria compartida en lenguajes C, C++ y For-
tran. En términos generales, la ejecución del programa comienza con
un único hilo que va ejecutando las instrucciones de manera secuencial
hasta que se encuentra con una directiva reservada del tipo construc-
tor (#pragma omp parallel, for, task, sections...). En ese momento se
crea una región paralela con un grupo de hilos esclavos transformán-
dose el hilo inicial en maestro de dicho grupo. Una vez la ejecución pa-
ralela finaliza, se sincronizan todos los hilos y se devuelve la ejecución
secuencial al hilo maestro. Existen dos variables de entorno esenciales
a la hora de controlar la ejecución en un entorno multiprocesador:
• OMP_NUM_THREADS. Establece el número máximo de hilos que se
pueden ejecutar en una región paralela.
• KMP_AFFINITY. Determina el patrón de distribución de hilos entre
los distintos cores. Si el valor que toma es compact los hilos se dis-
tribuirán llenando los cores empezando por el primero, si se elige
scatter se irá ubicando un hilo en cada core hasta que se alcance
al número total de cores, y después se continuará de nuevo en el
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primer core. Por último, balanced es similar a scatter pero asegu-
rándose que los distintos hilos que están en el mismo procesador
tienen numeraciones de OpenMP próximas.
Intel TBB. Es una librería para C++ que ofrece un amplio soporte para
programación paralela en memoria compartida. Para poder utilizarla es
necesario importar el espacio de nombres tbb. Entre las distintas funcio-
nes que se ofrecen se puede destacar la función tbb :: parallel_for()
que reemplaza un bucle secuencial por un bucle que se ejecuta en para-
lelo en los distintos procesadores. Dado que no hace uso de directivas
de compilación el código desarrollado se porta con relativa facilidad.
Además de la versión oficial de Intel existe una implementación en
software libre con un gran soporte por parte de la comunidad. Véase
GitHub-intel/tbb.
Intel Cilk Plus. Es una extensión de los lenguajes C y C++ que ofrece
soporte de paralelismo a nivel de datos y a nivel de tareas de una forma
bastante sencilla. Basaba parte de su funcionalidad en la ofrecida por
Intel TBB y se presentaba como una alternativa a OpenMP, estándar
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La resolución de grandes problemas electromagnéticos en supercomputado-
ras ha sido tema de interés en las últimas décadas. El uso de la metodología
SIE-MoM (R. F. Harrington, 1993) ha demostrado ser más eficiente que las
técnicas volumétricas (Hao, Nehl, Hafner et al., 2007; J. Jin, 2014). A pesar de
ello, la necesidad de reducir la complejidad computacional tanto a nivel de
operaciones como de consumo de memoria condujo al desarrollo de técni-
cas como FMM (Coifman, Rokhlin y Wandzura, 1993) o MLFMA (J. M. Song
y Chew, 1995; J. Song, Lu y Chew, 1997).
En la década anterior, diversos grupos de investigación, se propusieron re-
solver el mayor problema electromagnético hasta la fecha. Destacaron dos
grupos, BiLCEM en Turquía, explotando el método MLFMA (Ö. Ergül, 2014)
y HEMCUVE, grupo de electromagnetismo computacional de las Universi-
dades de Vigo y Extremadura, aplicando la FFT a determinadas etapas de las
técnicas FMM o MLFMA (J. Taboada, Luis Landesa, Obelleiro et al., 2010; Bér-
tolo, M. G. Araújo, J. M. Taboada et al., 2011; J. Taboada, M. Araújo, Bertolo
et al., 2010). En Agosto de 2010 el equipo de científicos de HEMCUVE consi-
guió resolver el mayor problema electromagnético de la historia con más de
un billón de incógnitas (J. M. Taboada, L. Landesa, M. G. Araújo et al., 2011).
En la última década, se ha ido normalizando la presencia de GPUs y tarje-
tas coprocesadoras Intel Xeon Phi en las listas de los supercomputadores con
mayor rendimiento. En 2013 el supercomputador Tihanne2 alcanzó el pri-
mer puesto del TOP500 equipando tarjetas coprocesadoras Intel Xeon Phi.
Se mantuvo en la lista como el supercomputador más rápido hasta finales
de 2015. En Noviembre de 2019, 6 de los 10 supercomputadores con mayor
rendimiento utilizaban GPUs o coprocesadores Xeon Phi. Intel ha anunciado
que abandonará la fabricación de la familia de productos Knights Landing
en favor de las GPUs Intel Xe, lo que supone que la tendencia de la industria
en cuanto a coprocesadores se refiere, se ha decantado por el uso de GPUs.
En los siguientes apartados se realizará un breve compendio de los distintos
resultados obtenidos hasta la fecha en el empleo de tarjetas coprocesadoras
en electromagnetismo computacional.
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5.1. Resultados con GPUs
El uso de GPUs en el ámbito del electromagnetismo computacional ha des-
pertado el interés de diversos grupos de investigación. Los primeros méto-
dos desarrollados para su ejecución en GPUs fueron los basados en técnicas
volumétricas por su mayor sencillez a la hora de ser implementados, como el
FDTD (Krakiwsky, L. Turner y Okoniewski, 2004; Adams, Payne y Boppana,
2007) o el FEM (K. Liu, X. Wang, Y. Zhang et al., 2006). Más tarde, utilizando
la técnica MoM (S. Peng y Z. Nie, 2008), se lograron aceleraciones de 20x en
problemas de dispersión electromagnética. Estos primeros desarrollos utili-
zaron librerías gráficas como OpenGL o frameworks para habilitar el uso de
la GPU como procesadores de propósito general (Buck, Foley, Horn et al.,
2004).
La presentación en Noviembre de 2006 de la NVIDIA Geforce 8800 GTX,
la primera GPU construida con la arquitectura unificada de dispositivos de
cómputo (CUDA, Compute Unified Device Architecture) (Corporation, 2006),
supuso un antes y un después en supercomputación debido a su alta eficien-
cia en cuanto a costes-rendimiento y a la posibilidad de utilizar una variante
del lenguaje de programación C para desarrollar código de propósito general
ejecutable en la GPU.
En los siguientes apartados se realizará un recorrido por distintas publicacio-
nes que hacen uso de la potencia de cómputo de las GPUs en la resolución
de problemas electromagnéticos.
5.1.1. FDTD
La técnica FDTD fue propuesta por Kane Yee en 1966 para la resolución de las
ecuaciones de Maxwell en forma diferencial (Kane Yee, 1966). Se realiza una
discretización del espacio mediante un mallado de dimensiones aproxima-
das de una fracción de la longitud de onda y se transforman las ecuaciones
de Maxwell en un sistema de ecuaciones en diferencias finitas. Al escoger
de forma correcta los puntos en los que se evalúan las componentes de los
campos en estas ecuaciones, se satisfacen las condiciones de contorno para
conductores ideales.
Uno de los primeros ejemplos del uso de GPUs en simulaciones electromag-
néticas se encuentra recogido en (Krakiwsky, L. Turner y Okoniewski, 2004).
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En él, se realiza la resolución de un problema de dispersión electromagnética
en 2D a partir del método FDTD mediante la API OpenGL logrando ace-
leraciones de 10x. Otros trabajos que han obtenido muy buenos resultados
mediante el método FDTD y algunos frameworks desarrollados sobre la API
OpenGL aparecen referenciados en la bibliografía (Inman y Elsherbeni, 2006;
Adams, Payne y Boppana, 2007).
Debido a su eficiencia y a la simplicidad de su formulación matemática, exis-
ten multitud de referencias bibliográficas respecto a aceleración mediante
GPUs de la técnica FDTD utilizando CUDA. En (De Donno, A. Esposito, Ta-
rricone et al., 2010) se realiza un estudio en 2D de un problema de interacción
humana con antenas de estaciones base de radio consiguiendo aceleraciones
pico de 42x. En (T. Nagaoka y S. Watanabe, 2010) se obtuvieron tasas de ace-
leración de 25x al analizar la interacción electromagnética en 3D sobre un
cubo truncando el dominio mediante capas perfectamente acopladas (PML,
Perfectly Matched Layer). En (Livesey, Stack, Costen et al., 2012) se realiza un
análisis de las tres aproximaciones existentes para la aceleración de la FDTD
tridimensional sobre GPUs analizando pros y contras de cada una de ellas.
La ejecución de la técnica FDTD en entornos heterogéneos distribuidos ha
conseguido obtener ratios de aceleración en torno a 20x como se observa en
(R. Jiang, S. Jiang, Y. Zhang et al., 2014; he, Tang, Xie et al., 2015), debido
principalmente a la merma en rendimiento que supone la sobrecarga en la
comunicación entre los nodos por el paso de mensajes MPI. Si bien es cierto,
que recientemente en (Warren, Giannopoulos, Gray et al., 2018), se han obte-
nido tasas de aceleración de 30x en condiciones concretas y con desarrollos
a medida para modelado de georradares mediante FDTD con el software de
simulación electromagnética gprMax.
5.1.2. FEM
FEM es un método numérico utilizado para encontrar soluciones aproxima-
das de ecuaciones diferenciales parciales con condiciones de contorno. Es
muy utilizado en el análisis de fenómenos físicos como pueden ser la mecáni-
ca de fluidos, problemas de transmisión de calor o campos electromagnéticos
entre otros.
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Los primeros trabajos en el desarrollo matemático del método, surgieron por
la necesidad de resolver problemas de elasticidad y de análisis de estructu-
ras en la década de los 40 en los campos de la ingeniería civil y la aeronáutica
(Hrennikoff, 1941; Courant, 1943). En décadas posteriores la mayoría de tra-
bajos propuestos sobre el método FEM se centraron en estas ramas de la inge-
niería (Levy, 1953; M. J. Turner, R. W. Clough, Martin et al., 1956; R. Clough,
1960).
La aplicación de FEM en la resolución de problemas electromagnéticos surgió
a finales de la década de los 60 para el análisis de los modos TE y TM en
guías de onda metálicas (Ahmed y Daly, 1969; Silvester, 1969). Hoy en día,
es un método muy utilizado en geometrías complicadas por la facilidad del
modelado.
Uno de los primeros intentos de acelerar el método FEM en GPUs aparece en
(K. Liu, X. Wang, Y. Zhang et al., 2006). Se consiguieron aceleraciones básicas,
en torno a 2x, en la resolución de un problema de radiación electromagnética
en 2D mediante la API OpenGL. En (Cecka, Lew y Darve, 2011), se describen
las diferentes aproximaciones y estrategias utilizadas para el uso eficiente de
la memoria cuando se aplica el método FEM en GPUs con la API CUDA.
Se han presentado numerosos trabajos centrados en la implementación de
métodos iterativos basados en subespacios de Krylov para la resolución de
sistemas de ecuaciones matriciales dispersos en GPUs, como los que se ge-
neran en la técnica FEM. Entre ellos a destacar, el método de los gradientes
conjugados (Cevahir, Nukada y Matsuoka, 2009; Georgescu y Okuda, 2010),
gradientes biconjugados (De Donno, A. Esposito, Monti et al., 2010; Ortega
Lopez, Vázquez, Garzon et al., 2013) o el método del residuo mínimo gene-
ralizado (Bahi, Couturier y Khodja, 2011; Couturier y Domas, 2012). En esta
misma línea se han desarrollado numerosos precondicionadores sobre GPUs
para favorecer la convergencia de los métodos citados tal y como se recoge
en (R. Li y Yousef Saad, 2013; Anzt, Gates, Dongarra et al., 2017).
Algunos trabajos específicos sobre la aceleración de FEM en GPUs aplicados
al análisis electromagnético, se encuentran referenciados en la bibliografía.
En (Meng, B. Nie, Wong et al., 2014) se presentan los principales problemas
que ralentizan la aceleración GPU del método FEM en el análisis electromag-
nético y se proponen distintos enfoques para solventarlos. Se consiguen ace-
leraciones en torno a 20x en el análisis de distintos arrays de antenas. En (Fu,
Lewis, Kirby et al., 2014) se realiza un análisis concreto de la ecuación de
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Helmholtz con condiciones de frontera de Neumann logrando aceleraciones
en torno a 50x en un problema acústico.
5.1.3. MoM
El método de los momentos es una técnica utilizada para transformar ecua-
ciones integrales en sistemas de ecuaciones lineales que pueden resolverse
de forma numérica (R. F. Harrington, 1993).
La resolución de sistemas de ecuaciones lineales es parte fundamental en
cualquier campo de la ingeniería. La discretización de la formulación integral
del problema planteado en el capítulo 2 conduce a un sistema de ecuaciones
lineales en notación matricial del tipo Ax = b que debe ser resuelto.
Uno de los primeros ejemplos del uso de GPUs en la aceleración de MoM
aplicado a un problema de dispersión electromagnética aparece en (S. Peng
y Z. Nie, 2008). Se consiguieron tasas de aceleración de 20x con el hardware
del que se disponía en su momento y poco antes de su publicación debido al
uso de nuevas GPUs los autores afirman que lograron tasas en torno a 100x.
Una de las primeras referencias del uso de CUDA en la aceleración de MoM
se utilizó para acelerar la ecuación integral de Helmholtz en 3D en el ámbito
de la acústica (Takahashi y Hamada, 2009). Los autores lograron tasas de ace-
leración de 6-23x al resolver un problema de dispersión acústica utilizando
GMRES frente a los cuatro cores de una CPU Xeon.
Tradicionalmente, se han proporcionado herramientas software para la reso-
lución de sistemas de ecuaciones en clústeres de CPUs sobre sistemas de me-
moria compartida como pueden ser LAPACK (LAPACK-Linear Algebra PAC-
Kage 2013), MKL (Intel Math Kernel Library Developer Reference 2019) o ACML
(ACML-AMD Core Math Library 2013). Con la normalización del uso de GPUs
en problemas complejos en múltiples campos de la ingeniería, se han desa-
rrollado librerías específicas para la resolución de sistemas de ecuaciones li-
neales mediante métodos directos como la factorización LU, QR o de Cho-
lesky. Entre estas librerías destaca MAGMA de la Universidad de Tennessee
(MAGMA-Matrix Algebra on GPU and Multicore Architectures 2017).
La mayoría de trabajos recogidos en la bibliografía relativos a la aceleración
en GPUs de la técnica de MoM han utilizado la factorización LU para resolver
la ecuación matricial resultante.
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En (Lezar y Davidson, 2010a; Lezar y Davidson, 2010b; Lezar y Davidson,
2010c), los autores aceleraron en GPU la fase de creación de la matriz de im-
pedancias de MoM, y una vez construida dicha matriz, analizaron diferentes
aproximaciones para resolverla mediante factorización LU. Los resultados
obtenidos fueron aplicados en el análisis electromagnético de la dispersión
producida por una placa PEC consiguiendo tasas de aceleración en torno a
45x.
En 2014 se realizó una comparativa de la aceleración del método MoM en
diferentes arquitecturas de GPUs: GT200, Fermi y Kepler (Noga, Topa, Da-
nisz et al., 2014). Los autores desarrollaron códigos optimizados logrando
acelerar las dos fases principales del método MoM, el cómputo de la matriz
de impedancias Z y su posterior resolución mediante factorización LU. Se
analizó un problema de radiación de un monopolo en 3D y se consiguieron
aceleraciones de 15x respecto de la ejecución monohilo en una CPU. La ar-
quitectura GPU que mejor se comportó fue la Fermi. En (Mrdakovic, Kostic,
Olcan et al., 2017) los autores analizaron el efecto de acelerar la factorización
LU sobre un clúster de GPUs llegando a la conclusión de que la eficiencia en
paralelización se mantiene al incrementar el número de GPUs y el tamaño
del problema.
Se han diseñado métodos para hacer frente a grandes problemas electromag-
néticos eliminando las restricciones impuestas por la memoria RAM. En (Y.
Chen, Lin, Y. Zhang et al., 2015) se aplica una técnica de volcado a disco para
evitar el límite impuesto por la memoria RAM. Se han conseguido aceleracio-
nes de 15x en el cálculo de la RCS bidimensional del modelado de un avión,
respecto de la ejecución monohilo utilizando factorización LU.
Una de los técnicas avanzadas que se utilizan para reducir la complejidad
de MoM es FMM (Coifman, Rokhlin y Wandzura, 1993). En esta técnica se
realiza una mallado de la geometría del problema y una posterior clasifica-
ción de las interacciones entre funciones base en dos grupos, interacciones
cercanas y lejanas. Se realiza un cálculo equivalente al cómputo de las inte-
racciones lejanas con un consumo de RAM y tiempo de CPU muy eficiente
logrando reducir la complejidad total a O(N3/2). Los primeros autores que
implementaron la técnica FMM en GPUs fueron (Gumerov y Duraiswami,
2008), logrando aceleraciones de entre 30-60x en la resolución de la ecuación
de Laplace en 3D. Existen diversos trabajos en cuanto a la aceleración de pro-
blemas electromagnéticos mediante la técnica FMM en clústeres de GPUs. De
entre ellos, destacan: (Q. M. Nguyen, V. Dang, O. Kilic et al., 2013; V. Dang,
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Q. Nguyen y O. Kilic, 2013; V. Dang, Tran y O. Kilic, 2016). En los anterio-
res artículos referenciados se llega a la conclusión de que la resolución de
problemas de dispersión electromagnética en clústeres de GPUs tiene una
buena escalabilidad a medida que se va aumentando el tamaño del proble-
ma. Se consiguen ratios de más de 70x y en (V. Dang, Tran y O. Kilic, 2016)
se logra analizar un problema de más de 10 millones de incógnitas sobre un
clúster de 13 nodos híbridos heterogéneos CPU-GPU equipados con GPUs
Nvidia Tesla.
Otro de los algoritmos más utilizados para reducir la complejidad compu-
tacional de MoM es la versión multinivel de FMM, conocido como MLFMA
(J. M. Song y Chew, 1995; J. Song, Lu y Chew, 1997). En (Xu, Ding, Fan et al.,
2010) se utiliza una GPU como coprocesador para acelerar el cálculo del pro-
ducto matriz-vector en la solución iterativa de un problema de dispersión
electromagnética utilizando la técnica MLFMA. Se consiguieron aceleracio-
nes de 8x respecto de una CPU con dos núcleos Intel Core 2 Duo. En (Guan,
Yan y J. Jin, 2013) se calculó la dispersión electromagnética de diversos obje-
tos en 3D sobre una GPU obteniendo tasas de aceleración de hasta 20x con
respecto de la ejecución del algoritmo MLFMA en una CPU con 8 hilos de eje-
cución. Otros autores como N.Tran y O.Kilic, citados anteriormente por sus
trabajos sobre la implementación de FMM sobre clústeres de GPUs en proble-
mas de dispersión electromagnética han realizado avances similares sobre la
técnica MLFMA. En (Tran y O. Kilic, 2016a; Tran y O. Kilic, 2016b) se analiza
un problema de dispersión electromagnética sobre un clúster de GPUs de 12
nodos manteniendo la escalabilidad y consiguiendo tasas de aceleración de
37x sobre una CPU. Recientemente en (Hidayetoglu, Pearson, El Hajj et al.,
2018), se ha resuelto un problema de dispersión inversa con 4 millones de in-
cógnitas sobre un clúster de 4096 GPUs para la reconstrucción de imágenes
tomográficas.
La aplicación de la técnica FFT a diversas etapas de FMM y MLFMA ha de-
mostrado la capacidad de afrontar grandes problemas electromagnéticos en
clústeres de CPUs (J. Taboada, Luis Landesa, Obelleiro et al., 2010; Bértolo,
M. G. Araújo, J. M. Taboada et al., 2011; J. Taboada, M. Araújo, Bertolo et al.,
2010; J. M. Taboada, L. Landesa, M. G. Araújo et al., 2011). No existen muchas
referencias en la bibliografía respecto a la aplicación de la FFT en las técni-
cas descritas anteriormente en GPUs. En (V. Dang, Q. M. Nguyen y O. Kilic,
2014) se realiza una implementación del método FMM-FFT logrando acele-
raciones superiores a 900x en un clúster de GPUs de 13 nodos respecto de la
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ejecución monohilo sobre una CPU. Otro ejemplo de aplicación de la técnica
FFT en FMM sobre una GPU aparece referenciado en (Cecka, 2017).
5.2. Resultados con Intel MIC
La aparición comercial de la arquitectura de multiprocesadores Intel MIC se
produjo en 2012 con la familia KNC. Dado que es un producto relativamente
novedoso no existen muchas referencias en la bibliografía del uso de tarjetas
coprocesadoras Intel Xeon Phi en la aceleración de métodos de electromag-
netismo computacional.
En los siguientes apartados se realiza un recorrido por algunos trabajos que
han hecho uso de tarjetas Xeon Phi en la resolución de problemas electro-
magnéticos.
5.2.1. FDTD
El método de las diferencias finitas en el dominio del tiempo está basado
en discretizaciones volumétricas y es una de las técnicas más utilizadas en
electromagnetismo computacional.
Algunos trabajos en los que se hace uso de la arquitectura Intel MIC en la
aceleración de problemas electromagnéticos mediante FDTD aparecen en (T.
Nagaoka y S. Watanabe, 2013; Nakashima, 2015; Surmin, Bastrakov, Efimen-
ko et al., 2016; Imai, Suzuki y Okubo, 2016).
En (T. Nagaoka y S. Watanabe, 2013) se presenta el uso de tarjetas copro-
cesadoras Intel Xeon Phi para acelerar la técnica FDTD en el análisis de la
simulación bioelectromagnética sobre modelos humanos. Se lograron tasas
de aceleración de 17x respecto de la ejecución monohilo de una CPU Intel
Xeon E5-2680.
Otro ejemplo de uso de la arquitectura Intel MIC se muestra en el ámbito de
la simulación de plasma mediante el método PIC (PIC, Particle-In-Cell). Un
paso fundamental en la aplicación del método PIC consiste en la resolución
de las ecuaciones de Maxwell en una malla del espacio mediante la técnica
FDTD. Se han conseguido rendimientos en torno a 10x con respecto a ejecu-
ciones monohilo sobre CPUs al utilizar toda la capacidad de cómputo de la
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tarjeta coprocesadora (Nakashima, 2015; Surmin, Bastrakov, Efimenko et al.,
2016).
En (Imai, Suzuki y Okubo, 2016) se realiza un estudio comparativo del ren-
dimiento en paralelización de la técnica FDTD sobre CPUs, GPUs y Xeon
Phis truncando el dominio mediante capas perfectamente acopladas (PML,
Perfectly Matched Layer). Los resultados obtenidos indican que la paraleliza-
ción en GPUs de la técnica FDTD dobla en rendimiento a la paralelización
realizada sobre la arquitectura Intel MIC.
5.2.2. FEM
FEM es un método numérico que permite resolver ecuaciones diferenciales
asociadas a un problema físico sobre geometrías complejas. Es ampliamente
utilizado en el análisis de fenómenos físicos y en el ámbito de la ingeniería,
ya sea en sistemas mecánicos, transferencia de calor y energía, campos elec-
tromagnéticos, ingeniería aeroespacial, robótica, biomedicina, etc.
No existen muchas referencias acerca de la aceleración del método FEM en
tarjetas coprocesadoras Intel Xeon Phi. De hecho, no se han encontrado refe-
rencias respecto a la aceleración de problemas electromagnéticos.
En (Kruzel y Banas, 2014; Banas y Kruzel, 2014a; Banas y Kruzel, 2014b), los
autores implementaron un algoritmo de integración numérica para acelerar
una de las etapas de FEM mediante un kernel OpenCL parametrizado, que
aporta la portabilidad entre diferentes arquitecturas. Se ejecutó el código en
Intel MIC KNL y en GPUs Nvidia de las familias Kepler y Fermi demostran-
do la portabilidad del mismo y se comparó el rendimiento obtenido entre
ambas arquitecturas.
Se han realizado adaptaciones del software de código abierto ParaFEM a los
procesadores Intel Xeon Phi (Margetts, Mena, Hewitt et al., 2016). Se analizó
un problema de ingeniería de materiales mediante la realización de pruebas
de estrés a materiales elásticos logrando un buen escalado al utilizar todos los
cores disponibles en la Xeon Phi. Otras referencias a problemas relacionados
con ingeniería de materiales aparecen en (Tak y Park, 2017; Cai, G. Li y W.
Liu, 2018). En (Cai, G. Li y W. Liu, 2018) se analizó una simulación en la que
grandes rocas impactan sobre la estructura de un autobús. Al utilizar toda la
potencia de cómputo disponible en la Xeon Phi, se consiguen aceleraciones
de 17x respecto de la ejecución monohilo en CPU.
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Otro ejemplo de uso del método FEM sobre la arquitectura Intel MIC aparece
en (Weinberg, 2014) aplicado a la simulación de terremotos y ondas sísmicas.
5.2.3. MoM
El método de los momentos es una técnica numérica ampliamente utiliza-
da en la resolución de sistemas de ecuaciones lineales. Una de las etapas de
MoM con mayor consumo de tiempo de CPU y de memoria es la resolución
de la ecuación matricial que se genera.
Como ya se explicó en el capítulo 3, en los métodos directos es necesario
realizar una etapa de factorización previa a la etapa de resolución del sistema
de ecuaciones lineales. La aparición de GPUs y tarjetas coprocesadoras con
una gran capacidad de cómputo ha supuesto una oportunidad para abrir
nuevos campos de investigación.
MAGMA (MAGMA-Matrix Algebra on GPU and Multicore Architectures 2017)
es uno de los principales proyectos de referencia en la creación de librerías
específicas para la resolución de sistemas de ecuaciones lineales en arqui-
tecturas heterogéneas e híbridas. La librería MAGMA ha sido diseñada y
elaborada por el equipo que desarrolló LAPACK y ofrece soporte para las
factorizaciones LU, QR o de Cholesky.
La mayoría de trabajos recogidos en la bibliografía sobre la aceleración de
MoM en tarjetas coprocesadoras Xeon Phi han hecho uso de las herramientas
proporcionadas por MAGMA (Dongarra, Gates, A. Haidar et al., 2014; Don-
garra, Gates, A. Haidar et al., 2015; A. Haidar, Tomov, Arturov et al., 2016).
En (Dongarra, Gates, A. Haidar et al., 2015) y (A. Haidar, Tomov, Arturov
et al., 2016) se ofrece una comparativa de rendimiento de la etapa de factori-
zación LU, QR y Cholesky ofrecidas por la librería MAGMA en las familias
de tarjetas coprocesadoras KNC y KNL de Intel Xeon Phi respecto a la ejecu-
ción de MKL en CPU. Si analizamos los resultados obtenidos se observa que
se han logrado aceleraciones de 25-35x respecto de la ejecución monohilo en
CPU en la familia KNC aumentando hasta tasas de 50x en la familia KNL. Si
bien es cierto que los resultados anteriores están referidos exclusivamente a
la etapa de factorización.
Se han obtenido resultados similares a los anteriormente citados con frame-
works de desarrollo propios para acelerar la etapa de factorización LU (G.
Zhang, Y. Chen, Y. Zhang et al., s.f.). En (Y. Chen, Y. Zhang, G. Zhang et al.,
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2016) los autores utilizan la capacidad de cómputo de la Xeon Phi en una
implementación híbrida MIC/CPU sobre un clúster de varios nodos. Las tar-
jetas coprocesadoras se utilizan exclusivamente para el cómputo de la etapa
de factorización LU obteniendo aceleraciones en torno a 2x respecto de la
ejecución en 2 CPUs Intel Xeon E5-2692 v2 sobre Intel MKL. Se comprobó
la escalabilidad y el rendimiento del algoritmo implementado calculando la
RCS de un modelo de avión.
Aunque no se han encontrado referencias en la bibliografía del uso de la FFT
para acelerar alguna etapa de técnicas avanzadas como pueden ser FMM o
MLFMA, existen referencias de la implementación del algoritmo FFT en 3D
sobre la arquitectura Intel MIC (Y.-Q. Liu, Y. Li, Y.-Q. Zhang et al., 2014) lo-
grando aceleraciones de 2.22x respecto de la implementación con Intel MKL
sobre un procesado Intel Xeon E5-2680.
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A lo largo del presente capítulo se describe una herramienta que hace uso de
la arquitectura Intel MIC para optimizar y acelerar el cómputo de los MVP
necesarios en la resolución de los sistemas de ecuaciones lineales generados
por MoM.
En la resolución de los sistemas de ecuaciones lineales se hace uso del método
del residuo mínimo generalizado, GMRES, introducido en el capítulo 3.
Como framework de desarrollo se ha utilizado HEMCUVE, software pri-
vativo perteneciente al grupo de electromagnetismo computacional de las
Universidades de Vigo y Extremadura, aportando los algoritmos necesarios
adaptados a la arquitectura Intel MIC.
Tras presentar las características de la estación de trabajo utilizada, se expo-
nen las distintas estrategias llevadas a cabo para optimizar el código sobre
la arquitectura Intel MIC y los algoritmos desarrollados para lograr la acele-
ración de los productos matriz-vector sobre el coprocesador. Posteriormente,
se analizan los problemas planteados (uno o varios objetos dispersores) y se
muestran los resultados obtenidos.
6.1. Especificaciones de la estación de trabajo
La estación de trabajo que se ha utilizado es una cortesía de Intel al grupo de
investigación en Mayo de 2014 que posteriormente ha sido modificada para
incluir el coprocesador Intel Xeon Phi 7120P de la familia KNC.
Está formada por un procesador Intel Xeon CPU E5-2609 v2 @ 2.50GHz con
16 GB de RAM (en lo sucesivo host) que tiene 4 núcleos físicos y 16 hilos, con
tres niveles de caché: L1 independiente para datos e instrucciones (128 KB
cada uno), y niveles L2 y L3 compartidos de 1 MB y 10 MB respectivamente.
Además, presenta un ancho de banda teórico de acceso a memoria de 42.6
GB/s y soporte de expansión para el bus PCIe.
El coprocesador Intel Xeon Phi 7120P con 61 núcleos (4 hilos por núcleo) @
1.25GHz y 16GB de RAM se integra en el sistema mediante el bus PCIe 2.0
x16. Cada uno de los cores dispone de una VPU con registros SIMD de 512
bits y cachés L1 de 32 KB para datos y 32 KB para instrucciones y L2 compar-
tida de 512KB. El rendimiento teórico pico es de 1.2 TFLOPS en doble preci-
sión. El acceso a memoria ofrece una tasa de transferencia pico de 384 GB/s.
La descripción detallada de la arquitectura KNC se presenta en el capítulo 4.
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6.2. Paralelismo del código HEMCUVE en arqui-
tecturas Intel MIC
Es indispensable que los algoritmos y aplicaciones que se pretenden ejecu-
tar en el coprocesador sean apropiados y altamente eficientes para poder ser
paralelizados de una forma óptima. El mero hecho de disponer de un co-
procesador no indica que éstos sean mejor opción que los procesadores de
propósito general.
Se parte del código altamente eficiente de HEMCUVE desarrollado en C++
y se pretende añadir al mismo un kernel altamente paralelizable en el que el
coprocesador realice los productos matriz-vector Zx de manera paralela para
varios vectores x, dado que se pretende resolver un problema con M partes
izquierdas. Además, el coprocesador deberá calcular los elementos de Z a la
vez que realiza la operación de producto matriz-vector.
El paralelismo en el coprocesador se consigue mediante OpenMP y el uso
de las directivas #pragma que son capturadas por el compilador y permiten
gestionar los distintos hilos de ejecución sobre memoria compartida.
La ejecución del código en la Xeon Phi en modo nativo requiere añadir al
compilador icc de Intel la directiva de compilación -mmic. Aunque el simple
hecho de compilar el código añadiendo la directiva anterior consigue ejecuta-
bles para la arquitectura Intel MIC, es necesario un proceso de optimización
tanto en el planteamiento del problema como en su programación para con-
seguir resultados adecuados. Las siguientes estrategias de optimización de
código han sido consultadas en (Jeffers y Reinders, 2013).
6.2.1. Patrón de acceso a memoria y consideraciones sobre el
bus PCIe
El acceso a memoria en la Xeon Phi es rápido (384GB/s), casi tres veces más
rápido que el ancho de banda en memoria de un sistema de doble socket Intel
Xeon y unas nueve veces más rápido que el nodo donde se ejecuta. Es acon-
sejable para aprovechar esta característica que el acceso a memoria se realice
en flujos. En el caso que nos ocupa, una vez calculado cada elemento de Z, se
accede por referencia a las partes izquierdas que están ubicadas en posicio-
nes contiguas de memoria favoreciendo el acceso rápido a los mismos. Otra
práctica que se ha llevado a cabo en partes del código ha sido el intercambio
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de bucles, externo por interno y viceversa ya que en ocasiones puede reducir
los fallos de caché.
En cuanto al bus PCIe, es necesario tener en cuenta el tiempo de transferen-
cia de los datos desde el host al coprocesador y viceversa. Dependiendo del
tiempo de cómputo en el coprocesador puede que el uso no estuviera justifi-
cado. En el caso que se plantea, un producto matriz-vector en el que la com-
plejidad es cuadrática, O(N2), el acceso a cada dato transferido se realizará n
veces. Además, el cálculo de cada elemento de Z requiere de un gran número
de operaciones aritméticas. Todo ello hace que la latencia de comunicación
se considere despreciable.
6.2.2. Optimizaciones escalares
A continuación se exponen las optimizaciones escalares llevadas a cabo para
mejorar el rendimiento de cada tarea paralela:
Uso de la palabra reservada const - Siempre que una variable o los ar-
gumentos de una función no vayan a cambiar se han declarado con la
palabra reservada const, logrando optimizaciones por parte del com-
pilador al precalcular el valor de dichas variables.
Eliminación de operaciones redundantes - Se ha prestado especial atención
en no incluir en bucles internos operaciones que se efectúan de forma
redundante en cada iteración. Estas operaciones se pasan a los bucles
externos para evitar así cálculos innecesarios.
Precisión en funciones aritméticas - La librería Intel Math define una ver-
sión acelerada de la mayoría de funciones matemáticas en el caso de
que se utilicen datos en formato en coma flotante de simple precisión.
Estas versiones aceleradas son iguales a las normales añadiéndoles el
sufijo -f: cosf, sinf, etc.
Uso de exponenciales en base 2 - Se realizaron diversas pruebas sobre el
código llegando a la conclusión de que una de las operaciones más cos-
tosas para la Xeon Phi era la exp(z). Tras un análisis exhaustivo, se
observó que el uso principal de la función exponencial se producía en
el cálculo de las integrales de la función de Green para un triángulo en
los distintos puntos de observación. Se ha decidido sustituir la función
exp(z) por el equivalente menos costoso en base 2 exp2f(z*l2e), sien-
do l2e una constante precompilada de la forma const float l2e =
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log2 (exp(1.0f)). La definición de esta constante se ha realizado fue-
ra del bucle que realiza el cálculo de las integrales. Además, dado que z
representa un número complejo se ha aplicado la siguiente conversión
que resulta más efectiva en cuanto a tiempo de computación exp(z)
= exp2 (real * l2e) * (cosf(imag) + j*sinf(imag)) y es realiza-
ble por la función exp2, que no soporta el tipo de datos de números
complejos.
Opciones del compilador - El compilador C++ de Intel puede representar
las expresiones aritméticas en el código objeto de forma diferente según
lo que se conoce como semántica de coma flotante. Se pueden aplicar
diferentes directivas de compilación que deben ser utilizadas con pre-
caución ya que pueden mejorar el rendimiento a costa de perder preci-
sión. Se han realizado pruebas en el código con las opciones -fp-model
fast=2 y fimf-precision=low comprobando que el uso de la directiva
-fp-model fast=2 produce una reducción en el tiempo de cómputo en
torno al 17 % sin variar los resultados de salida, mientras que el uso de
fimf-precision=low apenas produce mejora en rendimiento teniendo
un impacto leve en los resultados. Se ha decidido utilizar la directiva
-fp-model fast=2 en nuestro kernel sobre la Xeon Phi.
6.2.3. Vectorización
Se ha utilizado la capacidad de autovectorización del compilador de Intel
que ofrece muy buenos resultados sin tener que recurrir al uso de código en
ensamblador ni a directivas SIMD. Para ello, se ha compilado el código con
la directiva -O3 que ofrece una vectorización más agresiva que -O2 y se ha
utilizado la directiva -vec-report=3 para ver los resultados de la autovecto-
rización.
La figura 6.1 muestra parte del informe de vectorización obtenido en el que se
observa que algunos bucles han sido vectorizados y otros no, junto con una
aclaración del motivo de la no vectorización. A modo de resumen, se han
vectorizado un total de 444 bucles mientras que 522 no han sido candidatos
a la autovectorización.
La alta dependencia e integración del kernel implementado con el frame-
work de HEMCUVE y todos los desarrollos que se han ido realizando des-
de su aparición, han hecho imposible lograr una vectorización eficiente, por
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FIGURA 6.1: Extracto del informe de vectorización.
ejemplo, muchos de los bucles presentan llamadas encadenadas a métodos
de otras clases. Técnicas de optimización avanzadas como el alineado de da-
tos y el relleno requerirían modificar la asignación y liberación de memoria
de muchos tipos de datos personalizados heredados de HEMCUVE y estas
mejoras no son el objetivo final de la Tesis.
6.2.4. Optimizaciones en código paralelo de memoria com-
partida
Tal y como se ha comentado, el paralelismo en la Xeon Phi se ha programado
con las librerías de OpenMP. El paralelismo del core reside en que cada hilo
de la Xeon Phi realiza el cálculo de cuatro elementos de la matriz Z. A su vez,
cada uno de los elementos obtenidos será reaprovechado en cada hilo para
obtener las corrientes eléctricas y magnéticas de las M partes izquierdas. El
detalle del algoritmo utilizado se presenta en la siguiente sección.
Para paralelizar el código se ha añadido una directiva #pragma omp parallel
private(var1, var2, varn ... ) seguida de la directiva #pragma omp for
schedule(runtime) para poder escoger en tiempo de ejecución la política de
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planificación entre las tres existentes: static, dynamic, guided. Tras reali-
zar diversas pruebas se llega a la conclusión de que la política de planifica-
ción que aporta las mejores tasas de rendimiento es la static, recomendada
cuando todos los hilos tienen la misma carga de trabajo.
El uso de determinadas variables de entorno de OpenMP puede mejorar el
rendimiento de las aplicaciones. Dependiendo de si el kernel a ejecutar va
a realizar un uso intensivo de la memoria o de la capacidad de cómputo se
pueden establecer diferentes valores de la variable MIC_KMP_AFFINITY. En el
caso concreto analizado expuesto en la Tesis, sería recomendable que los hilos
que trabajen con datos adyacentes en memoria estén ubicados en el mismo
core para tratar de reducir al mínimo los fallos de caché. Se ha estableci-
do el siguiente valor de la variable export MIC_KMP_AFFINITY = compact,
granularity = fine, comprobando una leve mejora en el rendimiento.
6.3. Algoritmos mGMRES y mMVP
Uno de los objetivos principales de la Tesis es el desarrollo de un kernel alta-
mente paralelizable sobre arquitecturas Intel MIC en el que el coprocesador
realice los productos matriz-vector Zx necesarios en la técnica de MoM con
M partes izquierdas. El cálculo de los elementos de Z se realiza de forma
transparente a la CPU, aprovechando dicho cálculo para efectuar en bloque
las distintas operaciones requeridas de cada una de las M simulaciones. Es
importante recalcar que cada uno de los M problemas electromagnéticos o
tasks planteados, puede representar una dirección de incidencia distinta o la
posición de una fuente puntual en el caso de geometrías fijas, pero incluso
puede aplicarse a que cada uno de los M elementos represente una geome-
tría diferente. En las secciones 6.4.2, 6.4.3 y 6.5.2 se analizan con más detalle
cada uno de los casos anteriores.
Se ha decidido aproximar la solución de los M sistemas de ecuaciones mo-
delados con la metodología SIE-MoM, mediante un método iterativo basado
en subespacios de Krylov, como es GMRES, debido a su excelente robustez
y convergencia (Gomez-Sousa, Rubinos-Lopez y Martinez, 2015) y a la pro-
pia experiencia previa en el uso de arquitecturas manycore (L. Landesa, J. M.
Taboada, Campon et al., 2017).
Dado que la matriz de impedancias Z es común a todos las tasks, se ha im-
plementado un algoritmo iterativo basado en GMRES, mGMRES, que recibe
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FIGURA 6.2: Paso de mensajes MPI entre CPU y Xeon Phi.
los vectores de excitación de los M tasks en una matriz y una vez ha con-
cluido obtiene una aproximación de las densidades de corriente eléctricas y
magnéticas de cada uno de los M problemas.
El nodo de computación utilizado está formado por un procesador Intel Xeon
CPU E5-2609 v2 @ 2.50GHz con 16 GB de RAM (en lo sucesivo host) en el que
se integra mediante el bus PCIe 2.0 x16 una tarjeta coprocesadora Intel Xeon
Phi 7120P con 61 cores @ 1.25GHz y 16GB de RAM.
El modelo de programación empleado es el modelo simétrico, de modo que
la aplicación correrá simultáneamente en ambos componentes del nodo de
computación. En este punto, el paralelismo de memoria distribuida se conse-
guirá mediante el paradigma de paso de mensajes MPI soportado por la red
TCP/IP simulada a través del driver SCIF.
El algoritmo mGMRES se ejecuta en CPU y cada vez que necesita realizar
un producto matriz-vector (MVP) entre la matriz de impedancias Z, (A en el
algoritmo 1) y los vectores generados por el algoritmo de Arnoldi en GMRES,
(vj en el algoritmo 1 y TASK#m(IN) en el algoritmo 2), realiza una transferencia
vía MPI de los M vectores a la tarjeta coprocesadora.
En este momento, se realiza el cálculo de los elementos de la matriz Z en
paralelo. Cada hilo realiza el cálculo de cuatro elementos de la matriz Z, que
serán reutilizados en los MVPs de cada uno de los M tasks. Este proceso,
recogido en el algoritmo 2, se realiza en paralelo en los hilos de la Xeon Phi.
Además, cada hilo aprovecha en sus operaciones las ventajas ofrecidas por
la librería Intel MKL.
Una vez el algoritmo mMVP finaliza, el conjunto de los M MVPs (TASK#m(OUT)
en el algoritmo 2) se transfieren de vuelta a la CPU para que el algoritmo
mGMRES pueda continuar con su iteración.
82 Capítulo 6. Aceleración de MoM en arquitecturas Intel MIC
Algoritmo 1 {mGMRES} restarted GMRES(m_steps)
1: Inicio: Inicializar IN0, r0 = f − AIN0 y v1 = r0‖r0‖ {Llamada inicial a
mMVP}
2: Repetir:
3: for j = 1 to m_steps do
4: for k = 1 to M do
5: h(k)(i,j) = (Avj, vi), i = 1, 2, ..., j, {Llamada a mMVP}
6: v̂(k)(j+1) = Avj −∑
j
i=1 h(k)(i,j)v(k)(i)




9: Construir la solución IN(k)
10: Reinicio:
11: rm = f − Axm
12: IN0 = INm, v1 = rm‖rm‖
13: end for
14: end for
Algoritmo 2 {mMVP} massive MVP en Xeon Phi
Entrada: {Geometría del problema (bases RWG), matriz TASK#m(IN)}
Salida: {matriz TASK#m(OUT)}
1: # pragma omp parallel for
2: {Operaciones por cada hilo i}
3: for i = 1 to N do
4: Elegir columnas TASK#m(OUT)i, TASK#m(OUT)i+N
5: for j = 1 to N do
6: Calcular elementos Zi,j, Zi,j+N, Zi+N,j, Zi+N,j+N
7: Elegir columnas TASK#m(IN)j, TASK#m(IN)j+N
8: {* representa la sobrecarga de la rutina scal de BLAS}
9: TASK#m(OUT)i ← Zi,j ∗ TASK#m(IN)j + Zi,j+N ∗ TASK(IN)j+N
10: TASK#m(OUT)i+N ← Zi+N,j ∗ TASK#m(IN)j + Zi+N,j+N ∗ TASK#m(IN)j+N
11: end for
12: end for
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FIGURA 6.3: Detalle del cálculo masivo de los M MVPs en la
Xeon Phi
La salida del algoritmo mGMRES representa el cálculo aproximado de las
corrientes eléctricas y magnéticas, de cada uno de los M tasks (IN(k) en el
algoritmo 1).
El diagrama de transferencias MPI entre la CPU y la Xeon Phi se muestra en
la figura 6.2.
En el desarrollo del algoritmo mGMRES se ha partido de la versión con reini-
cios presentada en (Youcef Saad y Schultz, 1986). Dado que se pretende abor-
dar la resolución de M tasks de forma simultánea, es necesario modificar el
algoritmo original añadiendo al mismo un bucle (línea 4 del algoritmo 1) que
acumule los M MVPs en la matriz IN(k), teniendo en cuenta que los MVPs
se realizarán de forma paralela en la tarjeta coprocesadora.
Siempre que sea necesaria una operación MVP en el desarrollo interno del
algoritmo mGMRES se ejecutará en la tarjeta coprocesadora el algoritmo
mMVP tras recibir los datos de la CPU (líneas 1 y 5 del algoritmo 1).
Cada hilo de la Xeon Phi, paralelizado utilizando OpenMP, calcula cuatro
elementos de la matriz Z que son reutilizados por los M tasks. Se realiza el
producto de todos los elementos j y j + N de los M vectores TASK#m(IN) uti-
lizando las rutinas incluidas en la librería MKL. De esta forma, se consigue
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una mejora en eficiencia de cómputo y de accesos a memoria ya que las ope-
raciones se realizan sólo N veces almacenando los resultados en memoria
compartida. Al final, cada uno de los hilos realiza el cálculo de las corrientes
eléctricas y magnéticas TASK#m(OUT)i e TASK#m(OUT)i+N de cada uno de los M
tasks en dos puntos de observación. El esquema detallado del algoritmo 2 se
puede observar en la figura 6.3.
6.4. Geometría fija con un único objeto dispersor
A continuación se presentan dos ejemplos diferentes que hacen uso del core
implementado para resolver los M tasks que se plantean. En el primero de
ellos, cada uno de los M problemas electromagnéticos representa la ubicación
de una fuente puntual, mientras que en el segundo representa una dirección
de incidencia diferente. Ambos problemas se plantean sobre una geometría
fija formada por un único objeto dispersor.
Aunque el análisis teórico se puede consultar con más detalle en el capítu-
lo 2, en un primer apartado se realiza una breve introducción del modelo
matemático utilizado en el caso de un único objeto dispersor.
6.4.1. Formulación SIE-MoM
Supongamos un caso simplificado donde un objeto dispersor (Región R2) con
parámetros constitutivos ε2 y µ2 se introduce en un medio homogéneo (Re-
gión R1) de parámetros constitutivos ε1 y µ1. Definamos S como la superficie
de discontinuidad de los dos medios y n̂i como el vector unitario normal a S
apuntando hacia la región Ri.
Se parte de dos campos incidentes denominados Einc1 y H
inc
1 . Las fuentes que
originan dichos campos se ubican en la región 1 y en la superficie de dis-
continuidad que separa los dos medios en forma de corrientes eléctricas y
magnéticas. Estas fuentes inducen sobre las superficies unas nuevas corrien-
tes que generan los campos dispersos Escati y H
scat
i . Por tanto, los campos
eléctricos y magnéticos totales se pueden escribir como:
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Ei = Einci + E
scat
i




Para resolver el problema es necesario reemplazar el objeto dispersor por las
densidades de corrientes superficiales eléctricas y magnéticas equivalentes,
Ji y Mi:
Escati = −ηiL{Ji}+ K{Mi}























XS × n̂ (6.4)
Si se aplica el principio de equivalencia y las condiciones de contorno en la
superficie de discontinuidad, las corrientes equivalentes en cada una de las
regiones pueden expresarse como:
N-EFIEi : Mi = −n̂i × Ei|S
N-MFIEi : Ji = n̂i ×Hi|S
(6.5)
Es posible utilizar otro método para proyectar los campos sobre la superficie
de discontinuidad, obteniendo la denominada formulación tangencial:
T-EFIEi : n̂i ×Mi = −n̂i × n̂i × Ei|S = Ei,tan|S
T-MFIEi : −n̂i × Ji = −n̂i × n̂i ×Hi|S = Hi,tan|S
(6.6)
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En la resolución de problemas electromagnéticos, se hace necesario combinar
las ecuaciones 6.5 y 6.6 que se encuentren en el mismo espacio de corrientes
para cada una de las regiones. Se ha decidido utilizar las siguientes formu-
laciones combinadas por su gran estabilidad y precisión en problemas de






T-EFIE2+b1N-MFIE1 − b2N-MFIE2 (6.7)
−c1N-EFIE1 + c2N-EFIE2+d1η1T-MFIE1 − d2η2T-MFIE2 (6.8)
Utilizando notación matricial, y escogiendo la formulación JMCFIE (ai, bi, ci,
di = 1), ampliamente utilizada por su precisión y buena convergencia (P Ylä-
Oijala y Matti Taskinen, 2005a), la combinación de las ecuaciones anteriores
puede expresarse como:

 (L1 + L2)tan (− 1η1 K1 − 1η2 K2)tan
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 1η1 (Einc1 )tan − 1η2 (Einc2 )tan + n̂× (Hinc1 + Hinc2 )
η1(Hinc1 )tan − η2(Hinc2 )tan − n̂× (Einc1 + Einc2 )

(6.9)
Si se aplica el método MoM, la ecuación integral 6.9 se aproxima mediante el
siguiente sistema de ecuaciones lineales de dimensiones 2Nx2N, siendo 2N
















en el que las cuatro submatrices de dimensiones NxN, vienen dadas por las
siguientes expresiones:



































































donde i = 1, 2, ..., N y m = 1, 2, ..., N y representan los acoplamientos entre
los puntos fuente y de observación r y r′.





















(Einc2 ) + n̂× (b1Hinc1 − b2Hinc2 )〉
V2m =〈fm, d1η1(Hinc1 )tan − d2η2(Hinc2 )tan − n̂× (c1Einc1 + c2Einc2 )〉
(6.12)
donde m = 1, 2, ..., N.
6.4.2. Cálculo del emplazamiento óptimo de la fuente pun-
tual
El problema abordado consiste en calcular el emplazamiento óptimo de una
fuente puntual para que el campo dispersado por un objeto ubicado en un
medio homogéneo sea máximo justamente en dicho punto. No se ha aborda-
do el ejemplo como un problema de optimización, sino que se ha calculado
el resultado de la dispersión en una nube densa de puntos, dado que las ca-
racterísticas del método desarrollado para la Xeon Phi permiten el cálculo
masivo de dichas soluciones en la nube de puntos.
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Para resolver el problema es necesario realizar M simulaciones diferentes
según la ubicación de la fuente puntual. Para ello, se eligen M puntos alre-
dedor del objeto dispersor en los que se ubica la fuente puntual y se realiza
el cálculo del campo electromagnético disperso en los mismos emplazamien-
tos en los que se ubican las fuentes. Este tipo de problemas, en el que los
transmisores y los receptores se ubican en los mismos puntos, son muy útiles
para obtener un mapa de superficie en el que observar el comportamiento
del campo disperso y poder localizar los emplazamientos óptimos para evi-
tar problemas o sacar partido de las localizaciones.
El cálculo del emplazamiento que maximiza el campo disperso requiere la
resolución de tantos sistemas de ecuaciones lineales del tipo 6.10 como ubi-
caciones de la fuente puntual haya que evaluar. Dado que todos los M tasks
se han planteado en el mismo escenario y a la misma frecuencia, la matriz Z
es común a todos ellos.
Para aprovechar esta característica, se ha decidido abordar los M problemas
de forma simultánea escogiendo el método GMRES para la resolución de los
M sistemas de ecuaciones lineales:
1. Se realiza el cálculo de cada uno de los M vectores de excitación y se
almacenan en una matriz de entrada.
2. Se adapta el método iterativo GMRES, para resolver los productos ma-
triz-vector de los M problemas realizando un único cálculo de los ele-
mentos de la matriz Z (Algoritmos mGMRES y mMVP). Se ha desarro-
llado la versión con reinicios a pesar de su menor velocidad de conver-
gencia para poder almacenar todos los vectores en memoria principal.
3. La solución de mGMRES contiene las densidades de corriente eléctricas
y magnéticas aproximadas, J y M, de cada uno de los M problemas
analizados. A partir de dichas corrientes, es posible realizar el cálculo
del campo disperso y resolver el problema planteado.
La CPU (MPI rank 0) realizará el cálculo de los distintos vectores de excita-
ción según la ubicación del transmisor, además de calcular el campo disperso
y la ubicación óptima de la fuente puntual. En cambio, la tarjeta coproce-
sadora (MPI rank 1), se utilizará exclusivamente en el cálculo del producto
matriz-vector (algoritmo mMVP) asociado a MoM en cada iteración del mé-
todo mGMRES. Para lograr el paralelismo de datos en la Xeon Phi, se ha
hecho uso de la librería Intel MKL y la autovectorización del compilador y
para conseguir el paralelismo de tareas se ha recurrido al estándar OpenMP.
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(A) Esfera 1 (r=632.5nm,
centro en origen); Esfe-
ra 2 (r=550nm, centro en
(660,0,0)nm).
(B) Corte de la esfera 2 so-
bre la esfera 1.
(C) Mallado triangular de
la superficie del corte.
FIGURA 6.4: Creación del objeto dispersor a partir de dos esfe-
ras.
Resultados
Se considera un planteamiento en el que un objeto de oro es radiado por
una fuente puntual de λ = 550nm (A esta longitud de onda la permitividad
relativa es ε = −8,0− j1,66).
El proceso de creación del objeto dispersor aparece representado en la figura
6.4a. Se parte de dos esferas, una de ellas con radio 632.5 nm y centro en el
origen de coordenadas y la otra con radio 550 nm y centro en (660,0,0) nm. Al
realizar el corte de una sobre la otra, se crea el objeto dispersor de la figura
6.4b. Dicho objeto es mallado con 2956 triángulos (Figura 6.4c), que produ-
cen a su vez 4434 funciones base RWG. Por tanto, el número de incógnitas
considerando corrientes eléctricas y magnéticas, es 2N=8868.
Se realiza un mallado del espacio alrededor del objeto dispersor en el plano
Z = 0 con una resolución de 13706 puntos. En cada uno de estos puntos se
ubicará una fuente puntual transmisora/receptora que conduce a uno de los
M tasks. En la figura 6.5 se muestra el campo disperso en cada uno de los
puntos de la malla a partir de 160 iteraciones del algoritmo mGMRES con
restart de 22, M = 13706 y 2N = 19440. Se han tenido en cuenta las simetrías
del objeto dispersor para reducir el número de tasks a M = 6853.
Para mostrar la eficiencia del algoritmo mMVP, se compara el tiempo de eje-
cución en la tarjeta coprocesadora Xeon Phi con el tiempo de ejecución sobre
el procesador Intel Xeon.
En la tabla 6.1, se muestra el tiempo de ejecución del algoritmo mMVP en la
tarjeta coprocesadora, dependiendo del número de tasks (M), el número de
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FIGURA 6.5: Campo disperso por un objeto de oro (ε = −8−
j1,66 a la frecuencia de simulación) en el plano Z=0. λ=550nm
incógnitas (2N) y el número de hilos utilizados en la paralelización.
Además, la tabla 6.1 muestra el valor de eficiencia. Dado que el tiempo de
ejecución se relaciona con el número de tasks de forma lineal y con el número





donde M0, N0 y t0 representan los valores tomados como referencia que se co-
rresponden con el caso mejor obtenido en las distintas pruebas realizadas con
la Xeon Phi. En el problema planteado, se ha tomado M0 = 3365, 2N0 = 3840
y 240 hilos como la línea de base con 100 % eficiencia y tiempo de ejecución
t0 = 34,8 s.
De los resultados obtenidos, merece la pena destacar el hecho de que si se
escoge la máxima paralelización en la Xeon Phi (240 hilos), el aumento del
número de incógnitas tiene un efecto despreciable en la eficiencia, siempre
que exista suficiente memoria RAM tanto en el host como en la Xeon Phi.
También es objeto de apreciación que la variación en M es significativa. Las
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TABLA 6.1: Tiempo de ejecución del algoritmo mMVP en Xeon
Phi
M=96 2N=3840 M=1184 2N=3840 M0=3365 2N0=3840 M=5455 2N=3840
Nhilos 240 128 16 240 128 16 240 128 16 240 128 16
Tiempo(s) 18 27 134 22 34 160 34.8 48.4 221 63 63 303
Eficiencia( %) 5.5 3.7 0.7 55.7 36.0 7.7 100 71.9 15.7 89.5 89.5 18.6
M=96 2N=8868 M=1184 2N=8868 M=3365 2N=8868 M=5455 2N=8868
Nhilos 240 128 16 240 128 16 240 128 16 240 128 16
Tiempo(s) 99 149 732 123 177 869 188.5 264 1178 335 325 1553
Eficiencia( %) 5.3 3.5 0.7 53.0 36.9 7.5 98.4 70.3 15.7 89.8 92.6 19.4
M=96 2N=19440 M=1184 2N=19440 M=3365 2N=19440 M=5455 2N=19440
Nhilos 240 128 16 240 128 16 240 128 16 240 128 16
Tiempo(s) 460 683 3467 583 844 4104 901 1251 5681 1655 1618 7223
Eficiencia( %) 5.5 3.7 0.7 53.8 37.2 7.6 99.0 71.3 15.7 87.4 89.4 20.0
TABLA 6.2: Comparativa de rendimiento entre Intel Xeon e In-
tel Xeon Phi
M=3365 2N=8868 M=3365 2N=19440
Xeon E7-8867 v3 Xeon Phi 7120P Xeon E7-8867 v3 Xeon Phi 7120P
Nhilos 8 Nhilos 240 Nhilos 8 Nhilos 240
TZ(s) 329 TZ+MVP(s) 188.5
TZ(s) 1634 TZ+MVP(s) 901TMVP(s) 185 TMVP(s) 848
TTotal(s) 514 TTotal(s) 188.5 TTotal(s) 2482 TTotal(s) 901
diferentes pruebas llevadas a cabo nos han mostrado una eficiencia máxima
en torno a las 3000-3400 tasks.
La tabla 6.2 muestra una comparativa de rendimiento en cuanto a tiempo
de ejecución de los nuevos algoritmos desarrollados para Xeon Phi, respecto
de los tradicionales ejecutados sobre Intel Xeon. Para elaborar dicha compa-
rativa, se ha resuelto el mismo problema en un sistema HPC que consta de
cuatro procesadores Intel Xeon E7-8867 v3 a 2.50 GHz. Los cálculos han sido
realizados utilizando el algoritmo tradicional sobre CPU que primero calcula
la matriz de impedancias Z y después realiza las operaciones MVP (Rivero,
J. Taboada, Luis Landesa et al., 2010).
La resolución del problema planteado en un procesador Intel Xeon E7-8867
v3 utilizando 8 hilos de paralelización con M = 3365 y 2N = 8868 llevó un
tiempo de 514s, mientras que en la Xeon Phi utilizando los nuevos algoritmos
188.5s. Profundizando un poco más, se observa que se han invertido 329s
en el cálculo de la matriz de impedancias Z y 185s en el cálculo de los M
MVPs utilizando la librería optimizada MKL. Es decir, se obtienen tiempos
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de cómputo similares si comparamos el cálculo de los elementos de la matriz
Z y la realización de los M MVPs en la Xeon Phi con el cálculo exclusivo de
los M MVPs en la CPU Intel Xeon utilizando 8 hilos.
Suponiendo que la eficiencia en paralelización fuera en torno a 100 % en CPU,
se ha logrado una aceleración de 22x respecto de la ejecución monohilo en el
procesador Intel Xeon.
6.4.3. Cálculo de backscattering de una onda plana
A continuación se analiza un problema de backscattering en el que una onda
plana incide sobre un objeto dispersor.
La resolución del problema requiere realizar M simulaciones diferentes de-
pendiendo de la dirección de incidencia de la onda plana. Se eligen M di-
recciones de incidencia distintas sobre el espacio tridimensional y se calcula
el campo electromagnético disperso en las mismas direcciones en que se in-
cide. El cálculo del backscattering es básico en aplicaciones de radar y muy
utilizado para conocer las perdidas en cableados de fibra óptica.
El planteamiento utilizado es similar al del apartado 6.4.2, salvo que en el
caso que nos ocupa cada simulación representa una dirección de incidencia
distinta de una onda plana en lugar de una ubicación diferente de una fuente
puntual. En resumen, se deben resolver tantos sistemas de ecuaciones del
tipo 6.10 como direcciones de incidencia diferentes haya que evaluar con un
planteamiento exacto al del apartado 6.4.2:
1. Se realiza el cálculo de cada uno de los M vectores de excitación y se
almacenan en una matriz de entrada.
2. Se adapta el método iterativo GMRES, para resolver los productos ma-
triz-vector de los M problemas realizando un único cálculo de los ele-
mentos de la matriz Z (Algoritmos mGMRES y mMVP). Se ha desarro-
llado la versión con reinicios.
3. La solución de mGMRES contiene las densidades de corriente eléctricas
y magnéticas aproximadas, J y M, de cada uno de los M problemas
analizados. A partir de dichas corrientes, es posible realizar el cálculo
del campo disperso y resolver el problema planteado.
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FIGURA 6.6: RCS de un objeto de oro (ε = −8 − j1,66 a
λ=550nm) iluminado con una onda plana.
Resultados
El objeto dispersor 6.4c es ahora iluminado por una onda plana cuya di-
rección de incidencia va variando según θ, φ con una longitud de onda de
λ = 550nm. Para esta longitud de onda la constante dieléctrica relativa del
oro es ε = −8− j1,66. El número de incógnitas considerando corrientes eléc-
tricas y magnéticas, es 2N = 8868.
En la figura 6.6 se muestra el RCS del objeto dispersor iluminado, según las
distintas direcciones de incidencia de la onda plana a partir de 175 iteraciones
del algoritmo mGMRES con restart de 25, M = 12800 y 2N = 19440. Se han
analizado un total de 12800 incidencias diferentes. A pesar de que el objeto
presenta claramente simetría de revolución y se podría haber calculado un
único plano (p.ej. φ = 0 y variar sólo θ) se ha preferido realizar el cálculo en
el espacio tridimensional para validar resultados. Se ha reducido el número
de direcciones de incidencia a las presentes en un único cuadrante y después
se han extrapolado los resultados. De esta forma, el número de tasks se ha
reducido a M = 3200.
La figura 6.6 muestra el RCS del objeto dispersor 6.4c en un mallado de 12800
direcciones diferentes. Se puede observar claramente como el RCS permane-
ce constante en la parte esférica del objeto dispersor y aumenta claramente en
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torno a 5dB en las direcciones de incidencia en las que se ubica la hendidura.
La ligera asimetría que se observa en la figura es debida a la discretización
polar de las direcciones.
6.5. Geometría variable con varios objetos disper-
sores
A continuación, se plantea un escenario formado por diferentes objetos dis-
persores en el que cada uno de los M tasks representa una geometría distinta
a evaluar.
En un primer apartado se plantea un resumen de la formulación empleada en
el caso de varios objetos dispersores, teniendo presenta que se puede consul-
tar con más detalle en el capítulo 2. Posteriormente, se analiza un problema
concreto y su adaptación al core implementado.
6.5.1. Formulación SIE-MoM
Se realizará un análisis partiendo del escenario planteado. Supongamos que
en un medio homogéneo, (Región R1), con permitividad ε1, se introduce un
array de objetos dispersores, (Regiones Ri), con permitividad εi y permeabi-
lidad µi. La interfaz de separación entre los medios R1 y Ri se define como
S1i. También, se define n̂i1 como el vector unitario normal a S1i apuntando
hacia la región Ri.
Se denomina Einc1 y H
inc
1 a los campos eléctricos y magnéticos incidentes de-
bido a las fuentes ubicadas en la región 1, teniendo presente que los campos
incidentes en los medios sin fuentes son nulos. Dado que estas fuentes indu-
cen sobre las superficies de discontinuidad unas corrientes que generan los
campos dispersos Escati y H
scat
i , el campo electromagnético total en la región
Ri puede expresarse como la suma del campo incidente en la región Ri y los
campos dispersos producidos por las corrientes generadas en las distintas
superficies:
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donde j′ hace referencia a cada una de las regiones adyacentes a la región Ri.

































XS × n̂ (6.17)
Aplicando el principio de equivalencia y las condiciones de contorno a las
superficies de discontinuidad, las corrientes equivalentes en las superficies
de discontinuidad se pueden expresar como:
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Combinando las ecuaciones anteriores que se encuentran en el mismo espa-
cio de corrientes según la formulación JMCFIE y aplicando el método de los
momentos, se obtiene el siguiente sistema de ecuaciones lineales en notación
matricial:

Z12,12 Z12,13 . . . Z12,1r
Z13,12 Z13,13 . . . Z13,1r
...
... . . .
...














donde cada subbloque Z1r,1s representa el acoplo de la superficie S1s sobre la
superficie S1r. Cada uno de estos subbloques se expresan como un sistema





















Los subbloques Z1r,1s de la matriz de impedancias representan la interacción
electromagnética entre las superficies S1r y S1s. En el caso que nos ocupa se
pueden distinguir dos casos diferenciados dependiendo de la relación exis-
tente entre las superficies.
El primer caso se produce cuando las superficies S1r y S1s son las mismas,
y es conocido como autocoplo. Estos bloques se ubican en la diagonal de la
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(6.23)
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El otro caso posible en el problema planteado se produce cuando la superficie
S1r recibe la excitación de la superficie S1s a través del medio R1. El acoplo en





















donde i = 1, 2, ..., N y m = 1, 2, ..., N y representan los acoplamientos entre
los puntos fuente y de observación r y r′.
6.5.2. Cálculo de la distribución óptima de un array de dis-
persores
El problema consiste en calcular la distribución óptima de un array de NxN
objetos dispersores, ubicados sobre un plano en el espacio tridimensional,
que maximizan el campo electromagnético en un determinado punto de di-
cho espacio.
Se parte de una fuente puntual y un conjunto de elementos dispersores equies-
paciados, ubicados sobre el plano de referencia. Se pretende conseguir la
distribución óptima de los distintos elementos dispersores que maximice el
campo electromagnético en un punto del espacio.
Para ello, se utiliza el framework de desarrollo HEMCUVE y la librería de
algoritmos genéticos GALIB (GAlib-A C++ Library of Genetic Algorithm Com-
ponents 2007). Los algoritmos desarrollados para conseguir acelerar los pro-
ductos matriz-vector sobre tarjetas coprocesadoras Intel Xeon Phi son los que
se han presentado en la sección 6.3.
Cada uno de los M individuos de la población del algoritmo genético se co-
rresponde con una de las posibles distribuciones de los objetos dispersores
en el plano de partida. Hay que tener en cuenta que la distribución en cues-
tión puede contener un número de dispersores entre 0 y NxN ubicados en
las posiciones de partida sobre el plano original.
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Cada uno de los M individuos de la población, que representa una posible
distribución de objetos dispersores sobre el plano, está caracterizado por una
matriz de impedancias Z del tipo 6.22, donde cada subbloque Z1r,1s repre-
senta el acoplo existente entre dos de los elementos dispersores. Teniendo en
cuenta que cuando un objeto dispersor no existe, los subbloques de la matriz
de impedancias Z afectados por dicho objeto son nulos, es posible aprovechar
los algoritmos planteados en la Tesis para acelerar el problema planteado. Pa-
ra ello, se parte de la falsa premisa de que todos los objetos dispersores están
presentes en todos los individuos de la población y se fijan a 0 los elementos
V1r e I1r correspondientes a los objetos dispersores que no existen. De este
modo se logran simular múltiples geometrías con una única matriz Z común
a todos los individuos.
De forma resumida el procedimiento es el siguiente:
Se construye una geometría formada por la totalidad de los NxN ele-
mentos dispersores.
En cada iteración del algoritmo genético se realiza el cálculo de cada
uno de los M vectores de excitación. Cada uno de estos vectores se co-
rresponde con cada uno de los individuos de la población y se almace-
nan en una matriz de entrada. Los elementos V1r, correspondientes a
los objetos dispersores que no existen en los distintos individuos de la
población, son puestos a 0.
Se resuelven los productos matriz-vector de los M problemas plantea-
dos realizando un único cálculo de los elementos de la matriz Z. Véanse
los algoritmos 1 y 2.
La solución de mGMRES contiene las densidades de corrientes eléctri-
cas y magnéticas de los M problemas planteados, con la salvedad de
que es necesario anular los elementos I1r correspondientes a los objetos
dispersores que no existen.
La descripción del nodo de computación utilizado y del uso de la coprocesa-
dora Xeon Phi y la CPU han sido comentados en las secciones 6.1 y 6.3.
Resultados
A continuación se analiza un caso consistente en una geometría inicial for-
mada por una agrupación de 10x10 cubos de material conductor con ε =
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(A) Vista sobre el plano Y = 0. (B) Vista sobre el
plano Z = 0.
(C) Vista obli-
cua.
FIGURA 6.7: Array de cubos (ε = 1− j1000) que maximizan el
campo electromagnético.
1− j1000 dispuestos sobre el plano Y = 0. Cada uno de estos elementos tiene
unas dimensiones l = 0,1λ y se encuentran separados por una distancia en-
tre centros de 0,2λ, estando el centro de la geometría analizada ubicado en el
origen de coordenadas. Para excitar el conjunto se utiliza una fuente puntual
ubicada en (0,−0,25, 0).
El objetivo del problema es maximizar el campo electromagnético en el punto
(0, 0,5, 0) mediante una distribución óptima de los distintos elementos de la
geometría inicial. Para ello, se plantea un algoritmo genético con 200 genera-
ciones y los siguientes parámetros: probabilidad de mutación, pmut = 0,01,
probabilidad de cruce, pcross = 0,9 y número de individuos de la población,
M = 200.
En cada generación del algoritmo genético se evalua una población de 200
individuos mediante 175 iteraciones del algoritmo mGMRES con restart de
25, siendo M el número de individuos de la población y 2N = 3600.
En la figura 6.7 se muestran desde distintas perspectivas la distribución de
los cubos que maximizan el campo electromagnético. La ubicación de la fuen-
te aparece representada por un círculo mientras que el punto de observación
aparece representado por una cruz. Los resultados muestran una clara ten-
dencia a la simetría que implican que la solución es bastante fiable teniendo
en cuenta la gran complejidad del problema planteado.
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Es importante resaltar que se ha evitado cualquier simplificación de sime-
trías para abordar un problema lo suficientemente complejo. Esto prueba la
robustez del método implementado.
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7.1. Conclusiones
La presente Tesis Doctoral se fundamente en ofrecer un nuevo enfoque en el
uso de la arquitectura Intel MIC en el ámbito del electromagnetismo compu-
tacional. Los precedentes en el uso de dicha arquitectura referenciados en la
bibliografía para la aceleración de MoM, aprovechan la capacidad de cómpu-
to proporcionada por la tarjeta coprocesadora en la etapa de factorización LU
de los métodos iterativos estacionarios (Dongarra, Gates, A. Haidar et al.,
2014; Dongarra, Gates, A. Haidar et al., 2015; A. Haidar, Tomov, Arturov
et al., 2016; G. Zhang, Y. Chen, Y. Zhang et al., s.f.; Y. Chen, Y. Zhang, G.
Zhang et al., 2016).
La aportación principal de esta Tesis reside en el hecho de que se ha utilizado
la tarjeta coprocesadora de una forma novedosa para resolver un problema
de dispersión electromagnética analizado mediante la metodología SIE-MoM
utilizando métodos iterativos basados en subespacios de Krylov. Concreta-
mente, se han desarrollado algoritmos propios que realizan las operaciones
MVP necesarias en cada iteración de GMRES de forma paralela, demostran-
do que el uso de la arquitectura Intel MIC puede resultar muy adecuado
en electromagnetismo computacional como complemento a CPUs (Campon
y Luis Landesa, 2018). El capítulo 6 recoge una explicación exhaustiva de los
algoritmos implementados y describe el modelo de programación utilizado,
detallando la interrelación existente entre los distintos componentes del nodo
de computación.
Además, se ha demostrado y comprobado el funcionamiento y aplicación
de los algoritmos anteriormente desarrollados sobre dos tipos de escenarios:
simulaciones con geometrías fijas para direcciones de incidencia distintas o
ubicaciones distintas de una fuente puntual y simulaciones con geometrías
variables.
Se han analizado varios problemas complejos de dispersión electromagnética
con un objeto dispersor de oro radiado a frecuencias ópticas, concretamente
λ = 550nm. A esta longitud de onda, el oro se comporta como un material
plasmónico, cuya permitividad relativa es ε = −8,0− j1,66. Se ha realizado
una simulación comparativa de tiempos de ejecución sobre la arquitectura
Intel Xeon logrando una aceleración de 22x respecto de la ejecución monohi-
lo.
También, se ha realizado una simulación para calcular la distribución óptima
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de un array de objetos dispersores que maximizan el campo electromagné-
tico en un determinado punto del espacio tridimensional. Para ello, se ha
hecho uso de la librería de algoritmos genéticos GALIB y se ha planteado
el problema de forma que se puedan simular múltiples geometrías con una
única matriz de impedancias.
Con estas simulaciones se ha mostrado la robustez y versatilidad del core
implementado y su aplicación a distintos escenarios electromagnéticos.
7.2. Líneas futuras
Como evolución del trabajo llevado a cabo en esta Tesis, la línea de desarro-
llo más directa sería la adaptación de los códigos existentes a métodos más
avanzados que reduzcan aún más la complejidad computacional de MoM,
como pueden ser FMM o MLFMA. A pesar de que el grupo de investigación
no ha obtenido buenos resultados de escalabilidad del método MLFMA en
la arquitectura Intel MIC (L. Landesa, J. M. Taboada, Campon et al., 2017),
tal y como se ha desarrollado el método, realizando algunas adaptaciones se
podría utilizar para el cálculo de las interacciones cercanas en el MLFMA, de
modo que dichas interacciones cercanas se calcularían en la Xeon Phi mien-
tras que en la CPU se realizarían el resto de operaciones.
Aunque la opción aparentemente más ventajosa para la Xeon Phi es el uso
de bases de tipo RWG, en estos últimos años se está retomando la base half-
RWG (hRWG) (Z. Peng, Lim y Lee, 2013), que no es más que la mitad de la
base RWG (la parte correspondiente a un solo triángulo). Como la base de
la programación que se ha implementado está asociada a triángulos, la parte
de las integrales comunes con la RWG sería de fácil adaptación. Se estima
que el resto de elementos no tendrían un coste de programación y adapta-
ción a la Xeon Phi muy grande. Un aspecto fundamental por el cual se están
retomando estas bases, son su utilidad en los métodos de descomposición de
dominios (DDM, Domain Decomposition Methods) (Martín, Larios, Solís et al.,
2020) en los que la arquitectura Xeon Phi puede tomar un fuerte protagonis-
mo, pues se pueden mandar trozos de geometría a la Xeon Phi para su aná-
lisis en paralelo a otros trozos de geometría que sean analizados por otras
estructuras de computación.
Intel ha anunciado que ha suspendido la producción de la familia de produc-
tos Intel Xeon Phi a finales de 2019 aunque continuará con los envíos hasta
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mediados de 2020, en favor de su nueva arquitectura basada en GPUs Intel
Xe. Partiendo de la base de que las GPUs se han impuesto como estándar de
arquitecturas manycore, sería conveniente estudiar la posibilidad de adapta-
ción de parte de los códigos existentes para aprovechar las capacidades de
cómputo de este hardware. Como se ha analizado en el capítulo 5, parece
que la aplicación en GPUs de técnicas avanzadas sobre MoM, como FMM o
MLFMA, han presentado excelentes resultados en cuanto a escalabilidad y
rendimiento y pueden constituir una opción a valorar.
Finalmente, otra posible línea de interés, en la que el grupo de investiga-
ción posee también una larga y acreditada experiencia sería la aplicación de
la FFT a determinadas etapas de FMM o MLFMA. El desarrollo de nuevos
algoritmos en GPUs supondría la capacidad de analizar grandes problemas
electromagnéticos impensables hasta la fecha.
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