Abstract-A model-based approach is developed to solve the passive localization problem in ocean acoustics using the state-space formulation. It is shown that the inherent structure of the resulting processor consists of a parameter estimator coupled to a nonlinear optimization scheme.
I. INTRODUCTION
The detection and localization of an acoustic source has long been the motivation of early sonar systems. With the advent of quieter and quieter submarines due to new manufacturing technologies and the recent prolifieration of diesel powered vessels, the need for more sophisticated processing techniques has been apparent for quite some time. It has often been contemplated that the incorporation of ocean acoustic propagation models into signal processing schemes can offer more useful information necessary to improve overall processor performance and perform the desired detectionllocalization even under the most hostile of conditions. Model-based techniques offer high expectations of performance, since a processor based on the predicted physical phenomenology that inherently has generated the measured signal must produce a better (minimum error variance) estimate then one that does not. [l,2] However, if the model embedded in this processor is inaccurate or for that matter incorrect, then the model-based processor (MBP) can actually perform worse. Therefore, it is necessary, as part of the MBP design procedure, to estimate/update the model parameters either through separate experiments or jointly (adaptively) while performing the required processing. [3, 4] Let us examine the inherent structure of the model-based localizer shown in Figure 1 . Here we see that it consists of two distinct parts: a parameter estimator implemented using a modelbased identifier (MBID) and a nonlinear optimizer to estimate the source position. We see that the Newport, RI 02841 Figure 3 : Basic Model-Based Localizer main purpose of the parameter estimator is to provide estimates of the inherent localization functions that then must be solved (implicitly) for the desired position. In our application we will show that the parameter estimator (or identifier) will be model-based since it incorporates the ocean acoustic propagation model. Thus we see that it is, in fact, the MBP or in this case MBID that provides the heart of the model-based localization scheme.
We develop the model-based localizer (MBL) for our ocean acoustic problem and show how it can be realized by utilizing the MBID coupled to a nonlinear optimizer. It will also be shown that the MBID provides an enhanced estimate of the required rangedepth function which is then supplied to the optimal position estimator. Next we develop the complete processor and show the structure of the embedded MBID. The MBL is applied to data from a shallow ocean experiment. The results are impressive and clearly show the impact of using the MBID for signal enhancement prior to localization. We summarize our results in the final section.
MODEL-BASED LOCALIZATION
In this section we develop a model-based localizer for use with an ocean acoustic propagation model. For propagation in a shallow water environment we choose the normal-mode model which can easily be placed in state-space form.
Assuming a horizontally-stratified ocean of depth h with a known source position, we follow the approach discussed in Clay (2) where t+,nZ are the respective wave numbers in the r and z directions with c the depth-dependent sound speed profile and w the harmonic source frequency.
For our purpose we are concerned with the estimation of the pressure field, therefore we remove the time dependence, normalize units, and obtain the acoustic pressure propagation model,
where p is the acoustic pressure; q is the source amplitude; g5m is the mth modal function at I and z,; n,(m) is the horizontal wavenumber associated with the mth mode; T , is the source range, and Ho(n,r,) is the zeroth-order Hankel function which is the range solution.
The normal-mode solutions can easily be placed in state-space form and we refer the interested reader to Refr. 3 for the detailed theory. This approach leads to a Gauss-Markov model which includes the second order statistics for the measurement and modal noise fields. By using the Hankel function Ho(nrr,) for range, we reduce the statespace model to that of "depth only" and the GaussMarkov representation for this model is given by Equating these functions with pm above we have that which is an implicit, separable function of T , and z, which we will call the source rangedepth function. With these definitions in mind it is now possible t o define (simply) the modelbased localization problem as: GIVEN a set of noisy pressure-field and sound speed measurements, [(P(r,, q)}, {C(Z~)}] and the normal-mode propagation model, FIND the "best" (minimum error variance) estimate of the source position (r,, zs), that is, find 9, and is.
In order to solve this problem we must first estimate the "unknown" range-depth function Om(rsr zs) from the noisy pressursfield measurements and then use numerical optimization techniques to perform the localization (r,, z,). ' We discuss the model-based processor used to perform the required parameter estimation in the next section, here we concentrate on the localization problem and the related range-depth functions.
In the design of a localizer we choose a nonlinear least squares approach. [6] Thus, the optimization problem is to find the source position (r,, z,) that minimizes (12) We choose to use a direct search method for our localizer primarily because it requires the minimal amount of a-priori information and should slowly converge to the optimum. For an on-line application, more rapidly convergent algorithms requiring a-priori information (gradient and Hessian) should be investigated, [6] but here we use an off-line search to investigate the feasibility of the model-based localization.
The "direct search" localization algorithm follows the polytope method of Nelder-Meade. . t = l , . . . , L at each sensor location (in depth). Since the optimizer requires a finer mesh (in depth) than the modal function estimates at each sensor to perform its search, we use the state-space propagator to generate the estimates at a finer depth sampling interval Thus for a given value of "search" depth zn, we find the closest available depths from the estimator (array geometry) to bracket the search depth, zl-1 < zn < zt, and use the lower bound 29-1 to select the initial condition vector for our propagator. We then propagate the modal function at $he finer Az, to obtain the desired estimate at &I (Zn).
Note that the propagator evolves simply by d i s cretizing the differential equation using first differences which leads to the corresponding state-space prop-agator given by parameter space (ignoring the noise sources): &zn) = p -AznA(zn)] &zn-i) for J(~n-1) = $(ze In this way the state-space propagator is used to provide functional estimates to the nonlinear optimizer for localization, so we see that the MBID of the next section is designed not only to provide estimates of the rangedepth function, but also provide enhanced estimates of the modal functions at each required depth iteration, that is
Z s ) ) , {~m I ( z t )~] + [{Jk(zn)~, ( i s , $811
Fkom an estimation viewpoint, it is important to realize the ramifications of the output of the processor and its relationship to the position estimates. The resFective rangedepth and modal estimates 0 and (p provided by the MBID are minimum variance estimates (approximately). In the case of gaussian noise, they are, if fact, the maximum likelihood (maximum a-posteriori) estimates and therefore the corresponding maximum likelihood invariance theorem guarantees that the solutions for the (rs,zs) are also the maximum likelihood estimates of position. (22) In this section we first design the parameter estimator or more appropriately model-based identifier (MBID) which provides the basis of our eventual localizer design. Recall that we must develop the identifier to extract the desired range-depth function of the previous section as well as provide the necessary enhancement required for localization. From our previous work, it is clear the the extended Kdman filter (EKF) identifier will satisfy these constraints nicely. (3,4, 
MBL EXPERIMENT DESIGN
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It is clear from the localization discussion in the previous section that we must estimate the vector source range-depth function O(rs, zs) directly from the measured data as well as the required modal functions. The basic approach we take, therefore, is to realize that at a given source depth these implicit rangedepth functions is f i e d , therefore, we can assume that O(r,, z,) is a constant (8 = 0) or a random walk with an discrete Gauss-Markov model given by e(r8, ze) = e(rs, a -1 ) + we(ze-1) (23)
The underlying model for our ocean acoustic problem therefore becomes the normal mode propagation model (in discrete form) with an augmented We summarize the detailed structure of the modelbased localizer (MBL) with the MBID in Figure 2 . We use the experiment at the Budson Canyon-a well-known shallow water (73m) ocean environment [9] . Here a 23-element vertical array is deployed from the bottom with 2.5m separation to measure the pressure-field. We use the following average horizontal wave numbers: 36m deep, 50Hs source at 0.5Km range. Next we design the MBID using SSPACKSC [lo] and investigate the results of the design using the actual experimental hydrophone measurements from the Hudson Canyon. Here we initialize the MBID with the average set of horizontal wave numbers. The resulting estimates are quite reasonable. The results actually appear better than those reported previously for this data set (see Refr. 11) primarily because we have allowed our processor to dynamically adapt (parameter estimator) to the changing parameters. The results for the higher order modes follow those predicted by the model. The reconstructed pressure-field and innovations are also quite reasonable and indicates a "tuned" processor with its zero-mean ( 1 . 0~ low3 < 2 . 6~ and white innovations (w 8.3% out & WSSR < 7 ).
The final parameter estimates with predicted error statistics for this data are also included in Table I for comparison to those previously estimated [ll] . We see again that the MBID appears to perform better than the non-adaptive MBP simply because the rangedepth parameters are "adaptively" estimated, on-line providing a superior fit to the raw data [SI. Thus, the use of the MBID in conjunction with vertical array measurements enables us to adaptively estimate the required functions as long as we have reasonable estimates to initialize the processor. Here we use the MBID to provide estimates of [{Gm(r., sa)), { h l ( s t ) } ] and we then use the polytope search algorithm along with the statespace propagator of Eq. 22 to provide the localization discussed in the previous section.
We applied the optimizer to the resulting rangedepth parameters estimated by the MBID. The results of the localization are shown in Figure 3 .
Here we see the range-depth parameter estimates from the MBID, the true values from the simulator and the estimates developed by the optimizer given respectively by the +, x, 0, characters on the plots. The corresponding meansquared errors are also shown indicating the convergence of the optimizer after about 40 iterations as well as the actual range-depth search (position iterates) with the true (500m,36m) and estimated (500.3m,36.3m) position estimates shown. The algorithm appears to converge quite readily for a 5% initial position error. Clearly convergence would be slower for a larger initial position error, but since a global maximum exists and is enhanced after model-based processing the solution should still converge to the correct position. Our existance of a global maximum also ignores the existance of convergence zones in the ocean medium which could also cause range ambiguities. Further studies will be required to resolve some of these issues including that of a more sophisticated optimizer. Next we designed the MBL for the experimenal measurement data with the localization shown in Figure 4 . Here we again see the rangedepth parametric fit, mean-squared error convergence after about 30 iterations and the localization results of (500.2m,35.7m). It appears that the MBL is able to perform quite well over this data set.
We are able to achieve this performance for two reasons: (1) the inclusion of a propagation model in the localization scheme; and (2) the adaption of the these model parameters to the measured data, thereby, minimizing the "mismatch" between model and measurement. Thus, the effect of the MBID is to enhance the noisy measurement surface easily enabling the optimizer to converge to the correct position. In a sense we can think of the MBID as providing the necessary enhancements in SNR as well as decreasing the dimensionality of the search space of the optimizer.
N. DISCUSSION
In this paper we have developed an on-line, adaptive, model-based solution to the localization problem, that is, a source position location estimation scheme based on coupling the normal-mode propagation model to a functional model of position. The algorithm employed was the nonlinear extended Kalman filter identifier/parameter estimator coupled to a direct search optimizer using the polytope approach.
It was shown that the model-based localizer follows quite naturally from the model-based identifier. The results of applying the MBL scheme to a simulation of the Hudson Canyon experiment as well as some of the raw experimental data were quite good. In both cases the localizer was able to achieve less than a 1% relative position error when the initial guesses were within 5% of the actual position. The feasibilty of the MBL on both simulated and measured data has been demonstated by this work. 
