Abstract-This letter derives a new interpretation for a family of competitive learning algorithms and investigates their relationship to fuzzy c-means and fuzzy learning vector quantization. These algorithms map a set of feature vectors into a set of prototypes associated with a competitive network that performs unsupervised learning. Derivation of the new algorithms is accomplished by minimizing an average generalized distance between the feature vectors and prototypes using gradient descent. A close relationship between the resulting algorithms and fuzzy c-means is revealed by investigating the functionals involved. It is also shown that the fuzzy c-means and fuzzy learning vector quantization algorithms are related to the proposed algorithms if the learning rate at each iteration is selected to satisfy a certain condition.
I. INTRODUCTION
T HE objective of vector quantization (VQ) is the representation of labeled or unlabeled feature vectors by a set of prototypes where is usually much less than . The set is variously known as a set of prototypes, signatures, templates, etc., and many writers refer to as the codebook. Codebook design can be performed by clustering algorithms, which are typically developed by solving a constrained minimization problem using alternating optimization. These clustering techniques include batch models such as crisp -means [1] , fuzzy -means [2] , [3] , possibilistic -means [4] , and generalized fuzzymeans [5] . Finally, the mean vectors that are part of estimates of the parameters of a mixture of probability distributions can be used as codevectors [6] .
Another approach to codebook design is sequential competitive learning models. The leading example of this type of design is Kohonen's learning vector quantization (LVQ). Fig. 1 depicts the architecture of this model, which is often called a competitive learning network. This network consists of an input layer and an output layer. Each node in the input layer is connected directly to the nodes in the output layer.
A prototype vector is associated with each cell in the output layer, as shown in Fig. 1 .
There are two families of LVQ style models: supervised designs such as LVQ 1, LVQ 2, and LVQ 3 [7] , [8] and models that assume only unlabeled data are available, such as LVQ [9] , [10] and sequential hard -means [10] , [11] . This article deals exclusively with models for unlabeled data (i.e., unsupervised learning).
Batch fuzzy learning vector quantization (FLVQ) algorithms were introduced by Tsao et al. [12] , and their connection to the probabilistic model of Yair et al. [13] was recently studied in [14] . The update equations for FLVQ also involve the membership functions associated with fuzzy -means algorithms, which are used to determine the strength of attraction between each prototype and the input vectors. This learning scheme was not the result of a formal derivation. Tsao et al. justified their update equation by pointing out its close relationship to the fuzzy and crisp -means algorithms [12] . Consider the finite set formed by feature vectors from andimensional Euclidean space; that is, , . Let , , be a set of point prototypes for . FLVQ prototypes are updated with (1) where is a learning rate for prototype and is the weighting exponent for the memberships obtained from the fuzzy -means model [2] (2) Note in (1) that each prototype is updated with respect to all inputs (batch learning).
The reason in (2) is indexed by iterate number in (1) is that FLVQ was defined to have this feature. Two implementations are possible. In descending FLVQ ( FLVQ), the initial exponent is large and the final exponent is small; conversely, ascending FLVQ ( FLVQ) is initialized with a small and terminates at a large . In both cases, control of , as discussed in [12] , was by linear variation 1063-6706/97$10.00 © 1997 IEEE and . Since , the effect of varying this parameter is to decrease (increase) the fuzziness for ( ) FLVQ during iteration. Batch fuzzy -means, by contrast, uses a fixed user-specified value of in (2). Section II presents a generalized formulation of the LVQ problem and examines some special cases. Section III presents a reformulation of fuzzy -means clustering. Section IV presents the derivation of batch LVQ algorithms and investigates their relationship with FLVQ algorithms. Section V presents implementations of the algorithms derived in Section IV. Section VI contains concluding remarks.
II. COMPETITIVE LEARNING MODELS
Competitive learning is frequently based on minimization of a functional such as [15] (3) where , are a set of weights assigned to the prototypes , with respect to each . The functional (3) can be interpreted as the average of the loss function (4) evaluated over the finite set . The weights , regulate the competition between the by determining the strength of attraction between and the prototypes during the learning process. The loss function (4) is often defined with respect to the winning prototype. Assuming that is the winning prototype (that is, the closest prototype to in the Euclidean distance sense) the weights , can be of the form if otherwise.
In (5) and the sequel, ties are resolved arbitrarily. Minimization of the functional (3) can produce batch algorithms. However, the minimization of (3) using gradient descent is difficult if the loss function (4) is defined with respect to the winning prototype [16] , [17] , because the winning prototype must be determined with respect to each input vector . The gradient of (3) can be approximated by the gradient of the loss function (4). This leads to sequential updating of the prototypes with respect to the input vectors and is frequently used in the development of learning algorithms [15] .
The simplest case of competitive learning is minimization of (3) under the assumption that the weights , are obtained according to the nearest prototype condition if otherwise.
Under this assumption, the functional (3) becomes (7) The functional (7) represents the average of the squared Euclidean distances between the inputs and their closest prototypes . The minimization of (7) implies that each input attracts only the winning prototype. Nonwinning prototypes for a given are not adjusted at all in this model, which is often called simple competitive learning (SCL). Many investigators believe this too harsh. There are many generalizations and relatives of SCL that are designed to incorporate information nonwinners provide to their models [6] , [10] , [12] - [14] , [16] - [18] .
III. REFORMULATION OF FUZZY -MEANS
Clustering can be based on the assignment of the feature vectors into clusters which are represented by the prototypes . The certainty of the assignment of the feature vector into various clusters is measured by the membership functions , which satisfy the property . In other words, the matrix is a fuzzy partition in the set defined as (8) The fuzzy -means algorithms were developed to solve the minimization problems (9) where . Define the sets and their complements . If , then , and . If , then the coupled first-order necessary conditions for solutions of (9) are [2] (10) and (11) The "fuzziness" of the clustering produced by alternating optimization solutions based on (10) and (11) is controlled by the parameter . As this parameter approaches 1, the partition of the feature vectors is a nearly crisp decision-making process. Conversely, increasing tends to degrade membership toward a maximally fuzzy partition [2] .
If the memberships are optimal as in (10), the functional minimized by the fuzzy -means algorithms can be reformulated as [19] (12)
It can easily be verified that (12) can also be written as (13) where and is the generalized mean (or unweighted -norm) of the positive real numbers (14) In (14), is the Euclidean norm of , , and it has been assumed that . Note that parameter in (9) is restricted to , which corresponds to for , but (14) is well defined for any . As approaches 0, the generalized mean approaches the geometric mean of (15) As approaches , approaches 0 from the left. Thus
If , the generalized mean coincides with the harmonic mean of (17) Since is equivalent to (18) The generalized mean approaches the minimum of as approaches . As approaches , approaches 1 from the right. Thus (19) where are the memberships corresponding to the nearest prototype condition (6).
IV. DERIVATION OF BATCH LVQ ALGORITHMS
The development of batch algorithms based on the direct minimization of (3) using gradient descent is possible only if the definition of the loss function is independent of the winning prototype that corresponds to . However, this condition is not satisfied by the functional (7), resulting from (3) under the assumption that the membership function corresponds to the nearest prototype condition. Minimization of (7) using gradient descent suffers all the problems mentioned above. These problems can be overcome by interpreting as the limit of the generalized mean of the distances . This resolves differentiability problems associated with the functional (7) in its original form.
Let be the average of the generalized means computed over all ; that is (20) Since approaches the minimum of as approaches , (20) converges to (7) The minimization of (20) leads to an infinite family of new algorithms as spans the real axis. For , the generalized mean coincides with the harmonic mean and (20) is (21) As approaches 0, the generalized mean approaches the geometric mean, so (22) For , the generalized mean coincides with the arithmetic mean of (23) and (24) Finally, approaches the maximum of as and (25) A new family of batch algorithms is obtained here by minimizing the functional defined in (20) 
Substituting (28) into (26) yields (29) where .
Equation (29) is the same as (1) with . This shows that each step of FLVQ is necessary for extreme points of the corresponding minimization problem based on (20) . In other words, as (or ) varies in FLVQ, so does the objective function for which its updates are necessary. This was pointed out in both [12] and [14] . The value of (29) for FLVQ is that it extends the range of parameter in (1). The range of suggested for FLVQ corresponds to . Notice that in (29), whereas in (1), so FLVQ updating can be done over a wider range than in [12] .
The behavior of the resulting learning algorithms as spans the real axis can be investigated by studying the competition function
This function plays an important role in the learning process since it defines the strength of attraction between input vector and prototype . In fact, represents the effect of all the competing prototypes on the attraction of the prototype by each input during the learning process. So, leads to a trivial vector quantizer since all feature vectors are mapped into the same prototype. For , the value of increases with as indicated by (30). Thus, the attraction between the prototypes and their closest feature vectors decreases as increases above one and diminishes as . In this limit, each prototype is attracted only by its farthest feature vector. Thus, the resulting algorithms can reliably be used for representing each feature vector by its closest prototype only if . This effectively extends the range of in the original formulation of FLVQ to . The algorithms corresponding to produce an increasingly fuzzy partition as increases from to 0. Increasing the value of from to a negative number below 0 reduces the number of crisp clustering errors, i.e., the number of feature vectors that are assigned to a wrong physical cluster by terminal nearest prototype partition of the data. This is accomplished by bringing the prototypes assigned to overlapping physical clusters closer to the centroid of their feature vectors. As , all prototypes produced by the algorithm converge to the centroid of all feature vectors defined in (35).
V. IMPLEMENTATION OF THE ALGORITHMS
The form of the functional (20) , minimized in this approach, is amenable to another interpretation because of its similarity to the functional shown at (9) associated with the fuzzymeans model. The functional (20) can be seen as a structured version of , where the membership functions have specific forms. This indicates that there is a close relationship between fuzzy -means and the proposed algorithms, although the treatment of the minimization problem is completely different. The membership functions that are implicit in (20) are obtained by minimizing for a fixed set of prototypes. In the proposed approach, the search for an optimal set of prototypes does not rely on any assumption regarding the form and the properties of the membership functions. This makes the derivation of closed-form expressions for the prototypes impossible. As a result, the search for prototypes that minimize (20) is performed by updating using the gradient descent method. A recent paper by Hathaway and Bezdek [19] discusses the use of other optimization techniques (genetic algorithms, for example) for minimizing reformulated problems such as this.
The relationship between the proposed algorithms and fuzzy -means can be seen by introducing the variable . Since and , updated (29) can be written as
where . Comparison of (36) with (29) reveals the close relationship between the competition function and the membership functions associated with fuzzy -means. Not surprisingly, the behavior of as spans the interval resembles the behavior of as spans the interval . Under certain conditions, the algorithms described in this paper can be implemented as the batch FCM and FLVQ algorithms.
Batch algorithms can be obtained if all prototypes are updated together. During the th iteration, the prototypes are computed in terms of the set of prototypes available after the th iteration according to
The weights are all calculated during the th iteration in terms of the prototypes available after the th iteration according to (38) The batch algorithm described by (37) and (38) is identical with fuzzy -means if is fixed during the learning process and the learning rates are evaluated at each iteration as . The FCM algorithm can be summarized as follows [2] : 1) select , , and ; fix ; set ; 2) generate an initial set of prototypes ; 3) set 4) if and , then go to step 3).
The batch algorithm described by (37) and (38) 
VI. CONCLUSIONS
This letter presented a derivation of a broad family of batch fuzzy learning vector quantization algorithms. This derivation is based on the minimization of a functional defined as the average generalized distance between the feature vectors and the prototypes. We have shown that there is a close relationship between the functional minimized in this approach and that used in the development of fuzzy -means.
The minimization problem considered here is actually a reformulation of the problem of determining fuzzy -partitions that was solved by the fuzzy -means algorithms. The solution is accomplished here through gradient-descent-based learning algorithms. One of the most significant results of this work is (20) , which provides a new functional expression for the reformulation of (12) that was discussed in [19] . The function (20) minimized in this letter is a special case of a generalized reformulation function that can lead to broad variety of soft clustering and learning vector quantization algorithms [20] . Interpretation of each member of the reformulated functional underlying the FCM model as a generalized mean of order might lead to new results for other families of fuzzy models (e.g., fuzzy -regression models [21] or fuzzy -shells models [22] , [23] ).
Under certain conditions, the learning algorithms developed in this letter reduce to fuzzy -means. Moreover, crisp -means algorithms can be interpreted as a limiting case of the proposed algorithms when the generalized mean between each training vector and the prototypes approach the distance between that vector and its closest prototype.
