Abstract-Providing high-speed data transfer is vital to various data-intensive applications in cloud computing systems. We design a middleware layer of high-speed communication based on Remote Direct Memory Access (RDMA) that serves as the common substrate to accelerate various data transfer applications in cloud computing, such as FTP, HTTP, file copy, sync and remote file I/O. This middleware offers higher end-to-end bandwidth than the traditional TCP-based alternatives, while it hides the heterogeneity of the underlying high-speed architecture. In this paper, we describe the design of this middleware, including resource abstraction, and task synchronization and scheduling. We provide a reference implementation of the file-transfer protocol over this RDMAbased middleware. Our experimental results show that it outperforms several TCP-based FTP tools, such as GridFTP, while maintaining very low CPU consumption on a variety of platforms. Furthermore, these results confirm that our middleware achieves near line-speed performance in both LAN and MAN, and scales consistently from 10Gbps Ethernet to 40Gbps Ethernet and InfiniBand environments.
I. INTRODUCTION
Data-intensive applications in grid and cloud computing environment are expected to generate extremely highvolume data in the future. The data is usually transferred, visualized, and analyzed by geographically distributed teams of users. High-performance network capabilities must be available to these users to support these applications.
Protocol offload and hardware acceleration are among the most desired techniques to achieve high data transfer rate with marginal host resource consumption. The TCP/IP Offload Engine (TOE) is one of the early examples of protocol offload to meet above requirements. The idea of TOE is to use a dedicated hardware module on a network adaptor card to process the TCP/IP internal operations, such as segmenting, framing, reassembling the payload, timing, and flow control. Research and implementation works [1] , [2] have shown that TOE is a cost-effective technique to free the host processors from onerous protocol processing, and therefore enhance the concurrency between communication and computation. Thereafter, Remote Direct Memory Access (RDMA) is proposed as a hardware-based Protocol Offload Engine (POE) realization to move bulk data from the source memory directly to the remote host memory with kernel-bypass and zero-copy operations. Its use has recently become popular when converged Ethernet and data center bridge technologies were implemented.
In addition to achieving near line-speed data transfer, another challenge is to manage a heterogeneity of underlying RDMA architectures for applications. Various RDMA implementations offer opportunities to enhance the performance of data transfer service, and overcome the limitations of kernel-based TCP/IP realization [3] , [4] . However, despite of the emergence of industry standards such as OpenFabrics Enterprise Distribution (OFED) [5] , it could be a distraction if the applications have to manage the heterogeneous devices.
In this paper, we describe the design of a middleware to support RDMA-based data transfer for grid and cloud computing applications. This middleware integrates network access, memory management, and multitasking. We address various issues related to its efficient implementation, for instance, buffer management and memory registration, and parallelization of RDMA operations, that are vital to delivering the benefit of RDMA to the applications. Built on top of this middleware, an implementation of a RDMA-based FTP software, RFTP, is described. This application has been implemented by our team to exploit the full capabilities of advanced RDMA mechanisms for ultra-high speed bulk data transfer applications on U.S. Department of Energy, Energy Sciences Network (ESnet) [6] . Our contributions include,
• We design the core of our middleware that offers data transfer and access primitives. This core is designed to have a multi-threaded architecture and facilitates multi-stream data transfer to exploit parallelism of RDMA operations. We implement task synchronization mechanisms to allow maximum buffer reuse, and to minimize synchronization and RDMA connection setup cost. Thus, it serves as a reliable base for the development of data transfer applications in grid and cloud computing systems.
• We implement and test a RDMA extension for the File Transfer Protocol defined in RFC 959. The experiments are done on actual Linux cluster over a variety of testbed platforms and networks, and the results validate our middleware design.
The rest of this paper is organized as follows. Background information of our work is presented in Section II. Sec-tion III describes the design of our middleware layer, and Section IV briefly describe RFTP design. In Section V, we describe the hardware and software setup of our evaluation platforms and present the experiment results. A conclusion of this paper is given in Section VI.
II. BACKGROUND
The performance benefit of RDMA technology for high performance computing has attracted substantial interests in both academia and industry. The original RDMA architecture, InfiniBand [7] , supports top-down RDMA message service with its own layer-4 to layer-2 implementation of the OSI protocol stack. Unlike the best-effort frame delivery service in Ethernet, the link layer of InfiniBand provides reliability and in-order delivery through its credit-based flow control and virtual lane mechanism. Two other implementations, Internet Wide Area RDMA Protocol (iWARP) and RDMA over Converged Ethernet (RoCE), were proposed to extend the advantages of InfiniBand to ubiquitous IP/Ethernet-based networks and integrate the IP networks with RDMA mechanisms. iWARP offloads the whole TCP/IP stack, and transfers data in user-space buffer directly to remote application memory. RoCE techniques allow the IB transport protocol to run over Ethernet.
One objective of our middleware is to support applications across all aforementioned RDMA architectures. We build our middleware with the common Verb Application Programming Interface (API) in OpenFabrics Enterprise Distribution (OFED) [5] , a unified, cross-platform, transportindependent software stack for RDMA. The OFED offers a uniform application programming interface, native IB verbs, to access various RDMA architectures. The OFED software also offers several middleware packages to allow socket based applications running over RDMA devices without rewriting the program. The User Direct Access Programming Library (uDAPL) [8] also provides RDMA capabilities for applications, and has been used in other studies [9] , [10] . These extensions introduce additional overhead and performance penalties compared to the native RDMA IB verbs interface [11] .
RDMA provides two message transfer semantics: channel semantic and memory semantic. The channel semantic, SEND/RECEIVE, is also referred as two-sided operation in RDMA since the kernels at both the data source and the sink are involved in the data transfer after a connection is established [12] . The communication channel between the source and the sink is modeled as a queue pair (QP). Each QP consists of one send queue and one receive queue, and each queue represents one end of the channel. Before a data transfer, the receiver posts a work request to the receive queue, and the sender can post a work request to the send queue. Both the send and receive sides will get a completion event after the data transfer is finished. On the other hand, the memory semantic, or RDMA READ/WRITE, is regarded as one-sided operations. The receiver advertises its available registered memory to the sender, including the key of memory region and the address, so that the sender can directly RDMA WRITE data to the specified memory space at the receiver.
Our middleware uses the one-sided WRITE operation for its better performance and lower synchronization cost. The use of RDMA two-sided operations can be found in [11] . Their FTP implementation is based on two-sided zero-copy operations in IB networks. In addition, studies [13] , [14] have shown that even though there are some benefits of using RDMA over LAN with short latency, there are challenges to achieve good performance in WAN with a long latency due to the low performance issue with RDMA READ operation and the lack of RDMA capability in handling noncontiguous data.
III. MIDDLEWARE DESIGN
We design a middleware layer between applications and the RDMA interface, and target at making this layer a general architecture convenient for developing various applications that can take advantage of RDMA techniques. In this section, we describe the function and design of this middleware.
A. Overview of the Architecture
The middleware layer, as shown in Figure 1 , implements a set of function modules, and provides an abstraction of the computational resources including main memory and network cards. The middleware layer contains two primary sections: one data structure section, which is used to keep track of data structure necessary for data communication and memory access, and one thread pool, which implements all function modules related to data communication, synchronization, and task scheduling. These data structures and threads are all pre-allocated and reused to avoid the overhead of resource allocation and release during program execution.
The middleware interacts with the host computer adaptor (HCA) via an array of queue pairs, which are supported by the OpenFabrics standard. A separate queue, the completion queue (CQ), is also maintained by the same standard. The threads in the middleware layer gain access to the queue pairs and the completion queue via standard programming interface.
B. Resources Abstraction and Management
The middleware accesses the local and remote memory by maintaining several data block/message lists. This data structure is maintained and updated by the threads, according to certain communication semantics to be described later. This data structure contains:
• A data block is used to contain user payload data, and it is temporarily kept in the data block list before the Figure 1 . Multi-threaded architecture and data structure of middleware actual delivery. A user can copy data into the block or extract data from it.
• The send and receive control message lists are used to keep outgoing and incoming control messages, respectively.
• The remote memory region information is used to store the memory region information such as key, logical buffer address, and maximum length of acceptable payload at the remote side of the communication.
• A queue pair list is maintained to keep track of the status of the actual queue pairs implemented in the underlying OpenFabrics standard software. These resource abstractions are managed and maintained by a pool of threads that implement the communication semantics. There is one sender thread, which posts control message tasks or payload tasks into the send queue of the queue pairs. Once RDMA WRITE operation is completed, a completion event (CE) is generated. A master-slave thread pool handles various types of completion events as follows. The master, i.e., the CE dispatcher thread, on the detection of a completion event, encapsulates this event into a task structure and dispatch it to a CE slave. This CE slave then parses the task to determine the appropriate action, for example, updating the status of a data block. Finally, we have a logger thread which checks the status of ongoing data transfers, for example, whether the transfer is finished or aborted for any reason. The logger also monitors and reports the performance of data transfer.
C. Communication Semantics
Our middleware layer uses the channel semantic to exchange control messages and the memory semantic to deliver user data payload for low latency and high performance. A dedicated queue pair is used to exchange control messages between two communication parties, and a channel semantic is adopted for this communication. For data payload transfer, we allocate, possibly multiple, additional queue pairs, the number of which is user-configurable. Data packets are exchanged using these queue pairs.
There are four categories of control messages to support multi-task, parallel reliable data transfer through RDMA channel. We describe each of them as follows.
• Session ID negotiation: Before the data transfer, the middleware at the client side and server side will choose a unique session identifier for each transfer task.
• Number of data connection negotiation: The middleware is designed to support multiple parallel streams for a single data transfer. The client and server will exchange message to agree and establish the number of parallel connections.
• Memory region block request and response: The memory semantic requires one-sided operations, with which the active side acquires the memory region information of the passive remote side prior to actual data transportation. Before the client issues a RDMA WRITE, for example, it has to compose the sending task information such as the key of the remote memory region, the address of remote memory block, and the maximum allowed length of the remote block. When the server receives this memory region request, it searches for available memory regions for the client and sends back its information. Pre-request and batch-mode are used to reduce this control message overhead. "Pre-request" means the data source requests free memory regions before an actual data transfer task, and thus the data source could send data without the time-consuming memory region information exchange. "Batch-mode" means the data sink side feedbacks a list of free memory regions available at the time in a single response.
• RDMA completion notification: Since the middleware transfers user payload using one-sided RDMA WRITE, the data sink is not aware of the completion of the data transfer. Therefore, the data source should issue a notification to the data sink.
D. Parallel and Pipelined Data Transfer
The middleware implements an end-to-end, connectionoriented data transfer. It attempts to maximize the data transfer performance by exploiting parallelism of RDMA operations. We achieve this goal via two ways. First, we allow multiple active data streams. Second, each single data stream uses a pipelined execution, i.e., multiple data blocks can be posted before any of them is acknowledged.
In particular, the implementation of multiple active streams facilitates parallel data transfer between a single pair of data source and sink. For instance, a single file can be partitioned (or striped), and each partition can be delivered using a single data channel, i.e., a stream. This implementation will potentially increase the data transfer rate for data-intensive applications. With this multi-stream transfer, many data blocks are transferred through queue pairs simultaneously. There is one minor problem related to this multi-stream data transfer, though, because it is possible data arrives at the sink out-of-order. For example, magnetic disk write performance would deteriorate during random access. To solve this problem, our middleware contains a plug-in module which gathers out-of-order blocks temporarily, until they can be delivered to the applications (for example, the disk writer here) in a sequential order.
IV. AN EXAMPLE DATA TRANSFER APPLICATION
Our middleware facilitates the development of various data-intensive applications that rely on RDMA techniques for high-performance data transfer. In this section, we show one example, the design and implementation of our RDMAbased FTP service, RFTP.
A. RFTP Modules
The RFTP has a layered architecture as shown in Figure 2 . This RFTP application is modified from the traditional FTP protocol. We support two modes: one is solely based on the conventional TCP/IP stack with optimized socket operations, and the other is based on our RDMA middleware layer as our extension to the standard FTP protocol. The middleware layer itself consists of several modules, such as buffer management and connection management.
This RDMA middleware is in turn supported by low layer protocols. It uses IB verbs through the InfiniBand, RoCE, and iWARP provided by InfiniBand Verbs library (libibverbs) and RDMA communication manager (librdmacm). Thus, the middleware layer hides all the specifics related to the hardware to provide the desirable transparency, while the applications do not have to be aware of those specifics.
During the development of RFTP, we also notice that disk access is critical to the performance of the applications. Thus in our RFTP implementation, we design an additional disk I/O module based on direct I/O operations. This module includes an I/O scheduler, which is responsible for supporting disk readers/writers. The direct I/O access is particularly efficient for solid-state disks (SSD).
B. RDMA extension to standard FTP protocol
The standard FTP protocol implements a set of commands that are exchanged between the client and server entities. A control channel is used for exchanging the commands, while file content is transmitted over another data channel.
To support data transfer over our RDMA middleware, we extend the set of commands in FTP protocol. Table I lists the RDMA-extension FTP commands, RADR, RSTR, 2) Get data from server to client using RDMA operations, and store the file at client side; 3) Tear down the RDMA data transfer channel and RRTR, to support RDMA-enabled data transfer. They correspond to the PORT, STOR, and RETR commands in RFC 959 of FTP. These extensions explicitly request the remote side to adopt RDMA-based data transfer and therefore negotiate particular RDMA capabilities and ensure the compatibility between between sender and receiver. When these extended commands are exchanged, a RDMA control message channel and one or more RDMA data channels are initiated. We also provide user commands, rget and rput, which are extensions to the original FTP commands. We provide a command line parameter to allow users to choose between two modes, i.e., the traditional FTP service that is built on top of the socket interface and the RFTP service that is built on top of our middleware. The advantages of extension instead of rewriting the entire FTP service include, 1)users can easily choose to use the one that is fit with their data transfer environment, and, 2) it is relatively easy to make FTP service available on these RDMA architectures.
V. EXPERIMENTAL RESULTS
To validate our middleware, we conduct a comprehensive experimental study on actual test platforms. We first describe the test setup with difference RDMA architectures and network configurations. Then we compare the performance of RFTP with Netkit FTP and GridFTP. 
A. Testbed Setup
We consider both memory-to-memory and memory-todisk data transfer between local and remote hosts. For memory-to-memory data transfer, we generate and transfer data between client memory and server memory. In this configuration, our focus is to evaluate the network bandwidth performance and protocol offload efficacy, but not the file system performance. For data-intensive applications it is a reasonable simplification to avoid the disk I/O bottleneck, and the applications usually use solid state disk arrays or distributed file systems to achieve superior disk I/O performance. In our experiments, the bandwidth performance only counts the pure payload without all the control messages. For the memory-to-disk data transfer experiments, we set up a disk system at the receiving server side using Fusion-io's solid state disk arrays.
1) High-bandwidth low-latency LANs:
In order to provide an application-level performance test over different RDMA architectures, we setup two local-area test platforms. The first test platform is described in Figure 3 . We have the client and server hosts set in the Brookhaven National Laboratory, and the propagation delay between them is less than 0.1ms. The detailed configurations for the nodes and switches are listed in Table II . Each host is equipped with a 40Gbps IB HCA and a 10Gbps iWARP HCA. The IB Mellanox RNIC we use can support both IB and RoCE.
The second test platform contains a 10Gbps link, between two hosts located in University of Michigan, Ann Arbor. We use this platform to evaluate and compare the performance of our RFTP and GridFTP. In order to maximize the performance of GridFTP over 10GB links, we tried several TCP parameter tunings, including setting the MTU at 9000, i.e., jumbo frames, according to [15] . The default congestion control algorithm, BIC, is used in the version of Linux we used. The extended block mode (MODE E) of GridFTP is enabled throughout the test for high performance. We did not enable the security feature of GridFTP for a fair comparison with our RFTP, which does not provide security function either.
2) High-bandwidth medium-latency MAN:
We set up a communication path in the New York metropolitan area. We have two hosts located inside the Brookhaven National Laboratory. These two hosts are connected by a long distance SONET link that goes through New York city. This infrastructure is also part of the Energy Science Network (ESnet) [6] . The capacity of this link is 40Gbps in each direction, with a minimum round trip time (RTT) of 3.6ms.
B. Experimental Results over LAN
In this set of experiments, we use memory-to-memory data transfer as the baseline results. We compare the performance between RFTP and Netkit FTP, and between RFTP and GridFTP.
1) Bandwidth and CPU usage of RFTP and Netkit FTP:
We consider the aggregate bandwidth and CPU utilization as the main performance metric, and the performance numbers are obtained as follows. For both Netkit FTP and RFTP, multiple clients are initiated and connected to the server concurrently, and then each client process transfers 100GB of data to the server memory using the put/rput command. High-volume data movement is important in grid computing, and less so in cloud computing environment. The server always listens to potential incoming client connection requests, and on each connection request, forks a child process to handle data transfer. The aggregate bandwidth is obtained by monitoring the entire transfer period of all connections, and then we take the average bandwidth during the time period. We use "nmon" tool to obtain the CPU utilization of the application. Note, we have 24 cores in our hosts, and therefore the total CPU utilization can be up to 24 × 100%. Figures 5-7 show the aggregate bandwidth and CPU utilization performance of RFTP and Netkit FTP over iWARP, InfiniBand, and RoCE in LAN, respectively, with different numbers of concurrent clients. We have two important observations:
• First, RFTP utilizes the bare metal bandwidth better with few concurrent clients. RFTP saturates the bare metal bandwidth with only two clients, compared to 4-8 clients needed by Netkit FTP. To further explain this, we calculate the ratios of aggregate bandwidth and CPU utilization between RFTP and Netkit FTP when there is only one client. The results are shown in Table III . We find the bandwidth increases by 49.2% on iWARP, 146.8% on InfiniBand, and 207.4% on RoCE, respectively.
• Second, RFTP improves the bandwidth performance at significantly lower CPU consumption. The figures show the CPU consumption of Netkit FTP increases faster than that of RFTP with the increase of the number of clients. TCP/IP stack is known as high overhead protocol for high-speed data transfer applications. Unnecessary intermediate buffering, associated context switching, and overhead from flow and congestion control, all contribute to higher CPU processing cost and slower data transfer.
We note that there are other interesting observations from our experiments. First, we implement one-sided RDMA WRITE in the middleware, and thus much of the processing cost is left to the clients who use the rput operation in the experiments. Second, the bandwidth and CPU load performance do not strictly increase with the number of clients. The reason is that, during our experiments, there were other active processes in the hosts, competing against our test processes, and thus introduced some noises.
2) Bandwidth and CPU usage of RFTP and GridFTP: GridFTP is a popular tool for data transfer in highperformance computing environment. As RFTP, GridFTP allows the use of multiple parallel connections to improve bandwidth utilization. In this experiment, we compare the performance of GridFTP and RFTP, in terms of both aggregate bandwidth and CPU consumption. Figure 9 . RFTP memory-to-memory bandwidth in MAN iWARP connection. We run RFTP with one stream and eight streams. We also test GridFTP with a single TCP connection and eight parallel connections. In terms of bandwidth performance, RFTP consistently outperforms GridFTP in this setting. Notice that with RFTP, the bandwidth is almost fully utilized when block size is large enough, for example, 128K bytes. For CPU utilization, Figure 8 shows, with a small block size, both RFTP client and server run at higher CPU utilization, due to the higher overhead for handling more control message and completion events. Because our middleware has a multi-thread design, RFTP takes advantage of multi-core CPU resources efficiently. When the block size is large enough, we observe that the CPU consumption of RFTP drops drastically, as much of the protocol processing and data copy has been offloaded. On the other hand, GridFTP, in particular its server, requires almost a constant CPU consumption even when block size is large.
We note that performance evaluation of GridFTP alone with InfiniBand was done in another study [16] . Our work is different in that we consider another RDMA architecture, and we compare the performance of GridFTP to our application.
C. Experiment Results over MAN
In this setting, our first experiment evaluates the network performance of our middleware layer and RFTP without bandwidth limitation from the disks. At the data source, the disk I/O module loads data from the special file /dev/zero, and simply copies data into /dev/null at the data sink. The application's throughput performance is calculated by the logging thread in the middleware layer.
We configure with only one data stream in this experiment to check the impact of I/O depth and data block size of each trunk. Figure 9 shows the bandwidth of the RFTP payload. The throughput of the middleware increases as the size of each data block increases. However, the throughput hits the hardware limit offered by the network at certain block size, and further increasing the size does not improve the bandwidth performance. On our testbed, we have found that 2048 kilobytes block size results in the same throughput as As shown in Figure 10 , when the I/O depth is low and the block size is small, .e.g., less than 1024 kilobytes, the CPU utilization remains mostly a constant. This is because the network bandwidth is under-utilized, as shown in the bandwidth figure. However, when the I/O depth is larger than 16 and the block size is greater than 1024 kilobytes, the bandwidth reaches its maximum. At this point, the use of large block size leads to lower CPU consumption. For example, the CPU usage at 2048-kilobytes block size is half that at 1024-kilobytes block size.
In our second experiment, data will be sent from /dev/zero at the data source to a Fusion-io disk set, which contains eight physical solid state disks at the data sink. The experiment launches two concurrent processes, each responsible for delivering four files into four independent disks. The performance of RFTP in this case is similar to the performance in the previous memory-to-memory experiment when the block size is smaller than 128 kilobytes. When the block size is small, the disks are not the bottleneck. When the block size is larger, the disk bandwidth becomes the bottleneck. We find the RFTP's performance is close to the peak disk rate that is measured with local disk performance tools on the installed Fusion-io disks. Figure 11 . RFTP memory-to-disk bandwidth in MAN we have designed and implemented a RDMA-based middleware layer that provides resource abstraction and management, task synchronization and scheduling, and parallel data transfer. Our middleware utilizes the most favorable interfaces of the OFED verbs that are tightly coupled with RDMA architecture, and thus hides the heterogeneity of the underlying high-speed networks.
To demonstrate the efficiency of our middleware design, we developed a FTP application based on this middleware layer. In order to obtain the practical test data under different scenarios, we setup a platform with three different RDMA technologies, and we also tested the performance of our system over long-haul MAN links. The experiments show that our middleware achieves remarkable bandwidth performance with marginal CPU resources, and it can be a common substrate to accelerate various data transfer applications in grid and cloud computing.
