Abstract-This paper investigates connections between (nonblind) Wiener receivers and blind receivers designed by minimizing the constant modulus (CM) cost. Applicable to both T-spaced and fractionally spaced FIR equalization, the main results include 1) a test for the existence of CM local minima near Wiener receivers; 2) an analytical description of CM receivers in the neighborhood of Wiener receivers; 3) mean square error (MSE) bounds for CM receivers. When the channel matrix is invertible, we also show that the CM receiver is approximately colinear with the Wiener receiver and provide a quantitative measure of the size of neighborhoods that contain the CM receivers and the accuracy of the MSE bounds.
Ding et al. [1] [2] [3] [4] , [13] and has been summarized by Li et al. [15] .
When noise cannot be ignored, analysis based on small noise perturbation has been obtained in several ways [5] , [6] , [15] , [17] . Although this perturbation analysis does not quantify specific conditions under which the analysis is valid, it has been observed in simulation examples that the near optimal performance of CMA holds well for a wide range of signalto-noise ratios. The first exact analysis that establishes the connection between CM and Wiener receivers appeared in was obtained recently [19] , [21] for the special case that the channel matrix has full column rank. The application of this result is, unfortunately, limited because the full rank condition, satisfied in beam forming and certain fractionally spaced equalization problems, is not valid for T-spaced or fractionally spaced equalization with insufficient equalizer length.
The main contribution of this paper is the development of a systematic procedure for the analysis of CM receivers. Unlike the perturbation analysis, our approach does not involve approximations. As a generalization to the geometrical approach presented in [19] and [21] , our approach can be applied to cases when the channel matrix is singular. Such generalization enables us to treat both T-spaced and fractionally spaced equalization within the same theoretical framework. While the approach used in this paper is similar in spirit to that presented in [19] and [21] , the generalization is nontrivial because certain subspace constraints must be imposed on the CM optimization. Further, the analysis presented in this paper can also be applied to arbitrary real sources. Only binary source was considered in [19] , [21] . A comparison between the results obtained for the general case and that for channels with an invertible channel matrix provides interesting insight into how the rank condition affects the behavior of CM algorithms. The main results of the analysis include 1) a test for the existence of CM local minima near Wiener receivers; 2) an analytical description of CM receivers in the neighborhood of Wiener receivers; 3) mean square error (MSE) bounds for CM receivers. As demonstrated in [20] , the theory developed in this paper can be of value in addressing several design issues in blind equalization. For example, the analytical procedure presented in this paper allows us to analyze the effects of noise, signal constellation, equalizer length, channel diversity, local minima, and model mismatch.
The rest of the paper is organized as follows. Section II presents a general system model and the constant modulus receiver. Section III derives the MSE bound for constant modulus receivers. Finally, a conclusion is given in Section V, and all the proofs are relegated to the Appendix. 
II. THE MODEL
Constant modulus receivers can be applied to a broad class of applications such as blind equalization and beamforming. In this section, a general linear transmission model is given first followed by a generic CM receiver.
A. Data Model
We consider the estimation problem in the following linear model shown in Fig. 1 . The system equation is given by
where is a vector of the transmitted signal, is the additive noise, is the unknown channel matrix, is the received signal, is the receiver parameter vector, is the output of the receiver, and is the combined channel-receiver response vector.
For equalization applications, vector is composed of consecutive samples of the input, i.e., . The output of the receiver is therefore an estimate of , which is the input with delay . Note that the receiver delay can be specified in nonblind equalization problems. In contrast, in blind equalization algorithms such as CMA, the delay can only be controlled through algorithm initialization. Thus far, there is no systematic method of initialization that ensures convergence to the appropriate delay. The detailed derivation of for both T-spaced and fractionally spaced equalization can be found in the Appendix.
We consider the rather general case when no restriction is imposed on the channel matrix . For the signals, we assume the following.
A0) All signals are real. A1) is zero mean Gaussian with covariance . A2: Entries of are independent random variables with , and ( ). The restriction to the real case is not a fundamental one in the sense that the basic approach also applies to the complex case. However, most formulae and their interpretation may be some different in complex case. The transmitted signal is an arbitrary real signal, such as a symbol from binary phaseshift keying (BPSK) or multilevel pulse amplitude modulation (PAM) constellations. is also referred to as the dispersion constant [8] .
B. The Constant Modulus Receiver and CMA
In communication systems (see Fig. 1 ), the transmitted signal does not take on arbitrary values. For example, if the signal has a phase-shift-keying (PSK) modulation, is on the unit circle. Godard [8] and Treichler et al. [18] proposed the constant modulus (CM) criterion that minimizes the dispersion of the receiver output about the dispersion constant (3) In our discussion, the local minima of are referred to as constant modulus (CM) receivers.
In practical applications, a CM receiver is usually obtained from the stochastic gradient algorithm. The gradient of is given by (4) where , , and be the channel output vector, the receiver output, and the receiver coefficient vector at time , respectively. The constant modulus algorithm (CMA) is the stochastic gradient update of the receiver coefficients by removing the expectation operator in (4) and correcting by a small amount in the opposite direction (5) According to the averaging analysis of [9] , the mean CM cost function (3) describes the average performance of CMA in (5).
III. MEAN SQUARE ERROR OF CONSTANT MODULUS RECEIVERS
In this section, we develop a systematic procedure to locate the CM local minima and evaluate their mean square error (MSE) performance. Specifically, given , the signal-to-noise ratio, and signal constellation, we present an algorithm that enables us to test the existence of a CM receiver in the neighborhood of the Wiener receiver to approximate its location to evaluate the upper bound of its MSE defined by MSE (6) To achieve this goal, we establish several key properties including the signal space property and the lower bound of the CM cost function in the neighborhood of the Wiener receiver.
A. Signal Space Property and Equivalent Cost Function
Under A1) and A2), the CM cost function has the following form, as shown in [10] and [21] : (7) where (8) CM receivers are defined as the local minima of the CM cost function . One of the important properties of CM receivers is that they all must be in the "signal" subspace spanned by the columns of (see also [21] ), which implies that a CM receiver automatically has the matched filter front end.
Lemma 1: The output energy of any CMA receiver satisfies (9) Furthermore, all CMA local minima are identical to the local minima of the CMA cost function constrained in the signal subspace, i.e., Col
The energy constraint was first obtained for the noiseless case by Johnson and Anderson in [10] . The proofs of Lemma 1 and all subsequent lemmas, and theorems in this paper are all given in the Appendix. Because of the signal space property, there is a 1 : 1 mapping between the receiver vector in Col and the combined channel-receiver in Row , as shown in Fig. 2 . Therefore, the minimization of in Col is equivalent to the minimization of (11) (12) where, using the fact that Row and the property of pseudo-inverse , we have According to Lemma 1, CM receivers can be analyzed using the equivalent cost function in Row , i.e., Row
In contrast to the analysis given in [21] , where it is assumed that has full column rank [hence Row ], the constrained optimization is more general and somewhat more challenging.
1) Geometrical Approach to Locating Minima:
Since the evaluation of the gradient and Hessian of the CM cost function is complicated, a geometrical approach is used in this paper to locate CM local minima. The basic idea is to obtain a region, as small as possible, that contains CM receivers defined as local minima of the CM cost function. Suppose that CM receivers are constrained in the linear subspace Row shown in Fig. 3 . Suppose that there is a bounded open set with boundary , and is an interior reference point in Row
. If the cost on Row is greater than that of the reference , then there exists at least one CM receiver in Row . The principle of this approach is based on the following two points: i) According to the Weierstrass theorem [16, p. 40] , there exists a minimum in the compact set ( Row , and ii) if the CM costs on the boundary are greater than that of the interior reference, there is a minimum inside the region Row . When the channel is nonsingular (Row ), this approach is identical to that in [19] and [21] . When the channel is singular (Row ), the difficulty is the constrained optimization of (14) . The analyzes based on the nonsingularity of the channel matrix [14] , [19] , [21] cannot be applied directly. Note that a similar idea of geometric proof has been used by Li et al. [15] in a special case. For an autoregressive channel model, Li shows that there exist CMA local minima for a finite-length T-spaced equalizer [15] . In comparison with existing results, the main difference is that the approach presented in this paper applies to arbitrary channel models with additive Gaussian noise.
B. Location and MSE Bound of CM Receivers
Our main theorems about the location of CM receivers and their MSE are derived following the three steps in the geometrical approach:
1) Select a neighborhood .
2) Select a reference .
3) Compare on with . These steps are described separately below.
1) The Neighborhood: The neighborhood is defined according to the receiver gain and its extra unbiased mean square error (UMSE). For a receiver that estimates , the receiver gain and the (conditionally) unbiased MSE (UMSE) are given by UMSE (15) Note that is a conditionally unbiased estimate of in the sense that (16) The geometry involving the linear estimation of based on is shown in Fig. 4 . The output of any linear estimator must be on the plane spanned by the components of . The output of the Wiener receiver is obtained by projecting on . If we scale to such that the projection of in the direction of is , we obtain the so-called (conditionally) unbiased minimum mean square error (U-MMSE) estimate of . Indeed, is conditionally unbiased, i.e., . Further, it is recognizable from Fig. 4 that has the shortest distance (and hence the minimum MSE) among all conditionally unbiased estimates. Note that the output of a conditionally unbiased estimator must be on line due to the orthogonality among sources and noise.
A neighborhood of estimates whose receiver gains (obtained by projecting the estimate in the direction of ) are bounded in is shown in the shaded area in Fig. 4 , and their corresponding conditionally unbiased estimates of have mean square error no greater than over that of . In other words, these estimates have extra (conditionally) unbiased MSE (UMSE) upper bounded by . In this figure, is the output of the reference receiver described later in Section II-B2.
To define this neighborhood mathematically, let the combined channel-receiver have the following parameterization: (17) The receiver output can be expressed by (18) where is the receiver gain. Scaling by , we have the (conditionally) unbiased estimate of (19) Therefore, the receiver gain and UMSE of is given by and MSE , respectively. Hence, the shaded neighborhood in Fig. 4 is defined by MSE MSE (20) In this definition, ( ) specifies the lower (upper) bound of the CM receiver gain, and is the upper bound of extra UMSE (see Fig. 4 ).
Although the neighborhood defined above is specified by particular characteristics of a receiver (UMSE and bias), its relation with the receiver coefficient vector, or equivalently , is not given explicitly. To locate the CM receiver using this neighborhood, it is necessary to translate the above neighborhood to one that is specified by the channel/equalizer parameter space. For this purpose, we introduce the following lemma.
Lemma 2: Let , , ans be the gain, interference, and the unbiased receiver output of the receiver . Similar notation with subscript is defined for the MMSE receiver . Let be the submatrix of defined in (13) by deleting the th column and row The equivalence of the two neighborhoods enables us to locate the CM receiver coefficient in the combined channelreceiver space. In Fig. 5 , we show that is a slice of a cone specified by the extra UMSE and receiver gain.
2) The Reference: As shown in Fig. 5 , the reference is defined by the vector that is colinear with the MMSE receiver and has the minimum CM cost. Specifically, in estimating , the MSE of receiver output is given by
The MMSE receiver is then given by
Define the reference , where minimizes the CM cost function (12) (26)
The reference should be inside . This imposes the condition that . 3) Location of CM Receivers: As mentioned earlier, the key of our approach is to find the neighborhood such that the CM cost on the boundary is uniformly greater than the CM cost at the reference. Having defined the neighborhood and the reference , we are now ready to locate CM receivers by selecting the range of the receiver gains and the upper bound of extra UMSE so that we can prove the necessary inequality. We begin by giving the following lemma, which plays a key role in our approach.
Lemma 3: Let and be defined in (21 
According to this lemma, the CM cost function can be reduced to a function in terms of gain and extra UMSE . Thus, the cone-type region clarifies the CM cost evaluation.
From Lemma 3, it can be seen that the is lower bounded by a second-order polynomial of with coefficients , and , all of which are functions of but not of . The region is obtained by choosing , and such that for all Row . If such , and exist, then there exists at least one CMA local minimum.
Theorem 1: Given and with parameters defined in (29)-(32), let . If  1) has real roots in , the smallest of which is ; 2) ; 3)
; then there exists a CM local minimum in
MSE MSE
where Given the channel matrix , the above theorem enables us i) to test the existence of CM local minima and ii) to obtain the neighborhood containing CM local minima. Further, it provides the bound of extra UMSE and the range of the CM receiver gain.
4) The MSE of CM Receivers: Once are obtained from Theorem 1, we can derive the MSE upper bound of CM receivers in this region. We shall see further that because the size of the neighborhood is minimized, the reference turns out to be an accurate approximation of the local minimum in the neighborhood. Therefore, the MSE of the reference is a good estimate of the MSE of the CM receiver. We summarize the MSE bounds and the approximate MSE for the CM receiver in . 
To assess the quality of the MSE bound, we consider a special case when has full column rank, and . We are particularly interested in relating the MSE and the extra UMSE bounds to the interference and MSE of the Wiener receiver.
Property 1: Suppose that is full column rank and that . Let be the parameter that measures the residual interference. Then From (37), because is the radius of the cone that specified the CM neighborhood, we conclude that for those Wiener receivers with small interference, the CM equalizer is roughly colinear to the MMSE equalizer. This is further demonstrated in (40). The colinear property provides support for using the reference to approximate the true CM receiver because is obtained by minimizing the CM cost in the direction of Wiener receiver. Furthermore, this also implies that the CM receiver will have similar BER performance as that of the MMSE equalizer. Equation (38) shows that the upper bound obtained in Theorem 2 is rather tight, especially for those CM receivers whose corresponding Wiener receiver has small MSE.
Finally, we summarize in Fig. 6 an algorithm that can be used to test the existence of CM receivers and evaluate their locations and MSE performances.
IV. CONCLUSION
In this paper, a MSE upper bound on constant modulus (CM) receiver performance has been derived for an arbitrary channel matrix and Gaussian channel noise. A sufficient condition was given for the existence of a CM receiver in the neighborhood of a Wiener receiver. If such a CM receiver exists and the channel matrix is nonsingular, the extra MSE of the CM receiver has been shown to be the order of the MMSE squared, which implies that the blind receiver design based on the CM criterion achieves almost the same performance as the optimal linear receiver designed for modest amounts of noise. In addition, it has been shown that the unbiased CM receiver vector is almost colinear to the unbiased MMSE receiver vector, which implies that the minimum probability of detection error for linear receivers can be nearly achieved by the CM criterion.
The analysis in this paper is for the static behavior of the CM criterion, which describes the asymptotic achievable performance. An interesting complementary effort would be the study of the dynamic behavior of a CM receiver, focusing, e.g., on the convergence rate and efficient initialization methods. 
