"Shallow Water". In Shallow Water, PHunter simplifies the sequence in snorkeling and disables deep dives. Another environment is "Sea Trench", where at least one hill climbing heuristic consumes too much time (e.g., 3% of overall time) in a single execution. In this case, the depths of search are tuned to lower values and the sequences in snorkeling and deep dives are also simplified.
In practice, a hashed cache can be employed to record courses of deep dives and it is also used as an unwanted (inferior to tabu) list for surface moves at the same time. A restart mechanism can reset the search procedure when the suboptimal solution pool is over-converged or no better solutions are found for a certain amount of time.
Implementation and Experiments
PHunter was implemented on a Java cross-domain platform named HyFlex 1 (Hyper-heuristics Flexible framework) [3] . HyFlex provides a random initialization, a set of LLHs in 4 groups (Crossover, Mutation, Ruin-recreate and Local search), two parameters (the "intensity" of mutation and "depth of local Five portfolios of moves were defined on the 3 groups (Crossover, Mutation and Ruin-recreate) of moves: average calls (A), Crossover emphasized (B), Crossover only (C), average calls with an online pruning (D), Mutation and Ruin-recreate only (E). The portfolio A chooses a move from the 3 groups with the same probability. The portfolio D selects in the same way and eventually prunes some moves according to the history. An off-line classification procedure was carried out to identify the best mode. The decision attributes (counters) were gathered from a 1-minute test on mode C followed by a 1-minute test on mode E. The latter test inherits the solution pool. A decision tree was discovered by the Best-first tree classifier provided by WEKA 2 with default parameters, as shown in Fig. 2 , where the mode E was dominated.
Given a set of hill climbing heuristics {A, B, C} (ordered by performances) and an initial solution, the result of applying heuristics in order "ABC" is usually different from that in "CBA" in practice. Possible reasons include complex shape of solution space and occasionally inconsistency of local search algorithms. In PHunter, deep dives exploit parallel sequences (such as "A-BA-CBA" and Table 1 , where PH w/o S was the PHunter without snorkeling and PH Hsiao was the PHunter that used Hsiao et al.'s local search scheme [4] in deep dive. The results were on average of 10 independent trials. HH1 to HH8 were 8 default hyper-heuristics and their results were provided in HyFlex. The scoring system was the Formula 1 point system provided by HyFlex, greater number meant better. The computation time was benchmarked to be equal to 10 CPU minutes on an Intel P4 3.0GHz CPU.
As shown in Table 1 scores of PHunter were competitive. PHunter won the 4th place overall and the 1st place in the hidden domains out of 20 competitors in the CHeSC 2011 competition 3 . The score of PH w/o Snor was significantly lower than PHunter's in Table 1 . It can be concluded that the snorkeling trial is one of the keys to the success of PHunter. Another key should be the effectiveness of the ILS scheme. The parallel sequences of local search tests in deep dive might also be a reason by comparing the scores of PHunter and PH Hsiao . However, the complex sequence in deep dive is a specified compromise to the LLHs implemented in HyFlex and may not work in other practice.
In fact some results of the tests approximated or had broken the best-known solutions. One exception is the Personnel Scheduling domain. PHunter classified most of the environments as Sea Trench in the domain. So further tests were made, where the computation time was 24 CPU hours and more benchmark problems were included. The results were much satisfied. Especially, PHunter discovered 6 new best-known records, as shown in Table 2 . One possible reason was the new "vertical" swap local search was first implemented in an LLH on the HyFlex. 
