Abstract. The objective of the present paper is to derive new estimates on some fundamental integral and finite difference inequalities in three variables which can be used as tools in the study of certain integral and sum-difference equations. Some applications are also given to convey the importance of one of our result.
Introduction
In [6] [7] [8] [9] explicit bounds on a number of new integral and finite difference inequalities are considered and used in various applications. It is easy to check that the bounds available in the literature are not directly applicable to study the qualitative behavior of solutions of integral equation of the form xyb (1.1)
u (x, y,z) = h (x, y, z) + j j J K (z, s, t, r, u (s, t, r) ) drdtds, 00 a and its discrete version, where [a, b} is a compact subset of real numbers. This fact encourage us to find explicit bounds on some fundamental integral and finite difference inequalities which can be applied fairly well to achieve a diversity of desired goals. In [5] Lovelady obtain existence and uniqueness results to Fredholm integrodifferential equation which contains as a special case the equation of the form (1.1) (in case a = 0, b = 1). For various other results on multidimensional integral equations, see [1-4, 9, 10] . The main aim of the present paper is to establish new explicit bounds on some basic integral and finite difference inequalities in three variables which will be equally important in handling the equation of the form (1.1) and its discrete version. Some applications are also given to illustrate the usefulness of one of our result.
Statement of results
In what follows, R denotes the set of real numbers and I = [a, 6], R+ -[0, oo), N 0 = {0,1,2,...}, N = {1,2,...}, N A ß = {a, a + 1,..., a + n = /?} (A £ Nq, n £ N) are the given subsets of R. The partial derivatives of a function h(x, y) for x,y £ R with respect to x, y and xy are denoted by hx (x,y), hy(x,y) and hxy (x,y) .
For the function g(x,y) for x,y £ iVo we define the operators Aj, A2 and A2A1 by Aig(x,y) = g(x + 1 ,y) -g(x,y), a 2g(x,y) = g(x,y + 1) -g(x,y) and A2Aig(x,y) = A 2 (Aig{x,y)). Let G = R\ x I, H = x Naß and denote by C (A, B) and D(A, B) the class of continuous functions and the class of discrete functions from the set A to the set B. We use the usual conventions that empty sums and products are taken to be 0 and 1 respectively and assume that all the integrals, sums and products involved exist and are finite.
Our main results are given in the following theorems.
u (x, y,z) <p (x, y,z) + g (x, y,z)\\\f (s, t, r) u (s, t, r) drdtds, 00 a for (x, y, z) (x, y,z) + q(x,y,z) l\\\f {s, t, r) p (s, t, r) 
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for (x,y,z) G H, then
REMARK 2. As noted in [7, Remark 4.2.1, p.300], from the relation
in the inequality (61) we can conclude in addition to (2.10) that
We also note that a similar permutation applies to the conclusions of the inequalities given in (62) and (64).
Proofs of Theorems 1 and 2
Since the proofs resemble one another, we give the details for («2), (as), (61), (64) only, the proofs of the other inequalities can be complited by following the proofs of these inequalities and closely looking at the proofs of Theorems 4.2.1, 5.10.1 given in [6, pp. 324, 544] and Theorems 4.2.6, 5.5.1 given in [7, pp. 304, 436] .
((¿2) Introducing the notation
r)u(s,t,r)dr, a
New integral and finite difference inequalities 343 the inequality (2.3) can be restated as (x, y, r) [p (x, y,r) Now using (3.6) in (3.4) we get the required inequality in (2.4).
(as) Introducing the notation (3.1) in (2.5) we get 
a
Using (3.11) in (3.9) we get the required inequality in (2.6).
If k > 0 we carry out the above procedure with k + e instead of k, where e > 0 is an arbitrary small constant, and subsequently pass to the limit as e -> 0 to obtain (2.6).
(b\) Introducting the notation 0 (3.12)
e(s,t) = ^2f(s,t,r)u(s,t,r), r=a
in (2.9) we get
for (x, y, z) <E H. Let k > 0 and define
then u(x,0) = v(0,y) = k and
From (3.14), (3.12) and (3.15) we observe that (see [7, p. 299 u(x,y,z)<c + ^2^2e{s,t). The remaining proof can be completed by following the proof of Theorem 5.5.1 given in [7] . Here, we omit the further details.
Some applications
In this section we apply the inequality established in Theorem 1 part (<22) to obtain estimates on the solutions of integral equation of the form \F (x,y,z,s,t,r,u (x,y, z, s,t,r,u(s,t,r) ) \ drdtds 00a xyb < \h (x,y,z)\ + q(x,y,z) \\\f (s,t,r) \u (s,t,r) \drdtds.
Proof. Let u G C(G,R) be a solution of equation (4.1). Then from the hypotheses, we have xyb (4.4) \u(x,y,z)\ < \h(x,y, z)\ + \ \\ \F

a
Now an application of the inequality in part (<22) given in Theorem 1 to (4.4) yields the desired estimate in (4.3). The next theorem gives the estimation on the solution of equation (4.1) assuming that the function F satisfies the Lipschitz type condition.
THEOREM 4.
Suppose that the function F in equation (4.1) satisfies the condition (4.5) |F (x,y,z,s,t,r,u) -F(x,y, z,s,t,r,v)\ < q(x,y, z)f(s,t,r)\u -where q,f£ C (G, R+). If u(x,y, z) (x,y,z,s,t,r,h(s,t,r) )\drdtds,
00A
for (x,y,z) G G.
Proof. Let u G C(G,R) be a solution of equation (4.1). Then from the hypotheses, we have (#, y, z, s,t,r,u(s, t, r) )\drdtds 00 a xyb < J j j |F (x,y, z, s, t,r, u (s,t,r)) -F (x,y, z, s, t,r, h (s, t, r) )| drdtds (x,y, z, s, t, r, h (s, t,r) ) \ drdtds 00A xyb
< d(x,y,z) + q(x,y,z) \ \\f(s,t,r) \u(s,t,r) -h (s, t, r)| drdtds,
0 0 a for (x, y, z) G G. Now an application of the inequality in part (a^) given in Theorem 1 to (4.8) gives the required estimate in (4.6). We next consider the equation (4.1) and also the following integral equation xyb (4.9) v (x, y,z) = g(x,y,z) + \\ \L (X, y, z, s, t, r, v (s, t, r) ) drdtds,
The following theorem holds. (x, y, z, s, t, r, v (a, t, r) ) 00 a -L (x, y, z, s, i, r, v (s, t, r)) |drciiois, /or (x,y,z) G G.
Proof. Using the facts that u (x,y,z) and v(x,y,z) are respectively the solutions of equations (4.1) and (4.9) and hypotheses, we have x,y,z,s,t,r,v(s,t,r) )\drdtds 00a xyb + \ \ \ |F (x, y, z, s, t, r, v(s, t, r) ) -L (x, y, z, s, t, r, v(s, t, r) Now an application of the inequality in part (<22) given in Theorem 1 to (4.13) yields (4.10).
Remark 3. We note that the inequality in part (02) given in Theorem 1 can be used to formulate the results on the uniqueness and continuous dependence of solutions of equation (1.1) by closely looking at the corresponding results recently given in [9].
Concluding we note that one can use the inequality in part (62) given in Theorem 2 to establish results similar to those of given in Theorems 3-5, to the solutions of sum-difference equation of the form x-ly-l (3 (4.14)
u (x,y,z) = h(x,y,z) + ^2J2^F(x,y,z,s,t,r,u(s,t,r) ),
S=0i=0 r=a where h G D(H,R), F G D(H 2 x R,R).
Moreover, many generalizations, extensions, variants and applications of the inequalities given above are possible and we hope that the results given here will assure greater importance in near future.
