Abstract. In this paper we consider several algorithms for reducing the storage when using a quasi-Newton method in a dogleg-trust region setting for minimizing functions of many variables. Secant methods require O(n 2 ) locations to store an approximate Hessian and O(n 2 ) operations per iteration when minimizing a function of n variables. This storage requirement becomes impractical when n becomes large. Our algorithms use a BFGS update and require kn storage and 4kn + O(k 2 ) operations per iteration, but they may require more iterations than the standard trust region techniques. Typically k is between 10 and 100. Our dogleg-trust region strategies involve expressions with matrix products with both the inverse of this Hessian and with the Hessian itself. Our techniques for updating expressions for the Hessian and its inverse can be used to improve the performance of line search, limited memory algorithms.
1. Introduction. Quasi-Newton methods are iterative methods for minimizing a function f (x), where x ∈ R n , using only first derivative and function information. If f (x) is a quadratic function, quasi-Newton methods converge in at most n iterations in exact arithmetic with exact line searches. At each iteration a linear system is solved using a matrix B which is an approximation to the true Hessian G, which has components g i,j =
∂xi∂xj . At each iteration the matrix B is updated to the matrix B + by a rank 1 or 2 update so that at the next iterate x + , B + satisfies the quasi-Newton condition B + s = y, (1.1) where s = x + − x and y = ∇f (x + ) − ∇f(x). Quasi-Newton methods with reduced storage have been discussed by Nocedal [14] , Buckley and LeNir [2] , Liu and Nocedal [11] , and Byrd, Nocedal, and Schnabel [4] . Their main idea is that by saving the s's and y's of the last k iterations and some of their inner products, one can easily generate a quasi-Newton search direction that is based on the previous k iterations. Thus one would choose a value of k based on the amount of storage or the expense of each iteration for the particular application, and for the first k iterations, the iterates from the reduced storage scheme and the quasi-Newton method would coincide, but on iteration k + 1, information from the first iteration would be discarded and the approximation would not necessarily agree with the (k + 1)st step of the traditional quasi-Newton approach.
Dogleg-trust region approaches, as in Dennis, Gay, and Welsch [6] and Dennis and Mei [7] for minimizing a function f (x), determine a radius of trust τ which defines the region where one trusts the second-order model of the function to be minimized. The next iterate x + must satisfy ||x + − x|| 2 ≤ τ. In most trust region approaches, the person who wishes to minimize f (x) initially chooses τ , and its value is gradually changed by the trust region algorithm as the method proceeds.
At each iteration, dogleg-trust region methods consider φ(d), a quadratic model of f (x + d), of the form
Here B is an approximate Hessian that has been updated according to condition (1.1). If the "quasi-Newton" point x QN = x − B −1 ∇(fx) satisfies (1.2) it becomes a trial step; otherwise the trial step x T in the double-dogleg strategy is taken as the largest step that satisfies (1.2) and lies on the polygonal line that runs from x to the Cauchy point, x CP (the minimum of (1.3) along the steepest descent direction), to a point x DD in the quasi-Newton direction, up to the x QN , as shown in Figure 1 .1. The point x DD is chosen as in Dennis and Mei [7] so that φ is guaranteed to monotonically decrease along the polygonal line. If f (x T ) > f(x), τ is decreased and the process is repeated.
The calculation of the dogleg-trust region step involves considering both the quasi-Newton direction and the steepest descent direction at each iteration. Determining the quasi-Newton direction requires the solution of a linear system with B. Adjusting the radius of trust and determining whether the Cauchy point along the steepest descent direction is within that region requires expressions with B.
For more than a decade, the quantum chemistry group at Bell Laboratories has been successfully using the double-dogleg strategy of Dennis and Mei [7] , as implemented in MINOP, an early trust region code, which had been changed by the current author to work with the LDL T decomposition of B updated according to the BFGS formula. The chemists had been drawn to this type of algorithm because their models could be trusted only locally; this paper was prompted by a chemist's reduced storage request.
In section 2 of this paper we construct an algorithm that combines the limited storage algorithms of Byrd, Nocedal, and Schnabel [4] with a dogleg-trust region approach in which a step s can be written as s = αη + β∇f (x), where η is the quasi-Newton step and α and β are determined so that the step lies within the region of trust. Our algorithm requires at most 4nk + O(k 2 ) multiplications in overhead per iteration. The highest order term is the same as the highest order term required by a line search technique based on [4] that updates B −1 . If an algorithm requires B, the schemes given in [4] require 4nk + k 3 /6 + O(k 2 ) multiplications. The updating techniques given in this paper can be combined with a limited memory line search approach to yield an algorithm that does not require O(k 3 ) operations per iteration even when B is required. In section 3 we present some computational evidence that indicates that the limited memory dogleg approach is a viable alternative.
Burke and Weigmann [3] have recently proposed an algorithm for limited memory based on the trust region framework given in Moré and Sorensen [12] , which does not use a double-dogleg step but is based on solving (B + µI)d = ∇f (x) for a prescribed value of µ. Their updating scheme also is based on [4] and sometimes has a k 3 /6 component in the operation count for an iteration.
Algorithms.
In dogleg-trust region methods the matrix B, the approximate quasi-Newton Hessian, and its inverse appear in several contexts. Given the current iterate x, its function value f (x), the ∇g at x, and the current approximation of the Hessian B, each iteration of the algorithm of Dennis and Mei [7] as explained in Dennis and Schnabel [8] is essentially as follows.
Compute the quasi-Newton direction
If the quasi-Newton step is within the trust region, i.e., if ||η|| 2 ≤ τ , then set s = η, else if the trust region includes a point between DD and QN in Figure 1 
, set τ = τ /2 and go to step 2. 4. The radius τ can be updated as follows:
, then set τ = 2||s||, else set τ = ||s||. 5. Update the B matrix.
From step 1 on the trust region double-dogleg algorithm we see that we need to compute
From step 2 we might need
From step 4 we need to compute
The fact that one often can write
means that Bs = −α∇f (x) + βB∇f (x), so that the product Bs implied in (2.3) really does not have to be computed as long as B∇f (x) itself is available or β is zero. In [6] ,
. Thus it appears that at each iteration one needs a representation of B −1 that can be inserted into (2.1), and if the quasi-Newton step is outside the trust radius, one needs a representation of B to insert into (2.2).
The ease with which the quantities in (2.1)-(2.3) are computed depends on one's representation of B. In [4] Byrd, Nocedal, and Schnabel suggest the following compact representation based on the BFGS update scheme for the approximate Hessian.
Let
, wherek represents the number of iterates for which one has sufficient storage, and let k = min(k, k). Let
Let C k be the 2k × 2k symmetric indefinite matrix
Then, as Byrd, Nocedal, and Schnabel show in [4] , the BFGS approximation B k to the Hessian matrix can be written as
If we let
then we may write (2.7) as
where
As shown in [4] , one can express C
where J k is a lower triangular matrix satisfying
Because we are implementing a quasi-Newton method, we may assume that
Thus E is positive definite, and E 1/2 exists and can be written as a positive definite diagonal matrix. Also, V k in (2.10) must be positive definite and J k must exist.
Byrd, Nocedal, and Schnabel [4] show that for the BFGS update in (2.7), the matrix B
Since the matrix T is upper triangular, it is easy to apply T −1 to a vector by simply solving the appropriate upper triangular system.
Thus determining H k does not require refactoring any matrix and is quite straightforward.
Given the representation in (2.11) one can compute
If u is available from a previous computation, then only 2k n + 2k 2 + O(k ) + O(n) multiplications are necessary. If the quasi-Newton step is not within the trust region, then one needs to compute g T k B k g k , which can be determined using the intermediate quantities of Algorithm QN as follows.
Algorithm CBG.
1. Solve
is triangular, the cost of Algorithm GBG is only k 2 +O(n)+O(k ) multiplications. There is no nk term in the operation count because we were able to use partial results from Algorithm QN. This same saving does not occur with the standard Cholesky factorization of B k and is one of the major benefits of this approach.
Once a step has been determined one needs to adjust the trust radius τ and update the representations of B k and H k . The calculation of the trust region depends on (2.3). For (2.3), we get 
which costs 4k 2 multiplications because the matrix A T k A k is readily available. We now turn our attention to the computation of J k in (2.10). Byrd, Nocedal, and Schnabel [4] assume that k is so small compared to n that the O(k 3 ) work involved with computing J k from scratch each iteration will be dwarfed by the O(nk ) operations involved in multiplying A T k ∇f (x k ). In our work we will not make that assumption and we will try to avoid operations that involve O(k 3 ) multiplications. If k <k, at the next iteration, S k will gain a column and Z (k) , a strictly lower triangular matrix, will gain a row. Thus the matrix V k in (2.10) will gain another row and column, and we find that V k+1 will have the form
, and z T is the kth row of Z (k) . Similarly, J k+1 has the form
When k >k, information must first be removed from S k before the above algorithm is begun. Downdating essentially means that S k would lose its first column and the lower triangular matrix Z (k) its first column, z 1 . Removing the z 1 information from J entails forming the Cholesky factorizationJJ T of the matrix
for which five algorithms are given in [10] . In our implementation we have used the second one which requires 1.5k 2 + O(k ) multiplications. An algorithm for removing the S information from J k can be derived by noticing that J k is the transpose of the R matrix in the QR decomposition of the matrix
Since the QR decomposition of F is given by
eliminating the first column of S k is equivalent to removing the first column of F in (2.19). This, in turn, is equivalent to deleting the first row from J k , which is also the first row ofJ. This leaves us with a matrixJ of the form 
T is part of the QR decomposition of the F matrix, we are free to apply orthogonal transformations to its rows (i.e., to the columns of (2.21)) to return it to triangular form. Givens transformations applied successively to the columns of (2.21) in the planes (1, 2), (2, 3) , . . . , (k , k − 1) can be used to return it to lower triangular form. Assuming four multiplications per Givens transformation, this part of the algorithm requires 2k 2 + o(k ) multiplications. Table 2 .1 below summarizes the operation count for the whole algorithm according to the type of step taken. In the rest of the paper we will call this approach ATA, indicating that it is based on A T A . Computing a decomposition of J from scratch each time rather than performing downdates and updates incurs a cost of k 2 /2 + k 3 /6 multiplications per iteration, which is efficient only if k < 18 and there are many iterations. The line search quasi-Newton algorithms in [4] require at least 4k n + O(k 2 ) multiplications, so that the line search schemes and ATA have the same leading term. Those in [4] based on updating B compute a decomposition of V k in (2.9) rather than updating the decomposition as detailed in (2.15)-(2.21), and thus incur an additional cost of k 3 /6 multiplications per iteration, which is consequential when, say, k > 18. Thus the algebraic overhead costs for the trust region approach per iteration are not greater than those for the line search approach. On any given problem any comparison between the two limited memory algorithms rests mainly on the effectiveness of the line search scheme versus the trust region mechanism. In our experience the line search approach usually requires more function evaluations per iteration but may require fewer iterations than the trust region method if the quadratic model used by the trust region approach is not "trustworthy." In the limited memory approach, where some information is discarded, the reliability of the model tends to be more sensitive to the value of δ than the nonlimited memory trust region algorithm and may require higher values of k than the limited memory line search approach.
Using the QR decomposition.
Throughout our description of the algorithm we have encountered submatrices of A T k A k . Rather than forming this matrix explicitly, one could take a hint from Nazareth [13] and form the QR decomposition of the n × 2k matrix A k of rank m, given by
where Q k is an orthogonal matrix and R k is an m × 2k upper trapezoidal matrix. Rather than storing Q k , one would store only its first m columns, which we will call Q k . The main advantage of using (2.22) The cost of updating and downdating the decomposition depends on the rank of the matrixÃ k . We will show that for k ≤ 2k, the rank m k of A k satisfies m k ≤ k + 1.
Our proof depends on the matrix Φ k , which has the structure
(2.23)
Theorem 1. Assuming the search direction is a linear combination of the steepest descent direction and the quasi-Newton direction, then for
Proof. The proof is by induction on k. For k = 1, the matrix Φ k has at most two linearly independent columns.
Assume k < 2k and Φ k has rank m k , where m k ≤ k + 1. The vectors s k+1 and g k+1 are appended to Φ k to form Φ k+1 . Now from (2.4) and the intermediate quantities of Algorithm QN, we see that
, the columns of Y k are linear combinations of the columns of Φ k . Thus s k+1 is a linear combination of the columns of Φ k , the rank of (Φ k |s k+1 ) is m k , and the rank of Φ k+1 is at most m k + 1. From our induction hypothesis we get that m k+1 ≤ k + 2, thus proving the theorem.
From Theorem 1, we can prove the following theorem.
Theorem 2. Assuming the search direction is a linear combination of the steepest descent direction and the quasi-Newton direction, then for
Proof. Consider the matrix Ψ k a 2k × 2k matrix that has the form
The matrixÃ k = Φ k Ψ k and hence has the same rank as Φ k , since Ψ k is nonsingular.
In practice one would work with and saveQ k , the first m k columns of the Q matrix from the QR of Φ k . SinceQ k has at most k + 1 columns,Q k occupies about half the space of A k , which is why Theorems 1 and 2 consider k < 2k rather than k ≤k. Applying A k to a vector x using (2.22) requires kn + k 2 + O(k) + O(n) multiplications rather than 2nk multiplications if A itself were used. Updating (2.22) requires 2nk(l+1)+O(n+k) multiplications, and, without reorthogonalization, about the same amount required to compute A T k A k . Downdating the Gram-Schmidt QR decomposition ofÃ k is much more expensive than the downdating in (2.10) because, as shown in [5] , here one has to apply transformations toQ k , which means that we will be dealing with O(nk) multiplications rather than O(k 2 ). Between iterationsk and 2k, one can cite two reasons for delaying the downdating process. First, ifk is large enough, one may converge to the solution of the optimization problem before iteration 2k, so that the downdating process might be superfluous. Second, it costs less to wait, assuming that shedding the first two columns each time does not decrease the rank ofÃ k . From Theorem 2 we gather 
that the matrixR k (corresponding toÃ) has the structure of (2.25). Downdating each iteration requires a sequence of three-plane Householder transformations that require about five multiplications per transformation. By iteration 2k one would need k 2 such transformations, so that the total cost of applying these transformations tô Q k is about 5k 2 n multiplications. If one waited until iteration 2k and eliminated the first 2k columns of R k and reduced the next 2k columns to triangular form, then one would be using longer Householder transformations, and the application of these tô Q would require at most 2k 2 n multiplications. Thus postponing is cost effective.
After iteration 2k downdating costs 10k n + 10k 2 multiplications to apply the transformations toQ k andR k . Referring to Table 2 .2 one realizes that downdating swamps all the other algebraic computations. Moreover, the k n term in the downdating multiplication count refers to vector operations and not to matrix-vector operations, which could be implemented with fast BLAS [3] . For some problems it may make sense just to begin again, throwing out old information, recomputing δ, and taking a steepest descent step. In the next section we will call this option RSQR, for "restart using the QR decomposition." Table 2 .2 provides the cost of the A T A-based and the QR-based algorithms, assuming both α and β in (2.4) are nonzero. The major lesson one gleans from the table is that downdating using the QR decomposition is expensive.
Numerical examples.
The reduced storage algorithms defined in section 2 were inserted into Dennis and Mei's MINOP [7] code restricted to the BFGS update. These modified codes were applied to two problems to determine if in practice there were significant differences between the algorithms. The codes were run on a fourprocessor SGI machine and terminated when the gradient decreased to 1 × 10 −6 . The first problem is the journal bearing problem discussed in [1] without the nonnegativity constraints. In that problem we set the eccentricity to .1 and b to 1. For the journal bearing problem, function and gradient evaluations account for about half the total computation time in the limited memory codes we tested.
In Table 3 .1 we compare the original MINOP code algorithm to ATA and RSQR and LBFGS, a limited memory line search BFGS code discussed in [11] . For n = 400 the decrease in the number of linear algebra computations per iteration with the reduced storage schemes significantly reduces the overall time. This is definitely a situation in which one would want to use these types of schemes over the straight quasi-Newton codes.
From Table 3 .1 one can make several observations. There was not a great deal of difference between the timings of the line search routine and ATA. The line search routine tended to take two function evaluations per iteration, while ATA usually took one, so that the number of function evaluations of LBFGS tended to be higher but fewer iterations were required. For this problem the trust region routines were more sensitive to the value ofk and the smaller the value ofk, the more function evaluations were required. This was particularly true of the algorithm RSQR that restarted everŷ k iterations.
The results for ATA and RSQR were very dependent on the choice of δ. We followed the suggestion of Shanno and Phua [16] and Oren and Spedicato [15] that δ be set initially to y T y/s T y, where y = ∇f (x 1 ) − ∇f(x 2 ) and s = x 1 − x 2 . For restarting RSQR, this formula was used. For this choice of δ, most of the steps were in the quasi-Newton direction. For the problem with n = 2500 andk = 25, we multiplied the initial δ by 10 and found that most of the steps were combination steps, and for the same accuracy, 204 function evaluations were needed and the computation required 19 seconds. When we divided the initial δ by 10, again most of the steps were combination steps, the number of function evaluations increased to 333, and the computation required 22 seconds.
The second example was a small (n = 167) version of a molecular dynamics problem involving silicon and oxygen, which had prompted this research. The problem involved finding "unique" vectors z i in 3-space, which minimized ask and δ were varied. This made an exact comparison rather difficult. Analytic gradients were computed along with the function values to take advan-tage of common subexpressions. The initial value of δ given above was also used here. As expected, the original scheme, which does not try to minimize storage, required the least number of iterations, and the smaller the value ofk, the larger the number of function evaluations. However, in terms of time, all the runs were similar. Increasing δ by a factor of 10 sometimes improved the results and sometimes led to a different minimum. The restarting scheme RSQR tended to require more iterations than the ATA scheme near the local minima. The function evaluation profile and time profile for RSQR withk = 45 resembled that of ATA withk = 5. The line search routine found the solution at −∞ and balked whenever the user-specified bound on the line search step was shortened or a penalty term was added to (3.1) to prevent the d ij 's from going to zero.
Conclusion.
We have shown that one can construct a reduced storage doglegtrust region quasi-Newton code that not only reduces the storage significantly, but can also reduce the total computation time over the traditional quasi-Newton doglegtrust region methods on some problems. This scheme is competitive with the limited memory line search program LBFGS. Its algebraic overhead per iteration theoretically is either the same or less than limited memory line search program algorithms depending on how the line search routine is implemented. The same updating techniques that were described here could be introduced in some line search algorithms to lower their operation count. In practice, the reduced storage dogleg approach is very sensitive to the settings of some of its parameters and its performance is dependent on whether the model is "trustworthy."
