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ABSTRACT
Current-generation video game applications use sampled recordings along with
positional audio and modular eects to create the audio experience. While com-
putationally ecient, this presents multiple immersion and game play limitations.
We propose instead a system for simulating room acoustics in real-time based on
geometry and material descriptors. This system uses commodity graphics pro-
cessors (GPUs) and leverages the parallelism inherent in a ray-based acoustics
model to compute the reected and transmitted acoustic response from a number
of sound sources to a stereo listener in arbitrary triangle-based geometry. Our
goal is to describe a complete acoustic simulation engine which requires little ad-
ditional information beyond what is already available to the game engine and
generates realistic and immersive game play audio.
First, we present background on current generation video game audio as well
as advancements in architectural room acoustic simulation. This survey demon-
strates both the limitations in current generation applications, as well as estab-
lishes computation and software design constraints which a replacement system
must satisfy. Chapter 1 will also discuss the theoretical justication for ray acous-
tic methods, as well as limitations in certain scenarios. We will present this in the
context of current generation architectural acoustic simulation software, which
largely represents the state-of-the-art understanding of the underlying acoustics
which govern sound propagation in spaces. Finally, Chapter 1 will also intro-
duce useful concepts and terminology which will justify some of the engineering
ii
decisions made in the remainder of the text.
The remainder of the dissertation will discuss the technical construction of the
system. Specically, it attempts to justify the engineering decisions and trade-os
which were made in order to allow for real-time performance. We will discuss the
organization of the GPU family for which the system was designed, and how the
problem was tailored to t within the constraints of the computational architec-
ture. Optimizations specic to the architecture used will be discussed here, as
well as their subjective eects on sound and the experience quality.
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CHAPTER 1
INTRODUCTION
Generally speaking, there are many motivations for study in the eld of geometric
acoustics, which involves computationally deriving the acoustic response of a room
described by its geometry. Most obviously, architects and acousticians designing
state-of-the-art concert halls are concerned with the quality of the reverberation
from the stage to the audience, which plays a large part in the perception of
the music performed. In classrooms, the aesthetics of the reverberation of a room
might be less important than minimizing the perceived energy and length in order
to improve the audibility of speech while simultaneously maximizing parameters
such as room size and seating capacity. In more everyday situations, architects
may also be concerned with noise control, which is the set of practices to reduce
the ambient noise or the perception of ambient noise aecting the occupants of a
building under design. Studies have shown strong correlation between long-term
exposure to noise levels and hearing loss [1].
We have mentioned situations where geometric acoustics is used to evaluate
engineering solutions in spaces which exist or will eventually exist in reality. While
using the same physical phenomenon, we can also apply geometric acoustics to
spaces which do not (and perhaps cannot) exist in reality. One large eld which
demands this type of simulated realism is in video games. Here, we are interested
in simulating the perception of sampled recordings of game events: a gunshot or
footsteps, for example, and projecting the recordings into the space of the player
in a believable manner. Note that there are brute force methods for providing
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this realism. One could, for example, record many variations of another player's
footsteps from the perspective of the player in dierent relative orientations, dif-
ferent spaces, etc. However, this is not preferred due to the extensive production
work in setting up each situation for recording and the associated cost. We would
like to have a system that takes as an input dry sound (preferably that recorded
in an anechoic chamber) and parameters about the state of the world to generate
an approximation of the perceived sound.
We see that there are some immediate similarities between the requirements for
both architects and game designers. However, one should keep in mind that there
are also signicant dierences which inuence some of the engineering decisions
made to optimize our work for games and other interactive applications. An
obvious dierence is that while the architect would like his or her simulation to
run quickly due to deadlines and limited patience, the simulation does not need to
run in real time, as it would in a video game. Additionally, the qualities which an
architect looks at to optimize the reverberation are dierent from the perceptual
qualities which humans use to survey and navigate through a space acoustically.
Intuitively, it would seem that the constraint of real-time computation also implies
that we must in some way reduce the delity of the simulation. Fortunately, this
is mitigated to some degree, as gaming systems (whether PC-based or embedded)
typically include high-performance graphics hardware which may be leveraged
to substantially improve simulation depth. Finally, there is the artistic aspect
which is often overlooked. An architect would expect the acoustic simulation to
be faithful, simply because the artistic input for the architect is in the design of
the building itself (which may include the acoustics). For a game designer, the
simulation and immersion of the sound design is one of the points of artistic input,
and therefore the parameters of the simulation may be chosen to exaggerate or
emphasize the eect perceived by the listener.
2
1.1 Organization of the Dissertation
Our goal for this dissertation is to present the current state of our work in the
design and implementation of this system. The remainder of this chapter will
discuss basic acoustics pertaining to sound propagation and reection. These ba-
sic concepts will lead us to some fundamental concepts in room acoustics so as
to familiarize the reader with the theoretical basis behind the simulation. This,
in turn, will lead us to a ray-based geometric model, which will be the primary
algorithmic approach discussed in future chapters. In the context of these con-
cepts, we will also present an overview of current engineering works and literature
within the area of architectural acoustics with a focus on real-time systems.
Chapter 2 focuses on the technical and implementation details of the ray-
acoustic model. We start by dening our model and estimating the computational
requirements for such a simulation. We then briey discuss the single instruction,
multiple thread (SIMT) model for graphics processor (GPU) computation. Af-
terward, we review the relevant literature in GPU ray tracing and highlight some
of the important ideas for ecient implementation. Finally, we discuss our ray-
tracer in depth, noting important optimizations which were made either due to
the acoustic nature of the problem or the GPU platform.
Chapter 3 discusses some of the other surrounding perceptual, signal process-
ing, and software engineering aspects which are peripheral to the core ray-acoustic
model. Once again, we start with a brief literature review which highlights ideas
important to the implementation of the complete simulation system. This leads
the discussion toward the many systems surrounding the core acoustic model,
some of which are highly compute intensive and present interesting engineering
problems. At the end of this chapter, we summarize the operation of the simula-
tion engine as a complete system.
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Chapters 1-3 describe both the advantages and limitations posed by a ray-
acoustic model. We will also have surveyed alternative models and their strengths
and weaknesses. As a future direction of research, we will then suggest future
applications of our system. We will also preview features which will be present
in next-generation GPU architectures which may improve the performance of our
system and propose how the current system may be tailored to best utilize these
next-generation features. Finally, we will discuss topics of interest for the design
of games utilizing our engine, but which are outside of the scope of the engine
itself.
1.2 Acoustic Propagation and Reection
In this section, we will discuss some basic aspects of acoustic propagation and
reection. For now, we will put aside concepts such as impedance in order to
more directly develop the framework which leads to a ray-acoustic model.
1.2.1 Propagation
To begin, all sound propagation happens due to the local compression and rar-
efaction of local medium particles. Specically, it is caused by the specic local
interactions between the local density, notated as , the particle velocity, notated
as u, and the sound pressure p. Note that we are interested in sound pressure
by convention as this is what a loudspeaker reproduces, though in principle com-
putation of the particle velocity, for example, would yield the same information.
It is clear that in equilibrium, there should be some ambient pressure as well as
some ambient density. While the particle velocity for any given particle is not
zero, there should be no net gradient in either pressure or density due to the
equilibrium of forces. Suppose we restrict our discussion to air particles with an
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Figure 1.1: Harmonically driven sound pressure wave and density
ambient temperature of around room temperature and instead drive the particles
harmonically from one side of a tube via some mechanical means.
The local distribution of the particles would then resemble that given in Fig-
ure 1.1. A key observation is that the particle density and pressure vary with the
same frequency in both time and space as the original driving function. This has
important implications for ray-based acoustic methods because it implies that if
we impress an arbitrary waveform at a given point in free space and place a device
which can measure pressure such as a microphone at another point, the waveform
measured will be a scaled and delayed version of the original waveform. In other
words, there is a direct relationship between the time and spatially varying pres-
sure elds, which can be expressed as c, the speed of propagation. This is the
basic meaning of the Helmholtz equation, which can be compactly written in an
arbitrary coordinate system as:
c2rp = @
2p
@t2
(1.1)
The speed of sound, which is notated c, couples the temporal and spatial behavior
of the wave. Therefore, we can see that
c = f (1.2)
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Figure 1.2: Sound pressure varies inversely with increasing radius in spherical
waves
relating the number of cycles per second the piston on the left side of Figure 1.1
to the distance between peaks or troughs of the resulting pressure wave in space.
The wavelength of the sound is therefore given by  and the frequency by f .
One point to note is that Figure 1.1 implies the amplitude of the perturbation
(whether it be sound pressure or particle density) is the same at the driver on the
left as it is at the receiver on the right. This is only true in this one-dimensional
example or in the very specic case of plane waves. For example, if we have a
very large vibrating membrane such as an entire wall in a shoe box shaped space
(a duct), this is a reasonable approximation. In three dimensions, however, most
sound sources (that is, devices or events which cause perturbations in the pressure
eld at a spatial position) are small in comparison to both the wavelength of the
sound and the scale of the room geometry. In this case, the wave-front is not
a planar surface, and a spherical wave generated by a point source is a better
approximation of the free eld behavior.
It is clear from basic intuition of the conservation of energy that the amplitude
of a wave where the wave-front is an ever-expanding sphere must decrease with
6
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Figure 1.3: One-dimensional reection into rigid boundary
distance from the source [2]. This is illustrated in Figure 1.2 and is fairly intu-
itive. For the purposes of our simulation, we are primarily interested in the sound
pressure eld, which is inversely proportional to depending on distance from the
source, that is
p / k
r
(1.3)
where k is some pressure level at a reference and r is the distance from the ref-
erence. Equation 1.3 will be referred to as the distance model. While this is a
fundamental physical behavior, many acoustic simulation engines use modica-
tions to the distance model in order to increase delity in other aspects of the
simulation. For example, strictly using the distance model in Equation 1.3 implies
that the radiating source is measured at some predened radius (most commonly
1 meter), which is often incompatible with the geometric model [3]. Furthermore,
the pressure becomes unbounded if the radius approaches zero, which may happen
in a simulation where the source and listener may be anywhere in the coordinate
system.
1.2.2 Reections
Consider the case of a one-dimensional wave incident on a rigid boundary. This
7
Figure 1.4: Reection in higher dimensions
is shown in Figure 1.3 as a modication of the previous one-dimensional example.
We can solve for the pressure of the transmitted and reected waves by noting that
the pressure at the boundary must equal zero by virtue of the boundary being
rigid. Furthermore, we note that the incident particle velocity must equal the
reected particle velocity. This allows us to conclude that the reected pressure
wave must be an in-phase copy of the original incident wave traveling in the
opposite direction [4], [5].
If the cause of the incident wave is a short pulse, the sound pressure eld in
the reection case is simple to visualize. However, suppose that the incident wave
is instead caused by a continuous driver. In this case, the reected pressure wave
will interfere with the incident pressure wave, by the principle of superimposition.
If the driver operates sinusoidally, we will observe that certain points along the
path will have higher or lower sound pressure compared to the situation presented
in Figure 1.1 due to constructive or destructive interference. This eect depends
on the frequency of the driver and is what we call the modal behavior of the
room. It suggests that the frequency response of the pressure wave depends on
the geometry of the room and the position of the source and listener.
In the case of higher-dimensional waves, we must consider what happens when
the wave-front encounters a barrier at an oblique angle. Here, Huygen's principle
may be used to derive the reected wave-front and is illustrated in Figure 1.4.
Huygen's principle states that the behavior of a propagating wave may be modeled
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as the superimposed sum of a series of point sources along a surface of constant
phase on the wave-front. In this case, the behavior at the barrier is modeled by
a line of point sources, each timed to start emitting at the moment which the
incident wave hits the barrier. The resulting wave-front, which is the surface of
constant phase of the superimposed wave from the line of point sources, has the
convenient property in that the angle of reection equals the angle of incident.
This is a special case of Snell's law and can be written as
r = i (1.4)
where i and r are the incident and reected angles respectively. This type of
reection is also referred to as a specular reection. In practice because acoustic
wavelengths are on the order of centimeters to meters, many acoustic reections
are not specular, an idea which we will justify in Chapter 2. Furthermore, eects
such as edge diraction cause the resulting sound eld to dier signicantly from
what a specular-only model would predict [6], [7]. Nevertheless, the acoustic
phenomenon discussed previously leads us to our formulation of the ray-acoustic
model.
1.2.3 Ray-Acoustic Model
We can conclude from Figure 1.4 that we can characterize the wave-front of a
spherical source in a room with rigid walls by a ray which corresponds to the
normal of the wave-front. A series of rays may be emitted from the source in
radial directions, reect o the various wells, and eventually end up at the listener
as illustrated in Figure 1.5. We can consider each series of rays to be a path from
the source to the listener. Furthermore, from Equations 1.2 and 1.1, we can derive
the phase of the resulting pressure wave for each path. Note that because each
9
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Figure 1.5: Ray-acoustic model in arbitrary geometry
path has a dierent distance, the distance model in Equation 1.3 must be used
to determine the associated attenuation. Phase delayed versions of the original
waveform may be summed in accordance to the path delays and the response at
the listener may therefore be computed.
Consider if we replace the source with an impulse generator instead of the
sinusoidal generator used so far. In this case, the phase is simply the time delay
at which the impulse arrives at the listener. Proceeding with the computation as
described results in a time domain response; Figure 1.6 shows an idealized exam-
ple. There are some interesting characteristics to the example impulse response
shown. First, we see the direct sound, which manifests as the rst spike. This is
the path which represents no reections, labeled p1 in Figure 1.5. Then there is a
cluster of spikes labeled the early reections. These correspond to paths labeled
p2 through p4, and are the result of a single order of reection. Finally, we see
the late reections or reverberant trail. These are presumably the sum of paths
corresponding to multiple orders of reections.
Some interesting observations can be made from Figure 1.6. Most impor-
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Figure 1.6: Impulse response of arbitrary room
tantly, the relative delays and loudness of the paths p2 through p4 relative to p1
will clearly depend on the position of the source and the listener within the room,
while the overall distribution of the higher-order paths will not. This suggests
that early reections give the listener directional cues, while the late reverbera-
tion characterizes parameters such as the size of the room. This observation is
supported by psychoacoustic measurements [2], [8]. Furthermore, it suggests that
the reverberation can be approximated with less delity than the early reections,
which is especially important in real-time simulations.
It would appear that the impulse response given in Figure 1.6 does not capture
the frequency domain characteristics of the system. However, if we consider the
room as a linear system, we can conclude that the frequency response of the
room with the given source and listener conguration is the Fourier transform
of the impulse response from basic linear lter theory. One can imagine that a
highly regular room (such as a six-sided shoe box) with rigid walls will have a
peaked (resonant) response at certain frequencies, depending on the dimensions
of the room. This manifests itself in other perceptual phenomenon which will be
discussed in Section 4.1.
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1.2.4 Diraction
It is clear from basic wave theory that obstructions which are on the order of the
wavelength of the propagating wave should not occlude the wave-front, as would
be predicted by a ray-acoustic model. For example, if the acoustic wave encounters
an opening comparable to the wavelength, the Huygens-Fresnel principle predicts
that the superimposition of self-interfering wave-fronts at this opening will cause
the creation of acoustic paths not parallel to the original wave-front direction [9].
Similarly, for a wedge, the interference of the wave-fronts along the line of the
edge causes behavior that is not predicted by the specular reection o of either
surfaces incident on the wedge. While computationally expensive wave-based
models automatically account for diraction, accurate simulation of diraction is
dicult in a ray-acoustic model because the model itself assumes surface-wave-
front interactions that happen at innitesimally small points (for example, the
ray-triangle intersection point), rather than within a Fresnel zone dened by the
aperture (for instance), where interference can happen. In practice, the behavior
within the Fresnel zone is highly dependent on the geometric context, for example,
a slit diracts acoustic waves dierently than a wedge. Exact solutions for dierent
types of geometry have been derived, but the overall solutions are dicult to adapt
to a ray-acoustic system.
One way to approximate diraction in a relatively computationally eective
way is to apply the uniform theory of diraction. The uniform theory, which may
be applied to wedges (such as the corners of walls), computes an approximate
contribution to diraction based only on the angles of the incident ray from the
source to the edge, and from the edge to the listener. According to Tsingos et
al. [10] and building on work originally done by H. Macdonald [11], the complex
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Figure 1.7: Approximate diraction on wedge using uniform theory
UTD diraction coecient may be computed as:
D =   e
 i
4
2n
p
2k sin i
[arctan(
 + (d   i)
2n
)F (kLa+(d   i))
+ arctan(
   (d   i)
2n
)F (kLa (d   i))
+ arctan(
 + (d + i)
2n
)F (kLa+(d + i))
+ arctan(
   (d + i)
2n
)F (kLa (d + i))]
(1.5)
Here, n, i, d, are given in Figure 1.7, cos(i) =  M is the angle formed by
the ray () and the edge (M - out of the paper) - assuming both are normalized
vectors, and k is the wave number of the diracting wave. Expressions:
L =
r
+ r
sin2(i) (1.6)
a() = 2 cos2(
2nN   
2
) (1.7)
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where
N+ =
8><>:
0 for   (n  1)
1 for  > (n  1)
N  =
8>>>>><>>>>>:
 1 for M(1  n)
0 for (1  n)    (1 + n)
1 for  > (1 + n)
(1.8)
F (X) 
8>><>>:
p
X(1 
p
X
:7
p
X + 1:2
)e
i
4
q
X
X+1:4 for X < :8
(1  :8
(X + 1:25)2
)e
i
4
q
X
X+1:4 for X  :8
(1.9)
In practice, for a real-time system, assessing the contribution of each path
due to diracted edges is complicated. This is because the Equation 1.5 must be
handled in a per-ray manner [12]. For example, in a naive implementation, we
must take each ray which is occluded between the source and the listener, detect
whether that triangle is part of the edge, and compute the angles as required.
This is straightforward in the case where the geometry can be reduced to many
perpendicular faces, as each face is guaranteed to be part of a diracting edge.
Certain game geometry scenarios will fall into this category, for example, a city
scene consisting largely of rectangular buildings, or an oce consisting of cubicles
walls [9]. However, this is not the case for complex meshes like the type we nd in
game levels, as oftentimes triangles are used to approximate curved surfaces, and
the demarcation between individual \surfaces" is poorly dened. In this case,
is it often necessary to pre-compute all the edges (that is, boundaries between
triangles where the angle is greater than a threshold) and then tag each triangle
which is not part of an edge with the index of the triangle which denes the
closest edge. In addition, the expression in Equation 1.5 is frequency dependent,
due to the dependency on wave number k where k = 2=. It is possible to pre-
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compute look-up tables for a given number of frequency bands, but this implies
quantizing the model based on frequency. Instead, we can use a simpler approach,
by only considering the nal amplitude eect of diraction as it is applied to low-
frequency sounds and considering the diraction as happening in a \straight line"
method instead of nding the nearest point on the edge. This is straightforward to
accomplish if occlusion can be handled by a lter (that is, occlusion is frequency
dependent).
1.3 Related Work in Architectural Acoustics
Ray-based methods form at least part of the simulation engine used in most com-
mercial architectural acoustic software, which is a competitive and well developed
eld. A survey conducted in 2000 compared several commercial packages [13], in-
cluding CATT, EPIDAURE, ODEON, RAMSETE, and RAYNOISE, many of which are still
actively being developed and all of which use ray tracing or image methods. While
the core model thus described is straightforward, commercial packages typically
dier in their handling of a few key areas. These areas include diraction and
low-frequency behavior (as previously described in Section 1.2.4), the handling of
diuse reections (discussed in Section 2.2.4), material models, and methods for
auralization.
Commercial and academic research in real-time acoustics simulation by com-
parison is much less developed, presumably due to the computation required. In
the late 1990s, a now defunct company named Aureal Semiconductor Inc. cre-
ated a series of DSP-based sound cards along with an API called A3D, which
provided geometric early-reection simulation for video games [14]. In the last
iteration of A3D technology before the demise of Aureal, a combined software and
specialized hardware solution provided for the calculation of about 50 rst-order
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reections in scenes containing several dozen triangles. This is made possible by
using software ray casting on then state-of-the-art Pentium II CPUs combined
with hardware-based sample processing to handle delaying and ltering for the
reected audio. Audio was rendered in stereo with separate head-related transfer
function (HRTF) models for each ear and acoustic materials were simulated with
ltering. While more advanced that even current commercial game audio, the
need for specialized hardware along with other market factors contributed to the
failure of A3D to succeed commercially.
A novel solution which uses a hybrid of pre-computed impulse responses and
real-time processing was proposed by Tsingos et al. in 2001 [10] and extended by
Raghuvanshi et al. at Microsoft Research [15] in 2010. This method primarily
works by separating early reection and late reverberation, taking advantage of
the observation made in Section 1.2.3 that they are dependent on dierent as-
pects of the simulation. The real-time component of the engine can then match
pre-computed early reection and reverberations pairs depending on the source-
listener positions and orientations, reducing the real-time compute requirement
to only a convolution. One limitation with this approach is the diculty in han-
dling arbitrary listener orientations (that is, the direction in which the listener is
facing), which is important for source localization.
In the academic sphere, several teams have created systems that use GPUs
to accelerate audio processing. Some of the most complete work in this eld
was done by Rober et al. at Otto-von-Guericke-University [16]. This system,
which preceded the commercial introduction of general purpose GPU (GPGPU)
architectures, used the graphics pipeline (notably the depth buer) to perform
ray casting. While this method is powerful and computationally ecient, the
lack of a generalized GPGPU architecture means that the input waveforms must
be pre-ltered into frequency bands. This is because using only the graphical
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mechanisms (such as vertex and fragment shaders), it is not straightforward to
perform the signal processing required to lter audio on the GPU at the mix-
down stage. Unfortunately, this architecture also precludes the introduction of
more complex frequency-dependent materials.
In the post-CUDA era, Manocha et al. at the University of North Carolina at
Chapel Hill proposed the i-Sound system [17], which computes perfectly specular
acoustic reections to relatively high orders (up to 3) at interactive frame-rates.
It achieves this by using a novel caching method combined with what we will
term \forward" ray tracing. Several years later, they improved the system with
gSound [18], which has some optimizations, termed guided multi-view, [19], which
allow it to operate in real time using only the CPU. Finally, their most recent work
has involved pre-computation using wave-based methods and methods to encode
dynamic data, such as source and listener positions and orientations [20], [21].
One problem is that the earlier ray-acoustic systems lack some of the function-
ality required for immersive game audio, such as HRTF support [22]. On the
other hand, their more current work requires pre-computation which precludes
gameplay elements common in modern games, such as physical animation and
dynamic geometry. While computing a large number of reections is necessary
for architectural acoustics design, a rst-person game requires stereo processing
and directional cues in order to provide a compelling experience [23], [24], [25], [26].
1.4 Contributions
Our contributions to the eld, which spans architectural acoustics, game technol-
ogy, and GPU computing are summarized as follows.
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1.4.1 Physically-Inspired Ray Model Innovations
We developed a system which takes a geometric representation of a scene and
computes the response in real time given sound waveforms and game state. A key
algorithmic innovation is to weigh the contribution of each ray-traced path by the
dot product of the actual reection ray with a ray in the direction of the source
from the last intersection point. This creates a solution to the so called detection
problem, in that rays which perfectly trace between the source and the listener
are sparse and much of the computation is wasted. Our approach uses each path
to contribute a varying amount to the nal impulse response, which generates
a denser and more realistic-sounding impulse response in informal testing. This
approach is unique in that while it is not physically correct, it generates results
which are present in real-life scenarios due to various physical phenomena which
are computationally expensive to simulate. This practical \physically-inspired"
algorithm is useful for interactive applications such as video games, where the
overall experience is more important than physical correctness.
1.4.2 Geometric Acoustics on the GPU
Another contribution is a novel mapping of the acoustics problem to the GPU [27],
[28], [29], [30]. Although we have discussed some similar systems, out system is the
rst to implement the entire chain from source audio to stereo output using CUDA,
Nvidia's GPGPU software library. One key dierence from previous systems
is the implementation of stereo ray tracing as well as per-path HRTF, which
positions both the direct sound and the reected sound in the virtual sound space.
This is also algorithmically novel, as the typical approach is to generate a single
impulse response which represents the response of the room at a point, without
taking into response the directional dierence between dierent reections. Our
18
approach integrates the geometric engine with auralization, which are traditionally
two independent operations. In order to increase ray tracing performance, we
implemented a BVH raytracer, which partitions geometry to reduce the amount
of computation required [31]. In addition, the use of ecient and parallel innite
impulse response lters (IIR) to model materials, diraction, and HRTFs is unique
among existing systems.
1.4.3 GPU Signal Processing
In order to perform traditionally serial signal processing operations on the GPU
eciently, we designed and implemented several optimized methods building on
well-known methods such as parallel reduction [32]. One key development is the
implementation and testing of several dierent approaches to the nal audio mix-
down, using several algorithmic approaches to mix-down many thousands of audio
streams. In this case, the optimal approach depends on the type of hardware which
the system is running on, as signicant dierences in the performance trade-os
between generations of GPU are evident. Development along several code-paths
ensures that dierent generations of GPU will be able to run the engine with
varying simulation quality | a important aspect of designing a system for gaming
applications.
1.4.4 Artistic Considerations
Some thought is given to artistic considerations in terms of game design around
a geometric acoustics based audio engine as opposed to a more traditional audio
engine. For example, the use of diegetic sounds as compared to non-diegetic
sounds becomes an important issue when some sounds are going through a physical
simulation. Another important artistic aspect is the design of acoustic meshes,
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as the high level of detail present in visual geometry is not necessarily ideal for
computing the acoustic response. We briey discuss some of these design issues in
the conclusion, but more discussion on this topic is required, as well as commercial
experience in games that use a geometric acoustics system.
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CHAPTER 2
GEOMETRIC ENGINE
A key technology advancement in the eld of real-time ray tracing for both graph-
ics and acoustics is the introduction of commercial GPGPU systems. This technol-
ogy was released in 2006 with the G80 series GPU capable of running the Nvidia
Compute Unied Device Architecture (CUDA) 1.x platform, and has evolved
into the recently released fourth generation Kepler architecture supporting CUDA
5.x [33].
2.1 Nvidia CUDA Architecture
Our discussion will start with the third-generation CUDA GPU found in the
Nvidia Fermi processor, which represents the processor generation for which many
of the optimizations presented are intended. When referring to a specic product
with respect to benchmarks and performance, we will use the high-end GTX 580,
which represents the canonical form of the consumer Fermi processor, which dif-
fers from the professional Tesla line only in 64-bit double-precision oating-point
thoroughput. For our purposes, we use only 32-bit single-precision oating-point,
which is typically considered more than sucient for most audio and geometry
processing algorithms. Note that interoperability between CUDA software and
CUDA hardware is backwards and forwards compatible. Therefore our engine
will run on either older or newer processors, though at reduced eciency.
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2.1.1 Single Instruction Multiple Thread Execution
The Fermi processor is based on what Nvidia refers to as a Single Instruction
Multiple Thread (SIMT) architecture. In order to understand the SIMT model,
let us rst consider the precursor, which is the Single Instruction Multiple Data
(SIMD) processor.
A SIMD processor can perform the same instruction simultaneously on data in
dierent registers and/or dierent memory addresses. These parallel instructions
consist of both load/store and arithmetic instructions. Consider the common
problem of multiplying a pair of sampled signals by 2, for example, we want to
double the amplitude of a stereo signal. A conventional processor requires 2N
load, stores, and multiplication instruction-times to perform this operation on a
memory buer of N samples. A two-way SIMD processor, however, can process
the left and right channels in parallel, halving the instruction time needed.
However, suppose we have a slight modication to the problem. Suppose that
we wish to multiply the sample by 2 only if the absolute value is less than 0.5;
otherwise we set the sample to its sign. Here, our SIMD architecture runs into
a problem, as there are now nine paths of code execution. Both inputs could be
under the clipping threshold, in which case we can use the same SIMD instructions
as in the previous case. However, it is possible that either or both channels can
exceed the threshold, and in that case, can independently be set to +1 or  1.
To continue using the SIMD compute model requires that the code be written to
take into account each of the nine divergent paths.
However, we note that each channel can take only three possible execution
paths (it can be under the threshold, or it can exceed the positive or negative
bounds). In the SIMT model, these execution paths are explicitly encoded from
the perspective of the work unit, which in this case is the channel. Therefore,
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Figure 2.1: Fermi generation streaming multiprocessor (SM)
each channel is assigned a thread and executes a potentially divergent path. In
reality, the CUDA SIMT model must serialize each of the three possible paths to
some degree due to limitations in the execution hardware. Even so, the worst case
SIMT execution is no worse than the SIMD execution path. For the average case
note that that if exceeding the clipping threshold is a rare event, the SIMT model
will still be largely parallel. Furthermore, this model gives the advantage that
the code is written from the perspective of each thread without the programmer
explicitly encoding each combination of possible execution paths.
2.1.2 The GTX 580 GPU
The 32-way SIMT processor which makes up a Fermi generation GPU is shown in
Figure 2.1. At the execution level, it is useful to consider each Fermi Streaming
Multiprocessor (SM) a dual-issue 16-way SIMT processor. Recall that the CUDA
architecture automatically serializes divergent behavior between dierent threads.
It does so on the granularity of 32 threads, a grouping which is termed a warp.
On the Fermi generation of hardware, a warp takes two cycles to execute on
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Figure 2.2: A full GTX 580 GPU
each group of 16 threads. In each clock cycle, each of the Fermi SM's dual-issue
engines may issue operations to two out of the four functional units: two ALU
clusters of 16 streaming processors (SPs) each, a cluster of 16 load-store units,
and four special function units (SFUs) for calculating transcendentals. Note that
while each SP is termed a processor, its function within the CUDA architecture
is closer to that of a conventional arithmetic-logic unit (ALU). Due to the lack
of independent control sequencing hardware, it is clear that one key to improving
CUDA performance is to reduce divergence within the warp. If any one of the
threads within a warp needs to execute a dierent code path, all of the threads
must also execute that path, ignoring the result [34], [35].
The full GTX 580 GPU is shown in Figure 2.2, which is composed of 16 SMs
along with supporting hardware. One interesting aspect of this design concerns
the size of the L1 and L2 caches. Each of the 16 SMs has up to 48 KB of L1,
and the overall processor has a 768 KB L2 cache. This is small compared to the
cache present on a contemporary CPU. Masking the eects of a smaller cache is
essential to achieving high performance on a GPU.
Because the latency of main memory is often hundreds of times the instruction
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clock cycle, a processor which requires either an instruction or operand from
main memory will stall. This is true on both CPUs and GPUs, and is simply
a consequence of the realities of physical dynamic RAM (DRAM). On a normal
CPU, this situation is largely avoided by large and intelligent caches to provide
a low-latency path to access likely instructions and data elements. On the other
hand, the GTX 580 GPU uses aggressive simultaneous multi-threading (SMT) to
avoid stalls. This is done by both having a large number of threads \in ight"
and explicitly grouping them into what is referred to as a CUDA block. The block
represents the threads which are assigned into an individual SM and is the largest
unit which stores the entire program context. This means that the registers used
in the threads residing in a single block will be maintained inside the SM register
le until the block is completed.
At execution time, the block is broken down into warps, which are scheduled
on the SM. If a high latency operation such as a DRAM transaction is started,
the CUDA scheduler will automatically execute another warp which has been
assigned to the same SM if possible. This allows the overall processor to maintain
a large instruction throughput, even if the individual latency for a thread is high.
Because each SM has nite registers and cache, careful management of the block
size with respect to the workload is important in CUDA optimization.
The CUDA block has another function in addition to maintaining context.
Threads within a block may communicate by several mechanisms, which include
barrier synchronization, voting, and shared memory. The rst method stops exe-
cution of all the threads within a block until a certain point in the programming is
reached. This is important to avoid data hazards, when multiple threads may be
attempting to write into the same main memory address. Combined with this is
shared memory, which is a portion of the SM's L1 cache which may be manually
addressed. This allows for high-speed data exchange between threads. Note that
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Figure 2.3: Kepler generation streaming multiprocessor (SM)
there is no implicit synchronization into shared memory, and therefore the same
hazards in main memory may manifest in shared memory. Often, this requires
that synchronization be done prior to access into shared memory. Finally, thread
voting intrinsics allow control ow decisions to be made based on information
from individual threads. For example, a code path may be taken only if run-time
condition becomes true for all the threads within a block. This is useful in certain
algorithms to short-circuit calculations and skip portions of the code, which frees
up the particular SM for other blocks to execute.
2.1.3 The GTX Titan GPU
We have also built in specic optimizations for the GTX Titan GPU. From the
high level, the GTX Titan GPU resembles the GTX 580, in that it consists of
16 SMs. However, each SM each consists of 192 single-precision ALUs instead
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of 32, which is shown in Figure 2.3. While the CUDA warp size is still the
same, this practically allows processing of up to six warps in parallel on each
SMX. However, it should be noted that the \shader" clock domain of the Fermi
processor no longer exists. Therefore, the eective clock rate of the Titan GPU
is approximately half of the Fermi GPU. Furthermore, there are several changes
to the memory architecture which aect the performance of our engine. First,
reads from global memory reads are no longer cached, which reduces our ray
tracing performance unless we specify a cached load explicitly. Second, atomic
operation performance is greatly improved, and can be further improved by using
warp shue instructions. This increases the eciency of our auralization and
mix-down operation.
2.2 The Ray Tracing Problem Formalized
Let us formalize the ray tracing problem as we understand it so far.
2.2.1 Forward Ray Tracing
We will begin by discussing what we will later term forward ray tracing. The
literature presents some confusion about the terminology, but for the purposes
of this dissertation forward ray tracing will discuss ray propagation from the
source to the listener, as it does physically and backward ray tracing will discuss
propagation from the listener out into the world.
Algorithm 2.1 will return the length of a path to the listener, given a ray de-
ned by origin o with direction d, that is r = o+ wd. For the remainder of this
dissertation, vector quantities are indicated in bold. It requires a function which
returns nearest point in which a ray intersects with the world geometry, which
may be specied by triangles, polygons, or parametric surfaces. Furthermore, it
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Algorithm 2.1 Recursive forward ray tracing
procedure ForwardRayTrace(o, d, w, n)
if n > N then . termination condition
return ; . ray dead, could not nd path
end if
wp  RayTriangleIntersection(o;d)
ws  RaySphereIntersection(o;d)
if ws < wp then
return w + ws . found path to listener
end if
o o+ wpd
n GetNormalAt(o)
d d  2n(d  n) . compute reected direction
return ForwardRayTrace(o;d; w + wp; n+ 1) . continue trace
end procedure
requires a function which intersects a ray with the spatial representation of the
listener, which may be a sphere or surface, and a method to get the normal at a
given point on the world geometry. Derivations for high-performance implementa-
tions of the ray-triangle intersection is given in Section 2.2.2, while the ray-sphere
as well as the ray-box intersection (which is used to save some computation) are
given by Held and Woo respectively [36], [37].
h(t) =
KX
k=0
P0r0
W [k]
(t W [k]) (2.1)
We can use this algorithm to generate the impulse response h using Equation
2.1. Here, a vector W is the path length which was previously found in K runs
of Algorithm 2.1 with dierent ray directions. P0 represents the sound pressure of
the source at some reference distance of r0, which is supplied as a parameter, and
(t) is the continuous delta function in this case. Notice that Algorithm 2.1 does
not specify a unit for the world coordinates; it is convenient to pre-multiply the
world coordinates in such a way that W is in samples. This scaling is discussed
later in Chapter 3, but for now it is suce to say that 128.5 samples per meter is
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the scaling used by our engine. Another interesting problem is the choice of initial
directions. For now, let us assume these are dened by vertices spaced such that
they divide the surface of a sphere into equal area sections.
2.2.2 Ray Triangle Intersection
For the most part, we are concerned with geometry composed of triangular el-
ements, which is one of the two predominant world geometry descriptions, with
the other being quadrilaterals. In general, quadrilaterals have the advantage of
being able to describe typical indoor architecture scenes with fewer elements and
vertices, due to the predominance of walls and at surfaces. However, for our ap-
plication, we are interested in maintaining comparability with game engine assets,
which almost universally use triangles. Therefore, the bulk of the compute load
for each stage of Algorithm 2.1 is in ray-triangle intersections.
If we start with a ray dened above and a triangle dened by T (u; v) =
(1  u  v)v0 + uv1 + vv2, where v0:::2 are the vertices, we solve for z such that:
o+ wd = (1  u  v)v0 + uv1 + vv2 (2.2)
which is written in matrix form as
[ d;v1   v0;v2   v0]
266664
w
u
v
377775 = o  v0 (2.3)
Applying Cramer's rule and skipping some linear algerbra steps (the full
derivation can be found in [38]) yields
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266664
w
u
v
377775 = 1P  e1
266664
Q  e2
P  f
Q  d
377775 (2.4)
We have rewritten the triangle in terms of its edges such that e1 = v1   v0,
e2 = v2 v0, and f = o v0. Also, in order to reuse factors we dene P = de2
and Q = f  e1. It should be noted that edges e1 and e2 can be pre-computed,
resulting in a slight optimization. Finally note that for our application, we are
more concerned with the world coordinate of the intersection point rather than
the barycentric coordinates (which has other applications in texture mapping, for
example). The world coordinate can be easily found by evaluating o+wd for the
w which we have previously solved for.
2.2.3 The Detection Problem
It becomes fairly clear that if we have the maximum order of reection is small
(N in Algorithm 2.1) and the sphere used to represent the listener is small, most
rays will terminate in the null condition. This is a fundamental limitation of ray
tracing due to the fact that the source and the listener are small compared to
the dimensions of the room [39]. However, in practice, this will mean that the
impulse response will be very sparse if we wish to limit the computation time to
something reasonable.
We can consider ways to improve the performance of this system by considering
methods to avoid \wasting" rays. One obvious solution is to make the listener
larger so that more paths will reach the listener. This has a problem though, since
the delity of the simulation will start to decrease if the listener catches rays it is
not supposed to. For example, if the listener sphere is large enough, it may start
to clip through walls, picking up rays that would otherwise be occluded.
30
Figure 2.4: Diuse reection as illustrated by Huygen's principle
Another thought is to modify the termination condition given in Algorithm
2.1. For example, we observe that because each path's nal amplitude is inverse
to its length, we can stop tracing when the total path length w reaches a limit.
However, this is problematic as the majority of the calculations done in Algorithm
2.1 are in the ray-world intersection tests. Therefore, this approach allows some
rays to require much more computation than others if those rays propagate in
ways that require many bounces o world geometry, for example, hitting the wall
of a hallway at an acute angle.
We must realize that solving the ray tracing problem using only specular re-
ections is computationally expensive. Fortunately, not all acoustic reections
are specular. A reection where the reected angle does not obey Equation 1.4 is
called a diuse reection. Modeling diuse reections gives us a way to use rays
which do not trace a perfectly specular path from the source to the listener.
2.2.4 Diuse Reections
Consider Huygen's principle applied to a surface which has irregularities compared
to the wavelength.
As shown in Figure 2.4, the wave-front is no longer another spherical surface.
Notice that this would not happen if the irregularities are much larger or much
smaller than the wavelength [40]. In the former case, the surface is locally smooth
enough such that the irregularities may be modeled geometrically, whereas in the
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latter case, the irregularities are too small to aect the scatter the reection.
It is apparent that proper modeling of diuse reections requires several com-
putationally expensive operations. First, we need to somehow derive or empiri-
cally measure the angular distribution of reections for each material. Note that
this behavior is frequency dependent due to the reasons previously discussed.
Much work has been devoted to measuring the scattering behavior of materials,
and recently some work has been done in deriving this distribution from local
geometry [41]. In addition to the distribution, each diuse reection simulated
in this brute-force manner spawns a number of additional rays, due to the non-
deterministic nature of the reection. Instead of improving the performance, full
simulation of diuse reections increases the computational requirements and dif-
culty of the algorithm.
This problem is explored extensively in graphical ray tracing literature [42],
[43]. Two key observations are essential to making this problem tractable. First is
the idea that diuse reections can be approximated parametrically and that this
can be built into the ray tracing illumination model in what is called the shader.
The second is that in reversing the direction of ray tracing improves the delity
of the shader by pushing the error away from the nal image. We can apply these
principles to our ray-acoustic model as well.
One commonly used method to approximate diuse reections is called the
Lambertian model. Here, we make the assumption that the reection is isotropic,
in that the outgoing ray's direction is independent of the incoming ray direction.
Therefore, the resulting reected pressure is only a function of the normal of the
surface, that is:
Ad = (ds  n) (2.5)
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We can approximate the reected sound pressure amplitude due to diuse re-
ections as Ad in Equation 2.5. Here ds and n are the vectors for the direction
from the reection point to the source and the normal, respectively. We also intro-
duce a parameter , which represents the proportion of diuse to total reected
pressure, which is often termed the scattering coecient. In order to satisfy the
conservation of energy, so the specular component must also be scaled by 1   
at each reection. This requires the addition of a cumulative gain variable in
Algorithm 2.1 and an extra gain product in Equation 2.1.
2.2.5 Backward Ray Tracing
Algorithm 2.2 Recursive backward ray tracing using Lambertian approximation
procedure BackwardRayTrace(o, d, w, n, a)
if n > N then . termination condition
return w, a
end if
wp  RayTriangleIntersection(o;d)
o o+ wpd
n GetNormalAt(o)
ds  ol   o . create \shadow" ray
ws  jol   oj . distance to source
wsp  RayTriangleIntersection(o;ds)
r  d  2n(d  n) . compute reected direction
if wsp < ws then . if in \shadow"
an  (1  )(r  d)
else
an  (n  ds) + (1  )(r  d)
end if
return BackwardRayTrace(o; r; w + wp; n+ 1,aan) . continue
end procedure
Backward ray tracing involves reversing Algorithm 2.1 such that rays are
traced from the listener instead of the sound source. In literature which only
a cursory treatment of ray tracing is given, this is often presented as a solution
for the detection problem. This is not entirely true, as simple logic dictates that
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if only the direction of the ray tracing is reversed, most rays will simply be unable
to reach the source instead of being unable to reach the listener. The problem is
exactly the same; we have only reversed the roles of the source and the listener.
What reversing Algorithm 2.1 accomplishes is a bit more subtle. Let us con-
sider the implications of using the Lambertian approximation in Equation 2.5
more carefully. We know that from Figure 2.4 that proper diuse simulation re-
quires multiple rays to sample the eld around the reection point. Instead we
are replacing this by a simple calculation which uses the local geometry. Because
this is very much an approximation, we would like to not propagate this error as
we are ray tracing. Backward ray tracing allows us to use the approximation in
meaningful way [43].
A description of this is given in Algorithm 2.2. Here we have introduced the
vector ol to represent the source position in world space. Furthermore, initial rays
have position at the listener and are uniformly distributed once again. Notice that
for each iteration, we have to perform an additional ray-world intersection test.
This is to nd if the the point of intersection is in \shadow", that is, if it has a clear
line of sight to the sound source. If so, we can apply the Lambertian approximation
for diuse reections, otherwise we assume that the point of intersection picks up
no additional energy due to diuse reections.
One immediately obvious problem is that if we strictly use a 1:1 correspondence
between impulse response taps and calls of the BackwardRayTrace function, we
will nd that the amplitude will decay for each iteration. Mathematically this is
obvious by noting that on each iteration, the amplitude is multiplied by a factor
smaller than 1. Physically, this is because the Lambertian approximation does not
properly account for all the diuse energy incident onto a point. The net eect is
twofold. First, it is shown that the room response is much shorter than expected,
an eect which is well corroborated by real-world measurements. Second, the
34
s1
n1
s2L
S
n2
s3
n3
Figure 2.5: Modied backward ray tracing
early portion of the simulated response will be sparse, which does not correspond
to measured responses.
h(t) =
KX
k=0
NX
n=0
a[k][n]P0r0
W [k][n]
(t W [k][n]) (2.6)
The solution used for the second problem is fairly intuitive. Instead of using a
strict 1:1 correspondence, we allow for each iteration of Algorithm 2.2 to generate
a tap. Therefore, we can modify Equation 2.1 to account for the additional series,
and the result is shown in Equation 2.6. Here, each initial ray still traces a
single path, but each reection along that path generates a corresponding tap
in the impulse response, which is illustrated in Figure 2.5. Also shown are the
\shadow" rays s1:::s3, as well as the normal vector for each surface which has a
reection. The approximate gain of each path to the listener is shown by the
relative line thickness. Notice that there is no specular component for the last
order of reection, which is due to the detection problem.
In addition to the backward ray tracing problem that we have proposed,
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Manocha et al. have proposed (rst in their iSound, and later in their gSound
systems) a caching scheme which seeks to minimize the amount of new ray tracing
which may be done for each frame. Here, it is realized that there will in general be
very few purely specular paths, for example, a shoe box room only has six purely
specular rst-order reections. Therefore, their systems seek to maximize the
performance of nding these perfect paths with a triangle cache. For example, if
it is found that one of the rst-order reections intersects with some triangle, the
index of that triangle is stored. Then, instead of starting at the source or listener
randomly, subsequent frames will only have to validate that path, that is, verify
that no other triangle has now occluded the rst path. However, this method
only works with a small number of purely specular paths, and therefore does not
exhibit some of the frequency-domain behavior we will discuss in Chapter 4, nor
can it model diuse reections.
2.2.6 Non-Rigid Reections
In order to have some insight into the energy loss problem, we should look into
physically what happens at the reection. First, we have stated that the reected
wave will be the same amplitude and in phase. This is only correct if the wall is
perfectly rigid, which is often not the case. We briey discussed the particle veloc-
ity of an acoustic wave in Section 1.2.1. We shall dene the acoustic impedance as
the relationship between the sound pressure and the particle velocity, such that:
z =
p
u
(2.7)
Let us consider that the wall is not rigid in that it allows acoustic motion
(and therefore an acoustic wave to propagate). In fact, we will model the wall as
another uid (which is only a valid model in some cases). We note that impedance
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Figure 2.6: Non-rigid reection
can be intuitively described as how much motion is induced in a medium for a
given force, so let us suppose that they are dierent between the air and the wall,
such that the air has impedance z1 and the wall has impedance z2. The boundary
conditions at the interface again require that the net pressure is zero and that
the net velocity is zero. In terms of the diagram in Figure 2.6, this implies that
pi + pr = pt and ui + ur = ut. If we divide these two equations and factor out
the impedance terms, we come up with the relation that:
z1
pi + pr
pr   pr = z2 (2.8)
Finally, to deriving a relation for the fraction of reected pressure over incident
pressure, we conclude that:
R =
pr
pi
=
z2   z1
z2 + z1
(2.9)
We note that if z2  z1, the reection coecient denoted by R approaches
1, which veries the rigid boundary assumption we have been using so far and
deduced in Section 1.2.1. We can also dene T , the transmission coecient as
T = 1 R.
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We can integrate the reection coecient into our model in a fairly straightfor-
ward way. Frequency dependent reection coecients for various common mate-
rials can be found in current literature [44] or measured [45]. While it is physically
apparent that the reection coecient cannot be greater than 1, allowing them
to be unconstrained is a lightweight solution to make up for energy loss due to
limited diuse modeling. Note, however, that simple angle independent reection
coecients will only occur in the plane wave approximation (which is what we
have just described), or if the walls are completely rigid (the argument made in
Section 1.2.1). The reection coecient for non-rigid reections of spherical waves
at oblique angles is dependent on the angle of the incident wave and in general
complex, which implies a phase delay [4], [46]. Note that this is not to be confused
with the angle dependence of the Lambertian approximation, this is the case even
with a purely smooth wall absent of any diraction or diuse reection eects,
though in practice both eects may be simulated via approximations involving the
normal vector. This behavior is studied extensively by several groups, however,
the conclusion is that the amplitude and phase behavior at the reection is more
complex than a simple scale or inversion [47], [48]. Our simulation uses a series of
innite impulse response (IIR) lters to approximate this behavior which allows
the simulation in theory to model this behavior, although nding the correct lter
coecients remains a challenge.
2.2.7 Ray Tracing on the GPU
We have hinted that the ray-world intersection is the most computationally ex-
pensive step in the geometry model. Fortunately, as it is formulated, it is also
massively parallel. This is because each path is independent of the other paths;
we do not need to exchange data or wait on any synchronization between paths.
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Therefore, it makes sense that each path is given thread granularity in our CUDA
implementation.
Much of the current research in GPU ray tracing for graphics has been focused
on spatial partitioning [49], [50], [51]. For example, a graphical scene may have
millions of triangles, and therefore it is extremely important that each ray checks
as small as subset of them as possible to maximize performance. The additional
limitation due to ray tracing on the GPU is that while the memory bandwidth
may be much higher than on the CPU, the combination of having potentially
thousands of diverging rays (which must be intersected with dierent parts of
the world geometry) and smaller L1 and L2 caches makes ecient streaming and
partitioning essential. Fortunately, ray tracing in graphical applications has the
advantage in that light is mostly occluded by geometry, and any higher-order
specular reections or radiosity is typically handled by an alternative means such
as photon mapping. This allows for large scale partition of the world geometry,
for example, using a tree-based method such as a bounding volume hierarchy or
K-D tree.
For our acoustic application, the world is typically described by thousands of
triangles rather than millions of triangles. We have found that it is also advanta-
geous to partition the space, though not nearly on the scale as used in graphical
applications. Here we use a single-level bounding volume, which cannot strictly be
called a hierarchy. The logic is fairly simple, for each loose collection of triangles,
we draw a box around the vertex extents which denes a bounding box. If a ray
does not intersect the bounding box, it is fair to assume that the ray does not
intersect with any of the triangles inside the box either, thereby saving the need
to compute the individual intersections. In reality, while benchmarks show that
this improves performance, the initial performance gain is not as great due to the
SIMT nature of CUDA; for example, if one ray out of a block needs to access all
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triangles, no time is saved.
Because of this, as well as issues of cache coherency, we would like each thread
within a block to diverge as little as possible. If we examine Algorithm 2.2 we
see that the branch divergence is limited mostly to checking if the intersection
point is in \shadow". Note that while each ray may be intersected with dierent
triangles at any one time, SIMT (and indeed SIMD) does not lose any eciency
due to this, due to each triangle simply being at a dierent address in memory.
One way to improve performance is to attempt to force the threads within each
block to be as spatially coherent as possible. This has the added advantage of
preventing cache misses from the Fermi L1 cache, which is local to each SM.
We can improve performance as well as reduce artifacts due to spatial aliasing
by examining how we choose the initial ray direction. Our rst thought, as for-
mulated in Section 2.2 is to sample regularly on the surface of a sphere. We can
assign threads along the spherical coordinate axis , which makes the ray-thread
assignment fairly simple, as each thread's ID can then be back-traced to a pair
of spherical coordinates [; ]. The problem with this method is twofold. First
this does not take into account the spatial locality, due to each block being essen-
tially a slice rather than a patch, and second, there are signicant spatial aliasing
problems due to the regularity of the pattern.
We instead use a class 1 geodesic sampling pattern, as illustrated in Figure
2.7. This avoids some of the blatant artifacts due to aliasing, due to the pattern
not having any horizontal or vertical lines which t in between the vertices. For
example, the problem where a wall hits or completely misses a row or column
of rays due to a small change in the listener position is avoided. In order to
improve performance, we carefully choose the indexes such that sequential indexes
occupy a spatial patch. We do this by pre-generating the tessellation in order to
create the sampling points, and then randomly choosing particular points within
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Figure 2.7: Geodesic sampling pattern
a spatial patch dened in spherical coordinates by the Lambert projection (not to
be confused with the Lambertian approximation) for each block. This projection
is useful because it guarantees an equal area [52] (and therefore, presumably an
equal number of tessellated points). This allows for an arbitrary number of rays
to be generated, and is convenient because typically the geodesic tessellation does
not produce a power of two in vertices. It would also be possible to simply generate
random points within the patch dened by the Lambert projection, but selecting
between a higher resolution underlying regular grid makes the software easier to
test, as it is fairly easy to make the system fall back onto deterministic sampling
by choosing a number of rays equal to the number of underling grid points.
While it is initially intuitive to only sampling out of the semi-sphere corre-
sponding to each ear, this causes problems in practice. For example, in this
setup, the direct sounds will hard pan from one ear to the other as the listener
traverses from one side of a source to another. In order to prevent this artifact,
we split the number of rays into two complete spheres for each ear. This moti-
vates our use of a per-ray HRTF lter, since we are modeling the transmittance
through and around the head for rays which are opposite the direction of the ear
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(for example, right-going rays originating from the left ear).
2.2.8 Latency Considerations
So far we have describe a couple of basic optimizations, in the ray origin, in short-
circuiting ray-world intersections, and in the use of backward ray tracing to reduce
the eects of the detection problem. However, checking potentially thousands of
rays against tens of thousands of polygons is still a dicult problem even with a
highly parallel GPU. To get a sense of the scale of the problem, we should rst
determine the frame rate that the simulation needs to take place in.
One is typically assumed that for game purposes, a frame rate of 60 Hz is
optimal, with a frame rate of 30 Hz being the lower limit for interactivity. The
temporal eects of psychoacoustics are well studied, but the exact minimum frame
rate for a given application is dicult to determine. One aspect of this which has
been well quantied is the haptic to audio just noticeable dierence [53]. This has
practical applications, for example, in the maximum allowed latency in digital
controlled musical instruments. It has been shown in various studies that this
JND is approximately 20 to 40 milliseconds, depending on the exact setup of the
experiment [53], [54]. For example, the tolerable delay between the graphic shown
of a gun ring to the gunshot sound may be dierent than between a visual dialog
box pop-up and the associated sound.
For any real-time system, we have to assume that there is some frame time
where the state of the world is considered to be quantized and static. Typically for
computational eciency, we would like this frame time to be as long as possible.
The reasoning is fairly simple, for example if a scene takes 20 milliseconds to
render and we only have to do it once every second, then the eective compute
usage is much smaller than if we had to perform the same calculation 50 times a
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second. This eect is compounded by the GPU, which is connected to the rest
of the computer system by a high-bandwidth but potentially high latency PCI-
Express bus. For example, a PCIe transaction can take several microseconds,
which is much slower than any communication to main memory on a modern
microprocessor. Therefore, the total launch overhead for a CUDA job can easily
take up several milliseconds if many small copy operations into GPU memory are
performed.
Finally, on a typically game application, the GPU must also handle render
tasks. As of writing (with CUDA 5.x), the GPU is unable to partition SMs
to concurrently work on both graphical and compute tasks. Therefore, sound
computation must by synchronous with graphical calculation, or rather, it is au-
tomatically synchronized due to GPU usage. This presents a fairly narrow window
for sound calculation to take place, a couple of milliseconds at 60 times a second.
It is therefore essential to partition the work in such a way as to t into the small
slices when the GPU is available.
2.2.9 Progressive Rendering
Notice that the above JND perception tests are done with dry sounds with head-
phones. The exact perception of delays in the changes in reverberation parameters
has been studied only with respect to reverberation time and decay rate, but not
with respect to the rate of change of the reverberation itself [55]. It is intuitive
that changes in the early reection should have little delay compared to the vi-
suals if possible, perhaps no more than the direct sound itself. This is due to
the extensively studied eect that early reections contribute greatly to the local
positioning of the listener within the room [56]. However, we suspect that the
perception of higher-ordered reections is more tolerant of longer time delays.
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Figure 2.8: Progressive rendering
This is motivated by the well researched idea that the higher-order reections
generally contribute to the sense of spaciousness in the room (that is, to estima-
tions of room size by the listener) as well as the material makeup of the room [8].
Since these factors change very slowly at human walking speeds, we are logically
inclined to believe that humans would not very sensitive to time delays in the late
reverberation.
This suggests one of our main contributions, which is the use of what we term
progressive rendering. As we have previously mentioned, delays greater than 20
milliseconds for the direct (and possibly the early reections) are likely to be no-
ticeable in the user. Therefore, assuming we can trace the direct sound, rst-order
reections, and an additional order in each frame we can proceed to iteratively
render the higher orders based on delayed information from the previous order.
Therefore, the second-order reections will be based on rst order reections which
are a single frame out of date. If the total compute capability is to render two
orders of reection (that is, four ray-world intersections for each ray) within a
reasonable slice of GPU time (ideally under 10 milliseconds), it follows that rst-
order reections take up half of the total computation, second-order reections
will take up a fourth, and so on. This progressive rendering scheme is illustrated
in Figure 2.8. Note that at any frame time, no more than two orders of reection
are being calculated, even though three orders of reection are shown. Also note
that the delay in computing the higher-order reections is actually worse than
the inverse of the compute time multiplied by the frame to frame time. This is
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due to the fact that each order of reection takes as in input the ray orientation
and positions from the previous order, which itself may be delayed. However, this
presents a low cost way of computing higher-order reections, essentially scaling
the system logarithmically to reection order rather than linearly.
2.2.10 Multi-Source Performance
So far the system we have described uses a single source and a single listener.
While the single listener assumption is in general reasonable for most game ap-
plications, the single source assumption is clearly not. In terms of estimating
the maximum polyphony, it is useful to look at existing technology. For example,
most auralization systems (whether purely software or hardware accelerated) sup-
port a minimum of 32 voices on a baseline computer. Note that the denition of
a voice changes from application to application. For example, a sound which has
initialized parameters (such as position, orientation, allocated samples) but is not
currently playing is considered a voice in some systems, but not others. In our
case, we are only concerned with the maximum number of sounding sources, as
the allocation overhead is low compared to the compute required for the geometric
acoustics and signal processing.
Current literature for similar real time geometric acoustic systems do not seem
to address the issue of multi-source support, which is curious given the extreme
importance in a practical game environment. It is possible that the performance
of current systems is poor enough such that adding yet another dimension to
computation time, which scales to:
numRays numTriangles numSourcesmaxReflectionOrder (2.10)
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Figure 2.9: Dynamic ray allocation
is prohibitively expensive. Furthermore, a naive implementation of multi-source
scaling causes potentially extreme variations in frame-rate, which is undesirable
in real-time game applications.
We propose a simple approach which dynamically assigns a xed number of
rays to multiple sources. For example, if 4096 rays are available to the engine, all
4096 would be available for a frame in which a single source is sounding, but only
half would be available if two sources are sounding. Clearly, this degrades the
acoustic resolution as more sources are sounding { at the extreme of 64 sources,
only 64 rays are available for each source. However, this has a psychoacoustic
justication, in that sound localization and perception becomes increasingly poor
with multiple sources, due to various masking eects. It stands to reason that
if the acoustic scene is extremely chaotic (for example, a chaotic battle), the
precise localization ability of the player is less important than the general feeling
of immersion. Therefore, this shortcut allows us to compute multiple sources for
close to free. An illustration for this in the case of two sources is shown in Figure
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2.9.
We say close to free because in fact computing multiple sources reduces the
cache coherency of the raytracer, thereby slowing performance slightly. For ex-
ample, it is clear that we must assign sources to rays in a way that is spatially
uniform; it would not make much sense to assign all the forward facing rays to
source one, while all the backward facing rays to source two. Therefore, within
each spatial block, we now have potentially dierent source coordinates to check
against in the \shadow" step, which causes dierent partitioned bounding boxes
to be swapped in and out of cache. It is tempting to re-arrange the blocks such
that this does not happen, but notice that any re-arranging reduces the eciency
of the rst ray-world intersection test, as it forces the rays within the block to
be less coherent. As such, we have observed performance swings of almost ten
percent when the max number of sound sources are playing. One initial idea to
improve this performance is to cluster close-by sounds together when performing
the geometric acoustics step. For example, in many game scenarios, most of the
concurrent sources are actually spatially very close (for example, if the individual
blasts from a machine gun are instantiated as individual sound sources, they may
in fact occupy the same spatial location). However, this is a bit of a red herring,
as in the above case, they would in fact go through the exact same series of calcu-
lations, and there would be no net savings (except for a slight amount of memory
to store the extra source locations).
Finally, there is a practical consideration with our multiplexing scheme if we
example the overall energy in Equation 2.6. We note that if we integrate the
impulse response, the energy is dependent on the number of rays associated with
each source. This in fact causes perceptual problems, for example, if a continuous
and close-by loud sound is playing and a far away soft sound starts to play, the
close-by sound may suddenly become softer. The solution for this problem is
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handled in Chapter 3 , by using intelligent dynamic range management in the
signal domain with information from the geometric acoustics engine we have thus
described.
2.2.11 Optimizing Performance on the GPU
In addition to the general optimizations listed above, we implement several GPU
specic optimizations to the ray-acoustic engine. The improvement of these op-
timizations varies greatly from generation to generation of the GPU, due to the
addition and subtraction of features, changes to the multi-processor organization,
and sizes of the caches. In general, we expect that the acoustic mesh ts into
the L2 cache of the GPU, but not the L1 cache of the GPU. Furthermore, we
expect that for the ray-acoustic model calculation, our performance is memory
bandwidth bound, rather than compute bound (at least on the high-end devices
we have tested and proled | the GTX Titan and the GTX 580).
When considering memory bandwidth performance on the GPU, two major
issues must be addressed. The rst issue is to ensure that the correct memory
space is being used. At the top of the hierarchy are the SP registers, which provide
the fastest access and lowest latency, but are typically limited to 63 per thread
and local to the thread. While this limitation is relaxed somewhat on the GTX
Titan GPUs, it is important for performance reasons to minimize the number
of registers used if possible. The reason this is because higher register usage
decreases the maximum occupancy of the GPU, which reduces the ability of the
scheduler in the SM to compensate for pipeline stalls due to cache misses. Recall
that all 32 threads which make up a warp must map into the same block. This
allows execution of threads in the warp to stall without stalling the entire SM, as
another warp from the same block can be loaded into the SM for processing if all
48
the operands are ready. On a Fermi class GPU, the maximum number of queued
blocks per SM is 48, where on Kepler it is 64. Occupancy is therefore dened as:
Occupancy =
active warps
maximum active warps
(2.11)
and is limited by the availability of execution resources, such as registers. Memory
that is one level below registers in performance are the L1 cache and shared
memory. This memory totals 64 KBytes and is shared between all the threads in
each SM, and assuming no bank conicts, this memory can be accessed at register
speeds. Below this is L2 cache, and nally main memory.
This brings us to the second issue, which is that main memory requires coa-
lesced memory accesses for maximum performance. This is because the GPU uses
several independent memory channels in parallel in order to increase throughput,
but leveraging this parallelism largely requires sequential memory access patterns
of 128 bytes. The rst way in which we optimize ray tracing performance is
to cache all triangles within each bounding-box into shared memory. Using the
largest possible shared memory size of 48 KBytes, we can store approximately
48 Kbytes=4 bytes
coordinate
=3 coordinates
vertex
=3 vertices
triangle
= 1:3K triangles, which is a signicant
portion of our scene. However, because shared memory has per-block persistence,
we have eectively reduced occupancy a single block and disabled the scheduler's
ability to account for memory stalls. Therefore, we must manually ensure that
global memory accesses happen rarely and are fully coalesced. This type of pro-
gramming { intentionally lowering occupancy to increase the eective cache to
ALU ratio { was rst noted in [57].
One way in which we can assure coalesced memory accesses and good cache
coherency is to de-couple the tracing and \shading" operations in the GPU. Recall
that classically, ray tracing is separated into two operations. The rst is \trace"
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operation, which nds the nearest ray-triangle intersection. The output of the
trace operation consists of the point of intersection and the index of the triangle
intersected. The second is the \shade" operation, which for graphical applications
determines the nal color of the pixel using the data derived from the trace stage.
[58]. In our case, we do not generate a pixel color in the shade step, but we
must perform actions such as accumulating the total distance to compute the
delay, computing the reection behavior, looking up acoustic materials. Notice
that Algorithm 2.2 combined both steps. In practice, this is inecient for the
purposes of performing ray tracing, as triangles which are loaded automatically
into cache or manually into shared memory must be evacuated in order to perform
the the shade operation.
In addition, recall that we refer to an SP as something more akin to an ALU
than a processor. This is because branch operations within a warp must be
serialized in current generation GPUs. This further decreases performance when
tracing and shading are combined. Consider the case where all but one threads
in a warp terminate early due to not hitting any triangles in the scene. In the
combined case, we need to special case the shading to account for rays which
terminate early and have them not generate a tap in the nal impulse response.
However, in the decoupled case, the shading code would never see this case, as
we only launch threads to shade rays which actually hit something in the scene.
Furthermore, decoupling allows the trace and shade stages to operate on the GPU
using dierent execution parameters. For example, as we have discussed, the
trace stage is highly cache intensive, and uses a large amount of shared memory
as a dedicated cache. However, we would like the shade stage, which is much
more compute intensive, to avoid the penalty associated with low occupancy and
benet from additional L1 cache instead of shared memory. The decoupling allows
us to switch the execution conguration between \prefer shared" to \prefer L1"
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in between execution of the two kernels. It also assures us that registers which
are used only in the trace stage do not persist into the shade stage, allowing for
higher occupancy in the latter (the former is still bound by shared memory).
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CHAPTER 3
AURALIZATION ENGINE
In this chapter, we will focus on the signal processing which generates the actual
sound. We will start with a short introduction on existing sound systems used for
games, which is largely based on the idea of \3D sound" or positional audio. We
will then survey some of the academic literature which forms the theoretical basis
behind these positional audio systems, and tie it to our system. Finally we will
discuss some of the optimizations specic to our engine in the audio rendering.
3.1 Current Game Audio Systems
Due to the limited computational power available for modern games, all current
generation audio engines are restricted to using a digital audio workstation work-
ow. This means that sound sources are typically represented as tracks, which are
triggered by game events and can be bussed to eects and mixed down into the
nal audio mix (which may be stereo or surround sound). Commercial engines
such as FMOD and Wwise also support positional audio in this context, typically by
adding an positional eect to an audio track. This emulates the eect of an sound
source in free-space using the psychoacoustic eects detailed in this chapter. We
consider these engines parametric, in the sense that gameplay variables derive
parameters which then aect the audio processing and mixing. An example of
a parameter might be a Boolean parameter specifying whether a sound source is
occluded provided from the game engine. If this is the case, the correspond track
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is passed through a low-pass lter simulating occlusion and an articial reverb
simulating the rest of the room.
It is clear from previous discussion that our system aims to be non-parametric,
in that the audio is generated through direct synthesis of output samples via
input samples and geometry. This causes game design considerations which will
be briey discussed in the conclusion, but are generally beyond the scope of this
dissertation.
3.2 Positional Audio
Positional audio involves using psychoacoustic cues to position virtual sound
sources as if they are occurring from a specic direction and distance from the
listener. We have already discussed the propagation of sound within a conned
space such as a room, which we will see has an eect on the perception and local-
ization of sound. Furthermore we have covered how sound intensity decays with
distance in free space. Therefore we shall primarily focus on positioning audio
in azimuth (left-right) and elevation, and see how these psychoacoustic eects
might augment the ray-model. Research has shown that there are four primary
psychoacoustic eects that contribute to positioning audio sources: inter-aural
time dierence (ITD), inter-aural intensity dierence (IID), head-related transfer
functions (HRTFs), and reverberation time.
3.2.1 Inter-Aural Time Dierence
Inter-aural time dierence is the relative delay between sound received from o-
axis sources by the left and right ears due to the width of the head and the
separation of the ears. Therefore, this is a parameter which is determined by
the width of the virtual head, which is a parameter in our system. Although we
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have stated that the perception of absolute delay between visual events and audio
correspondence is in the millisecond range, studies indicate that ITD perception
contributes greatly to azimuth localization and is accurate on the microsecond
range [59]. One thing to note is that this eect is highly dependent on the fre-
quency of the source audio. This is because the delay maximum time delay at
90  azimuth for a typical 22 cm inter-aural distance is approximately:
22 cm
343 m/s
= 641 us (3.1)
This is approximately the wavelength of a 1.6 kHz tone, so we expect that as
frequency increases past 1.6 kHz, confusion occurs as the relative phase dierence
is ambiguous for determining the time delay. However, for very low-frequency
sounds, positioning using ITD is also dicult. This is a general observation, as
low frequencies are almost impossible to localize even in psychoacoustic testing
by human subjects under optimal conditions [60].
3.2.2 Inter-Aural Intensity Dierence
Due to this phase confusion, for sounds of a higher frequency than 1.6 kHz, we
must rely on another eect: the inter-aural intensity dierence. This is because,
as we have discussed in our previous section on reections and occlusions, high-
frequency sounds will be occluded by the head. For pure tones, localization based
on ILD alone is improved with increasing frequency up to 10 kHz. For frequencies
lower than around 3 kHz, this eect is limited by the diraction eect. The combi-
nation of the ITD and ILD eects form the duplex theory, which is experimentally
found to be reliable for locating sounds on azimuth [61].
However, this approach does have several issues. Considering only ITD and
IID creates a cone originating out from each ear where these positional eects
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are identical, which is called the cone of confusion [56]. This is because sounds
within a cone are equidistant from both ears, and occluded through the opposing
ear in the same way. A related notion is the front-back confusion eect, where
sounds from the exact rear cannot be discerned from sounds coming from the
exact front. Experimental results show that in psychoacoustic testing without
context and visual cues, front to back confusion is common even with real-world
sound sources [62].
3.2.3 Head-Related Transfer Function
One way in which some of the aforementioned confusion eects may be mitigated
is through the use of head-related transfer functions. This is a lumped response
method of accounting for the cumulative eects of the complex shape of the pinna
as well as the combined shadowing due to the shape of the head and shoulders.
HRTFs, which are typically presented as a series of directionally dependent lter
coecients, are typically combined with the ITD and IID eects to create a full
positional audio system. This is convenient because in the case of nite impulse
response (FIR) lters, recorded impulse responses will already have the relative
delays and amplitude dierences built in [63]. Recording HRTF responses involves
using a speaker array or moving speakers and microphones placed within the ear
canal of either a dummy head or a human subject. The stimulus signal used
in early experiments are impulses, but higher energy sequences such as chirps or
pseudo-random noise sequences have been used in order to reduce the peak energy
required at the speakers and the sensitivity required at the microphones.
With regard to the actual HRTF data, various measurements using a dummy
head or live subjects tend to agree with regard to the frequency response at low
frequencies below 2.5 kHz, but poorly at higher frequencies [64]. This is due to
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Figure 3.1: Direct-form 2 biquad
the specicity of the shape of the outer-ear depending on the subjects as well as
the technology used the measure the responses. Therefore, our approach is to
use only the low-frequency HRTF data in conjunction to with the ITD and IID
eects which are physically simulated by the engine. An example of this data set
is provided in the Appendix A by Cheng and Wakeeld [22] with measurements
done by Middlebrooks et al. [65], [66]. The raw data is presented in graphical form
as amplitude, for the 1856-1953 Hz frequency band. We can see that in general,
the pattern is that the sounds originating from the opposite ear are occluded,
which is unsurprising. However, what is of note is the variance by elevation of
the on-axis response from each ear. This shows the contribution of HRTFs to
elevation perception, which is our primary use for it.
3.2.4 IIR Filter Reduction
As stated previously, most readily available HRTF sets are provided in the form
of nite impulse response lters. For example, in the case of the readily available
KEMAR set [63], the smallest data set available is 128 samples. Implementing this
FIR lter therefore requires 128 multiplication and 128 addition operations per
output sample. While this is not necessarily a problem on the GPU so long as each
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thread can process the convolution independently, the direction dependent nature
of this lter requires dierent coecients for each thread (assuming each thread
corresponds to a single ray from the geometric engine, as we proposed in Section
2.2.7). This results in a memory bandwidth bottleneck, as no eective shared
memory or broadcast mechanism can be used between threads. Furthermore, the
FIR HRTF sets typically have delay corresponding to the ITD eects built into
the response; however, in our case, ITD is simulated by the engine as a head-
width parameter and we are only interested in the frequency and amplitude data.
Finally, we require interpolation, as we are interested in ner granularities along
the azimuth and elevation planes than is provided by data sets, which is dicult
to perform in the lter coecient domain for FIR lters.
Instead, we would prefer to implement HRTF ltering through innite im-
pulse response lters, which can be described simply as the following dierence
equations:
y[n] = b0d[n] + b1d[n  1] + b2d[n  2] (3.2)
d[n] = x[n]  a1d[n  1]  a2d[n  2] (3.3)
where coecients a1; a2; b0; b1, and b2 are the only parameters dening the lter.
A graphical representation, which is commonly referred to as the direct-form 2
biquad is given in Figure 3.1. Note that this is the preferred lter topology
for execution in parallel on the GPU, as it requires fewer delay elements (and
therefore, fewer registers) than the comparable direct-form 1 lter. Note also
that the lter reduces into four addition operations and ve multiply operations
per output sample, a large reduction over the 128 multiply-accumulate operations
required for the comparable FIR lter.
In practice, computation of the lter output is not a serious bottleneck for
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the modern GPU, even with tens of thousands of lters being processed simul-
taneously. However, we would like to reduce the memory bandwidth for loading
coecients as well as register usage. Note that every coecient is being use to
compute every sample, and therefore it is essential that all coecients reside in
registers. In the case of a low-pass lter, coecients may be generated from a
cuto !0 and Q factor using the bilinear transform.
a0 = 1 + sin(!0)=(2Q) (3.4)
a1 =  2cos(!0) (3.5)
a2 = 1  sin(!0)=(2Q) (3.6)
b0 = (1  cos(!0))=2 (3.7)
b1 = 1  cos(!0) (3.8)
b2 = (1  cos(!0))=2 (3.9)
This reduces the ultimate parametrization of the lter to only two coecients.
assuming a low-pass lter topology. Looking at the data provided in Appendix A,
the trend is that head and shoulder occlusion is generally low-pass (largely because
of diraction of the low frequencies), whereas ltering due to the pinna is band
pass. We can therefore use approximate linear mappings of the graphical data
presented into cuto and Q factor parameters. In practice, our experimentation
has found that careful tweaking of the parameter mapping allows for convincing
HRTF and that in general the mapping coecients will depend on the specic
listener and listening environment. For example, for headphones, a \deeper"
HRTF mapping where the dierence between light and shadow areas in Appendix
A is preferred, while for speakers a \shallower" mapping is preferred.
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There have been other quantitative attempts to generate IIR HRTF lter
coecients. One possibility is to model the head as a rigid sphere, which is
explored in work done by Duda et al. [67]. Another possibility is to use an iterative
method (either a linear method such as Prony's method or a non-linear search
such as a neural network) to match IIR responses to measured FIR responses [68],
[69], [70]. One problem with the rst method is that HRTFs not derived from
sampled data may sound strange, as variations and asymmetries contribute to
the positioning eect. A problem with the second is that the transition between
coecients derived from one FIR response (at a given azimuth and elevation)
can be wildly dierent than coecients derived for an adjacent FIR response
due to the potential for local minimums in the error function. This makes it
dicult to interpolate between resulting IIR coecients, as a straightforward
linear interpolation in the coecient domain may be nonsensical or even unstable.
3.2.5 Material Filtering
We have briey discussed the behavior of ideal reections with respect to reection
coecients in Section 1.2.2. In practice, even purely specular reections have sig-
nicant frequency dependencies. The nature of this frequency dependence varies
according to the geometric structure of the surface, for example, a panel designed
with partitions or perturbations for diusing the sound eld will have frequency
dependent behavior as the partitions will not aect all wavelengths evenly. How-
ever, in practice, even fairly homogeneous materials such as feather glass, foam,
and carpet exhibit frequency dependence, especially when the incident angle is
near perpendicular. Furthermore, some materials will exhibit resonant (or peaked)
behavior in the frequency response [48].
For our application, this behavior is fairly straightforward to model using the
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Table 3.1: Material Properties
Property Description
Rd Diuse reection coecient
Rs Specular reection coecient
 Specular power
Ts Transmission coecient
!0 Filter center frequency
Q Filter resonance
IIR lters given in Section 3.2.4. One practical limitation is that in order to limit
the computation required, only a single material lter is applied even if the partic-
ular path is a high-order path (that is, it bounces o of several dierent surfaces).
In choosing which material lter to apply, recall that our algorithm given in Algo-
rithm 2.2.5 starts tracing from the listener and ends up at the source. Therefore,
the last reection should be the properly modeled material, as physically it rep-
resents the reection closes to the source where most of the acoustic energy is
lost. Reections leading up to the nal frequency dependent reection may be
modeled as a simple gain, taking account only the frequency independent nature
of the reection coecient. At rst, this may seem conicting from a perceptual
standpoint, as it seems that surfaces closest to the listener are not aecting the
reverberation as much as potentially far away surfaces. However, recall that the
ray tracing algorithm independently generates orders of reection n = 1; 2:::N ,
where N is the maximum order allowed. Therefore, lower-order reections will
correspond to materials closer to the listener, where higher-order reections cor-
respond to materials in the room where the source produced the sound (if it is
dierent from where the listener is). Our list of material properties is summarized
by Table 3.1.
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3.2.6 Audio Mix-Down
So far, we have discussed the signal processing on a per-ray or per-path level of
quantization. The nal result, of course, requires that audio be generated as a
number of channels, dependent on the playback conguration. For example, if
the listener is using headphones, we expect to render down to a stereo audio track
{ whereas if the listener is using a home theater system, we might use a 5.1 or
7.1 surround sound output (that is, ve full-range channels, one low-frequency
channel). This type of rendering is straightforward for a ray-acoustic system to
generate, we can simply partition the number of rays at the listener into groups
which correspond to the channels. Note that in this case, headphones are a
special case since for stereo, both left and right ears need to be associated with
an independent sphere of rays, rather than the partial spherical surface, as is the
case with other listening congurations. This is because there is no cross-feed over
headphones { sounds which are sent to the left channel do not get mixed into the
right channel at all, and vice versa, which causes the artifacts as noted in Section
2.2.7. In a higher-order system with speakers, however, no such problem occurs, as
the channels are not perfectly isolated anyway. In addition, while we can perform
some HRTF ltering even with surround playback by simply reducing the slope of
the mapping between the graphical HRTF data and the lter coecients, which
gives a fall-back solution for poor speaker placement or listening acoustics.
However, it should be noted that while all the computations discussed so far
are straightforward to parallelize, the nal audio mix-down stage is not. In order
to see how this maps to the GPU, we should rst review the signal processing
chain with all the components in place. At the beginning of each audio frame, the
ray tracing kernel is run, which updates the impulse response for the particular
conguration of sources positions, listener positions, materials, and geometry. We
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do not store this as an explicit impulse response, however, each path is merely
assigned a total path delay, listener origination direction (for HRTF), and list
of materials along the path as well as the intersection angles (for computing the
specular and Lambertian diuse coecients). In the audio processing kernel, each
thread is then assigned this data for a path and fetches the source audio waveform
from GPU memory. This must be indexed by the delay and the frame oset, as
the actual sound waveform can extend beyond the length of a frame (which should
be no longer than about 40 milliseconds as discussed in Section 2.2.8). The index
of the waveform for a given sample is given by i   delaycomputed, where i starts
at the sample at the beginning of the frame and is incremented locally by the
thread as the ltering proceeds. This presents a straightforward opportunity for
optimization, as we note that scaling can be avoided if we rescale the geometry
at load-time into distance units corresponding to one sample at the sampling rate
and the simulated speed of sound. That is, we rescale a factor A which is in
samples per meter where:
A =
Fs
c
=
44; 100 samples=s
343 m=s
= 128:5
samples
m
(3.10)
Here Fs is the computation sampling rate and c is the speed of sound.
Furthermore, note that the delay computed in the ray tracing stage is in
oating-point format, rather than integers. This presents another optimization
on the GPU, as the GPU is capable of using the texture loading mechanism in
order to linearly interpolate the stored waveform at no additional computational
cost. This is especially important on the Nvidia Kepler architecture, as by default
global memory loads are un-cached in L1 due to the relatively long length of the
GPU L1 cache line (128 bytes).
In the nal step, each audio chain which corresponds to a single path is mixed
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Figure 3.2: Overlap required to compute impulse response explicitly
down with all others into the channel which it is assigned to. This is the equivalent
to explicitly performing convolution between the impulse response and the source
audio, and computationally scales to the length of the impulse response. While it
seems counterintuitive to perform convolution this way as opposed to using fast
convolution by multiplying in the frequency domain, recall that the contribution
to the impulse response from each path has a support which is greater than
a single sample, due to the frequency dependence on the per-path processing.
Therefore, while convolving the impulse response with the input audio is faster in
the frequency domain, explicitly generating the impulse response is slower, due to
each path contributing a large number of samples which require mixing together.
This problem is illustrated in Figure 3.2, with two independent paths contributing
to two taps of the nal impulse response. Note that there is signicant overlap
of the ltered impulse which makes generating the impulse response in parallel
dicult, as multiple threads will be attempting to access the overlapped section
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Figure 3.3: Round-robin mix-down using thread synchronization
of memory. In practice this overlapped section will be signicant, as thousands
of threads are attempting to mix-down simultaneously, as the support for the
ltered impulse of each thread is theoretically innite (hence the term innite
impulse response lter).
Still, the nal step requires a parallel mix-down. There are many ways to
accomplish this operation, but in general, some sort of synchronization is required
in order to avoid read-modify-write errors when the same sample is simultaneously
updated by multiple threads. Recall that if operation is handled in 44.1 KHz with
32-bit oating-point audio, mixing-down 4096 rays and three orders of reection
would require 300 Kbyte
s
4096 rays3 orders = 3:7 Gbyte
s
of bandwidth for ltering
and mix-down.
The rst approach is to use a round-robin method to mix-down into shared
memory. Recall that GPU shared memory can be addressed by all threads within
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that block. In addition, CUDA provides for a barrier synchronization method
between threads within a block in order to perform a limited type of inter-thread
communication. The idea is that each thread performs the ltering and mix-down
operation for a pre-assigned patch into shared memory if the input sample is within
range. After some number of samples are computed, the patch is incremented
along after a thread-synchronize operation. This ensures there are no read-modify-
write errors, as each thread is processing on a independent patch of audio (into
shared memory) at a time. This scheme is illustrated in Figure 3.3 using two
threads, in practice a block consists of at least 64 or more threads. Note that in
order to fully occupy the GPU, multiple blocks must be issued as each block only
maps to a single GPU SM, which may be as small as 1/16th of the entire GPU.
This results in several partially mixed-down audio streams, each of which must be
transferred to the CPU and mixed down serially. However, the amount of work
can be fairly small, on the order of dozens of audio streams (depending on the
output channel conguration and number of rays). A typical nal mix-down level
is 16 blocks, which allocates a single block for each SM in a GTX 580 or GTX
Titan GPU.
While this approach has the advantage of never explicitly generating neither
the impulse response nor the individual audio streams, it causes uneven load bal-
ancing of the GPU. This is because in actual computation reading input samples
(from dierent indexes) causes unpredictable latency in the ltering and mix-down
stage for each patch. If an input sample is not located in cache, the entire block
is stalled because other threads may quickly complete the patch and wait on the
synchronize operation. Furthermore, the constraint on shared memory limits both
the amount of parallelism and the maximum length of an audio frame. Also, the
strict `chunking' based on assigning a patch of samples for each thread causes idle
threads to take as long as active threads. For example, the current playback index
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of a sound might be negative due to a large delay on that path (physically, this
means that the sound has not yet reached the listener for this particular path),
but the SP assigned that audio chain is essentially idle until the sound begins. In
addition, even though each SM has single block, this is not enough occupancy to
allow the GPU to take advantage of the scheduler to mask memory latency, which
causes poor utilization if sound samples must be fetched from outside of cache.
One proposed improvement to this scheme is to use atomic operations instead
of a round-robin scheme. Atomic operations are operations into GPU main mem-
ory which have automatic synchronization to avoid read-modify-write errors. Of
especial note is the atomic add operation, which allows each thread to indepen-
dently add the output sample into a buer which resides in main memory. The
problem with this approach is low throughput, as atomic operations are slow com-
pared to true parallel operations. On the GTX 580, atomic operations into global
memory can take at least nine cycles per operation (maximum throughput, not
accounting for latency). Even though this is improved to a single cycle on the
GTX Titan, this still results in only a single 32-bit or 64-bit operation per clock
if multiple threads are adding into the same address, which is an extreme form of
serialization.
Fortunately, on the GTX Titan it is possible to use warp-aware programming
to improve mix-down throughput using atomic operations. This is because of the
additional compiler intrinsics which provide per warp exchange of data. Recall
from Section 2.1.2 that a warp consists of 32 threads which are scheduled and
executed as a group. In general, warps are invisible to the programmer, and
there is no mechanism to individually control the behavior of a warp. However,
the Titan specic warp shue instructions break this abstraction slightly, by
allowing the exchange of data within a warp. Therefore, a warp of 32 threads can
successively shift new data to be added into shared memory under the control
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Figure 3.4: First stage parallel reduction with eight elements
of a single thread, which then performs the atomic operation [71], [72]. In this
best case, this reduces the number of atomic operations by 32 if all the atomics
would have had to be serialized. In practice, this improves performance greatly
where the hardware permits, but not quite by 32-fold, as in practice not all the
threads would have attempted atomic operations into the same memory address.
This method is preferred on GPUs which support compute capability 3.5+, such
as the GTX Titan.
Another method to reduce mix-down computation in previous generation hard-
ware is to use parallel reduction methods. Recall that the concept behind parallel
reduction is simple, and illustrated in Figure 3.4. In this case, four threads are
used to sum eight elements in the rst stage. In each progressive stage, fewer
threads are used, until the last stage only uses a single thread to sum two ele-
ments. In the case where a large vector is reduced to a single value, it is possible
to use only local registers to store the intermediate sum. In the case of us-
ing parallel reduction to perform the nal mix-down, we must rst consider the
cost of writing out an entire frame of audio. For example, if wish to compute
a 2048 sample frame, the total data which needs to be stored and read back is
2048 samples4 bytes
sample
4096 rays3 orders = 100 Mbytes. On high-end GPUs such
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Figure 3.5: Interpolating audio blocks with windowing
as the GTX Titan, this is a relatively small amount of data and can be written
and read back in less than a millisecond (the GTX Titan has almost 300 GB/s
of memory bandwidth) assuming that memory operations are properly coalesced,
but on a more limited GPU, memory bandwidth may not allow for storing the en-
tire pre-mixed audio streams. Using parallel reduction when all the streams have
been written into global memory involves applying the algorithm in the standard
way but mixing into shared memory instead. Note that the reduction operation
involves transposed thread assignments as compared to the ltering, and therefore
must use a dierent kernel launch. This is because for the ltering stage, each
thread is assigned to an individual audio stream (which corresponds to a path),
whereas for the reduction stage, each thread must be able to address a set of
samples within a single audio stream. Processing must be handled in this manner
because of the limited size of shared memory; it is not feasible for performance
reasons to store multiple intermediate audio streams back into global memory.
3.2.7 Final Output Processing
The nal output is transferred to main memory using a synchronous copy opera-
tion. Before the audio buer is sent to the sound card, the CPU must interpolate
the output frames, perform some dynamic range processing, and convert the out-
put to the sound-card bit format. These steps are fairly straightforward, and
much research has already been devoted to some of the technical issues. The
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rst operation is to interpolate successive frames together, due to the fact that
sound computation must take place as discretized frames of world state (essen-
tially snapshots in time) which are much slower than the sample rate. This is a
similar problem to performing FIR ltering or FFT based processing on a real-
time system, and the solution used is similar to the overlap-add procedure. One
dierence is that in OLA applications, the lter itself is xed and therefore it
is reasonable to use the \residual state" as the overlapped trail. Note that in a
convolution, there are always more output samples than input samples because
the lter itself has some length. In this case, because all the parameters of the
system are changing, each output block must be longer than the length of the
required block to maintain real-time performance (typically 1/4 longer overall)
and multiplied by a window function, as illustrated in Figure 3.5. The exact fre-
quency domain behavior of this operation is explored in detail as part of Lent's
algorithm for pitch-shifting [73], but the net result is that in most cases, this
produces smooth output without noticeable artifacts at the block boundaries. An
additional advantage of this type of output-based interpolation is that there is no
need to save the state of all the IIR lters involved in the per-path processing.
This is advantageous both because it avoids some computational overhead, but
more importantly prevents the problem where lter coecients which are other-
wise stable become unstable due to changing coecients which do not correspond
to the state; a known problem with adaptive IIR lters [74]. A physical analogy
is that this is the equivalent to discharging all the energy storage elements in
a lter. Normally this would cause a discontinuity, but because the 128-sample
interpolation window is large compared to the two-sample state of the lter, the
lter quickly recovers to a normal operating state before the output from that
block signicantly contributes to the audio output due to the window function.
The interpolated audio is sent to a standard compressor in order to control
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the dynamic range of the audio. This is necessary because the raw output of the
simulation would otherwise suer from extreme uctuations in volume. Imag-
ine for example, the listener is in the middle of a perfect reecting parabola or
hemisphere, the convergence of the reected paths would cause a large boost and
possibly clipping in the output. The dynamic range compressor detects large in-
creases in the amplitude of the signal and generates an envelope which reduces the
overall gain of the system. This is done in the oating-point domain to maintain
as much delity as possible, after which the output is converted to 16- or 24-bit
xed point for transfer to the sound-card.
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CHAPTER 4
CONCLUSION
4.1 Results
Although we have not done any formal psychoacoustic testing, results from in-
tegrating out engine with game engines such as IDTech 3 and UDK have been
encouraging. A video for which a still screen shot is provided in Figure 4.1 is
available with included multimedia materials [75]. In this video, the narration
is done in a diegetic manner; it is positioned in the world using our engine at
the player position. This simulates what the player would hear in a voice-over-IP
system if the various player characters are positioned in the world. The param-
eters of this video are 4096 rays, 3 orders of reection, and approximately 4000
acoustic triangles, the mesh for which is shown in Figure 4.2. The performance
is approximately 20% of a GTX Titan { though the exact performance depends
on the number of simultaneous sources. This is true despite the dynamic ray
allocation scheme, due to cache coherency issues mentioned in Section 2.2.10
The acoustic mesh for this scene has been manually optimized from the graphi-
cal geometry. While aggressive optimization can be performed in many cases, our
experiments indicate that existing automatic mesh simplication methods fare
somewhat poorly at this task [76], [77], [78], largely due to the lack of attention
given to the exact topology of the geometry. One example is in curved walls and
arches, the interior volume of which tend to become smaller with traditional mesh
simplication. This causes problems as the listener can clip through the audio ge-
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Figure 4.1: Screenshot of Quake 3 video referenced
ometry, resulting in an extreme attenuation of simulated sound. Another related
problem is that sound eects will sometimes be positioned as behind a particular
triangle, whereas in reality the event happens exactly on the surface (for exam-
ple, a bullet impact). These problems can be solved by smart optimization of the
geometry, and there have been attempts to design mesh simplication methods
tailored to this application [79], [80]. However, this research is largely applied to
o-line simulation in architectural acoustics; the problems with a real-time sys-
tem, where the acoustic mesh must correspond to a visual representation, are not
addressed in existing work. Another approach is to use the physics model for the
mesh as an acoustic geometry model. Because the mesh used is the one which
the collisions are computed with, this prevents inconsistency between acoustic
behavior and game behavior.
A test setup for our engine is illustrated in Figure 4.3 and the corresponding
output from our modied ray-model is shown in Figure 4.4. These are derived
by using a sine-sweep based method as if measuring an actual room [81]. Note
that this is necessary, because our system never explicitly computes the impulse
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Figure 4.2: Simplied mesh for Quake 3 map q3dm1
Figure 4.3: Listener arrangement for impulse response test
response. In this case, the impulse response is computed using only rst-order
reections in order to emphasize some of the frequency domain eects. We note
the distinct frequency domain dierences between sound measured at camera 1,
which is located in a corner of the room, and camera 2, which is in a wide open
area, as shown. Most noticeable is the bass reinforcement eect, due to the
presence of many reections which have small dierences in path length, which
causes cancellation of the high frequencies. This eect notably missing in systems
which only consider perfect specular reections due to the small number of such
paths in simple geometry.
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(a) Listener 2
(b) Listener 1
Figure 4.4: Impulse response measured from two listener positions
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4.2 Directions for Future Work
One of the diculties in creating production-level software for GPUs is that in
contrast to the very established CPU architectures, GPU architecture signicantly
changes with every generation. Part of this is because GPGPU is considered in
general a secondary market as compared to 3-D rendering, and part of this is
due to the lack of a large legacy code-base on the GPU. This is compounded by
the diculty of coding for parallel execution, as more factors must be simultane-
ously considered, due to the need to manually manage the heterogeneous memory
space, caches, and execution resources on the GPU. One direction for future re-
search is to use high-level libraries to accelerate some of the elemental tasks of
our ray-acoustic engine. For example, Nvidia oers their OptiX framework for
ray tracing, which may be used to replace our bounding-volume hierarchy and
ray-triangle intersection tests. While losing some potential domain specic opti-
mizations (for example, our BVH is optimized for small numbers of triangles and
low overhead), this approach allows the use of Nvidia specic optimizations for
ray-tracing operations which may not be accessible to external developers or well
documented.
Another direction of research is to use our existing engine to spearhead novel
game design ideas. For example, one area which we have no explored is the so
called cocktail party eect, which is the ability a listener has to focus on a partic-
ular conversation among background noise [82]. Existing research suggests that
distance and room cues contribute to this eect, which is dicult to reproduce vir-
tually (for example, in a voice-over-IP system). One situation where this eect is
extremely useful is in virtual world and virtual meeting applications, where multi-
ple virtual speakers may be simultaneously talking. Current generation solutions
use only distance models for providing stream separation cues, but integration
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of our system into VOIP platforms, either standalone or as an addition to the
system as applied for game audio is an obvious application and future research
direction.
The artistic aspects of designing with a physical sound engine as compared to
a traditional sound engine need to be explored. For example, a key technique in
sound mixing for games is to use ducking, which means that when an important
eect or speech clip is being played, all surrounding ambient sounds need to be
attenuated in a way as to focus attention on the subject but not be jarring. One
problem with a physical sound engine is that performing eects such as ducking is
dicult, as it is not clear by what mechanism the attenuation should happen and
how to make it subtle. One proposed method is to adopt the architecture used
by physics simulators (such as Havoc and PhysX) in terms inter-operating with
traditional key-framed or motion captured animation. Here, physical objects are
given special parameters (such as a bounding box, density, friction coecients,
etc), but exist within a world largely made up of non-physical objects. We propose
then that our engine should reside within the framework of existing audio middle-
ware { the simulation parameters can be supplied to the existing audio engine,
and the output from our simulation can be presented as a \track" of audio, which
can be manipulated in familiar ways.
Finally, research indicates that head movement contributes greatly to posi-
tional audio. While our system allows for full six degree-of-freedom simulation,
typical game control schemes do not generally allow for independent head control.
One application therefore is to integrate our engine with head-tracking to create
a full virtual-reality experience. This would likely require tackling additional do-
main specic issues. For example, current generation head-tracking systems have
more delay than conventional input methods. However, the integration of our
system with head-tracking could have applications which extend beyond conven-
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tional video games and into virtual-reality scenarios such as training simulations,
architectural walkthroughs, and so forth.
4.3 Conclusion
We have what we believe is the rst complete system which integrates a real-
time geometric impulse response generator with a binaural renderer completely
operating on the GPU. We hope that the value of such a system for both in-
dustry and academic applications has been clearly conveyed by this dissertation
and the accompanying multimedia materials. In addition, our algorithms outline
one physically inspired method for generating dense reections, which in turn
creates realistic and hyper-realistic frequency domain eects which we have not
noted in existing real-time systems. From the academic standpoint, our system
presents a platform for many potential follow-up experiments, whether in acoustic
mesh simplication, head-tracking psychoacoustic measurements, or conversation-
background separation. From the industry standpoint, our system presents a
method to push the envelope on realism and immersion beyond improving the
rendering techniques. We feel (and indeed industry leaders such as John Car-
mack have hinted) that present generation graphical hardware already exceeds
the ability of artists and content creators to fully saturate the rendering capabil-
ity of the gaming platform except in very few high budget productions [83]. We
trust that our research contributes positively to the artistic eld of game design
by allowing for creativity in a dimension that did not exist before.
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APPENDIX A
HRTF Data and Usage
Figure A.1 is a reproduced version of data from Cheng et al. [22] for spatial
representation of HRTF responses at medium (1.9 kHz) and high (8.7 kHz) fre-
quencies. This data, in graphical form, is used directly by out engine after some
pre-processing. First, the diagram only extends from -150 to 150 degrees in az-
imuth and -60 to 80 in elevation, while our engine needs to be able to evaluate the
response at all directions. We extend the image by performing edge interpolation
in all directions. In addition, we perform some levels processing to remove the
contour lines from the data.
The net result is shown in Figure A.2. This data can be loaded onto the GPU
using the texture load mechanism, and interpolated in a bi-linear fashion.
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Figure A.1: HRTF data at medium and high frequencies
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Figure A.2: Post-processed HRTF data, left channel
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