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Curl free Parameterization l = 0 l = 3 l = 0 l = 3 Fig. 1 . Rotationally-seamless parameterization with a subdivision directional field. An initial field (le ) is optimized for low curl at the coarsest level l = 0. We subdivide the field to fine level l = 3 (center), and then solve for a seamless parameterization in both levels (right). Our subdivision preserves curl, and thus results in a low integration error in both levels. The coarse-level optimization takes 7.5 secs, the subdivision 7.6 secs, and the parameterization 7.0 secs, to a total of 22.1 secs. This is a speedup of about two orders of magnitude compared to running the curl optimization directly on the fine level, taking 1438.7 secs.
We present a novel linear subdivision scheme for face-based tangent directional elds on triangle meshes. Our subdivision scheme is based on a novel coordinate-free representation of directional elds as halfedge-based scalar quantities, bridging the mixed nite-element representation with discrete exterior calculus. By commuting with di erential operators, our subdivision is structure-preserving: it reproduces curl-free elds precisely, and reproduces divergence-free elds in the weak sense. Moreover, our subdivision scheme directly extends to directional elds with several vectors per face by working on the branched covering space. Finally, we demonstrate how our scheme can be applied to directional-eld design, advection, and robust earth mover's distance computation, for e cient and robust computation.
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INTRODUCTION
Directional elds are central objects in geometry processing. ey represent ows, alignments, and symmetry on discrete meshes. ey are used for diverse applications such as meshing, uid simulation, texture synthesis, architectural design, and many more.
ere is then great value in devising robust and reliable algorithms that design and analyze such elds. In this paper, we work with piecewise-constant tangent directional elds, de ned on the faces of a triangle mesh. A directional eld is the assignment of several vectors per face, where the most commonly-used elds comprise single vectors. e piecewise-constant face-based representation of directional elds is a mainstream representation within the (mixed) nite-element method (FEM), where the vectors are o en gradients of piecewise-linear functions spanned by values on the vertices.
Working with a ne-resolution smooth (and good-quality) mesh is o en essential to get good results with methods that produce piecewise-constant directional elds. However, working on a ne mesh is also computationally expensive, and o en wasteful-the desired directional elds are smooth and mostly de ned by a sparse set of features such as sinks, sources, and vortices.
A classical way to bridge this gap is to work with a multi-resolution representation, based on a nested hierarchy of meshes. A popular way to generate this representation is to use subdivision surfaces. Subdivision surfaces are generated by operators that comprise a set of stencils, o en linear and stationary (with a xed stencil), that are used to recursively re ne functions de ned on meshes (and consequently the vertex positions). ese operators can be used to prolong and restrict functions between coarse and ne levels, allowing for multigrid eld computation. We consider the limit surface as the target domain on which we compute the elds, and represent the degrees of freedom of the computation by the coarse control mesh through subdivision.
To be able to work with hierarchical directional elds on subdivision surfaces, one needs to de ne specialized subdivision operators. A necessary requirement for obtaining consistent results is that the subdivision operators are structure-preserving; that is, the di erential and topological properties of the directional elds are preserved under subdivision. is can be achieved by designing subdivision operators that commute with di erential operators. Unfortunately, di erential operators on piecewise-constant face-based elds are de ned with the metric and the embedding of the mesh (e.g., face areas and normals) built in. As a result, these quantities have complicated and nonlinear expressions in the linearly-subdivided vertex coordinates. Creating linear stationary subdivision operators directly on face-based directional elds is then a challenging task. Recently, de Goes et al. [2016b] devised a method for subdivision vector-eld processing for di erential forms in the discrete exterior calculus (DEC) se ing. e di erential quantities in DEC are inherently separated into combinatorial and metric operators; due to this, it is possible to de ne a stationary subdivision scheme for di erential forms that commutes with the combinatorial part alone, as introduced in ].
Inspired by this insight, we introduce a coordinate-free representation for face-based elds, allowing us to decompose the face-based di erential operators into independent combinatorial and metric components. With this decomposition, we de ne linear stationary subdivision operators for such elds. Our scheme naturally extends to branched covering spaces, where we then apply it to directional elds with an arbitrary number of vectors per face.
RELATED WORK 2.1 Directional fields
Tangent directional elds on discrete meshes have been researched extensively in recent years. e important aspects of their design and analysis are summarized in two relevant surveys: [de Goes et al. 2016a ] focuses on di erential properties of mostly single vector elds, with an emphasis on di erent discretizations on meshes, while [Vaxman et al. 2016 ] focuses on discretization and representation of directional elds (with N vectors at every given tangent plane) and their applications. e fundamental challenge of working with directional elds is how to discretize and represent them. e most common discretization considers one directional object per face, or alternatively piecewise-constant elements (e.g., [Bommes et al. 2009; Crane et al. 2010; Tong et al. 2003; Wardetzky 2006] ).
is representation conforms with the classic piecewise-linear paradigm of the nite-element method, and admits a dimensionality-correct cohomological structure, when mixing conforming and non-conforming elements [Wardetzky 2006 ]. Moreover, the natural tangent planes, as supporting plane to the triangles in the mesh, allow for simple representations of N -directional elds [Crane et al. 2010; Diamanti et al. 2014; Ray et al. 2008 ]. However, the representation is only C 0 smooth, and makes it di cult to de ne discrete operators of
Multiresolution vector calculus
Directional elds are important for applications such as meshing [Bommes et al. 2009; Kälberer et al. 2007; Zadravec et al. 2010] , simulations on surfaces [Azencot et al. 2015] , parameterization [Campen et al. 2015; Diamanti et al. 2015; Myles and Zorin 2012] and non-photorealistic rendering [Hertzmann and Zorin 2000 ]. An underlying objective in all these applications is to obtain elds that are as smooth as possible. Nevertheless, as demonstrated in [Vaxman et al. 2016] , directional elds are subject to aliasing and noise artifacts quite easily for coarse meshes. Using ne meshes alleviates this problem to some extent, but incurs a price of increased computational overhead, especially for nonlinear methods. For this, a smooth and low-dimensional representation for smooth directional elds on ne meshes, such as the one we introduce, is much needed. e most prevalent approach to low-dimensional smooth processing on ne meshes is to use some re nable multiresolution hierarchy.
is paradigm is extensively employed in the FEM literature when using either re ned elements (h-re nement) or higher-order basis functions (p-re nement) [Babuška and Suri 1994] .
is has also been applied to vector elds in planes and in volumes [Schober and Kasper 2007] . A major di erence in which our subdivision method departs from both these approaches is that the geometry of the target limit surface is di erent than that of the control coarse mesh. As such, using p-or h-re nement directly on the coarse cage is susceptible to commi ing the so-called "variational crime" [Strang and Fix 2008] , where the function space and the computation domain are mismatched.
A more closesly-related prominent approach to re nable spaces is Isogeometric Analysis [Hughes et al. 2005 ]. e premise is computation over re nable B-spline basis functions, replacing the piecewiselinear FEM functions. e se ing promotes integration over the target (smooth) domain, and therefore is theoretically correct and structure-preserving. However, they rely on quadrature rules to perform the complicated integrals that involve the basis functions. Methods such as [Jü ler et al. 2016; Nguyen et al. 2014 ] employ Fig. 2 . Subdivision halfedge-form method pipeline. A face-based tangent field in the space X is converted to the equivalent halfedge representation in space Γ (Section 5). The halfedge form is further separated into a DEC 1-form z 1 and a non-conforming function ϵ which is the half-curl of the field (Section 5.3). They are individually subdivided (Section 6) and assembled back to a field on a finer mesh.
subdivision rules for evaluation on the limit surface, but then design approximative quadrature rules for the exact integrals, tailored to t speci c di erential operators. A recent work by de Goes et al.
[2016b] utilizes subdivision for 1-forms ( rst introduced in ]) as means to represent vector elds in recursively re nable spaces. By doing so, they eciently emulate the IGA premise in a linear se ing, and directly on the discrete meshes. is technique substitutes coarse inner-product matrices with inner product matrices restricted from the ne domains, encoding ne-mesh geometry on the coarse mesh. Using subdivision matrices as prolongation operators is akin to collapsing a single V-cycle in a multigrid se ing [Brandt 1977 ]. e essence of the technique is to design stationary 1-form subdivision operators that commute with the discrete di erential operators. is is made possible as DEC operators are purely combinatorial.
Unfortunately, their approach does not readily extend to facebased piecewise-constant elds. e e ect of stationary subdivision methods on triangle areas and normals is not linear, which makes it di cult to establish the required commutation rules. Our paper introduces a novel representation of face-based elds using halfedge-based forms, that can be readily subdivided using stationary operators. As such, we introduce a metric-free subdivision method for face-based directional elds that guarantees structure preservation.
Directional elds. Much less has been explored in the literature about di erential operators on directional elds. In [Bommes et al. 2009; Kälberer et al. 2007] , directional elds are used as candidate gradients for functions on branched covering spaces. Diamanti et al. [2015] further de ne PolyCurl, which encodes the curl of Ndirectional elds. ey then optimize for curl-free elds. However, we are not aware of any study of general directional calculus and its applications to geometry processing. We provide a branched subdivision scheme, and subsequently a multiresolution representation and a calculus suite for directional elds.
Subdivision surfaces in geometry processing
Subdivision surfaces are popular objects in geometry processing, and are methods of choice for shape design for animation ] and architectural geometry [Liu et al. 2006 ]. eir most popular utility is that of multiresolution (or just coarse-to-ne) mesh editing. In the context of simulation, they have been applied to uid simulation [Stam 2003 ], thin-shell design [Cirak et al. 2002] , and surface deformation [Grinspun et al. 2002; omaszewski et al. 2006 ]. e la er work also uses the folded V-cycle approach to work on the coarse mesh with the limit surface metric; nevertheless, they work with quadrature as well to approximate the exact solution.
3 CONTRIBUTIONS e main contributions of our paper are summarized as follows.
Halfedge forms (Section 5). We de ne a novel coordinate-free representation for piecewise-constant vector elds on faces. e essence of this representation is to consider their projection on the halfedges de ning each triangle. We prove the equivalence of this representation to that of face-based elds, and show that these halfedge forms can be represented as the combination of a DEC 1-form and edge-based curl, which is consistent with the case where the 1-form is exact (the gradient of some scalar function). Halfedge forms are then a new type of 1-form that bridges mixed-FEM representation with that of DEC.
Subdivision vector elds (Section 6). Given the coordinate-free halfedge-form representation, we introduce a subdivision scheme to face-based vector elds with the following properties:
• Coarse gradient elds are subdivided into ne gradient elds, where the underlying scalar function is re ned using a vertex-based scalar subdivision method.
• e curl of a subdivided vector eld, as a scalar function, is a re nement of of the curl of the coarse vector eld.
We depict the subdivision pipeline in Subdivision directional elds (Section 7). Since we work with facebased elds, we show how our subdivision readily extends to Ndirectional elds, where there are N vectors per face, by reducing this case into working with single-vector elds in branched spaces.
We apply this structure-preserving subdivision to several applications in Section 8: earth mover's distance computation, seamless parameterization, vector eld design, and operator-based advection. e common advantage that our method provides is the ability to process vector elds on subdivided meshes (with many triangles), considering only the degrees of freedom spanned by the coarse control mesh. By doing this, we save both time and memory.
We denote our face-based directional-eld subdivision framework as subdivision halfedge-form method, or in short SHM.
BACKGROUND
We introduce a new discrete representation for vector-elds that bridges mixed FEM and DEC. For this, we require an extensive amount of background on these spaces. Nevertheless, for the sake of compactness, we mostly introduce these well-known notions in the notation and formulation we use and li le else; see Table 1 for our notations, Table 2 for the de nitions of the discrete di erential operators, and Figure 3 for the FEM space that we work in. We refer the reader to [de Goes et al. 2016a; Wardetzky 2006 ] for a more comprehensive account of the operators in FEM, and to [Desbrun et al. 2005] for the operators in DEC. For compactness, we reduce the polysemous "FEM" to only mean the conforming/nonconforming piecewise-linear nite element representation, in order to distinguish it from DEC, which is in essence another type of nite-element representation.
Function spaces
We work with a triangle mesh M = (V , E, F ) of arbitrary genus, and with or without boundaries. As we combine FEM and DEC formulations, we need to streamline notation at the expense of conventionality. We de ne V as the space of piecewise-linear (conforming) vertex-based functions, corresponding to 0-forms with linear Whitney forms in DEC and S h in FEM. We further de ne E as the space of piecewise-linear mid-edge (non-conforming) functions, also known as the Crouzeix-Raviart elements [Crouzeix and Raviart 1973] , corresponding to S * h in FEM. We de ne F as the space of piecewise-constant functions on faces, corresponding with dual 2-forms in DEC. We de ne the corresponding integrated (weak) function spaces on vertices as V * (corresponding to dual 0-forms, integrated over Voronoi areas), on edges as E * (integrated over edge diamond areas), and on faces as F * (corresponding to primal 2-forms in DEC). Finally, we denote the space of face-based piecewise-constant directional elds (PCDF) of degree N , de ned on the tangent spaces spanned by the supporting planes to the faces, as X N . e la er is in accordance with the conventional notation. We introduce our operators to the classic case of N = 1, and then generalize our constructions to N -directional elds in Section 7. For case N = 1, we omit the power and just use X, the space of piecewise-constant vector elds (PCVF).
Orientation. We choose an arbitrary (but xed) orientation for every edge in the mesh. is orientation consistently de nes both source and target vertices (primal orientation), and le and right faces for each edge (dual orientation; corresponding with the CCW orientation of every face). For instance, in our notation, we use e ik and get le (e ik ) = ikl = t 2 and right(e ik ) = ijk = t 1 (see Fig. 4 ).
For edge e and adjacent face f , we de ne s e, f = ±1 as the sign encoding the orientation (positive if f = le f t(e), i.e. e is oriented CCW with respect to the face normal of f ). DEC 1-forms depend on the direction and sign of the edge, so they are denoted as oriented quantities.
antities in E * depend on the direction of the edge on which they are de ned, but not on the speci c sign (whether e ik or e ki ), and thus we denote them as unsigned quantities. For a face f , we de ne |f = n f × as the operator that performs the rotation around its normaln f . Mixing spaces. It is wellknown [Polthier and Preuß 2003 ] that the discrete differential FEM operators preserve the structure of di erential operators in the discrete se ing. at is, we have a sequence: Image(G V ) ⊂ ker(C E * ) (gradient elds are curl-free) and a (dual) sequence: Image( G E ) ⊂ ker(D V ) (rotated cogradient elds are divergence free).
is structure-preserving property is essential to the correct and stable behaviour of di erential equations discretized with such operators. Note that the entire formulation can be done in a dual manner by switching conforming and non-conforming spaces and operators. However, we restrict ourselves to conforming gradients and S l P P l +1 × P l Subdivision matrix for space P from level l to l + 1. We use P ∈ {V, E * , F * , Z 1 , Γ}.
S l P P l × P 0 Aggregated subdivision matrix from levels 0 to l.
M 0 P P 0 × P 0 Restricted mass matrix from some level l to level 0 (Eq. 5 non-conforming rotated cogradients. As such, we omit the spaceindicating subscripts and just use D for (conforming) divergence and C for (non-conforming) curl.
Helmholtz-Hodge decomposition. Mixing conforming and nonconforming operators is essential to have a dimensionality-consistent Hodge decomposition [Wardetzky 2006 ]. For a closed surface without boundary, there is a well-de ned Helmholtz-Hodge decomposition of X as follows:
Image(G V ) is the space of vectors elds that are gradients of functions in V, Image( G E ) is the space of rotated cogradients of functions in E, and H X = ker(C) ker(D) is the space of PCVF harmonic elds. e space of harmonic elds has the correct dimension 2 , where is the genus of the mesh.
Inner products. Inner products on the function spaces are represented as mass matrices M, where two elements u, in column vector form have the inner product u, P = u T M P in some function space P. M X is the mass matrix of space X, comprising diagonal values of triangle areas for each component of the vector eld, and we further de ne M V to be the diagonal matrix of Voronoi areas of every vertex. We de ne M E to be the diagonal matrix of diamond areas supported on each edge (See Fig. 3 ). Mass matrices for dual spaces are inverted mass matrices of the corresponding primal spaces. We note that M V and M E are in fact lumped versions of the FEM mass matrices. is lumping is done to make them diagonal, and thus have simple inverses. We denote the L 2 norm of space P by ||u|| P = u, u P .
Hodge Laplacian. e integrated discrete Hodge Laplacian is obtained from minimizing the Dirichlet energy of vector elds, and has the following form [Brandt et al. 2016] :
Its null-space contains the harmonic vector elds. e pointwise version is M −1 X L X .
Discrete Exterior Calculus
DEC function spaces. e setup of DEC [Desbrun et al. 2005 ] on surface meshes is an alternative to the piecewise-constant representation. Instead of representing vectors explicitly, DEC works with primal and dual k-forms, where primal 0-forms are (pointwise) vertex-based functions, primal 1-forms are (integrated) edge-based functions (representing vectors), and primal 2-forms are (integrated) face based functions. e space of primal 0 forms Z 0 , with the interpolation of linear Whitney forms, identi es with V. e space of 1-forms Z 1 comprises scalars on edges, representing oriented quantities. Such quantities are oriented in the sense that when a scalar z is a ached to edge e ik , then the corresponding scalar for the edge e ki is −z. Note that the FEM space E * does not have this property or edge sign dependence and therefore it does not identify with Z 1 . e space of 2-forms Z 2 identi es with F * (note the dual space, as elements in Z 2 are integrated). e space of dual 0-forms Z * 0 are integrated vertex-based quantities, and identi es with V * . Similarly, Z * 2 identi es with F . Dual 1-forms in the space Z * 1 are de ned on the union of the orthogonal duals to the edges. For edge ik in triangles ijk and ikl, the dual e * ik is the two perpendicular bisectors to e ik from the center of the circumscribing circles of each triangle, and therefore di ers from the rotated edge e ⊥ ik used in FEM.
Di erential operators. Two fundamental discrete operators are combined to create an entire suite of vector calculus: the exterior derivative d, taking k-forms into (k + 1)-forms, and the Hodge star , taking primal k-forms into dual 2 −k dual forms. For instance, the
|e ik | . To streamline notation, we use M 1 to represent 1 . M 1 : |E| × |E| is a diagonal matrix that contains the weights per edge. M 0 identi es with M V , as a diagonal matrix of Voronoi areas, and M 2 identi es with M F * . DEC operators also de ne a (de-Rham) sequence, as d 2 = 0 in the discrete se ing. erefore DEC is also structure preserving. In the dual se ing, we also work with the boundary operator ∂ = d T . Intuitively, ∂ sums up (k + 1)-forms into k-forms of elements (chains) adjacent to them, with relation to the mutual orientation. e vector calculus operators are then interpreted as follows: the curl operator is simply d 1 , where curl is a primal 2-form in DEC, and primal (weak) divergence is (d 0 ) T M 1 , producing a dual 0-form. e DEC version of Hodge decomposition for 1-forms is such that for each z 1 ∈ Z 1 there exist z 0 ∈ Z 0 and z 2 ∈ Z 2 such that:
where h 1 is a harmonic 1-form that is both closed and coclosed.
Between DEC and FEM. As linear discrete frameworks, DEC and FEM admit a similar power of expression, for instance L 0 = L V , the cotangent weights Laplacian. However, they are incompatible otherwise; |Z 1 | = |E|, while |X| = 2 |F | (the ambient dimension in the raw representation is 3 |F |). As such, the di erential operators are also di erent in dimensions.
Note that the commonly used diagonal M 1 is a lumped version of the "correct" (Galerkin) mass matrix for 1-forms, integrating over the interpolated linear Whitney forms [de Goes et al. 2014 ]. e lumped version results in diagonal matrices that are e cient to work with, especially with regards to solving equations. Moreover, interpolated closed (and, as a subset, exact) 1-forms are piecewiseconstant; in that case, the lumped M 1 is the correct inner product.
is is the reason that FEM and DEC vertex Laplacians identify. DEC has an advantage over FEM in the sense that it allows for a natural separation between the combinatorial di erential operator d, and the metric encoded in the mass matrices, whereas PCVF spaces do not exhibit this separation. is distinction plays an important part in our de nition of the subdivision operators.
Subdivision Exterior Calculus
Subdivision surfaces. A subdivision surface is a hierarchy of rened meshes, starting from a coarse control mesh, and converging into a smooth ne mesh. We focus on approximative triangle-mesh schemes for both vertex-based and face-based functions. Extending notation from [de Goes et al. 2016b; ], we denote a subdivision operator as S l P , where it subdivides an object of space P de ned on a mesh in level l, denoted as M l , to an object on a mesh of the re ned space in M l +1 . For instance, S 5 E * subdivides an unsigned integrated edge quantity in E * from level 5 to level 6.
We denote the product of subdivision matrices from the coarsest level to a given level l as: S l P = l −1 i=0 S i P . e columns of S l P converge into re ned basis functions Ψ 0 P de ned on M l . ese basis functions admit a nested re nable heirarchy:
where a function Ψ k P is a linear combination of basis functions at level Ψ k +1 P , encoded in the matrix S k P :
Structure-preserving subdivision. e essence of Subdivision Exterior Calculus (SEC) is the de nition of stationary subdivision matrices for k-forms that commute with the di erential as follows:
is commutation subdivides exact 1-forms into exact 1-forms where the underlying 0-form is re ned. Similarly, the curl of a ne 1-form is the subdivided curl of the coarse 1-form.
Restricted inner products. Choosing Loop subdivision [Biermann et al. 2000; Loop 1987] for S 0 and half-box spline subdivision [Prautzsch et al. 2002] for S 2 completely de nes S 1 , with some assumptions on the symmetry of the S 1 stencil. In [de Goes et al. 2016b] , the subdivision operator is mainly used for the purpose of de ning mass matrices on the coarse mesh as restricted ne mass matrices:
for the space P and associated subdivision matrix S l P from level 0 to level l as above.
e restricted mass matrix M 0 P is exactly the product between subdivided P-forms in the ne level l. e restricted mass matrices are in general no longer diagonal; however, they have a limited support (usually just two rings), derived from the support of the subdivision matrix. Working with restricted mass matrices provides SEC with a smooth, localized, and small function space on the limit surface in a structure-preserving manner that does not require special treatment for singularities, replacing the quadrature methods employed by IGA.
Divergence pollution. e relation of the SEC divergence to the ne DEC divergence reveals an interesting insight:
In words, the SEC divergence of a coarse 1-form z 0 1 subdivided into ne 1-form z l 1 is not exactly the subdivided coarse divergence; it is rather equivalent only when tested against the test functions Ψ 0 0 . Simply put, the divergence of the ne form might contain "high-frequency" components that are in ker S l 1 T , where S l 1 T acts e ectively as a low-pass lter. We denote this as divergence pollution.
HALFEDGE FORMS
We aim to create a stationary subdivision scheme for PCVFs, inspired by SEC, achieving our goal of establishing a framework of hierarchical spaces for directional elds. For this, we need to rst overcome the challenge of metric-free representation that allows for stationary commutation. We do so in the following by creating a halfedge representation for X.
For each oriented edge e ik adjacent to faces t 1 and t 2 , we consider its halfedges e ik,1 and e ik,2 (with the notation of Fig. 4 ). Note that they are both oriented in the same direction as e ik ; this departs from the usual doubly-connected edge list convention [de Berg et al. 2008] , where halfedges are of opposing orientations, and counterclockwise oriented with respect to their face normal. We choose to co-orient them with the edge as it is a more natural convention for our di erential operators.
We de ne Γ as the space of null-sum oriented scalar quantities on halfedges: for every face t with halfedges e 1,t , e 2,t , e 3,t , and with signs s 1,t , s 2,t , s 3,t that encode the orientation of the respective halfedges with regards to t (see Section 4.1), we consider corresponding scalar quantities γ 1,t , γ 2,t , γ 3,t that must satisfy:
We denote γ = γ e,t ∈ Γ as a halfedge form.
Equivalence to X. We represent the halfedges as row vectors e .,t . With that, we de ne the projection operator P : X → Γ as follows:
Note that P |t has zero row sum, which is the sum of edges of a single triangle oriented with the proper signs; its null space is spanned by vectors along the normal of the triangle. For each ∈ X, the null sum of γ = P is trivially satis ed. e operator P is analogous to the " " operator that converts a vector eld to a 1-form.
Conversely, for every γ ∈ Γ, which has null sum by de nition, the system P = γ has a single solution that is also a tangent vector (without normal components)-it can be reproduced by the Penrose-Moore pseudo-inverse = P −1 γ (the analogue to the "#" operator).
is creates a bijection between the spaces Γ and X, and they are therefore isomorphic. We are not aware of this construction made explicitly in the literature to represent the PCVF space X; a similar construction is alluded to in [Poelke and Polthier 2016] .
Packed and unpacked representations. In order to naturally encode a null sum of γ ∈ Γ, in each face we only store the rst two γ values: γ 1,t and γ 2,t . e choice is made without loss of generality-the choice of edges can be arbitrary, except that e 2 should follow e 1 in the counterclockwise order of the face. To reproduce all three when needed, we de ne an unpacking operator U as follows:
e packed representation "costs" 2 scalars per triangle, which is exactly the true dimension of X. e e ect of the packing operator U −1 (in pseudo-inverse) is to simply throw away γ 3,t if the null-sum condition is met: U −1 |t · U |t = I 2×2 . We get that U |t · U −1 |t is a 3 × 3 matrix that lters away any non-null sum, while changing the γ values if they violate it; we always avoid using it in this capacity.
With this representation, we reduce P to the operator we use in practice, P, where its pseudo-inverse P −1 is an actual inverse, and ACM Transactions on Graphics, Vol. 1, No. 1, Article 1. Publication date: January 2016. both are de ned as:
We use the convention e ⊥ 2 = |t e 2 . P and P −1 aggregate the above per-face matrices into global operators. Note that (e 1 ) · −e ⊥ 2 = N t · (e 1 × e 2 ) = 2s 1 s 2 A t . As such, we have P · P −1 = I 2×2 and P −1 · P is a 3 × 3 matrix that projects out the normal component from an ambient vector eld in R 3 . We avoid the normal-component ltering capacity in our formulations here as well, and provide a proof that P −1 · P is an identity for tangent vector elds in Appendix A.
Halfedge Di erential operators
We next rede ne all di erential operators for Γ with the underlying paradigm that they should be equivalent to the operators in X, albeit formulated in Γ terms. We illustrate these operators in Figure 5 , and provide the entire set of di erential operators for X in the Γ se ing in the rightmost columns of Table 2 , comparing them with the analogous DEC and FEM operators.
Conforming gradient. Consider the assignment operator A Z 1 →Γ that creates a halfedge form from a 1-form by copying the associated oriented scalar on an edge to its two halfedges. We then get:
e above relation demonstrates how DEC aligns with Γ where exact 1-forms, copied to halfedge forms, represent gradient eldsa fundamental parallel relation between DEC and X. To avoid cumbersome notation, we denote d 0, Γ = U −1 · A Z 1 →Γ · d 0 , which is the di erential operator of dimensions 2 |F | × |V | in Γ space.
We extend the DEC d 1 to be the (oriented) sum operator d 1 = 3 i=1 s i,t γ i,t (working similarly to DEC d 1 , except with the halfedges of the face rather than 1-forms). To work with the packed form, we use d 1, Γ = d 1 · U . e null sum constraint is then encoded as the identity d 1, Γ · γ = 0 for every γ ∈ Γ. e transpose operator A Z 1 →Γ T ≡ A Γ→Z 1 creates 1-forms from halfedge forms by summing up both halfedges scalars of each edge; we use it extensively in Section 5.3.
Curl. We consider again γ ik,1 and γ ik,2 , the two halfedge forms restricted to the edge e ik on the respective triangles t 1 and t 2 . e curl operator C : Γ → E * is de ned in Γ space as:
It is evident that curl-free elds in Γ (or the equivalent X) are such that the halfedge forms are equal on both sides of the edge, which means they are isomorphic to 1-forms. As the null-sum constraint also dictates d 1, Γ γ = 0 by de nition, we have have that a curl-free γ is isomorphic to a closed 1-form. However, a halfedge form that is not curl free is not compatible with any DEC quantity. Since we represent Γ with only two scalars per face, the complete de nition for the curl operator is C Γ = C · U . Note that we have C Γ · d 0, Γ = 0, which preserves the discrete structure of X.
Inner product
e inner product between halfedge forms γ 1 , γ 2 ∈ Γ is de ned as:
M Γ : 2 |F | × 2 |F | has the following simple structure:
where α j is the angle opposite edge j in face t, and U is the unpacking operator as before. Simply put, we get a diagonal mass matrix for the unpacked null-summed γ ∈ Γ. We show the proof in Appendix B. Equipped with these basic operators, the divergence and Laplacian can be directly de ned as in Table 2 .
Mean-curl representation
ough the halfedge forms γ ∈ Γ are equivalent to PCVFs in X through the projection operator P, we need an alternative and equivalent representation for them that reveals their di erential properties, to be used in our subdivision schemes. Given the two halfedge forms γ ik,1 and γ ik,2 on both sides of edge ik adjacent to triangles t 1 and t 2 in our usual notation, we de ne:
In words, z 1 is the DEC 1-form that is the mean of the two halfedge forms, and ϵ is half of the FEM curl of γ . is representation is trivially equivalent to that of the unpacked γ . We denote the conversion operator as W as follows:
Note that z 1 ∈ Z 1 is a signed oriented quantity while ϵ ∈ E * is an unsigned integrated quantity. We emphasize that the null-sum constraint d 1, Γ · γ = 0 does not imply that z 1 is curl-free in the DEC sense. at is, we do not have d 1 z 1 = 0 in general.
Null sum constraint in mean-curl. e mean-curl representation is not trivially equivalent to the packed Γ we use, since it has values for all edges, whereas γ is spanned by two halfedges within each triangle (hence the use of U −1 in W −1 ). To get equivalence, we need to formulate the Γ null-sum requirement with (z 1 , ϵ).
is formulation has a surprisingly elegant form. Consider the face t = ijk, and the signs s for the coincident halfedge forms γ . en:
where d 1|t is the DEC d 1 operator restricted to f , and A E * →F * is the summation operator ϵ i j + ϵ jk + ϵ ki (analogous to A Γ→Z 1 ). In global notation the null-sum constraint reads:
Note again that when ϵ is 0, z 1 is a closed 1-form and we get the DEC identity d 1 z 1 = 0. More generally, as the DEC de nition of curl (see Table 2 ) is exactly d 1 z 1 , the DEC face-based curl of the mean 1-form z 1 is then nothing but the face-summed edge-based FEM curl of the underlying eld γ . We are not aware of this connection between DEC curl and FEM curl pointed out before. e mean-curl representation reveals important ties between DEC and FEM more clearly:
• γ is FEM-exact if and only if z 1 is DEC-exact with the same function f ∈ V so that d 0 f = z 1 , and where ϵ = 0. • γ is FEM-harmonic if and only if z 1 is DEC-harmonic. is is straightforward to see, as the DEC divergence operators d T 0 M 1 and D Γ identify when ϵ = 0. • FEM-coexact γ does not correspond to coexact z 1 ; this is evident by the incompatible dimensions of the spaces. However, suppose that ϵ ∈ E * is the curl of γ , then we have in this case a simple expression for the divergence of z 1 :
Discussion: re nable Hodge decomposition. Given the insights of the mean-curl representation, there is a subtle, yet important, distinction between the way DEC and FEM treat the Hodge decomposition, which we need to make in order to properly de ne subdivision for PCVFs in X. e DEC Hodge decomposition factors a 1-form z 1 ∈ Z 1 into pointwise z 0 ∈ V, harmonic part z h , and integrated z 2 ∈ F * (the equivalent of Z 2 ). ey further rely on re nable function spaces to perform subdivision (Section 4.3). For this, using integrated F * is the correct choice, since Z 2 admits a natural re nable hierarchy by triangle quadrisection. e pointwise dual 2-forms do not admit a re nable structure in this manner, and subdividing them directly would constitute as a "variational crime".
However, the FEM Hodge decomposition classically uses the pointwise elements in E to span its coexact part, which is, similarly to the dual 2-form space Z * 2 , not a re nable space. Nevertheless, the Hodge decomposition can be de ned in Γ analogously to DEC by using f ∈ V, (half) curl ϵ ∈ E * , and harmonic h ∈ H Γ as follows:
Other than just for revealing algebraic relations between FEM and DEC, we use the halfedge representation, mostly in its mean-curl representation, to establish PCVF subdivision schemes. 
SUBDIVISION VECTOR FIELDS
Our purpose in constructing subdivision schemes for halfedge forms is the ability to work with PCVFs in a multi-resolution structurepreserving manner. Speci cally, we work with subdivided vector elds on very ne subdivided meshes, that are restricted to lowdimensional elds de ned with the coarse control cage, for purposes of e ciency and robustness. We de ne S V as the Loop subdivision matrix for vertex-based quantities, and S F * = S 2 as the half box spline face-based subdivision matrix, equivalent to S 0 and S 2 in the SEC scheme. For halfedge-based subdivision, we construct three distinct and interrelated operators for each subdivision level l:
• S l Γ , for halfedge forms composed of both. It is then of dimensions 2 F l +1 × 2 F l .
S 1 is de ned as in SEC (except our boundary modi cations; see auxiliary material), so we need to de ne the la er two. For clarity, we o en omit the level indicator l, as the operators are stationary, and the level can be understood from the context. We provide the full set of stencils in the auxiliary material.
In order to de ne structure-preserving operators on Γ, we require that S Γ and S E * obey the following commutation rules:
In words, subdivided halfedge forms that represent gradient elds should result in gradient elds of the subdivided vertex-based scalar function, and the curl of a subdivided vector eld should be equal to the subdivided curl of a vector eld. To satisfy these conditions, our subdivision matrix for halfedge-forms is de ned directly on the mean-curl representation as follows:
Since S Γ is de ned with the mean-curl representation which is in unpacked form, we need to verify that the null-sum requirement for the subdivided eld z l +1 1 , ϵ l +1 is satis ed before the application of W −1 , or otherwiseW −1 will project the result unto the null-summed space Γ and the requirements in Equation 19 will not result in the promised structure-preserving properties. at is, we require (as per Equation 18):
As we inherit (albeit with some slight modi cations) S 1 and S F * from SEC, our degrees of freedom for the requirements are in the de nition of S E * . To satisfy all requirements, we design it to adhere to the following additional commutation relation:
In words, the face-based average of the subdivided curl should be equal to the subdivided face-based average of the coarse curl. is commutation elegantly preserves the null-sum requirement, as for level l, with mean z l 1 and half-curl ϵ l , we get
Having secured the null-sum constraint, we can safely use W −1 to get the ne level eld γ l +1 , where all the promised di erential properties are guaranteed. We show an example of a basis function of the subdivision operator in Figure 6 , and some examples of full subdivision vector elds in Figure 7 .
Boundary behavior
Our concepts of halfedges and the di erential operators do not trivially extend to meshes with boundaries. Recall that our reasoning for subdivision is to commute with the gradient and the curl operators. However, the discrete curl operator on the boundary is not well-de ned for a single edge: consider a boundary face t = ijk with boundary edge e i j , and the associated halfedge form γ |i j . As studied in [Poelke and Polthier 2016] , the Hodge decomposition l = 0 l = 1 l = 2 l = 3 for meshes with boundaries admits several valid choices for decomposition, culminating in either Dirichlet or Neumann boundary conditions. We choose to assume that a function f ∈ V is de ned everywhere, including the boundary, and that we commute with its gradient. Consequently, we assume that the boundary curl is zero by de nition. at is, on the boundary, we de ne z 1|i j = γ i j and ϵ |i j = 0. We adapt W and W −1 accordingly, noting that z 1|i j is the only contribution to the eld for boundary edge ij. Our subdivision matrices are designed to re ect that, where S E * reproduces zero curl on the boundary, and S 1 is rede ned to preserve the null-sum with this constrained S E * . We show an illustration of boundary vector eld basis functions on the boundary in Figure 8 .
SHM di erential operators
Following the reasoning of Section 4.3, we restrict M Γ from a ne mesh back to a coarse mesh as follows:
By this process of mass-matrix restriction, we process ne-level PCVFs that are spanned by the low-dimensional subdivided coarselevel PCVFs, directly on the coarse mesh. In analogy to SEC, we denote this technique as Subdivision Halfedge-form Method (SHM). By the commutation relations, the subdivided SHM curl of a eld is equal to the ne curl, and when a eld is SHM-exact on the coarse mesh, then it is also FEM-exact on the ne mesh, where the ne function is the subdivision of the coarse one. Nevertheless, the SHM divergence behaves di erently from the ne FEM divergence, as:
Note that we use D Γ to denote the SHM divergence operator in line with other notation. In words, the divergence of a subdivided eld is equal to the divergence of the resulting coarse eld only through the restriction S l V T . at essentially means that the divergence of the ne eld might have "high frequency" components in ker S l V T (see Figure 9 ). is is an analogous phenomenon to the divergence pollution of SEC (Section 4.3). Note that the structure of SHM is preserved notwithstanding: SHM-exact elds are SHM curl-free, and SHM-coexact elds are SHM-divergence free. e restricted mass matrices M are not diagonal anymore due to the two-ring support of any S. Additionally, some operators are dened with inverse mass matrices, which are dense and non-local. In practice, we almost never need to compute the exact inverse, and we show how to circumvent this problem in the relevant applications.
Hodge decomposition. In Figure 9 we show a Hodge decomposition of a procedurally-generated eld with the SHM operators, subdivided to a ne level l = 3. It is evident that the exact part subdivides as de ned, but also that there is high-frequency divergence that pollutes the co-exact and the harmonic parts.
Hodge Spectrum. e spectrum of the PCVF Hodge Laplacian L X is studied in [Brandt et al. 2016] , where they show that the spectrum of L X comprises harmonic elds (in its null space), gradients of eigenfunctions of L V , and cogradients of eigenfunctions of L E . Using the SHM mass matrices, these relations still hold for the SHM 0.01 0
Original
Exact Co-exact Harmonic 0.008 0 Fig. 9 . SHM Hodge decomposition on models with genus 6 (first row) and 1 (third row), where a field is decomposed with SHM operators, subdivided, and shown in streamlines. The second and fourth row show the absolute value of the fine-level divergence, from which the high-frequency divergence pollution in the co-exact and harmonic part is evident. The fields are given by ì t (x, , z) = {sin(π x ) , sin(π x )/r 2 , cos(π z)+x 2 + 2 }, where x, , z are the coordinates of the face barycenter and r 2 = x 2 + 2 + z 2 . We add a random harmonic field from the null space of the Hodge Laplacian to the original field, and it is reproduced in the decomposition.
Hodge Laplacian L Γ :
Note that a term of M Γ · M −1 Γ was simpli ed in the right-hand side of the last equation. We used subdivision level l = 3, and computed the SHM Hodge eigenfunctions for several eigenvalues. We compare them against the ground-truth ne eigenfunctions in Figure 10 . In Figures 11 and 12 , we further analyze the relative error between the ne spectrum and the FEM and SHM spectra for the Hodge Laplacian. As can be seen, the SHM spectrum is a much be er approximation of the ne Hodge spectrum than the coarse FEM one, for more than half of the full spectrum.
Errors and convergence. To study the behavior of our PCVF subdivision, we look at the behaviour of the SHM Hodge Laplacian for the vector equation:
where b ∈ Γ is some given eld and L Γ is the SHM Hodge Laplacian. We conduct two error and convergence tests as follows.
Projection error: we measure the error that is obtained by approximating the ne-level FEM with the low-dimensional SHM. For this, we choose the right-hand b 0 procedurally on some coarse mesh (level 0), and subdivide it several times to get b l , where we consider the solution γ l to the Hodge Laplacian system with this right-hand as the ground-truth reference. For each level 0 ≤ k < l we solve for L k Γ γ k = b k , where L k Γ is the SHM Hodge Laplacian at level k restricted from level l. We then subdivide γ k to get γ k →l , ACM Transactions on Graphics, Vol. 1, No. 1, Article 1. Publication date: January 2016. Fig. 10 is used, with |V | = 752 at l = 0 and |V | = 48002 at l = 3. We note that a concrete proof for this relation appears in [Shoham et al. 2019] .
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and measure the L 2 and L ∞ error against the ground-truth solution γ l . For reference, we compare to a regular FEM solution at level k, computed as L k Γ γ k = b k , also subdivided to level l and measured against the ground-truth solution. We show the results in Figure 13 , and analyze convergence rates in Table 4 . It is evident that the SHM Figure 11 for the non-conforming part of the Hodge Laplacian, where the error in SHM is E(µ n ) = |µ n, S H M − µ n, fine |/ |µ n,fine |, and similarly for coarse FEM. The same mesh has |E | = 2250 at l = 0 and |E | = 144000 at l = 3.
solution has superior performance in terms of error when compared against the regular FEM solution, almost consistently with 1-2 order of magnitudes less error. Interestingly enough, the convergence rates are similar.
Operator error: we measure the error that is obtained on the coarse level l = 0 operator, by restricting the SHM operators only from a level k < l, rather than from the ne level l on which we wish to work. For instance, regular FEM operators are used when k = 0 and the full SHM when k = l. We show the result in Table 3 . As evident, the operator error diminishes quickly in the very coarse levels, but then it plateaus to a reasonable error. is suggests that a good approximation for processing on level l can be accomplished with a fairly low SHM level k; that can be explained by the rapid convergence of subdivision schemes [Dahmen 1986 ].
Level
Cone Mannequin Star 
SUBDIVISION N -DIRECTIONAL FIELDS
We next extend our subdivision operators to N -directional subdivision, with the same structure-preserving guarantees. We do so by applying the local reduction of such elds into single-vector elds on branched cover spaces, which are introduced in [Roy et al. 2018 ].
We work with N -directional elds that are elements of X N : in every face t there are N indexed vectors t,1 , . . . , t, N , not necessarily symmetrically ordered. We assume that the eld is equipped Table 4 . Projection error convergence rates for the models in Fig. 13 . The values correspond to the convergence factor β for the error hypothesis a 0 h −β , where h is the mean edge length of the mesh.Fine levels l are at 6 for the Cone and Star experiment and 5 for the Mannequin experiment.
with a matching: a map between the vectors on a face t 1 to those in an adjacent face t 2 , associated with the dual edge e between them. Furthermore, we assume the matching is (index) order-preserving: the matching is parameterized by a per-edge index I e , where a vector of index k on face t 1 is matched to vector of index k + I e (modulo N ) on face t 2 (see Figure 14) . We denote the full matching as I E . e indices of the vertices are de ned as et al. 2010] , as d T 0 is the DEC boundary operator that encodes the dual cycle orientations around the vertex. A regular vertex has I = 0, and otherwise it is called singular. e eld on the 1-ring of a regular vertex can be combed (see Figure 14) : it can be locally reindexed in every face of the 1-ring such that ∀e ∈ N ( ), I e = 0. With re-indexing, an N -eld is locally reduced to N independent elds. A fractional singular vertex is de ned by having I N, where such combing is not possible. Fields with fractional singularities cannot be globally combed.
is is generally the case, as ∀ ∈V I = χ (M), with χ (M) the Euler characteristic of the mesh. Integral singularities do not induce matching mismatches, and therefore appear in single-vector elds as well, as sources, sinks, and vortices. ey are basically sources of divergence and curl, and are irrelevant to our extension to N -directional elds.
Extending FEM calculus
To be able to extend our subdivision scheme for N -directional elds, we need a concept of N -halfedge forms, N -scalar functions, and the entire suite of di erential operators. For this, we next adapt existing notions from discrete calculus of branching coverings [Bommes et al. 2009; Diamanti et al. 2015; Kälberer et al. 2007 ]. See Figure 15 for an exempli cation of the directional calculus presented here.
Seamless function spaces. Consider a vertex ∈ V with adjacent faces (in CCW order) t 1 , . . . , t d , and associated corners 1 , . . . , d . Further consider edges e i between corners i and i+1 . e function space V N is parameterized by a vector f i of N functions per corner i: f i = f 1 , . . . , f N T . is amounts to N · d values for a single vertex (they are in fact spanned by a lower-dimensional parameter space, as we see in the following). e functions are ACM Transactions on Graphics, Vol. 1, No. 1, Article 1. Publication date: January 2016. Fig. 15 . Example of directional calculus with the N -Laplacian on a regular vertex. A corner-based vertex function is combed to a single vertex function, a er which a gradient is applied to obtain a combed directional field. Applying the divergence then results in a combed integrated value on the vertex, which is combed back to the original labeling.
matched across edges similarly to N -directional elds: consider two adjacent corners i and i+1 across edge e i with matching index I e i . We construct the permutation matrix π (e i ) that represents the map that the matching induces, to obtain:
We always assume that within a single face, the corners have a trivial matching (so they are separate N functions); the only nontrivial matching is between corners across edges.
Combing. For regular vertices, and by successively applying Equation 26, we get that f 1 = π (e d ) · f d . As such, we can comb the functions over regular vertices, in the same way we do for directional elds: for a single 1-ring, we start from corner 1 in face t 1 , and transform every f i into f 1 by inverting Equation 26 recursively. We denote this linear transformation as Π( ). Note that it means that there are only N independent functions in every regular vertex, parameterized by f 1 , which is expected.
Conforming operators. All the conforming di erential operators can be directly extended from the single-vector calculus around regular vertices, by conjugation with the combing (see Figure 15 ). For instance, we have that the divergence D N ( ) : X N → V * N is:
In words, we comb a function and a eld around a regular vertex, use the operators on every function in the vector f 1 independently, and then comb back. e result is a vector of N scalars representing the independent divergences of the combed functions. en, Π −1 ( ) combs the N scalars to corner-based values corresponding to original corner indexing. It is important to note that the identity of the " rst" corner 1 does not result in any loss of generality, due to the conjugation with Π( ); the result per corner would be exactly the same regardless of which corner is rst. e gradient operator G V extends to G N V : V N → X N by simply operating on the elements in the function values of the corners of the face independently, to produce N vectors. erefore it doesn't require combing; the corners of every single face are always trivially matched to each other.
Non-conforming operators. Non-conforming di erential operators, namely the curl C N , are easier to generalize: we only have to locally comb two faces sharing a single edge, and then conjugate the curl operator independently for the N vectors in both faces with the combing operation. e result is a function in E * N . e rotated co-gradient G N E , exactly like G N V , is de ned per-face and therefore does not require any matching or combing.
Structure-preserving calculus. It is easy to verify that directionaleld calculus is structure-preserving with relation to the sequence around regular vertices. We have that C N · G N V = 0, and that D N · · G N E = 0 as well. e formal proof is straightforward, given the conjugation of combing and di erential operators, and we omit it for brevity. Essentially, the existence of such sequences means that we can also de ne a directional Hodge decomposition, but we leave this line of research for future work.
Around singular vertices. For singular vertices, the product of π (e) matrices leads to a non-trivial permutation matrix. at is, "returning" to 1 a er applying Equation 26 successively, we get f 1 π (e d ) · f 1 . As such, conforming di erential operators are not well-de ned for fractional singularities. To rationalize this, they can be interpreted as isolated boundary points in the eld where there is not enough continuity by de nition to allow for wellde ned conforming operators. e non-conforming operators are well de ned everywhere, as they only require two faces in every stencil.
Extending Γ N
Calculus of halfedges is natural in the N -directional se ing. We de ne γ ∈ Γ N as a vector of N scalars per halfedge. e operators d N 0, Γ and d N 1, Γ are trivially extended with respect to the matching of the corners. Note that we have a null-sum constraint for each element of γ independently. e same is done for per-face operators P N : X N → Γ N (and its inverse), unpacking operator U N , and the summation operator A E * N →F * N . e mean-curl representation, and consequently the operator W N , are de ned with the combing in the same manner as nonconforming di erential operators like C N : one of the halfedges in every edge is chosen arbitrarily as the " rst", and then we de ne A Γ N →Z N 1 to conjugate with the matching. As such, both the resulting mean z 1 and (half) curl ϵ are de ned with relation to one of the halfedges, and this choice of " rst halfedge" is well-de ned up to permutation.
Extending subdivision operators
Equipped with an extension of the Γ representation to Γ N , we next extend our subdivision operators to work with directional elds and preserve their structure.
Branched Loop and half-box splines. For regular vertices, both the Loop S V and the half-box spline S * F subdivision operators extend to the branched spaces V N and (F * ) N by conjugation with combing Fig. 16 . The unfolding operator Φ( ), illustrated for a singular vertex in the space X N . We unfold a valence 5 vertex with singularity index − 1 2 into a valence 10 ring with a single vector field. The vector field is then locally subdivided with S Γ and then folded back.
as well. For instance, for Loop subdivision we get:
e result creates new even and odd edges, where the permutation π (e) for even edges is the same as the coarse edges they originate from, whereas π (e) for odd edges is an identity, since they are created within coarse faces.
For singular vertices, we require a di erent de nition of the subdivision operators. We do so by unfolding the branch (see Figure 16) : consider again a one ring with d faces, with singularity index I V = i N . We pick a single vector, follow its matching around the ring until we reach it again, and create a new ring just with this vector. We then do so until all vectors are taken. at creates GCD(i, N ) (greatest common divisor) new rings. We are always guaranteed to return to the original vector since (π ( )) N = I . We denote the unfolding operation as Φ( ). en, we can conjugate S V for singular vertices with the unfolding:
e unfolding Φ( ) is a generalization of the combing operator Π( ) that allows us to extend all our subdivision operators without altering the original scalar subdivision stencils, as the commutation also works through the conjugation. For example, for a regular vertex we just create N new rings each with the separated single vector eld. As a result, we maintain all the di erential properties of the subdivision, and among them structure-preserving of curl and exactness. We demonstrate this in Figures 17 and 18. 
APPLICATIONS
In the following, we apply our SHM framework to several applications that use PCVF directional elds in their pipeline. We implemented the subdivision operators in C++ using the Directional library , and the applications using MATLAB. Times are measured on a laptop with an Intel i7-7700HQ (2.8GHz) CPU and 32 GB of RAM.
Vector eld design. In Figure 19 we show an example of coarseto-ne vector eld design. Vectors are constrained on a small set of l = 0 l = 1 l = 2 50 0 Fig. 17 . A subdivided 3-directional field. The spheres mark the singularities (red = − 1 3 , white = 1 3 ). Middle: zooming in around a singularity. The colorcoding shows the vector norm of the curl per edge, averaged to faces and divided by face area. The curl is evidently refined under subdivision. l = 0 l = 1 l = 2 Fig. 18 . An approximately curl-free 4-directional field subdivided. Bo om: zoom-in, with singularity colors red = − 1 4 , orange = − 2 4 , and white = 1 4 . The L ∞ norms of the curl per edge for the three levels are 5.05e-6, 9.50e-7 and 2.18e-7 respectively, which demonstrate that the (lack of) curl of the field is preserved under subdivision.
faces of a coarse mesh, and interpolated to the rest of the mesh by minimizing the SHM (with level l = 3) Hodge energy:
of a eld γ 0 on the coarse mesh. is is done by solving L 3 Γ γ 0 = 0 with xed values for a subset of constrained faces. We then subdivide γ 0 to get γ 3 as our result. We get a ne smooth eld e ciently designed with the coarse (restricted) degrees of freedom.
Earth mover's distance. We apply our subdivision to the optimal transport algorithm presented in [Solomon et al. 2014] . For brevity, we do not consider meshes with boundary in this experiment. e formulation computes a geodesic vector eld between two probability distributions µ 0 , µ 1 ∈ V * with ∈V µ 0| = ∈V µ 1| = 1, which are de ned on the ne mesh of level l. ese distributions are de ned by densities ρ 0|1 = M −1 V µ 0|1 ∈ V. e geodesic eld
Constraints
Coarse solution Subdivided solution Fig. 19 . SHM Vector-field design. The local constraints (le ) are interpolated to the rest of the coarse mesh (center), and subdivided to the fine mesh (right) at l = 3.
is computed to minimize (a simpli cation of) the 1-Wasserstein distance ζ (µ 0 , µ 1 ) between the probability measures as follows:
where ∈ E l and h is a harmonic eld in H l . f ∈ V l is fully determined from the Laplacian constraint. To limit the solution space on a ne mesh, they use a spectral subspace for from its Laplacian L E . We o er an alternative low-rank SHM approximation that uses coarse-mesh function values instead, which is more e cient due to the sparsity of the subdivision matrix. Here, we deviate from the multigrid V -cycle folding paradigm of SHM, and solve the problem directly on the ne mesh. Nevertheless, we limit the solution space to subdivided coarse functions. To use the re nable conforming functions, we note that the underlying continuous norm is invariant to rotations. erefore, we dualize the discretization of the problem: we consider mid-edge distributions ρ 0 , ρ 1 ∈ E * , transform the problem to re nable γ ∈ Γ, and solve for:
In words, we solve for coarse f 0 so that its subdivided gradient γ l , creates the least-norm vector eld with the Laplacian-computed coexact component (we use a simply-connected mesh with no harmonic component for simplicity). is is solved using the ADMM procedure described by [Solomon et al. 2014] . Note that the coexact component is computed beforehand, and therefore xed a er solving the Laplacian equation.
Our experiment is conducted as follows: we compute our SHM solution, and compare the result to a spectral-subspace FEM solution with an increasing number of eigenbases. A similar accuracy (measured to the ground-truth solution in the ne level) is achieved with approximately 360 eigenvalues, at almost three times the computation time. We show our results in Figures 20 and Figure 21 .
Operator-based advection. Our framework can be used to modify the operator-based representation of PCVFs introduced in [Azencot et al. 2013 [Azencot et al. , 2015 . eir method constructs a discrete version of the classical representation of vector elds as derivations of scalar as follows:
where B F : |F | × 3 |F | is a matrix that performs the facewise dotproduct of the face-based gradient with u, and A F→V sums values from faces to adjacent vertices, in our usual notation. Essentially, the dot products are made per face, and averaged to the vertices using the respective mass matrices of the mesh. e operator representation makes it simple to advect a function f ∈ V on a surface: given time t, and the initial function value f (0), they solve the advection equation in the weak sense, integrated over a spectrally-reduced subspace. Consider Ψ as the matrix with n lowest Laplacian eigenvectors as columns. ey work with a vector of coe cients α so that f (t) = Ψα(t), and solve for:
We follow a similar construction, except that we integrate over a subspace of re ned subdivision basis functions, and our degrees of freedom are the coarse function f 0 so that f (t) = S V f 0 (t). Posing the system in the weak sense, we get:
e weak form is natural to the eigenfunction reduction, as the eigenfunctions are orthogonal w.r.t. M V , and ψ † = ψ T M V . Nevertheless, we empirically witnessed that omi ing M V actually slightly improves the accuracy of SHM advection; we conjecture that this is since the subdivision bases are "more orthogonal" w.r.t. a uniform matrix, but reserve the concrete analysis for future work.
We compute a ground-truth solution at the ne level l = 5, project it to the reduced basis, and compare the SHM advection (both uniform and weights with M V ) against the spectral advection for a di erent number of eigenbases. We show the result in Figure 22 , and the error in Figure 23 . e spectral-subspace approximation has a comparable error pro le between 50 and 100 eigens, but the computation is about 8-10 times as slow, where the eigenbasis extraction is the expensive part. Note that For both SHM and the spectral approximation, the error diverges with time, due to the high frequencies inevitably created by the advection equation.
Seamless parameterization. We next employ our structure-preserving subdivision for N -directional elds to compute coarse-to-ne curlreduced elds.
is allows us to compute ne-level rotationallyseamless parameterizations (where the direction identi es across cuts, but without perfect integer translations) with a very low integration error. We compute an N -RoSy (with [Knöppel et al. 2013 ]) on the coarse mesh, optimize it to be (approximately) curl-free with [Diamanti et al. 2015] , and compute a coarse paramaterization that consequently has a very small integration error. e subdivision Operator-based advection. The initial (color-coded) function f is projected to the reduced basis and advected with the given vector field (streamlines), with time t = 0.5. The bo om row shows the approximation using the first n Laplacian eigenfunctions. We provide the preparation and advection times t prep and t adv . is given by t (x, , z) = −x per triangle t where x, , z, are the coordinates of the barycenter of t . f 0 (before projection) is given by f 0, (x, , z) = sin( 4 5 π x ) for the x coordinate of vertex . We localize the function below Figure 22 , compared to the ground truth for times t = [0, 0.5], with step size of ∆t = 1 32 . We define the ground truth f (t ) as the initial function, expanded in the respective basis and advected with the fine-level operator.
preserves the small amount of curl, and the ne-level parameterization also has a small error as a result. We compare this process to performing the curl-free optimization on the ne mesh directly. Our coarse-to-ne optimization is faster in almost two orders of magnitude. We demonstrate this in Figure 24 and in the teaser (Figure 1 Right: fine curl optimization and parameterization. The run time is significantly reduced by optimizing in the coarse level, the integration error is lower, and the result is more appealing. The fine level is at l = 2. We use 250 iterations for the curl optimization. t sub is the subdivision time, t opt is the curl optimization time and t par is the parameterization time. The optimization time evidently dominates the total running time.
DISCUSSION
Convergence and smoothness. As we discuss in the auxiliary material, our subdivision stencils for S E * and S Γ have a few degrees of freedom (a er counting the commutation constraints) that we use to optimize the spectrum of the subdivision stencil, such that it converges in the limit since the subdominant eigenvalues are less than 1. We conjecture that since the elds are derivatives of smoothly-subdivided functions, they are then one level of smoothness lower in the limit. However, we leave a formal theoretical analysis of convergence and smoothness to future work. We believe that a be er design practice might be to allow S V and S F * to vary entirely, where the smoothness of all subdivision operators is optimized concurrently (similarly to [Huang and Schröder 2010] ), rather than modify the existing schemes.
Dual formulation. Our Γ space uses , e for the projection operator P. Nevertheless, the entire formulation can be made with the perpendicular , e ⊥ , using the non-conforming divergence and conforming curl. is can be bene cial to uid simulation.
Preconditioning and its disadvantages. e mass matrices of SHM are generally more strongly positive-de nite than those of the FEM in the coarse mesh. e reason is that the uniform and stationary subdivision operators average the mesh, and create be er triangulations. Nevertheless, the fact that the subdivision does not commute with the ne mass matrix also creates the high-frequency divergence pollution in the subdivided elds. It is then worthwhile to try and explore alternatives that consider the mass matrices within the templates, to obtain precise ne Hodge decompositions.
Full multi-resolution processing. Our paper explores low-dimensional coarse-to-ne approximations. Moreover, the basis functions are not orthonormal as an eigenbasis, albeit considerably cheaper to obtain. Nevertheless, SHM can be augmented by incorporating biorthogonal subdivision wavelets [Bertram 2004; Lounsbery et al. 1997] , to obtain exact multi-resolution representation of functions over the ne mesh, with the advantages of increasing locality-this could bene t applications such as solving di usion problems.
Non-triangular meshes. e space X is not well de ned for nonplanar polygonal meshes. Nevertheless, in the spirit of mimetic elements [Bossavit 1998 ], the space Γ, with its null-sum constraint, is well-de ned for any polygonal mesh, implicitly de ning X. As such, our framework can consider other subdivision operators (such as Catmull-Clark). We will explore this in future work.
General restriction operators. Finally, our se ing is currently limited to subdivision surfaces. It could be bene cial to also allow for a multi-resolution se ing on general ne meshes using simpli cation operators (such as quadratic-error-based simpli cation [Garland and Heckbert 1997] ) as the restriction operators. is should prove challenging as the vertex-and face-based restrictions have to be de ned rst, but will allow a very general framework for directionaleld processing on arbitrary triangle meshes.
A P −1 AS INVERSE OF P We next show that tangential vector elds are preserved under the operation P −1 · P. Let e 1 , e 2 , e 3 be the CCW oriented edges of a face in CCW order (i.e., s i = 1∀i ∈ {1, 2, 3}), and let α 1 , α 2 , α 3 be the angle opposite the corresponding edge. Here, we will interpret e i as column vectors. Consider a tangential vector eld, that is locally de ned on a triangle t as t = ae 1 + be 2 , without loss of generality. en, 
e ⊥,T 1 (b|e 2 | 2 + ae 1 · e 2 )) (34)
where we renamed the summed terms in the brackets for convenience. Note that 2A = |e 1 |e 2 | sin α 3 . We can express e 2 in terms of e 1 via orthogonal decomposition
which allows us to write
where we use
Working out X 2A , we get
= ((cot α 1 + cot α 3 )e 1 + cot α 3 e 2 ) (a(cot α 2 + cot α 3 ) − b cot α 3 )
= cot 2 α 3 (ae 1 + ae 2 − be 1 − be 2 ) + ae 1 (45)
where we use e 1 ·e 2 2A = −s 1 s 2 cot α 3 and cot α 1 cot α 2 + cot α 1 cot α 3 + cot α 2 cot α 3 = 1 for the interior angles of a triangle. For Y 2A , we get
= cot 2 α 3 (−ae 2 − ae 1 + be 2 + be 1 ) + be 2 (48) − a cot α 2 cot α 3 e 2 + b cot α 1 cot α 3 e 1 (49) combining gives:
as desired.
To generalize this result for arbitrarily oriented edges, we need to multiply −e ⊥ 2 and e ⊥ 1 by their appropriate sign, and sign the γ values to be correctly oriented. is amounts to as stated before.
B INNER PRODUCT ON Γ
In the following, we develop the inner product mass matrix M Γ , to prove the formulation of Equation 14.
Consider a face t = 123 with three edges e 1 , e 2 , e 3 that are, without loss of generality, positively oriented towards the face. Further consider two halfedge forms γ x , γ ∈ Γ restricted to the face on these edges: γ x |(1,2,3) and γ | (1,2,3) , representing respective facebased vectors x |t and |t . We "pack" their representation to edges 1 and 2 alone, and by so trivially encoding the null-sum constraint γ x |1 + γ x |2 + γ x |3 = 0 (and resp. for γ ). Following Equation 13, we have that the inner product M Γ , restricted to the face, is given by:
is reproduces the inner product between and x in the face t. We then get that:
Consider the angles α 1|2|3 opposite to edges e 1|2|3 . en, we use the identities:
for any cyclic shi of (1, 2, 3). en we get:
where we use the unpacking operator U = Subdivision Directional Fields • 1:21
C STENCILS
In the following we details our subdivision stencils and the way we derived them. We modi ed the integrated face-based subdivision S F * operator, derived from the DEC S 2 in SEC [de Goes et al. 2016b] , to accommodate for our boundary conditions, and consequently had to modify S 1 around boundary vertices. In addition, we introduced a subdivision for unsigned integrated edge functions S E * . We denote the number of incident faces as d, so that the regular interior stencils have d = 6 and the regular boundary stencils have d = 3. In addition, we denote boundary vertices by a black dot and an interior vertex by an open dot.
C.1 Loop subdivision
For S V , we chose Loop subdivision ( Fig. 25) 
following Biermann et al. [2000] . e templates can be found in Figure 25 . Similar to de Goes et al. [de Goes et al. 2016b] , we chose to keep the odd stencil next to the boundary the same as the interior stencil.
C.2 Halfbox spline subdivision
For the hal ox spline subdivision operator S F * , we use the same stencils as for the interior faces, as given by Figure 26 . Due to the extra constraints on S E * at the boundary, we modi ed the boundary stencils for S F . e parameters of the interior stencils are given by 
with α, β the coe cents for Loop resp. hal ox spline subdivision, as de ned before.
C.4 Stencil Constraints
e subdivision operators were created with mirror symmetric templates about the target mesh element. e following commutation relations were imposed d 0 S V = S 1 d 1 S F * d 1 = d 1 S 1 S F * A E * →F * = A E * →F * S * E C Γ S Γ = S E * C Γ C.4.1 Interior stencils of S E * . For constructing the interior stencils of S E * , we assume that the stencil coe cients are mirror-symmetric with respect to the subdivided edge element. In addition, as in , we x the odd stencil for S E * with the same global shape as the S 1 odd stencil. Finally, we demand that the coe cients for even stencils of valence ≥ 7 are the same over the nite support of S F * .
A er construction of the new S E * operator via the commutations, there are three degrees of freedom remaining. We resolve two of them by requiring all coe cients of the even valence 6 stencil to be positive. e remaining degree of freedom is present in the valence 4 even stencil, for which the local subdivision operator spectrum is [1/4, 3/16, 3/16, 1/8, 1/8, 1/8, 1/16, 3/16 − 4z], where z is the remaining degree of freedom. We choose z = 1/32 to make the spectrum consist of 1 × 1/4, 2×, 3/16, 3 × 1/8, 2 × 1/16. e stencils of the S E * operator are summarized in Figure 28 . e coe cients ζ and ζ for the valence 5 interior rings are given by
C.5 Boundary stencils
We assume all boundary stencils to be applied with mirror symmetry around the boundary. Since we want to preserve the Cγ = 0 condition on the boundary, we demand that the coe cients for the boundary stencil for even elements of S E * solely depend on the boundary. In addition, we require that the odd stencil for the elements that touch the boundary with one of their vertices remains Fig. 27 . 1-form subdivision operator S 1 . Arrows denote assumed edge direction. Multiply all factors by 1/32 except for the η i , θ i factors. In the bo ommost stencil, when the boundary edge and the first edge of the interior stencil coincide, the coe icients should be summed up together. Similar goes for the odd interior stencil for valence 3. the same for d ≥ 3. Using these assumptions on the stencils, we solve for S E * , S F * and S 1 in conjunction. e resulting subdivision operators have a single degree of freedom le , which we resolve by requiring all S F * elements to be positive. e modi ed stencils for S F * are shown in Figure 26 , for S 1 in Figure 27 , and for S E * in Figure 28 .
