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In this article we study the numerical solution of the L1-Optimal Transport Problem on 2D surfaces
embedded in R3, via the DMK formulation introduced in [1]. We extend from the Euclidean into
the Riemannian setting the DMK model and conjecture the equivalence with the solution Monge-
Kantorovich equations, a PDE-based formulation of the L1-Optimal Transport Problem. We gener-
alize the numerical method proposed in [1, 2] to 2D surfaces embedded in R3 using the Surface Fi-
nite Element Model approach to approximate the Laplace-Beltrami equation arising from the model.
We test the accuracy and efficiency of the proposed numerical scheme, comparing our approximate
solution with respect to an exact solution on a 2D sphere. The results show that the numerical
scheme is efficient, robust, and more accurate with respect to other numerical schemes presented in
the literature for the solution of L1-Optimal Transport Problem on 2D surfaces.
Keywords Monge-Kantorovich equations · Optimal Transport · Numerical Solution · Wasserstein Distance ·
Riemannian Manifolds · Triangulated Surfaces
1 Introduction
The Optimal Transport Problem (OT problem), first introduced by Monge in [3] and reformulated by Kantorovich
in [4], looks for the optimal strategy to re-allocate a resource from one place (X) to another (Y ) for a given unit-mass
transportation cost c(x, y) (x ∈ X , y ∈ Y ), typically chosen as c(x, y) = |x − y|p. This problem captured the
attention of a number of authors (extensive reviews can be found in [5, 6, 7, 8]), and, prompted by the fluid dynamic
interpretation of the quadratic cost problem proposed in [9, 10], a number of mathematical and numerical formulations
of the OT problem have been proposed in different fields of applications [11, 12, 13, 14, 15].
For p = 1, i.e., the cost is linear with respect to the distance, c(x, y) = |x − y|, the problem is named L1 Optimal
Transport (L1-OT problem), and is exactly the problem originally posed by Monge [3]. In this case, the non-strict
convexity of the cost makes the mathematical analysis more complicated and increases the difficulties of its numerical
solution. On the other hand, this problem, and the related problem of calculating the Wasserstein-1 distance, seems to
be more robust with respect to noise distances defined with other cost functions (e.g., the quadratic cost p = 2) [16].
The L1 problem can be reformulated in several equivalent ways (see [5] for a complete overview), which can be
exploited in the quest for efficient numerical solvers.
Various numerical methods exploiting these different formulations of the (L1-OT problem) have been developed in
recent years [17, 18], but the subject is still a very active field of research. Among the most widely used numerical
solution methods, we can name the Sinkhorn approach described in [19] and its variants [16]. These methods are
based on entropy regularization, i.e., they solve a relaxed version of the linear programming problem associated to
the Kantorovich formulation of the OT problem, and have been successfully applied in many different fields, such as
computer graphics [15] or machine learning [20]. One of their limitations is that they are not suitable for transported
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Recently, [1] introduced a dynamic reformulation of the Monge-Kantorovich equations (MK equations), the PDE-
based form of the (L1-OT problem) proposed by [21]. The authors conjecture that the solution of the MK equations is
exactly the long-time limit of a system of differential equations, called the Dynamic Monge-Kantorovich (DMK), that
couples a diffusion PDE with an ODE describing the dynamics of the diffusion coefficient. Unfortunately, a complete
proof of the conjecture is still missing. However, some theoretical results reported in [1, 2] and extensive numerical
evidence presented in [2] strongly support the claim that MK equations can be solved via the DMK approach. More
recently, [22] have shown that the equilibrium of a slight modification of a relaxed version of the DMK indeed con-
verges in a weak sense to the solution of the MK equations, providing additional support to the above conjecture.
The DMK formulation can be easily solved numerically using standard methods and provides an efficient numerical
approach not only for the solution of two- and three-dimensional L1-OT problems, but also for the calculation of the
Wasserstein-1 distance between measures [2].
The L1-OT problem can be naturally extended from the Euclidean setting to a Riemannian manifold M ⊂ Rn with
metric g by simply replacing the Euclidean distance with the geodesic distance as the transport cost [23, 24]. However,
this extension poses non-trivial numerical challenges, in primis the computation of the geodesic distance itself. Recent
numerical discretizations of OT problems on discrete surfaces can be found in [25, 15, 26, 27].
In the present paper, we extend the DMK model proposed in [1] to the Riemannian setting. We ambient the DMK
model on a manifold M with a Riemannian metric g and address in particular the case in which either f− or f+
or both are continuous with respect to the volume form. The extension of the DMK to Riemannian manifolds is
obtained via an appropriate substitution of the relevant differential operators with geometry-based equivalents, and
takes inspiration from the definitions introduced in [24]. Next, we adapt the numerical methods proposed in [2] to
solve the DMK on two-dimensional surfaces embedded in R3. The DMK equations are discretized in time by means
of explicit Euler time stepping and in space by means of the Surface Finite Element technique developed in [28].
Mimicing the approach used in the Euclidean (planar) case, the spatial discretization is obtained by a combination of
piecewise constant and conforming piecewise linear basis functions on nested grids to satisfy a sort of inf-sup stability
condition. The resulting approach has the same computational properties and costs of the planar R2 equivalent, and
thus provides a very efficient tool for the numerical solution of OT problem on surfaces.
The convergence properties of the developed algorithm are verified on a test case defined on the unit sphere for whicha
closed form solution of the MK equations is developed starting from the results reported in [29]. We experimentally
show the convergence towards steady state of the proposed dynamics and evaluate the experimental convergence rates
of the spatial approximation, convergence in the approximation of the Wasserstein-1 distance between two measures
is tested and is found experimentally to be more than quadratic with respect to the mesh parameter h.
Finally, the results obtained with our proposed approach are compared with those obtained using the method proposed
in [25]. This method, tailored to the calculation of the L1-OT problem, also called Earth’s Mover Distance (EMD),
is based on the solution of Beckmann problem, which can be shown to be equivalent to the L1-OT problem [8].
Beckmann problem tries to minimize the L1-norm of the vector-valued measure v subject to the constraint that its
divergence must be equal to the difference between the transported densities. The method proposed in [25], which we
denote with EMDADMM, approximates the minimizer of Beckmann problem by means of the Alternating Direction
Method of Multipliers in combination with a clever FEM discretization of the divergence constraint. Our experimental
results show that the DMK approach is more accurate being characterized by a faster convergence rate both in the
approximation of the minimizer of the L1-OT problem and in the computation of the Wasserstein-1 distance.
The paper is organized as follows. After a short introduction of the different formulations of the Euclidean L1-OT
problem of interest for our developments, we summarize the needed variations when the ambient space is a Riemannian
manifold, with particular emphasis to the DMK approach. Then, we describe the extension of the numerical formula-
tion of the DMK from the Euclidean to the Riemannian setting and how surface-FEM can be effectively developed to
obtain the proposed numerical formulation of the L1-OT problem. Finally, the numerical tests are presented.
2 The L1 optimal transportation problem
2.1 The Kantorovich problem
The Kantorovich formulation of the L1-OT problem in the Euclidean setting can be given as follows. Consider a
convex and compact subset Ω ⊂ Rd with smooth boundary and let |x − y| be the Euclidean distance between two
points x and y in Rd. Denote withM+(Ω) the set of non-negative Radon measures supported in Ω. Given two finite
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measures f+, f− ∈M+(Ω) such that f+(Ω) = f−(Ω), find the optimal plan γ∗ belonging to the set
Π(f+, f−,Ω) =
{
γ ∈M+(Ω× Ω) : for all A,B Borel sets of Ω
γ(A,Ω) = f+(A) γ(Ω, B) = f−(B)
}
(1)





|x− y|dγ(x, y) : γ ∈ Π(f+, f−,Ω)
}
. (2)
The resulting infimum defines a distance W1(f+, f−) between f+ and f−, which is called the Wasserstein-1 or
Kantorovich-Rubinstein distance.
2.2 The MK equations
The above problem can be rewritten in many different forms (see e.g. [5]). Here we are interested in the PDE for-
mulation, called Monge-Kantorovich equations (MK equations), introduced in [21]. We present these equations as
formulated in [30]. Denoting with Lip1(Ω) the space of continuous functions with Lipschitz constant equal to 1, we
look for the pair (u∗, µ∗) ∈ (Lip1(Ω),M+(Ω)) that satisfies the following nonlinear system of PDEs:
−divµ(µ∇µu) = f+ − f− on Ω (3a)
|∇µu| ≤ 1 on Ω (3b)
|∇µu| = 1 µ− a.e. in Ω , (3c)
where ∇µ denotes the gradient with respect to the measure µ as described in [31, 32]. Note that eq. (3a) must be
interpreted in the following weak form:∫
Ω






φ(x)df−(x) ∀φ ∈ C1(Ω) , (4)
which implies zero Neumann boundary conditions and must be complemented by the constraint that u has zero av-
erage. The components of the solution pair (u∗, µ∗) of the above system are named Kantorovich potential and OT
density. Among the several results available on the MK equations, we recall here the few that will be used in this
work (see, e.g., [33, 5, 34, 35]). Specifically, if either one of the measures f+ and f− admits a density with respect
to the Lebesgue measure, then µ∗ admits a unique density with respect to the Lebesgue measure. Moreover, when
µ∗ admits a density the notion of gradient ∇µ with respect to a measure coincides with the notion of Sobolev weak
gradient (see [31, Example 2.3, Appendix]). It is important to remark that there exist infinitely many functions u∗
that satisfy eq. (3). In fact outside supp(µ∗) it is possible to perturb any solution u∗ and still satisfy all constraints
of eq. (3). However, in the support of µ∗ the Kantorovich potential is unique [21].
2.3 The Beckmann Problem
The MK equations are related also to another equivalent formulation of the L1-OT problem, called Beckmann Problem






|dv| : div(v) = f+ − f− , (5)
where |dv| denotes the total variation measure of dv (see [8]). The MK equations and the Beckmann Problem are
equivalent in the sense that v∗ is related to µ∗ and u∗ by:
dv∗ = −dµ∗∇µ∗u∗ . (6)
Note that, when at least one of f+ or f− admits L1-density with respect to the Lebesgue measure, then v∗ =





|v|dx : div(v) = f+ − f− .
3
Numerical Solution of the L1-Optimal Transport Problem on Surfaces
2.4 The Dynamic Monge-Kantorovich equations
The model proposed in [1, 2] considers the case of either f+ or f− having L2-density with respect to the Lebesgue
measure. With an abuse of notation, we will denote with f+ and f− both the measures and their densities. The model,
named Dynamic Monge-Kantorovich (DMK) formulation (encapsulated here within a separate problem statement as
it forms the basic starting point for our numerical developments), reads as follows.
Problem 1 (Dynamic Monge-Kantorovich (DMK) equations). Consider a convex and bounded domain Ω in Rd with






f−(x) dx. Find the pair (µ, u) with






∂tµ(t, x) = µ(t, x)
(
|∇u(t, x)| − 1
)
µ(0, x) = µ0(x) > 0.
(7)




In [1] the authors conjecture that the solution (µ(t, ·), u(t, ·)) of Problem 1 is asymptotically equivalent to the solution
(µ∗, u∗) of the MK equations eq. (3). In support of this conjecture, in [2] the authors propose a Lyapunov-candidate
functional L defined on non-negative densities µ̄ ∈ L1(Ω) and given by the sum of an energy and a mass functional,
i.e.:



























as long as the energy E in eq. (9) admits a maximizer U(µ̄) that is the weak solution of the PDE−div(µ̄∇ū) = f+−f−
with zero-Neumann boundary condition.
The main advantage of this formulation is that the introduction of the dynamics allows the implementation of efficient
numerical algorithms for the solution of the original MK equations [2]. We summarize in the following Proposition
the main results proved in [1, 2].
Proposition 1. The OT density µ∗ is the unique minimizer of L and the corresponding infimum value is exactly the
Wasserstein-1 distance between f+ and f−: L(µ∗) = W1(f+, f−). Moreover, for any T > 0 for which a solution
pair (µ(t, ·), u(t, ·) of Problem 1 exists, for t ∈ [0, T [ the functional L decreases along the µ-trajectory.
More recently, in [22] the authors addressed a modified version of the DMK problem and were able to prove global
existence of a time-asymptotic solution and its convergence (in a weak sense) toward the solution of the MK equations.
The proof is based on the reformulation of the dynamical system in eq. (7) as a Gradient Flow in metric spaces [36]
for the functional L, contributing to strengthen the theoretical background of the original DMK model. On the other
hand, experimental numerical results with this modified formulation show that it is not as efficient and robust as the
original formulation proposed in [1, 2]. For this reason, we continue working in this paper with the latter.
2.5 Extension to manifolds
We restrict our discussion to the case of a compact manifold (M, g) (M for short) with no boundary and equipped
with a smooth metric g. We denote with 〈v, w〉g(x) the application of the metric g evaluated at x to the two vectors
v, w ∈ TxM . Moreover we denote with∇g and | · |g the gradient and the vector norm with respect to the metric tensor
g. The distance induced by the metric g is defined as:




〈σ̇(s), σ̇(s)〉g(σ(s)) ds :
σ ∈ C1([0, 1],M)
σ(0) = x, σ(1) = y
}
,
and we denote with dVg the volume form induced by the metric g.
Now we can proceed with the formulation of the OT problem on a manifold (M, g), adapting the notation and results
of [24] to our setting. Replacing in eqs. (1) and (2) the domain Ω with M and the Euclidean distance term |x− y| with
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distg(x, y)dγ(x, y) : γ ∈ Π(f+, f−,M)
}
.
This infimum value is exactly the Wasserstein-1 distance W1,g(f+, f−) on M . The Monge-Kantorovich equations
described in eq. (3) can be generalized as well and become:
−divg,µ(µ∇g,µu) = f+ − f− on M (10a)
|∇g,µu|g ≤ 1 on M (10b)
|∇g,µu|g = 1 µ− a.e. (10c)













u = 0 is assumed. Likewise the Euclidean case, if µ∗ admits a density with respect to the measure dVg , the
gradient∇g,µ in eq. (10) coincides with the classical weak gradient∇g on M . Existence and uniqueness results of the
OT density in a Riemannian setting were proved in [23], while Lp summability is still an open question.





|dv|g : divg(v) = f+ − f− (12)
and eq. (6) holds also in this Riemannian setting. Again, when at least one of f+ or f− admits L1-density with respect





|v|g dVg : divg(v) = f+ − f− ,
where, similarly to eq. (6), the tangent velocity field is given by:
v∗ = −µ∗∇gu∗ . (13)
Finally, we discuss next the extension of the DMK formulation from the Euclidean to the Riemannian setting. This is
obtained by simply replacing the Euclidean differential operators with the Riemannian ones identified with the metric
g as subscript. Thus we will write | |g , 〈, 〉g , divg , and ∇g for | |, ·, div, and ∇, respectively. Then, the Riemannian
version of Problem 1 can be written as follows.
Problem 2 (Surface Continuous DMK). Let (M, g) be a n-dimensional smooth compact manifold with no boundary






f− dVg . Find the pair (µ, u) with µ : R≥0×M 7→ R≥0 and
u : R≥0 ×M 7→ R satisfying: 
− divg (µ(t, x)∇gu(t, x)) = f+(x)− f−(x)
∂tµ(t, x) = µ(t, x) (|∇gu(t, x)| − 1)
µ(0, x) = µ0(x) > 0 ,
(14)
with u having zero mean.
The generalization to the Riemannian setting of the Lyapunov-candidate functional in eq. (8) for any non-negative
µ ∈ L1(M) is also straightforward:


















It is immediate to show that, mutata mutandis, Proposition 1 holds also in this setting. It is thus natural to extend also
the conjecture of the convergence of the solution of eq. (14) toward the solution of the MK equations in eq. (10).
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3 Numerical Discretization
This section is dedicated to the development of the numerical discretization for Problem 2 obtained by extending to
the surface setting the numerical DMK formulation proposed in [1, 2] for the Euclidean framework. The approach is
based on the Method Of Lines (MOL) and considers a 2-dimensional compact surface Γ with no boundary, embedded
in R3. Eqs. (14) are first discretized in space and then the resulting ODE system is discretized in time. The long-time
numerical solution of the latter is used to approximate the solution of the MK equations. We start by describing the
(formal) weak formulation of the continuous surface DMK system obtained by exploiting the Hilbert space structure



















µ0ξ dVg ξ ∈ L2(Γ) (16c)∫
Γ
uψ dVg = 0 ξ ∈ H1(Γ) , (16d)
ho aggiunto l’equazione per la media where, for simplicity, we have dropped the spatial dependence of the dependent
variables.
3.1 Spatial discretization
Spatial discretization of eq. (7) follows the Surface Finite Element Method (SFEM) described in [28]. SFEM can
be summarized in two steps: i) discretization of the surface and ii) definition of the finite dimensional FEM spaces.
In the first step, we assume that the smooth surface Γ can be subdivided by a surface triangulation T (Γ) formed
by the union of non-intersecting surface geodesic elements (triangles) Ei ∈ Γ, i = 1, . . . , NE. Thus, similarly to
the flat case, we have that Γ = T (Γ) = ∪NEi=1Ei and σij = Ei ∩ Ej is a geodesic curve on Γ connecting triangle
vertices i and j. This triangulation is then approximated by its piecewise linear interpolant Th(Γ) = Γh, where Γh
is defined by the union of 2-simplices in R3 (flat three-dimensional triangles) having the same vertices of T (Γ). The
triangulation Th(Γ) is assumed to be closely inscribed in the sense of [37], or equivalently, in the sense of [28]. Thus,
we require that Th(Γ) ⊂ Nε, where Nε ⊃ Γ is a tubular neighborhood of Γ of radius ε such that every point x ∈ Nε
has a unique orthogonal projection onto Γ. Given a triangle Eh ∈ Th(Γ), we can directly extend the classical two-
dimensional “flat” definitions characterizing proper triangulations. Thus, we denote the mesh parameter and mesh
radius as h = maxE∈Th hE and r = minE∈Th rE, respectively, where hE is the length of the longest edge of Eh and
rE the radius of the circle inscribed inEh. Moreover, we assume that Th(Γ) is shape-regular, i.e., there exists a strictly
positive constant ρ > 0 independent of h such that:
rE
hE
≥ ρ ∀Eh ∈ Th(Γ) .
Remark 1. As a consequence of the previous definitions, for any flat cell Eh ⊂ Γh there is a unique curved cell
E ⊂ Γ, and this correspondence is bijective. Hence, all the properties of Th(Γ) are inherited by T (Γ) and can be
given indifferently for only one of the two triangulations.
Following the approach described in [2], the two dependent variables are defined in two different triangulations and two
different functional spaces to avoid oscillations. This sort of inf-sup stability requirement is not yet fully understood
and was used in both [1, 2] as a remedy for observed checkerboard-like oscillations. Thus, we employ the triangulation
Th/2(Γ) generated from Th(Γ) by conformally refining each flat triangle. The new nodes in the conformal refinement
are not moved back to the surface Γ to enhance the stabilization properties introduced by the refined mesh. The sub-
triangles in the refined triangulation Th/2 are denoted by el while Er identifies triangles in Th(Γ). We use el ⊂ Er to
denote those cells of Th/2(Γ) that belong to Er.
Given a smooth function φ : Γ → R, its smooth extension in Nε is well defined and is denoted by φ̄ : Nε → R. This
smooth extension is used to define the tangential gradient of φ as follows:
Definition 1 (Tangential Gradient). Let φ̄ : Nε → R be the continuous extension of a smooth function φ : Γ → R.
The tangential gradient of φ at a point x ∈ Γ is given by
∇Γφ(x) = ∇φ̄(x)− 〈∇φ̄(x), ν(x)〉ν(x) = P(x)∇φ̄(x), (17)
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is the unit oriented normal to the surface Γ at x, the projection tensor is given by P(x) = I−ν(x)⊗ν(x), the bilinear
form 〈·, ·〉 is the standard scalar product in R3.
It turns out [28] that the tangential gradient is equivalent to the metric gradient (i.e. ∇gφ = ∇Γφ) for any regular
surface Γ. Moreover, Green’s lemma holds for these tangential operators.
Then, we can define the SFEM DMK on Γh by simply employing the quantities defined in definition 1 and project-
ing (16) onto the finite dimensional FEM spaces Vh ⊂ H1(Γh) andWh ⊂ L2(Γh). Note that νh = ν(x)|E is constant
on each triangle E ∈ Th(Γh), and so is Ph = I− νh ⊗ νh. Thus it is convenient to use as test functions the Lagrange-
polynomial basis functions of Vh andWh, which are defined also triangle-wise. Then, the integrals over Γh transform
into a sum over Th(Γh) = Γh, and we can write the following SFEM-DMK semi-discrete problem embedded in R3:















µ0ξs dx , s = 1, . . . ,M , (18c)∫
Γh
uhψi dx = 0 i = 1, . . . , N , (18d)
where Vh = span{ψ1, . . . , ψN} andWh = span{ξ1, . . . , ξM}.
Note that we have transformed the surface integrals into a sum of integrals on the planar triangles E. Similarly, we
can define the SFEM basis functions by means of standard (triangle-wise) three-dimensional Lagrange interpolating
polynomials and project their Euclidean gradients onto each E ∈ Th(Γh) using Ph.
Now we choose the same FEM spaces that worked in the planar case [2]. We denote byP1(e) the set of affine functions
supported on e and with P0(E) the set of constant functions supported on E. Then we define Vh = P1(Th/2(Γh)) and
Wh = P0(Th(Γh)), where
P1(Th/2(Γh)) =
{
v ∈ C0(Γh) : v|e ∈ P1(e),∀e ∈ Th/2(Γh)
}
,
P0(Th(Γh)) = {w : w|E ∈ P0(E),∀E ∈ Th(Γh)} .
Using FEM terminology, we choose to approximate the transport density with non-conforming piecewise constant
functions and the transport potential with conforming piecewise affine functions. Note that this choice is compatible
with the dynamic (second) equation (18b) since∇Γuh|E ∈ P0(E) if uh|E ∈ P1(E). Now, separating the temporal and
spatial variables, we can write the discrete transport density µh(t, x) and the discrete Kantorovich potential uh(t, x)












We stress here that, by the way e ∈ Th/2(Γh) is built from E ∈ Th(Γh),E is the union of four subcells e`, i.e.,
using a local enumeration, E = ∪4`=1e`. Thus, the computation of the integral on the right-hand side of eq. (18b) on











Denoting with µ(t) = {µr(t)} and u(t) = {uj(t))} the curves describing the time evolution of the spatially projected
finite-dimensional system, eq. (16) becomes:
A[µ(t)] u(t) = b , (19a)
∂tµ(t) = D(u(t)) µ(t) , µ(0) = µ0 , (19b)
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(|∇Γuh(t, x)| − 1) dx .
The zero mean constraint on uh is incorporated in the linear solution phase as detailed below.
3.2 Time discretization
The numerical solution of (19) is obtained by a forward Euler time discretization. This allows an easy resolution of
the nonlinearities and an immediate decoupling of the resulting two algebraic systems of equations. Given a time
sequence (tk), k = 0, . . . ,Kmax with tk+1 = tk + ∆tk we generate an approximating sequence (µkh, u
k
h) defined as:
A[µk] uk = b ,
µk+1 = µk + ∆tkD(u
k)µk
The first step involves the solution of a linear system whose matrix A[µk] is sparse and symmetric positive semidef-
inite. This is obtained by means of the preconditioned conjugate gradient algorithm using an IC(0)-based spectral
preconditioner with selective updates, as proposed in [2, 38] and a deflation-like approach to incorporate the zero
mean constraint. The second step involves the calculation of the cell gradients and a direct time update that exploits
the diagonal structure of the system. At each time step, the step size ∆tk is calculated on the basis of the eigenvalues
of matrixD(uk) to ensure stability of the forward Euler time-stepping.
Time-convergence is considered achieved by the discrete solution (µk+1h , u
k+1
h ) when the relative variation of µh is





We indicate with t∗ the time when equilibrium is numerically reached and with µ∗h and u
∗




3.3 Approximate solutions of the MK equations and Beckmann problem
The time-converged solutions µ∗h and u
∗
h are the approximations of the solutions to the MK equations µ
∗ and u∗. From
these, we can calculate the approximate solution to Beckmann Problem given in eq. (13). Note that the gradient of
uh(t) is defined on the refined triangles of Th/2(Γh) while µh(t) is defined on the triangles of Th(Γh). As done in the
numerical solution algorithm, we project the gradient of uh(t) onto Th(Γh) by simple averaging. Our approximate







We will denote v∗h the velocity at the equilibrium time t
∗.
In addition, we can calculate the Wasserstein-1 distanceW1(f+, f−) between f+ and f−. According to Proposition 1,
W1(f
+, f−) corresponds to the minimum of the functional Lg , which can be estimated as:
Wh1 (f












The test case devised for the verification of the temporal and spatial convergence properties of the scheme is settled
on the unit sphere S2. A constant density supported on a geodesic quadrilateral is rigidly moved from one position to
another. In this case, the explicit formulas of the solution of the MK equations can be found. This allows us to test the
accuracy of the proposed numerical scheme by computing the relative error in the approximation of the OT density,
the optimal velocity field v∗ solution of eq. (12), and the Wasserstein-1 distance. We also compare our numerical
approximations with the ones obtained using the approach described in [25]. In this case, a quantitative comparison is
done only in terms of accuracy, while we only report the CPU time required by our method because of the drastically
different implementations of the companion software packages.
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Figure 1: Spatial distribution of the L2-projection of f+ − f− on the mesh Th with 554 nodes and 1104 triangles
(left). Spatial distribution of the density µ∗ together with the contour lines of the supports of f+ and f− (right).
4.1 Comparison with closed-form solutions
4.1.1 Description of the test case
The test case considers the unit sphere S2 equipped with the induced metric. The description of this test case is
more easily carried out using polar coordinates (r, ϕ) defined with respect to the north pole N = (0, 0, 1), where
r(x) = distg(x,N) ∈]0, π[ and ϕ(x) ∈]0, 2π[ is the “longitude” angle. We consider two unit densities f+ and f−
with supports given by:
supp(f+) = {(r, ϕ) : [π/6 < r < π/3] ϕ ∈ [0, π/2]}
supp(f−) = {(r, ϕ) : [2π/3 < r < 5π/6] ϕ ∈ [0, π/2]} .
The approximate spatial distribution of f+ and f− is shown in Figure 1. For such densities, the pair (u∗, µ∗) solution
of the MK equations eq. (10) is given by:
µ̃∗(r, ϕ) =

(cos(π/6)− cos(r)) / sin(r) if π/6 < r < π/3 0 < ϕ < π/2
(cos(π/6)− cos(π/3)) / sin(r) if π/3 < r < 2π/3 0 < ϕ < π/2
(cos(π/6) + cos(r)) / sin(r) if 2π/3 < r < 5π/6 0 < ϕ < π/2
0 elsewhere
ũ∗(r, ϕ) = −r
We obtained these explicit formulas adapting to S2 the exact solutions developed by [29] for the Euclidean MK equa-
tions. We recall that ũ∗ represents only one possible solution of the MK equations, since in general the Kantorovich
potential is unique up to constants within the support of µ∗, while outside it is not unique. The spatial distribution of
µ∗ is shown on the right panel of Figure 1. The explicit solution of Beckmann Problem can be derived using eq. (6),
obtaining:















are the coordinate vectors in TpS2 with respect to the coordinate system (r, ϕ).
We measure the accuracy of our numerical approximation by calculating the error in the solution of Beckmann problem









where the integral in the numerator is approximated via the mid-point rule on Γh. The use of the above error definition
allows the evaluation of the accuracy on both the velocity direction ∇Γũ∗ and magnitude given by µ̃∗. Moreover, it is
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consistent with the application of the approach proposed in [25] and thus it allows a fair comparison with published
results.
The error in the Wasserstein-1 distance between f+ and f− deserves a specific evaluation because of its importance




∣∣Wh1 (f+, f−)−W1(f+, f−)∣∣
W1(f+, f−)
,
where Wh1 denotes the specific numerical approximation of the Wasserstein-1 distance. For the test case considered,




















Finally, we report a brief description of the implementation of the EMDADMM approach proposed by [25] , which is
our benchmark against which we compare our method. In EMDADMM, the approximate solution v̄h is obtained as
the following linear combination:




where ū solves the Poisson equation −∆gū = f+ − f−, while Vi(x) are vector fields built from the piecewise
linear approximation of the the first Ne eigenfunctions of the Laplace Beltrami operator (i.e., eigenvector of the
corresponding FEM stiffness matrix). The optimal coefficient vector c is found by means of the Alternating Direction
Method of Multipliers (ADMM) [39]. In our tests we used the suggested value Ne = Nh/16, where Nh is the number
of nodes in Th.
In our experiments, S2 is approximated by an initial triangulation (S2h = Γh = Th(S2)) made up of 554 nodes
and 1124 triangles (reported in Figure 1) obtained using the software described in [40]. This initial triangulation
is constrained to have nodes lying exactly on the meridians and parallels defining the boundaries of supp(f+) and
supp(f+). Successive uniform refinements of the initial mesh Γh are obtained by calculating edge mid-points and
moving them to the unit sphere surface, taking care of preserving the alignment with supp(f+) and supp(f−). This
process is repeated three times, for a total of four mesh levels. At each refinement level, the sub-grid Th/2(S2) is
obtained by uniform refinement with edge midpoints maintained in the original planar triangle and not moved to the
surface.
4.1.2 Experimental results
Convergence of Surface DMK. The experimental convergence results for the surface DMK are summarized in Fig-
ure 2. Denoting with µh(t) the piecewise linear interpolation of the sequence µkh, each row of Figure 2 show the time
evolution of the quantities var(µh(t)), errBP (v∗h(t)), and errW1(µh(t)). Each plot contains the results obtained for
the four considered refinement levels. To better envision the computational effort of our approach, the right panels
report the same quantities with respect to the CPU time tCPU (t), i.e., the CPU time in seconds to arrive at simulation
time t on a first-generation 2.2GHz Intel-I5 (1-core) laptop computer.
The top-left panel in Figure 2 shows a monotone convergence toward equilibrium for all refinement levels. The
same monotonically decreasing profile is observed in the errBP (vh(t)) plots. Here the error saturates at a level that
decreases by a constant factor at every refinement, indicating the achievement of the spatial resolution limit attainable
with the given triangulation. In addition, these results suggest first order convergence of the spatial discretization
for the solution of Beckmann problem. Finally, the bottom panels show the evolution of the relative error on the
Wasserstein-1 distance. The non-monotone profiles can be explained as follows. First of all, note that the Wasserstein-
1 distance is evaluated as the minimum of Lg , and thus we are approximating W1 from above. On the other hand,
the integrals are approximated by the mid-point quadrature rule from below (the area of the linear triangles is always
smaller or equal than that of the corresponding surface triangle). At a certain time t̂, the overestimation of Lg and the
underestimation of the integrals compensate and errW1(µh(t̂)) becomes artificially close to zero. After t̂, the error in
the approximation of the integral dominates and the global error saturates at a value that depends on the mesh size h.
Figure 3 shows the experimental mesh convergence attained by the surface DMK and the EMDADMM methods on the
solution of the L1-OTP in terms of the velocity field of Beckmann problem (errBP (v∗h), left panel) and the calculation
of the Wasserstein-1 distance (errW1(µ
∗
h), right panel). Four nested mesh refinements are used and the convergence
lines (in log-log plot) are calculated by linear least squares. In the first case the DMK achieves a rate of order one,
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Figure 2: Experimental convergence towards the MK solution. Left column: time (t) evolution of var(µh(t)), which
measures convergence towards equilibrium, and of err(vh(t)) and errW1(µh(t)), which measure the accuracy of the
spatial approximation. The results are obtained on successive uniform refinements of a an initial mesh with 554 nodes
and 1124 triangles. Right column: values of the four simulation metrics as a function of computational time (tCPU ,
seconds). The simulations were conducted on a first-generation 2.2GHz Intel-I5 (1-core) laptop computer.








errBP DMK errBP ∝ h+1.01
EMDADMM errBP ∝ h+0.80











errW1 DMK errW1 ∝ h+2.89
EMDADMM errW1 ∝ h+0.97
Figure 3: Spatial convergence of DMK and EMDADMM on the relative Beckmann error errBP (v∗h) (left) and on the
Wasserstein-1 distance errW1(µ
∗
h) (right). The errors are calculated on four mesh refinements and the corresponding
experimental spatial convergence rate with respect to mesh parameter h, evaluated by linear approximation, is reported
in the plot legend.
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coherent with the piecewise constant (P1) discretization of the transport density and of the gradient of the Kantorovich
potential. This result is also consistent with the results presented for the Euclidean case in [2]. The experiments with
the EMDADMM method show a slight sub-optimal rate of convergence of about 0.8, providing a further indication
of the lower accuracy of this scheme with respect to DMK. The right panel of Figure 3 shows the convergence plots
when the two schemes are applied for the calculation of the W1 distance. The experimental error obtained with DMK
scales almost cubically with the mesh parameter h, while EMDADMM maintains first order convergence.
The accuracy attained by the DMK approach is much higher than the one attained by the EMDADMM method.
Already at the coarsest triangulation the DMK accuracy is well below 0.1% with a CPU time of approximately 2
seconds. In contrast, EMDADMM with a comparable computational effort, achieves on the the same mesh an accuracy
of about 4%.
5 Conclusion
We propose the numerical solution of the L1-OT problem on triangulated surfaces via the DMK approach, and the
calculation of the Wasserstein-1 distance. From the computational point of view, besides the totally inexpensive pro-
jection for the gradient of basis functions P1(Th/2), finding the approximating optimal solution (µ∗h, u∗h) on surfaces
requires the same effort as on the 2d Euclidean setting. A number of improvements (multilevel approximation, hard-
ware acceleration, or implicit time-stepping scheme solved via Newton-Raphson, like in [41]) can be considered to
improve the computational efficiency of the scheme but in this paper we are more interested in testing the accuracy of
the method applied to surfaces. In the test case where an exact solution of the MK equations is known, the experimen-
tal convergence rate in the approximation of the solution of the L1-OT problem is shown to be linear with respect to the
mesh parameter h. However, the experimental rate of convergence in the computation of the Wasserstein-1 distance
showed superconvergence that has not yet been explained. In fact, we found an almost cubic order of convergence and
in general the discrete DMK approach showed noticeably better accuracy and performance with respect to existing
algorithms.
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