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Abstract
Sufficient conditions are obtained under which all solutions of
∆m
[
y(n)+ p(n)y(n− s)]+ q(n)G(y(n− k))= f (n), n 0, (∗)
oscillate. One of these conditions states the existence of a real-valued function F(n) on {0,1,2, . . .}
such that F(n) changes sign and ∆mF(n) = f (n). Unlike earlier works, it is not assumed that
F(n)→ 0 as n→∞. As the results for (∗) do not apply to homogeneous equations
∆m
[
y(n)+ p(n)y(n− s)]+ q(n)G(y(n− k))= 0, n 0, (∗∗)
the behaviour of its solutions is studied separately. In most of our results for (∗∗), G is sublinear. In
our discussion m 2 is even or odd and p(n) lies in different ranges. Existence of a positive bounded
solution of (∗) is established where the bound of oscillation of F(n) depends on the range of p(n).
 2003 Published by Elsevier Inc.
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1. Introduction
In [10], the authors have studied oscillatory and asymptotic behaviour of solutions of
forced nonlinear neutral difference equations of higher order of the form
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[
y(n)+ p(n)y(n− s)]+ q(n)G(y(n− k))= f (n), n 0, (1)
where m 2, ∆ is the forward difference operator defined by ∆y(n)= y(n+ 1)− y(n),
∆iy(n) = ∆(∆i−1y(n)), 2  i  m, p, q , and f are real-valued functions defined on
N(o)= {0,1,2, . . .} such that q(n) 0, G ∈ C(R,R) is nondecreasing and uG(u) > 0 for
u 
= 0 and s > 0 and k  0 are integers. Sufficient conditions were obtained under which
every solution (or every bounded solution) of (1) oscillates or tends to zero as n→∞. One
of those conditions states the existence of a real-valued function F(n) on N(o) such that
∆mF(n)= f (n) and F(n)→ 0 as n→∞. It seems that this behaviour of F(n) forces all
nonoscillatory solutions (or all bounded nonoscillatory solutions) of (1) to tend to zero as
n→∞. In this paper, we do not insist that F(n)→ 0 as n→∞. Instead we assume that
F(n) changes sign with ∆mF(n) = f (n). This enables us to show that every solution of
(1) oscillates. However, these results do not hold good for unforced equations
∆m
[
y(n)+ p(n)y(n− s)]+ q(n)G(y(n− k))= 0, n 0. (2)
Hence these equations are studied separately. Various ranges of p(n) are considered while
studying (1) and (2). In one of the ranges, viz., when p(n)  0, we are able to show
that every solution of (1) oscillates provided that F(n) changes sign arbitrarily, that is,
lim infn→∞(Fn/nm−1) = −∞ and lim supn→∞(Fn/nm−1) = ∞. For m = 1, this result
coincides with Theorem 2.9 in [9].
By a solution of Eq. (1) on N(o) we mean a real-valued function y(n) defined on
N(−r)= {−r,−r + 1, . . .} which satisfies (1) for n 0, where r = max{k, s}. If
y(n)=An, n=−r,−r + 1, . . . ,0,1,2, . . . ,m− 1, (3)
are given, then (1) admits a unique solution satisfying the initial conditions (3). A solution
y(n) of (1) is said to be oscillatory if, for every integer N > 0, there exists nN such that
y(n)y(n+ 1) 0; otherwise, it is called nonoscillatory.
In the literature, there are not many papers dealing with oscillation of solutions of forced
nonlinear higher-order difference equations of neutral type. Agarwal and Grace [2,3] ob-
tained sufficient conditions so that every solution of
∆m
[
y(n)− y(n− τ )]+ q(n)f (y(n− σ))= 0 (4)
oscillates. Clearly, (4) is a particular case of (2). However, the conditions assumed and the
techniques applied by them are different from ours. In [4], Graef et al. studied oscillatory
and asymptotic behaviour of solutions of equations of the form
∆m
[
y(n−m+ 1)+ p(n−m+ 1)y(n−m+ 1− k)]+ F (n,y(n− ))= 0. (5)
The assumptions are such that solutions of (5) oscillate or tend to zero as n→∞. The
substitution i = n−m+ 1 transforms (5) into
∆m
[
y(i)+ p(i)y(i − k)]+ F (i +m− 1, y(i +m− − 1))= 0.
The deviating argument i + m−  − 1 depends on the order m of the equation and it is
delayed if m −  − 1 < 0 and is advanced if m −  − 1 > 0. In [15], Thandapani et al.
considered a similar equation
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[
y(n)− p(n)g(y(n− k))]+ q(n)f (y(n+m− − 1))= 0. (6)
They have shown the existence of a positive solution of (6). In some ranges of p(n), suffi-
cient conditions are obtained for oscillation of every solution of (6) with m= 1. However,
we may note that the assumption uF(n,u)  0 for u 
= 0 in [4,15] is not applicable to
forced equations. Li [7] obtained necessary and sufficient conditions so that every bounded
solution of
∆
[
r(n)
(
∆d
(
y(n)− p(n)y(n− τ )))δ]+ f (n,y(n− δ))= 0 (7)
oscillates or tends to zero as n→∞. In [8], Li et al. obtained necessary and sufficient
conditions for the existence of positive solutions of (7) with p(n)≡ 0. In both papers it is
assumed that uf (n,u) > 0 for u 
= 0.
Equation (1) may be regarded discrete analogue of[
y(t)+ p(t)y(t − τ )](m) + q(t)G(y(t − σ))= f (t), t  0.
Oscillatory behaviour of solutions of this equation and the associated homogeneous equa-
tion is studied in [12,13].
2. Oscillation of homogeneous equations
In this section we obtain sufficient conditions for oscillation of all solutions of (2). We
need the following lemmas (see [1,14]) for our work in the sequel.
Lemma 2.1. Let y(n) be a real-valued function defined on N(n0) = {n0, n0 + 1, . . .},
n0  0. Let y(n) > 0 and ∆my(n) be of constant sign on N(n0) and ∆my(n) 
≡ 0, where
m  2. Then there exists an integer  such that 0    m − 1 with m +  odd for
∆my(n) 0 or m+  even ∆my(n) 0 and
∆jy(n) > 0 for 0 j  , (8)
(−1)+j∆jy(n) > 0 for + 1 j m− 1. (9)
Lemma 2.2. Let y(n) be a real-valued function on N(n0). If y(n) > 0 and ∆my(n) 0 on
N(n0) and ∆my(n) 
≡ 0, where m 2, then there exists a large n1 ∈N(n0) such that
y(n) (n− n1)
(m−1)
(m− 1)! ∆
m−1y(2m−−1n) for n ∈N(n1),
where  is same as in Lemma 2.1, or
y(n) (n/2)
(m−1)
(m− 1)! ∆
m−1y(2m−2n) for n ∈N(2n1).
The “factorial function” t(r) is defined as follows (see [6, p. 20]):
(t)(r) = t (t − 1)(t − 2) . . . (t − r + 1) if r = 1,2,3, . . .
(t)(0) = 1, (t)(r) = 0 if r > t.
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∆my(n) 0 on N(n0) and ∆my(n) 
≡ 0, where m 2. If ∆y(n) > 0 and ∆m−1y(n) > 0,
then there exists n2 > 2n1, where n1 is a large number in N(n0), such that y(n) >
((m − 1)!)−1∆m−1y(n) for n  n3, where n3 > max{2m−1n2,N} and N > 0 is a large
integer such that (21−mn)(m−1) > 1 for nN .
Proof. From Lemma 2.2 we obtain
y(n) 1
(m− 1)!
(
n
2
)(m−1)
∆m−1y(2m−2n)
for n  2n1, where n1 is a large number in N(n0). Since y(n) is increasing, then, for
n 2m−1n1,
y(n) y(22−mn) 1
(m− 1)! (2
1−mn)(m−1)∆m−1y(n).
Hence, for n n3,
y(n) >
1
(m− 1)!∆
m−1y(n).
Thus the lemma is proved. ✷
Lemma 2.4 [5, p. 184]. If
lim inf
n→∞
n−1∑
i=n−k
q(i) > (k/k + 1)k+1,
then ∆y(n)+ q(n)y(n− k) 0 has no positive solution and ∆y(n)+ q(n)y(n− k) 0
has no negative solution.
We need the following conditions for our discussion in the sequel:
(H0)
∑∞
n=0 q(n)=∞;
(H1) For u > 0, there exists λ > 0 such that G(u) λu. For u < 0, there exists λ > 0 such
that G(u) λu;
(H2) For u > 0 and v > 0, there exists λ > 0 such that G(u+ v) λ(G(u)+G(v));
(H3) For u < 0 and v < 0, there exists λ > 0 such that G(u+ v) λ(G(u)+G(v));
(H4)
∫ ±c
0 (1/G(u)) du<∞ for every c > 0;
(H5)
∑∞
n=s q∗(n)=∞, where q∗(n)= min{q(n), q(n− s)};
(H6) For u > 0 and v > 0, G(uv)G(u)G(v);
(H7) G(−u)=−G(u), u ∈R;
(H8) For u,v ∈R, G(uv)=G(u)G(v).
Remark. (i) (H8) implies (H7) and (H5) implies (H0).
(ii) (H2) and (H7) imply (H3).
(iii) If G(u) = |u|γ sgnu, γ > 0, then G satisfies (H2), (H3), (H7), and (H8). For the
verification of (H2) we need the following inequality: for a  0 and b  0, (a + b)p 
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γ = 1 and it satisfies (H4) for γ < 1.
(iv) If G(u) = (β + |u|α)|u|γ sgnu, α > 0, β  1, γ > 0, then it satisfies (H2), (H3),
(H6), and (H7). It satisfies (H4) if α+ γ < 1.
Theorem 2.5. Let −∞<p1  p(n) 0 and k  s. If (H1) holds and if
lim inf
n→∞
n−1∑
i=n−k+s
q(i)
> max
{
(m− 1)!
λ
(
k
k + 1
)k+1
,
−p1(m− 2)!
λ
(
k − s
k − s + 1
)k−s+1}
, (10)
then every solution of (2) oscillates.
Proof. Let y(n) be a nonoscillatory solution of (2). Then y(n) > 0 or y(n) < 0 for n 
n0 > 0. Let y(n) > 0 for n n0. Setting
z(n)= y(n)+ p(n)y(n− s), (11)
we obtain from (2) that
∆mz(n)+ q(n)G(y(n− k))= 0. (12)
For n  n0 + r , z(n) y(n) and ∆mz(n)  0. Hence z(n) > 0 or z(n) < 0 for n  n1 >
n0 + r . Suppose that z(n) > 0 for n  n1. Let m be even. From Lemma 2.1 it follows
that there exists an odd integer , 0 < m− 1, such that (8) and (9) hold. Then z(n) >
((m− 1)!)−1∆m−1z(n) for n n2 > n1 by Lemma 2.3. Hence (12) yields, due to (H1),
∆mz(n)+ λ((m− 1)!)−1q(n)∆m−1z(n− k) 0,
that is, the inequality ∆u(n)+ λ((m− 1)!)−1q(n)u(n− k) 0 admits a positive solution
∆m−1z(n), a contradiction in view of Lemma 2.4. If m is odd, then there exists an even
integer , 0    m − 1, such that (8) and (9) hold for large n by Lemma 2.1. If 2 
m− 1, then proceeding as above we arrive at a contradiction. If = 0, then (9) yields
(−1)j∆jz(n) > 0 for 1 j m− 1. We may write (12) as
−∆m−1z(n)+ q(n)G(y(n− k))=−∆m−1z(n+ 1) < 0.
Continuing the process we obtain ∆z(n)+ q(n)G(y(n− k)) 0, that is,
∆z(n)+ λq(n)z(n− k) 0
admits a positive solution z(n), a contradiction due to Lemma 2.4. Hence z(n) < 0 for
n n1. Setting x(n)=−z(n) for n n1, we have x(n) > 0, x(n) <−p1y(n− s), and
∆mx(n)− q(n)G(y(n− k))= 0. (13)
Hence ∆mx(n) 0 for n n1. Suppose that m is odd. Then there exists an odd integer ,
0 < <m− 1, such that (8) and (9) hold by Lemma 2.1.
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x(n) >
(
(m− 2)!)−1∆m−2x(n) (14)
for n n3 > n1 by Lemma 2.3. Since (H1) holds, then from (13) and (14) we obtain
∆mx(n)+ p−11 λ
(
(m− 2)!)−1q(n)∆m−2x(n+ s − k) 0.
Since ∆m−1x(n) < 0, then the above inequality yields
∆m−1x(n)− p−11 λ
(
(m− 2)!)−1q(n)∆m−2x(n+ s − k) 0.
As k  s, this leads to a contradiction due to Lemma 2.4. If m is even, then there exists an
even integer , 0  <m−1, such that (8) and (9) hold by Lemma 2.1. For 2  < m−1,
we proceed as above to obtain a contradiction. If  = 0, then we have (−1)j∆jx(n) > 0
for 1 j m− 1 from (9). Hence (13) yields that x(n) is a positive solution of
∆x(n)− λ
p1
q(n)x(n+ s − k) 0,
a contradiction because of Lemma 2.4. If y(n) < 0 for n n0, then we set u(n)=−y(n)
to obtain u(n) > 0 for n n0 and
∆m
[
u(n)+ p(n)u(n− s)]+ q(n)H (u(n− k))= 0,
where H(u)=−G(−u). Proceeding as above we arrive at a contradiction. Thus the theo-
rem is proved. ✷
Remark. Assumption (10) implies (H0). Indeed, if
∑∞
n=0 q(n) <∞, then
lim inf
n→∞
n−1∑
i=n−k+s
q(i) lim sup
n→∞
[
n−1∑
i=0
q(i)−
n−k+s−1∑
i=0
q(i)
]
= 0,
a contradiction.
Remark. The prototype of G satisfying the conditions of Theorem 2.5 is G(u) = λu +
µ|u|γ sgnu, where λ > 0, µ  0, and γ > 0. Theorem 2.5 fails to hold for G(u) =
|u|γ sgnu, γ > 0 but γ 
= 1. Following theorem can be applied to G= |u|γ sgnu, γ > 0.
Theorem 2.6. Let −∞ < p1  p(n)  −1. If (H0) holds, then a solution y(n) of (2)
oscillates if m is even or oscillates or lim infn→∞ y(n)= 0 if m is odd.
Proof. Let y(n) be a nonoscillatory solution of (2) such that y(n) > 0 for n  n0 > 0.
The case y(n) < 0 for n  n0 is similar. Setting z(n) as in (11), we obtain (12). Hence
z(n) < y(n) and ∆mz(n)  0 for n  n0 + r . Let z(n) > 0 for n  n1 > n0 + r . If m is
even, then there exists an odd integer , 0 <   m − 1, such that (8) and (9) hold for
n n2 > n1 by Lemma 2.1. Since z(n) is increasing, z(n) >M > 0 for n n2. From (12)
we obtain, for n n3 > n2 + r ,
∆mz(n)+ q(n)G(M) 0.
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∑∞
n=n3 q(n) <∞ because ∆m−1z(n) > 0. This contradicts (H0). If m is odd, then
there exists an even integer , 0  m− 1, such that (8) and (9) hold for n  n2 > n1
by Lemma 2.1. If  > 0, then we proceed as above to obtain a contradiction. If  = 0,
then (−1)j∆jz(n) > 0, 1 j m− 1, by (9). Hence z(n) is decreasing and (12) may be
written as
∆z(n)+ q(n)G(y(n− k))= 0.
Since (H0) holds, from the above identity it follows that lim infn→∞ y(n) = 0. However,
z(n) > 0 implies that y(n) >−p(n)y(n− s) y(n− s) and hence lim infn→∞ y(n) > 0,
a contradiction.
Let z(n) < 0 for n  n1. Setting x(n) = −z(n), we obtain x(n) > 0, x(n) <
−p1y(n − s), and (13) for n  n1. If m is odd, then there exists an odd integer ,
0 <  < m − 1, such that (8) and (9) hold for n  n2 > n1 by Lemma 2.1. Since x(n)
is increasing, then x(n) > L> 0 for n > n2. Then (13) yields
∆mx(n) > q(n)G(−L/p1)
for n  n3 > n2 + r . Since limn→∞∆m−1x(n) exists, then ∑∞n=n3 q(n) <∞, a contra-
diction in view of (H0). If m is even, then there exists an even integer , 0   < m− 1,
such that (8) and (9) hold for n n2. If  > 0, then we obtain a contradiction as above. Let
= 0. Hence (13) yields ∆x(n)+ q(n)G(y(n− k))= 0. Thus lim infn→∞ y(n)= 0. This
completes the proof of the theorem. ✷
Theorem 2.7. Let −∞<p1  p(n) p3 −1. If (H0) holds, then every solution of (2)
oscillates if m is even or oscillates or tends to zero as n→∞ if m is odd.
Proof. Let y(n) be a solution of (2). If y(n) oscillates, then there is nothing to prove.
Suppose that y(n) is nonoscillatory. Then y(n) > 0 or y(n) < 0 for n  n0 > 0. We
consider the case y(n) > 0 for n  n0. The proof of the other case is similar. Proceed-
ing as in the proof of Theorem 2.6 we obtain lim infn→∞ y(n) = 0. We are consider-
ing the case x(n) > 0, m even, and  = 0. Hence limn→∞ x(n) = α, 0  α < ∞. If
α > 0, then x(n) > β > 0 for n  n4 > n3. Then ∆x(n) + q(n)G(y(n − k)) = 0 and
y(n− k) >−p−11 x(n+ s − k) yield
∑∞
n=n4 qn <∞, a contradiction. Hence α = 0. Then
limn→∞ z(n)= 0. Since p3y(n− s) p(n)y(n− s)= z(n)− y(n), then
lim inf
n→∞
(
p3y(n− s)
)
 lim inf
n→∞
(
z(n)− y(n)) lim
n→∞ z(n)− lim supn→∞ y(n),
that is, (1+ p3) lim supn→∞ y(n) 0, that is, lim supn→∞ y(n)= 0. Hence limn→∞ y(n)
= 0. Thus the proof of the theorem is complete. ✷
Example. Consider
∆2
[
y(n)− (3+ (−1)n)y(n− 1)]+ 16y3(n− 3)= 0, n 0.
From Theorem 2.7 it follows that every solution of the equation oscillates or tends to zero
as n→∞. In particular, y(n)= (−1)n is an oscillatory solution of the equation.
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∆2
[
y(n)− (2+ 2−n)y(n− 1)]+ 3
64
(2−n + 3.2−(2n+1))23ny3(n− 2)= 0, n 0,
oscillates or tends to zero as n→∞. In particular, y(n)= 2−(n+1) is a positive solution of
the equation and it tends to zero as n→∞.
Remark. It seems that when p(n) is in the range −∞<p1  p(n) p3 −1, then some
more conditions are to be assumed so that every solution of (2) oscillates.
Theorem 2.8. Let 0  p(n)  1 and k  s. If (H2)–(H5) hold, then every solution of (2)
oscillates.
Proof. If possible, let y(n) be a nonoscillatory solution of (2) such that y(n) > 0 for n
n0 > 0. The case y(n) < 0 for n  n0 may be treated similarly. Setting z(n) as in (11),
we obtain (12) and 0 < z(n)  y(n) + y(n− s) for n  n0 + r . Hence ∆mz(n)  0 for
n n0 + r . Let m be even. Then there exists an odd integer , 0 < m− 1, such that (8)
and (9) hold for n n1 > n0 + r by Lemma 2.1. Hence z(n) > ((m− 1)!)−1∆m−1z(n) for
n n2 > n1 by Lemma 2.3. From (12) we obtain, for n n3 > n2 + r and using (H2),
0 =∆mz(n)+ q(n)G(y(n− k))+∆mz(n− s)+ q(n− s)G(y(n− s − k))
∆mz(n)+∆mz(n− s)+ q∗(n)[G(y(n− k))+G(y(n− s − k))]
∆mz(n)+∆mz(n− s)+ λ−1q∗(n)G(y(n− k)+ y(n− s − k))
∆mz(n)+∆mz(n− s)+ λ−1q∗(n)G(z(n− k))
∆mz(n)+∆mz(n− s)+ λ−1q∗(n)G(((m− 1)!)−1∆m−1z(n− k)).
As ∆m−1z(n) > 0, then the above inequality yields
λ−1αq∗(n) α∆
mz(n)
G(α∆m−1z(n− k)) −
α∆mz(n− s)
G(α∆m−1z(n− k)) ,
where α = ((m− 1)!)−1 > 0. Since ∆m−1z(n) is decreasing and k  s, then
λ−1αq∗(n)− α∆
mz(n)
G(α∆m−1z(n))
− α∆
mz(n− s)
G(α∆m−1z(n− s))

α∆m−1z(n)∫
α∆m−1z(n+1)
du
G(u)
+
α∆m−1z(n−s)∫
α∆m−1z(n+1−s)
du
G(u)
.
Hence
λ−1α
t−1∑
j=n3
q∗(j)
α∆m−1z(n3)∫
α∆m−1z(t)
du
G(u)
+
α∆m−1z(n3−s)∫
α∆m−1z(t−s)
du
G(u)
,
that is,
∑∞
j=n3 q
∗(j) <∞ by (H4) since limt→∞∆m−1z(t) exists and 0. This contradicts
(H5). Let m be odd. By Lemma 2.1, there exists an even integer , 0    m− 1, such
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contradiction. Let = 0. Then (−1)j∆jz(n) > 0 for 1 j m− 1. From (12) we obtain
∆z(n)+ q(n)G(y(n− k)) 0. (15)
The use of (H2) yields, for n n3,
0∆z(n)+ q(n)G(y(n− k))+∆z(n− s)+ q(n− s)G(y(n− s − k))
∆z(n)+∆z(n− s)+ λ−1q∗(n)G(z(n− k)).
Since G(z(n− k)) > 0, then
λ−1q ∗ (n)− ∆z(n)
G(z(n− k)) −
∆z(n− s)
G(z(n− k)) .
Then proceeding as above we obtain
∑∞
n=n3 q
∗(n) <∞ because limn→∞ z(n) exists and
 0 and (H4) holds. This is a contradiction to (H5) and hence the theorem is proved. ✷
Theorem 2.9. Let 0 p(n) p2 <∞ and k  s. If (H2), (H4), (H6), and (H7) hold and
if
∞∑
n=s
Q(n)=∞, where Q(n)= min{q(n), q(n− s)/G(p2)}, (16)
then every solution of (2) oscillates.
Proof. As the proof is similar to that of Theorem 2.8 we mention important steps only. For
n n0 + r , 0 < z(n) y(n)+ p2y(n− s). For m even, we use (H2) and (H6) to obtain
0 =∆mz(n)+ q(n)G(y(n− k))+∆mz(n− s)+ q(n− s)G(y(n− s − k))
∆mz(n)+∆mz(n− s)+Q(n)[G(y(n− k))+G(p2)G(y(n− s − k))]
∆mz(n)+∆mz(n− s)+Q(n)[G(y(n− k))+G(p2y(n− s − k))]
∆mz(n)+∆mz(n− s)+ λ−1Q(n)G(y(n− k)+ p2y(n− s − k))
∆mz(n)+∆mz(n− s)+ λ−1Q(n)G(((m− 1)!)−1∆m−1z(n− k)).
Further, the use of (H4) yields
∑∞
n=n3 Q(n) <∞, a contradiction. For m odd, the proof is
similar when  is even and 0 < m− 1. If = 0, then (9) yields (−1)j∆jz(n) > 0 for
1 j m− 1 and hence from (12) one obtains (15). Then proceeding as m even case and
using (H2) and (H6) we get
0∆z(n)+∆z(n− s)+ λ−1Q(n)G(z(n− k)).
Since k  s and z(n) is decreasing, then
∑∞
n=n3 Q(n) <∞ due to (H4). It contradicts (16).
Thus the proof of the theorem is complete. ✷
Theorem 2.10. Let −∞ < p1  p(n)  0 and k  s. If (H4) and (H5) hold, then every
solution of (2) oscillates.
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z(n) as in (11), we get (12) and z(n) < y(n) for n  n0 + r . Further, since ∆mz(n)  0,
then z(n) > 0 or z(n) < 0 for n n1 > n0 + r . Let z(n) > 0 for n n1. If m is even, then
there exists an odd integer , 0 < m− 1, such that (8) and (9) hold for n n2 > n1 by
Lemma 2.1. Hence z(n) > ((m− 1)!)−1∆m−1z(n) for n n3 > n2. From (12) we obtain
∆mz(n)+ q(n)G(α∆m−1z(n− k)) 0,
where α = ((m− 1)!)−1. Since ∆m−1z(n) > 0 and decreasing, then
αqn − α∆
mz(n)
G(α∆m−1z(n− k)) 
α∆m−1z(n)∫
α∆m−1z(n+1)
du
G(u)
.
Hence
α
t−1∑
n=n3
q(n)
α∆m−1z(n3)∫
α∆m−1z(t)
du
G(u)
.
This leads to a contradiction due to (H4) and (H5). Let m be odd. Then there exists an even
integer , 0 m− 1, such that (8) and (9) hold. If 0 < m− 1, then we proceed as
above to get a contradiction. If = 0, then (12) yields
∆z(n)+ q(n)G(z(n− k)) 0,
that is,
q(n) −∆z(n)
G(z(n))
.
As above, we obtain a contradiction due to (H4) and (H5). Hence z(n) < 0 for n  n1.
Setting x(n) =−z(n), we have x(n) > 0, x(n) <−p1y(n− s), and (13). Let m be odd.
Since ∆mx(n) 0 for n n1, there exists an odd integer , 0 < m− 1, such that (8)
and (9) hold for n n2 > n1 by Lemma 2.1. From (13) we obtain
∆mx(n) q(n)G
(
β∆m−2x(n+ s − k)),
where β =−((m− 2)!)−1p−11 , by Lemma 2.3. Since ∆m−2x(n) is decreasing and k  s,
then we have
∆mx(n) q(n)G
(
β∆m−2x(n)
)
,
that is,
∆m−1x(n)+ q(n)G(β∆m−2x(n)) 0.
A contradiction is obtained due to (H4) and (H5). Let m be even. Hence there exists an
even integer , 0  <m− 1, such that (8) and (9) hold. If  > 0, then we may proceed as
above to get a contradiction. If = 0, then (−1)j∆jx(n) > 0 for j = 1,2, . . . ,m− 1, and
hence (13) yields
∆x(n)+ q(n)G(y(n− k)) 0,
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If y(n) < 0 for n  n0, then we set u(n) = −y(n) and proceed as above to arrive at a
contradiction. Hence the theorem is proved. ✷
Theorem 2.11. Let p(n) be allowed to change sign with −∞ < p1  p(n)  p2 <∞,
where p2 > 0 and p1 < 0 are constants. Let k  s and (H2), (H4), (H6), and (H7) hold.
Suppose that (16) holds if G(p2) 1 or (H5) holds if G(p2) < 1. Then every solution of
(2) oscillates.
Proof. Let y(n) be a nonoscillatory solution of (2). Then y(n) > 0 or y(n) < 0 for n 
n0 > 0. Let y(n) > 0 for n n0. Setting z(n) as in (11), we get (12).
Let G(p2)  1. Then (16) holds and hence (H5) holds because Q(n)  q∗(n). Since
∆mz(n) 0 for n n0+r , then z(n) > 0 or z(n) < 0 for n n1 > n0+r . Let z(n) > 0 for
n n1. We have z(n) y(n)+p2y(n− s). Proceeding as in the proof of Theorem 2.9 we
get a contradiction. Hence z(n) < 0 for n n1. Putting x(n)=−z(n), we obtain x(n) > 0,
x(n) < −p1y(n − s), and (13). Proceeding as in the second half of the proof of Theo-
rem 2.10 we obtain a contradiction. Hence the proof of this part is complete.
Let G(p2) < 1. Then (H5) holds and hence (16) holds because Q(n)  q∗(n). If
z(n) > 0 for n  n1, then proceeding as in the proof of Theorem 2.9 we obtain a con-
tradiction. If z(n) < 0 for n  n1, then we proceed as in the second half of the proof of
Theorem 2.10 to arrive at a contradiction. Thus the proof of this part is complete.
If y(n) < 0 for n  n0, then we set u(n) =−y(n) to obtain u(n) > 0 and ∆m[u(n)+
p(n)u(n− s)] + q(n)H(u(n− k))= 0, where H(u)=−G(−u)=G(u) in view of (H7).
Thus the proof for this case is similar. ✷
Example. Consider
∆3
[
y(n)+ 5(−1)ny(n− 3)]+ 8y1/3(n− 4)= 0, n 0. (17)
Hence p(n) = 5 for n even and p(n) = −5 for n odd. Here G(p2) = 51/3 > 1. Every
solution of (17) oscillates by Theorem 2.11. In particular, y(n) = (−1)n ≡ (−1)3n is an
oscillatory solution of the equation.
Further, all solutions of
∆2
[
y(n)+ 1
2
(−1)ny(n− 2)
]
+ 4y1/3(n− 3)= 0, n 0,
oscillate by Theorem 2.11. Clearly, y(n)= (−1)n ≡ (−1)3n is an oscillatory solution of the
equation. In this case, p(n) = 1/2 if n is even and p(n)=−1/2 if n is odd and G(p2)=
(1/2)1/3 < 1.
Remark. None of Theorems 2.8–2.11 holds for superlinear G, viz., G satisfying
±∞∫
±c
du
G(u)
<∞ for every c > 0 or lim inf|u|→∞
G(u)
u
 λ > 0.
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∆3
[
y(n)+ (5+ 5(−1)n)y(n− 3)]+ 48y3(n− 4)= 0, n 0,
G is superlinear. Here k > s and (H5) is satisfied. It admits an oscillatory solution y(n)=
(−1)n. However, it is not possible, with present techniques, to show that every solution of
the equation oscillates.
3. Oscillation of nonhomogeneous equations
This section deals with oscillation of solutions of Eq. (1). Following conditions are
needed:
(H9) There exists real-valued function F(n) defined on N(0) which changes sign and
satisfies ∆mF(n)= f (n);
(H10)
∑∞
n=r q∗(n)G(F+(n − k)) =∞ and
∑∞
n=r q∗(n)G(−F−(n − k)) = −∞, where
F+(n)= max{F(n),0}, F−(n)= max{−F(n),0}, q∗(n)= min{q(n), q(n− s)};
(H′10)
∑∞
n=r q∗(n)G(F+(n− k))=∞ and
∑∞
n=r q∗(n)G(F−(n− k))=∞;
(H11)
∑∞
n=k q(n)G(F+(n− k))=∞ and
∑∞
n=k q(n)G(F−(n+ s − k))=∞;
(H12)
∑∞
n=k q(n)G(F−(n− k))=∞ and
∑∞
n=k q(n)G(F+(n+ s − k))=∞;
(H13)
∑∞
n=k q(n)G(−F−(n− k))=−∞ and
∑∞
n=k q(n)G(−F+(n+ s − k))=−∞;
(H14)
∑∞
n=k q(n)G(F+(n+ s − k))=∞ and
∑∞
n=k q(n)G(F−(n+ s − k))=∞.
Remark. The first condition of (H′10) implies the first condition of (H11) and the second
condition of (H′10) implies the first condition of (H12).
Remark. In the following theorems, F(n) is allowed to change sign such that the oscil-
lation is bounded or unbounded, that is, −∞< lim infn→∞ F(n) < 0 < lim supn→∞F(n)
<∞ or lim infn→∞ F(n)=−∞ and lim supn→∞ F(n)=∞ or −∞< lim infn→∞F(n)
< 0 and lim supn→∞ F(n) = ∞ or lim infn→∞ F(n) = −∞ and 0 < lim supn→∞F(n)
<∞.
Theorem 3.1. Let 0  p(n) 1. If (H2), (H3), (H9), and (H10) hold, then every solution
of (1) oscillates.
Proof. Let y(n) be a nonoscillatory solution of (1). Then y(n) > 0 or y(n) < 0 for n 
n0 > 0. Let y(n) > 0 for n n0. Setting z(n) as in (11) and
w(n)= z(n)− F(n), (18)
we obtain
∆mw(n)+ q(n)G(y(n− k))= 0 (19)
for n n0+r , 0 < z(n) y(n)+y(n−s), and∆mw(n) 0. Hencew(n) > 0 orw(n) < 0
for n  n1 > n0 + r . However, w(n) < 0 implies that F(n) > 0, a contradiction to (H9).
768 N. Parhi, A.K. Tripathy / J. Math. Anal. Appl. 284 (2003) 756–774Hence w(n) > 0 for n  n1. By Lemma 2.1, ∆m−1w(n) > 0 for n  n2 > n1. Further,
w(n) > 0 implies that y(n)+ y(n− s) F+(n). From (19) we obtain, using (H2),
0 =∆mw(n)+ q(n)G(y(n− k))+∆mw(n− s)G(y(n+ s − k))
∆mw(n)+∆mw(n− s)+ q∗(n)[G(y(n− k))+G(y(n+ s − k))]
∆mw(n)+∆mw(n− s)+ λ−1q∗(n)G(y(n− k)+ y(n+ s − k))
∆mw(n)+∆mw(n− s)+ λ−1q∗(n)G(F+(n− k))
for n n3 > n2 + r . Hence
∞∑
n=n3
q∗(n)G
(
F+(n− k))<∞,
a contradiction to (H10). If y(n) < 0 for n  n0, then we set u(n) = −y(n) to obtain
u(n) > 0 and
∆m
[
u(n)+ p(n)u(n− s)]+ q(n)H (u(n− k))= f˜ (n),
where f˜ (n)=−f (n) and H(u)=−G(−u). If we take F˜ (n)=−F(n), then ∆mF˜ (n)=
f˜ (n) and F˜ (n) changes sign. Further, F˜+(n)= F−(n) and F˜−(n) = F+(n). Proceeding
as above we obtain a contradiction. Thus the theorem is proved. ✷
Theorem 3.2. Let 0  p(n)  p2 <∞. If (H2), (H6), (H7), (H9), and (H′10) hold, then
every solution of (1) oscillates.
Proof. Since the proof is similar to that of Theorem 3.1, only the important steps are
mentioned. In this case, 0 < z(n) < y(n)+ p2y(n− s) and hence w(n) > 0 implies that
y(n)+ p2y(n− s) F+(n). Further, (H2) and (H6) yield
0 =∆mw(n)+ q(n)G(y(n− k))+G(p2)∆mw(n− s)
+G(p2)q(n− s)G
(
y(n− s − k))
∆mw(n)+G(p2)∆mw(n− s)+ λ−1q∗(n)G
(
F+(n− k)).
Hence
∑∞
n=n3 q
∗(n)G(F+(n− k)) <∞, a contradiction to (H′10). The proof for the case
y(n) < 0 is similar and thus the proof of the theorem is complete. ✷
Theorem 3.3. Let −∞< p1  p(n) 0. If (H8), (H9), (H11), and (H12) hold, then every
solution of (1) oscillates.
Proof. Let y(n) be a nonoscillatory solution of (1) such that y(n) > 0 for n  n0 > 0.
Setting w(n) as in (18) we obtain (19). Since ∆mw(n)  0 for n  n0 + r , then w(n) >
0 or w(n) < 0 for n  n1 > n0 + r . If w(n) > 0 for n  n1, then y(n)  F+(n) and
∆m−1w(n) > 0 by Lemma 2.1. From (12) we obtain
∞∑
q(n)G
(
F+(n− k))<∞,n=n2
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−p−11 F−(n+ s) and we set x(n)=−w(n). Hence x(n) > 0 and
∆mx(n)− q(n)G(y(n− k))= 0.
Since ∆mx(n) 0, then ∆m−1x(n) < 0 for n n3 > n2 by Lemma 2.1. The use of (H8)
yields
∞∑
n=n2
q(n)G
(
F−(n+ s − k))<∞,
a contradiction to (H11). The proof for the case y(n) < 0 for n  n0 is similar. Thus the
theorem is proved. ✷
Theorem 3.4. Let −1  p(n)  0. If (H9), (H11), and (H13) hold, then every solution of
(1) oscillates.
The proof is similar to that of Theorem 3.3 and hence is omitted.
Example. Consider
∆2
[
y(n)− 1
3
(
1+ (−1)n)y(n− 1)]+ 1
3
y3(n− 2)= 17
3
(−1)n, n 0.
Here F(n) = (17/12)(−1)n. Then lim infn→∞ F(n) = −17/12 and lim supn→∞ F(n) =
−17/12. Since
F+(n)=
{ 17
12 , n even,
0, n odd,
and F−(n)=
{0, n even,
17
12 , n odd,
then (H11) and (H13) are satisfied. All solutions of the equation oscillate by Theorem 3.4.
In particular, y(n)= (−1)n is an oscillatory solution of the equation.
Example. Consider
∆2
[
y(n)− 1
3
(
1+ (−1)n)y(n− 1)]+(1
3
+ en
)
y3(n− 2)= 17
3
(−1)n+ (−1)nen,
n  0. Since F(n) = (17/12)(−1)n + (e2 + 2e + 1)−1en(−1)n, then F(n) changes sign
with lim infn→∞F(n) = −∞ and lim supn→∞ F(n) =∞. Since (H11) and (H13) hold,
from Theorem 3.4 it follows that all solutions of the equation oscillate. Clearly, y(n) =
(−1)n is an oscillatory solution of the equation.
Theorem 3.5. Let p(n) change sign such that −∞< p1  p(n) p2 <∞, where p1 < 0
and p2 > 0 are constants. If (H2), (H8), (H9), (H′10), and (H14) hold, then every solution
of (1) oscillates.
Proof. Let y(n) be a nonoscillatory solution of (1) such that y(n) > 0 for n  n0 > 0.
Setting w(n) as in (18), we get (19). For n > n0 + r , ∆mw(n)  0 and hence w(n) > 0
770 N. Parhi, A.K. Tripathy / J. Math. Anal. Appl. 284 (2003) 756–774or w(n) < 0 for n  n1 > n0 + r . Let w(n) > 0 for n  n1. Proceeding as in the proof
of Theorem 3.2, we obtain a contradiction. Let w(n) < 0 for n n1 Proceeding as in the
proof of Theorem 3.3 we arrive at a contradiction. The case y(n) < 0 for n  n0 may
similarly be dealt with. Thus the proof of the theorem is complete. ✷
Example. Consider
∆2
[
y(n)+ 2(−1)ny(n− 2)]+ 2y3(n− 1)= 2(−1)n, n 0.
Here F(n)= (1/2)(−1)n. Hence
F+(n)=
{ 1
2 , n even,
0, n odd,
and F−(n)=
{0, n even,
1
2 , n odd.
Further,
∞∑
n=2
q∗(n)G
(
F+(n− 1))= 2 ∞∑
n=2
(
F+(n− 1))3 =∞.
Similarly, other conditions are satisfied. From Theorem 3.5 it follows that every solution of
the equation oscillates. In particular, y(n)= (−1)n is an oscillatory solution of the equa-
tion.
Theorem 3.6. Let p(n) 0. If
lim inf
n→∞ n
−(m−1)F (n)=−∞ and lim sup
n→∞
n−(m−1)F (n)=∞,
then every solution of (1) oscillates.
Proof. Let y(n) be a nonoscillatory solution of (1) such that y(n) > 0 for n n0 > 0. Set-
ting z(n) as in (11) and w(n) as in (18), we obtain z(n) > 0 for n n0+r and∆mw(n) 0
for n n0 + r from (19). Hence for n n1 > n0 + r ,
∆m−1w(n)∆m−1w(n1),
∆m−2w(n)∆m−2w(n1)+ (n− n1)∆m−1w(n1),
∆m−3w(n)∆m−3w(n1)+ (n− n1)∆m−2w(n1)+∆m−1w(n1)
n−1∑
i=n1
(i − n1)
=∆m−3w(n1)+ (n− n1)∆m−2w(n1)
+ 1
2
(n− n1 − 1)(n− n1)∆m−1w(n1),
∆m−4w(n)∆m−4w(n1)+ (n− n1)∆m−3w(n1)
+ 1
2
(n− n1 − 1)(n− n1)∆m−2w(n1)
+ 1
2
∆m−1w(n1)
n−1∑
(i − n1 − 1)(i − n1)i=n1
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+ 1
2!(n− n1 − 1)(n− n1)∆
m−2w(n1)
+ 1
3!(n− n1 − 2)(n− n1 − 1)(n− n1)∆
m−1w(n1),
...
w(n)w(n1)+ (n− n1)∆w(n1)+ 12!(n− n1 − 1)(n− n1)∆
2w(n1)+ · · ·
+ 1
(m− 1)!(n− n1 −m+ 2)(n− n1 −m+ 3) . . . (n− n1 − 1)(n− n1)
×∆m−1w(n1).
In deriving the above steps we used the following formulae:
n∑
i=1
i = 1
2
n(n+ 1),
n∑
i=1
i(i + 1)= 1
3
n(n+ 1)(n+ 2),
n∑
i=1
i(i + 1)(i + 3)= n(n+ 1)(n+ 2)(n+ 3)
4
,
etc. Hence
0 <
z(n)
nm−1
 F(n)
nm−1
+
[
w(n1)
nm−1
+ n− n1
nm−1
∆w(n1)+ 12!
(n− n1 − 1)(n− n1)
nm−1
×∆2w(n1)+ · · · + 1
(m− 1)!
(
n− n1 −m+ 2
n
)
×
(
n− n1 −m+ 3
n
)
. . .
(
n− n1 − 1
n
)(
n− n1
n
)
∆m−1w(n1)
]
.
Thus
0 lim inf
n→∞
z(n)
nm−1
 lim inf
n→∞
{
F(n)
nm−1
+ [·]
}
 lim inf
n→∞
F(n)
nm−1
+ lim sup
n→∞
[·] = lim inf
n→∞
F(n)
nm−1
+ lim
n→∞[·]
= lim inf
n→∞
F(n)
nm−1
+ 1
(m− 1)!∆
m−1w(n1)=−∞,
a contradiction. A similar contradiction is obtained for y(n) < 0. Thus the theorem is
proved. ✷
Example. Consider
∆2
[
y(n)+ (3+ (−1)n)y(n− 1)]+ (4n2 + 8n+ 14)y3(n− 2)
= (4n2 + 8n+ 6)(−1)n, n 0.
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with lim infn→∞(F (n)/n) = −∞ and lim supn→∞(F (n)/n) =∞. From Theorem 3.6 it
follows that every solution of the equation oscillates. In particular, y(n) = (−1)n is an
oscillatory solution of the equation.
4. Existence of a positive solution
We obtain sufficient conditions for the existence of a positive solution of (1).
Theorem 4.1. Let m be odd and −1 < p1  p(n)  0. If F(n) changes sign such that
−(1+ p1)/20 F(n) (1+ p1)/10 and if
∞∑
i=n−m+2
(i − n+m− 1)(m−1)q(i) <∞ (20)
for each positive integer n, then (1) admits a positive bounded solution.
Proof. It is possible to choose a positive integer N1 such that
G(1)
(m− 1)!
∞∑
i=N1
(i − n+m− 1)(m−1)q(i) < 1+ p1
5
.
Let X = N1∞ , Banach space of all real bounded sequences x(n), n N1, with supremum
norm ‖x‖ = sup{|x(n)|: n  N1}. Let K = {x ∈ X: x(n) 0 for n  N1}. For x, y ∈ X,
we define x  y if and only if y − x ∈K . Thus X is a partially ordered Banach space. Let
W = {x ∈ X: 9(1 + p1)/20  x(n)  1, n  N1}. Then x0 = infW and x0 ∈W , where
x0(n) = 9(1 + p1)/20, n  N1. Let W∗ be a nonempty subset of W . Define x∗(n) =
sup{x(n): x ∈W∗} for n N . Then x∗ is the supremum of W∗ and x∗ ∈W . For y ∈W ,
we define
Ty(n)=


Ty(N1 + r +m− 2), N1  nN1 + r +m− 2,
−p(n)y(n− s)+ 1+p12
+ (−1)m−1
(m−1)!
∑∞
i=n−m+2(i − n+m− 1)m−1q(i)G(y(i − k))+ F(n),
nN1 + r +m− 2,
(21)
where r = max{s, k}. Then, for nN1 + r +m− 2,
Ty(n)−p1 + 1+p12 +
1+ p1
5
+ 1+ p1
10
= 4− p1
5
< 1
and
Ty(n) 1+ p1
2
− 1+ p1
20
= 9
20
(1+ p1).
Hence T :W →W . For x, y ∈W with x  y , T x  Ty because m is odd. Then T has a
fixed point in W by Knaster–Tarski fixed point theorem [5, p. 30]. This fixed point y(n) is
N. Parhi, A.K. Tripathy / J. Math. Anal. Appl. 284 (2003) 756–774 773a solution of (1) on {N1,N1 + 1, . . .} satisfying 9(1 + p1)/20  y(n) 1, n  N1. Thus
the theorem is proved. ✷
Remark. The upper and lower bounds of F(n) depend on the range of p(n).
Theorem 4.2. Let −1 < p1  p(n)  0 and F(n) change sign such that −(1 + p1)/5 
F(n)  (1 + p1)/10. If (20) holds and G is Lipschitzian on intervals of the form [a, b],
0 < a < b <∞, then (1) admits a positive bounded solution.
Proof. We choose an integer N1 > 0 such that
L
(m− 1)!
∞∑
i=N1
(i − n+m− 1)(m−1)q(i) < 1+ p1
5
,
where L = max{L1,G(1)} and L1 is the Lipschitz constant of G on [(1 + p1)/10,1].
Define S = {x ∈X: (1+p1)/10 x(n) 1, nN1}, where X = N1∞ . Since S is a closed
subset of X, then it is a metric space, where the metric is induced by the norm on X. For
y ∈ S, define Ty as in (21) to obtain Ty(n) < 1 and Ty(n) > (1 + p1)/2 − (1 + p1)/5 −
(1+p1)/5 = (1+ p1)/10. Hence T :S→ S. For u,v ∈ S,∣∣T u(n)− T v(n)∣∣ |p1|‖u− v‖ + (1− p1)/5‖u− v‖
= [|p1| + (1+ p1)/5]‖u− v‖
implies that ‖T u− T v‖  µ‖u− v‖, where 0 < µ < 1. Hence T is a contraction. Then
T admits a unique fixed point in S which is our required solution. Thus the proof of the
theorem is complete. ✷
Remark. We may note that in Theorem 4.2 m need not be odd. Moreover, we may have
theorems similar to Theorem 4.2 in other ranges of p(n) after suitably adjusting the bounds
of oscillation of F(n).
5. Summary
None of Theorems 2.5–2.11 except Theorems 2.6 and 2.7 hold for superlinear G. We
failed to show that all solutions of (2) oscillate in Theorem 2.7. It is desirable to obtain
sufficient conditions so that all solutions of (2) oscillate when G satisfies superlinearity
conditions. In [11], we obtained such results for first-order neutral difference equations.
We may obtain results similar to Theorems 2.5–2.11 and 3.1–3.5 for
∆m
[
y(n)+ p(n)y(n− s)]− q(n)G(y(n− k))= 0, n 0,
and
∆m
[
y(n)+ p(n)y(n− s)]− q(n)G(y(n− k))= f (n), n 0, (22)
respectively, where m, p, q , f , G, s, and k are same as in Eq. (1). If the conditions of The-
orem 3.6 are satisfied, then every bounded solution of (22) oscillates. Moreover, a theorem
774 N. Parhi, A.K. Tripathy / J. Math. Anal. Appl. 284 (2003) 756–774similar to Theorem 4.1 may be obtained for (22) with m even. It seems that very little work
is done when q(n) is allowed to change sign. We shall concentrate on this problem in our
next work.
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