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Recently explicit representations of the class of linearized permuta-
tion polynomials and the number of such polynomials were given
in Zhou (2008) [4] and Yuan and Zeng (2011) [3]. In this paper,
we generalize this result to linearized polynomials with kernel
of any given dimension, solving an open problem in Charpin and
Kyureghyan (2009) [1]. Moreover, more explicit representations of
such polynomials are given and several classes of explicit linearized
polynomials with kernel of any given dimension are presented.
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1. Introduction
Let q be a prime power, let Fq be the ﬁnite ﬁeld of order q, and let Fq[x] be the ring of polynomials
in a single indeterminate x over Fq . An interesting class of polynomials over ﬁnite ﬁelds is the class
of linearized polynomials. Let n be a positive integer, a polynomial of the form
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n−1∑
i=0
aix
qi ∈ Fqn [x]
is called a q-polynomial (or a linearized polynomial) over Fqn .
A polynomial f ∈ Fq[x] is called a permutation polynomial if it induces a one-to-one mapping
from Fq to itself. In recent years, there has been much interest in constructing permutation polyno-
mials over ﬁnite ﬁelds, due to their applications in combinatorics, cryptography and coding theory.
Linearized permutation polynomials have been paid particular attention. Explicit representations of
the class of linearized permutation polynomials and their number have been given by K. Zhou [4],
P.Z. Yuan and X.N. Zeng [3].
Linearized permutation polynomials are linear mappings with kernel of dimension 0. However,
linearized polynomials with kernel of other dimensions have not been well classiﬁed yet. Recently,
P. Charpin and G. Kyureghyan used linearized polynomials with kernel of dimension 1 to construct
permutation polynomials, and they raised the following problem [1].
Open Problem. Find classes of linearized polynomials over Fqn describing mappings with kernel of dimen-
sion 1.
In this note, we give several explicit representations and the number of linearized polynomials
with kernel of any given dimension, which generalizes the theorems in [3] and solves the above open
problem.
We end this introduction with some notations. For positive integers m and n, the space of m × n
matrices over Fq is denoted by Fm×nq . For any matrix A over Fq , RankFq (A) denotes the rank of A.
For a set of vectors {v1, . . . , vr} of the same length over Fq , Span(v1, . . . , vr) denotes the vector
space spanned by {v1, . . . , vr}, and RankFq {v1, . . . , vr} is the dimension of Span(v1, . . . , vr). The trace
function Tr(x) from Fqn to Fq is deﬁned by
Tr(x) = x+ xq + xq2 + · · · + xqn−1 .
For a mapping L, Ker(L) denotes the kernel of L while Im(L) is its image set.
2. Main results
The following lemma is needed in the rest of the paper. It is an old result with the ﬁrst derivation
of the formula due to Landsberg (1893) [2, p. 455]. However, we include here a short proof for the
readers’ convenience.
Lemma 2.1. Let m,n,k be positive integers, k  min{m,n}, Sk(m,n) = {A ∈ Fm×nq : RankFq (A) = k}, then
|Sk(m,n)| =
∏k−1
i=0 (qm−qi)(qn−qi)∏k−1
i=0 (qk−qi)
.
Proof. Let A be an element of Sk(m,n), A = [α1,α2, . . . ,αn], αi ∈ Fmq , V = Span(α1,α2, . . . ,αn) ⊆ Fmq ,
then V is a subspace with dimension k. It is clear that there are
∏k−1
i=0 (qm−qi)∏k−1
i=0 (qk−qi)
different subspaces
with dimension k in Fmq . Once a k-dimensional subspace V is ﬁxed, we need to choose n vectors
with rank k from V to construct A. Let {β1, β2, . . . , βk} be a basis of V over Fq , then there exists a
unique k × n matrix B over Fq with rank k such that A = [β1, β2, . . . , βk]B . The number of matrices
of size k × n with rank k over Fq is ∏k−1i=0 (qn − qi). Hence, |Sk(m,n)| = ∏k−1i=0 (qm−qi)∏k−1
i=0 (qk−qi)
·∏k−1i=0 (qn − qi) =∏k−1
i=0 (qm−qi)(qn−qi)∏k−1
i=0 (qk−qi)
. 
Now we can introduce our ﬁrst two results.
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over Fqn . Then there exists a unique vector (θ1, θ2, . . . , θn) ∈ Fnqn such that
L(x) = Tr(θ1x)β1 + · · · + Tr(θnx)βn =
n−1∑
i=0
(
n∑
j=1
β jθ
qi
j
)
xq
i
. (1)
Moreover, let k be an integer such that 0  k  n, then dimFq (Ker(L)) = k if and only if RankFq {θ1, θ2,
. . . , θn} = n − k. In particular, k = n if and only if L(x) ≡ 0. If k < n, then there are exactly
∏n−k−1
i=0 (qn−qi)2∏n−k−1
i=0 (qn−k−qi)
different linearized polynomials with kernel of dimension k.
Proof. The ﬁrst part of the theorem has been proved in [3]. We only prove the second part.
Let W = Span(θ1, . . . , θn) be the Fq-subspace generated by θ1, . . . , θn , and let W = {x ∈ Fqn :
Tr(θx) = 0 for every θ ∈ W }. Then
Ker(L) = {x ∈ Fqn : Tr(θi x) = 0, 1 i  n}= W.
Since 〈x, y〉 = Tr(xy) is a non-degenerate bilinear form Fqn × Fqn → Fq , it follows that
dimFq W
 = n − dimFq W .
Then
dimFq Ker(L) = dimFq W = n − dimFq W = n − RankFq {θ1, θ2, . . . , θn}.
Thus dimFq (Ker(L)) = k if and only if RankFq {θ1, θ2, . . . , θn} = n − k. It is clear that dimFq (Ker(L)) =
k = n if and only if L(x) ≡ 0. If k < n, then the number of linearized polynomials with kernel of
dimension k is the number of vector sets {θ1, θ2, . . . , θn} ⊂ Fqn with rank n − k over Fq , which is
Sn−k(n,n). The desired result now follows from Lemma 2.1. 
Theorem 2.3. Let {θ1, θ2, . . . , θn} be any given basis of Fqn over Fq, and let L(x) =∑n−1i=0 aixqi be a linearized
polynomial over Fqn .
1. Then there exists a unique vector (β1, β2, . . . , βn) ∈ Fnqn such that
L(x) = Tr(θ1x)β1 + · · · + Tr(θnx)βn =
n−1∑
i=0
(
n∑
j=1
β jθ
qi
j
)
xq
i
. (2)
2. Let D = [di, j]n×n be a square matrix of size n over Fqn , where di, j = θq
i−1
j , 1 i, j  n. Then D is invert-
ible and
(β1, β2, . . . , βn)
T = D−1(a0,a1, . . . ,an−1)T, (3)
where T denotes the transpose.
3. Let k be an integer such that 0 k  n. Then dimFq (Ker(L)) = k if and only if RankFq {β1, β2, . . . , βn} =
n − k.
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φ : β = (β1, β2, . . . , βn) → Lβ(x) = Tr(θ1x)β1 + · · · + Tr(θnx)βn.
It is clear that Lβ(x) is a linearized polynomial over Fqn . Since {θ1, θ2, . . . , θn} is a basis of Fqn over
Fq , by Theorem 2.2 we know that (Tr(θ1x),Tr(θ2x), . . . ,Tr(θnx)) runs through all the vectors of Fnq
when x runs over Fqn . Thus φ is an injective mapping from Fnqn into the set of linearized polynomials
over Fqn . Then, with the fact that both of these sets have the same cardinality, i.e., qn
2
, we have that
φ is a bijective mapping, which proves the ﬁrst part.
2. From (2), we have
ai =
n∑
j=1
β jθ
qi
j , 0 i  n − 1. (4)
Writing the above formula into matrix form, we get
(a0,a1, . . . ,an−1)T = D(β1, β2, . . . , βn)T.
Since {θ1, θ2, . . . , θn} is a basis of Fqn over Fq , D is invertible [2, Corollary 2.38], and (3) follows.
3. For the proof of the last part, ﬁrst note that dimFq (Ker(L)) = k if and only if dimFq (Im(L)) =
n−k. Then since L(x) runs over all the Fq-linear combinations of β1, β2, . . . , βn when x runs over Fqn ,
we have dimFq (Im(L)) = RankFq (β1, β2, . . . , βn). The theorem is thus proved. 
Theorems 2.2 and 2.3 give two explicit representations of linearized polynomials with kernel of
any given dimension. With either of them, one can construct linearized polynomials with kernel of
any desired dimension. Further, all such polynomials can be constructed this way since the conditions
in the theorems are both suﬃcient and necessary.
Both the formulas in Theorems 2.2 and 2.3 involve 2n vectors, including a basis and a set of
n vectors with given rank. We can reduce the number of vectors needed from 2n to 2(n − k) for
linearized polynomials with kernel of dimension k.
Theorem 2.4. Let L(x) be a linearized polynomial over Fqn , and let k be an integer such that 0  k  n.
Then dimFq (Ker(L)) = k if and only if there exist two vector sets over Fqn with rank n − k over Fq,{ω1,ω2, . . . ,ωn−k} and {γ1, γ2, . . . , γn−k}, such that
L(x) =
n−k∑
i=1
Tr(γi x)ωi =
n−1∑
i=0
(
n−k∑
j=1
ω jγ
qi
j
)
xq
i
. (5)
Proof. Let {θ1, θ2, . . . , θn} be any given basis of Fqn over Fq . If dimFq (Ker(L)) = k, then, by Theo-
rem 2.3, there exist β1, β2, . . . , βn ∈ Fqn with rank n − k over Fq such that L(x) =∑ni=1 Tr(θi x)βi . Let
ω1,ω2, . . . ,ωn−k be a basis of Span(β1, β2, . . . , βn), and let β j =∑n−ki=1 ci, jωi , ci, j ∈ Fq , 1 j  n. Then
we have
L(x) =
n∑
j=1
Tr(θ jx)
n−k∑
i=1
ci, jωi =
n−k∑
i=1
ωi
n∑
j=1
Tr(ci, jθ j x) =
n−k∑
i=1
ωiTr
((
n∑
j=1
ci, jθ j
)
x
)
.
Let γi =∑nj=1 ci, jθ j , 1  i  n − k, then we get L(x) =∑n−ki=1 Tr(γi x)ωi =∑n−1i=0 (∑n−kj=1 ω jγ qij )xqi . Let
C = [ci, j](n−k)×n , then RankFq {γ1, γ2, . . . , γn−k} = RankFq (C) = n − k, which proves the necessity.
For suﬃciency, it is enough to note that the above proof is reversible. 
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mension. The advantage of this form is that it needs fewer vectors compared with those in Theorems
2.2 and 2.3, which can be quite useful especially when k is close to n, i.e., where the dimension of
the image is quite small. The following corollary is an example.
Corollary 2.5. Let L(x) be a linearized polynomial over Fqn . Then dimFq Ker(L) = n − 1 if and only if there
exist 0 = ω ∈ Fqn and 0 = γ ∈ Fqn such that
L(x) = ωTr(γ x) =
n−1∑
i=0
ωγ q
i
xq
i
.
It should be noted that the representation in Theorem 2.4 is not necessarily unique. One can,
however, impose some restrictions on the representation to achieve uniqueness.
Theorem 2.6. Let {θ1, θ2, . . . , θn} be any given basis of Fqn over Fq, and let k be an integer such that 0 k n.
Then all the linearized polynomials over Fqn with kernel of dimension k are uniquely given by
L(x) =
n−k∑
i=1
Tr(γi x)ωi =
n−1∑
i=0
(
n−k∑
j=1
ω jγ
qi
j
)
xq
i
, (6)
where ωi, γi satisfy the following conditions:
(i) {ω1,ω2, . . . ,ωn−k} is some vector set over Fqn with rank n − k over Fq,
(ii) γi =∑nj=1 ci, jθ j , ci, j ∈ Fq, 1 i  n − k,1 j  n, where C = [ci, j](n−k)×n is in reduced row echelon
form of rank n − k.
Proof. Let L(x) be a linearized polynomial over Fqn with kernel of dimension k. Then, by Theo-
rem 2.3, there exist β1, β2, . . . , βn ∈ Fqn with rank n − k over Fq such that L(x) =∑ni=1 Tr(θi x)βi .
By Theorem 2.4 and its proof, there exists a unique matrix C ∈ F(n−k)×nq with rank n − k such that
(γ1, γ2, . . . , γn−k)T = C(θ1, θ2, . . . , θn)T, (β1, β2, . . . , βn) = (ω1, . . . ,ωn−k)C and L(x) =∑n−ki=1 Tr(γi x)ωi .
We call C the matrix corresponding to such a representation.
Let L(x) =∑n−ki=1 Tr(γi x)ωi =∑n−ki=1 Tr(γ ′i x)ω′i and let C and C ′ be their corresponding matrices,
respectively. Then we have (ω1, . . . ,ωn−k)C = (ω′1, . . . ,ω′n−k)C ′ . Since ω1, . . . ,ωn−k and ω′1, . . . ,ω′n−k
are two bases of the vector space Span(β1, β2, . . . , βn), there exists an invertible matrix P such that
(ω′1, . . . ,ω′n−k) = (ω1, . . . ,ωn−k)P . Then we have C = PC ′ , which is equivalent to the fact that C ′ can
be transformed to C by elementary row transformations, or equivalently, C ′ and C have the same
reduced row echelon form.
Let L(x) be a polynomial given by (6) satisfying (i). For the matrix C corresponding to a represen-
tation of L(x), let P be the unique invertible matrix such that C = PC ′ , where C ′ is the reduced row
echelon form of C . Let (ω′1, . . . ,ω′n−k) = (ω1, . . . ,ωn−k)P , and (γ ′1, γ ′2, . . . , γ ′n−k)T = C ′(θ1, θ2, . . . , θn)T,
then L(x) =∑n−ki=1 Tr(γ ′i x)ω′i . Thus every linearized polynomial with kernel of dimension k can be
given by (6) satisfying both (i) and (ii). Moreover, the expression of a polynomial given by (6), satisfy-
ing both (i) and (ii), is unique since every matrix has a unique reduced row echelon form. The proof
is now completed. 
Several explicit representations of linearized polynomials with kernel of any given dimension are
now given. With any of them, one can construct all such polynomials. As shown in Corollary 2.5,
the forms of the linearized polynomials may be quite simple if the dimensions of their images are
quite small, though it should be noted that the explicit forms of such polynomials may be quite
complicated in general. However, constructions of linearized polynomials with kernel of any desired
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the vector sets. Several classes of such polynomials are constructed as examples in the following two
propositions. It is clear that if L(x) is a q-polynomial over Fqn with kernel of dimension k, then L(ax)
and aL(x) are also such polynomials for any a ∈ F∗qn . Therefore one can obtain more such functions
from those given in the following propositions.
Proposition 2.7. Let α be a primitive element of the ﬁnite ﬁeld Fqn , qn  5, let k be an integer such that
0 k < n, let τ be a mapping from {0,1, . . . ,n − 1} onto {0,1, . . . ,n − k − 1}, and let
Lτ ,k,1(x) =
n−1∑
i=0
(
n−1∑
j=0
ατ( j)·qi+ j
)
xq
i
,
Lτ ,k,2(x) =
n−1∑
i=0
(
n−1∑
j=0
α j·qi+τ ( j)
)
xq
i
,
Lk(x) =
n−1∑
i=0
α(n−k)(qi+1) − 1
αq
i+1 − 1 x
qi .
Then Lτ ,k,1(x), Lτ ,k,2(x), Lk(x) are linearized polynomials with kernel of dimension k. In particular, Lτ ,0,1(x),
Lτ ,0,2(x), L0(x) are linearized permutation polynomials.
Proof. Let (β1, β2, . . . , βn) = (1,α, . . . ,αn−1) and (θ1, θ2, . . . , θn) = (ατ(0), ατ(1), . . . ,ατ(n−1)). Then
{β1, β2, . . . , βn} is a basis of Fqn over Fq , and RankFq (θ1, θ2, . . . , θn) = n−k since τ is a surjective map-
ping. Then, by direct computation, we have Lτ ,k,1(x) =∑ni=1 Tr(θi x)βi and Lτ ,k,2(x) =∑ni=1 Tr(βi x)θi .
By Theorems 2.2 and 2.3, we know that both Lτ ,k,1(x) and Lτ ,k,2(x) are linearized polynomials with
kernel of dimension k.
Let (β1, β2, . . . , βn) = (1,α, . . . ,αn−1) and (θ1, θ2, . . . , θn) = (1,α, . . . ,αn−k−1,0, . . . ,0). Then we
have Lk(x) =∑ni=1 Tr(θi x)βi . The results thus follow. 
Proposition 2.8. Let α be a primitive element of the ﬁnite ﬁeld Fqn , qn  5, let k be an integer such that
0 k < n, and let
Lk,1(x) =
n−1∑
i=0
(
α(n−k)qi − 1
αq
i − 1 −
α(n−k)(qi+1)+1 − α
αq
i+1 − 1
)
xq
i
,
Lk,2(x) =
n−1∑
i=0
(
αn−k − 1
α − 1 −
α(n−k)(qi+1)+qi − αqi
αq
i+1 − 1
)
xq
i
.
Then both Lk,1(x) and Lk,2(x) are linearized polynomials with kernel of dimension k. In particular, L0,1(x) and
L0,2(x) are linearized permutation polynomials.
Proof. Let (θ1, θ2, . . . , θn) = (1,α, . . . ,αn−1) and (β1, β2, . . . , βn) = (1,1+α,∑2j=0 α j, . . . ,∑n−k−1j=0 α j,
0, . . . ,0). Then, by direct computation, we have Lk,1(x) = (1 − α)∑ni=1 Tr(θi x)βi and Lk,2(x) =∑n
i=1 Tr(βi(1− α)x)θi . Then the results follow by Theorems 2.2 and 2.3. 
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