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Abstract
In this paper, we consider the problem of maximizing the weighted sum energy efficiency (WS-
EE) for multi-input single-output (MISO) interference channels (ICs) which is well acknowledged as
general models of heterogeneous networks (HetNets), multicell networks, etc. To address this problem,
we develop an efficient distributed beamforming algorithm based on a pricing mechanism. Specifically,
we carefully introduce a price metric for distributed beamforming design which fortunately allows
efficient closed-form solutions to the per-user beam-vector optimization problem. The convergence
of the distributed pricing-based beamforming design is theoretically proven. Furthermore, we present
an implementation strategy of the proposed distributed algorithm with limited information exchange.
Numerical results show that our algorithm converges much faster than existing algorithms, while yielding
comparable, sometimes even better performance in terms of the WS-EE. Finally, by taking the backhaul
power consumption into account, it is interesting to show that the proposed algorithm with limited
information exchange achieves better WS-EE than the full information exchange based algorithm in
some special cases.
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2I. INTRODUCTION
In the past few years, various signal processing techniques have been developed to enhance
the spectral efficiency (SE) of wireless communication systems [?], [?], [?], [1]–[6]. With
these techniques, the system usually consumes all available power to achieve its maximum
SE. Recently, it was reported in [7] that the power consumption due to wireless communications
is responsible for more than 3% of the global world CO2 emissions and this portion is expected
to increase with the soaring demand for high data rate and ever-growing number of mobile
devices in the fifth generations (5G) cellular networks [8]. If we do not take urgent measures to
conquer this problem, the produced greenhouse gases could bring numerous environmental issues
to human beings, such as the sea-level rising, water depletion, the increase of the ocean storm,
etc. In addition, most of the mobile terminals are powered by batteries while the development
in battery technology is too slow to catch up with the growing demand [9]. One promising way
to deal with these issues is to optimize the energy efficiency (EE) of future wireless systems,
which has received considerable interest in both academia and industry [10]–[12].
On the other hand, a key development envisioned in 5G is the evolution of cellular network
topology in the shape of the cooperative multicell [13], heterogeneous networks [14], small cells
[8], etc. All these multi-tier networks can be well modeled as an interference channel (IC) where
multiple node pairs share the same channel and thus there is mutual interference over the network.
Under this scenario, most of the existing studies [14]–[22] focused on maximizing the global EE
(defined as ratio of the sum-SE and the overall power consumption), which is in a fractional form.
The most popular algorithm to solve these problems is the well-known Dinkelbach method [23],
[24], which can effectively solve the optimization problem with the fractional objective functions
whose numerator and denominator are concave and convex, respectively. Unfortunately, in ICs,
the numerator is generally nonconcave due to the presence of multiuser interference and hence the
Dinkelbach method does not apply. Various techniques were employed to address this problem,
such as the zero-forcing interference elimination technique [14]–[16], orthogonal transmission
scheme [17], alternating optimization technique [18], and sequential convex programming [19]–
[21].
In practice, however, the global EE may not be suitable to accurately reflect the EE per-
formance of heterogeneous networks (HetNets) since the node pairs cannot share their power
3and have their own EEs. Moreover, different types of base stations (BSs) are equipped with
different types of hardware and thus have different EE requirements. Under this consideration,
the metric of weighted sum energy efficient (WS-EE) recently attracts much attentions [19],
[25]–[28], especially for HetNets. It is more appealing for this scenario since the weights can
be used to control the individual EE on each BS according to their requirements, i.e., giving
higher weights for the more energy hungry BSs provides more satisfactory resource-allocation
schemes. On the other hand, the global EE is unable to control individual EEs, which is important
in HetNets, and it only accounts for the EE of the entire network. Besides, WS-EE provides
more tuning abilities to control the EE of the individual BSs. Also, the WS-EE has been widely
regarded as the social welfare that was used to measure the performance of the EE games [29]–
[31]. Recently, there were some studies that modeled WS-EE problem as a pure noncooperative
game [32], where each node pair maximized its own EE selfishly [20], [21], [33]–[39]. The
EE optimization problem for flat single-input single-output (SISO) ICs was considered in [33].
This work was extended in [34] to the case when a relay is present between the transmitters
and the receivers. Later on, [21] considered the case where transmitters, receivers and relay
are equipped with multiple antennas. In the latter work, all transmitters transmitted only one
stream without multiplexing and the relay employed the interference neutralization technique to
eliminate the multiuser interference. Study [35] took the rate requirements into account and the
problem was modeled as a generalized noncooperative game [40]. The above-mentioned studies
[21], [33]–[35] proved the uniqueness (or provided the uniqueness condition) of the (generalized)
Nash equilibrium (NE) for the (generalized) noncooperative game by resorting to the standard
function framework [41], which is applicable when each node pair only needs to optimize one
power allocation variable. On the other hand, both [36] and [37] considered the EE optimization
problem for frequency-selective SISO ICs without and with rate requirements, respectively.
Recently, we extended the above studies to the multiple-input multiple-output (MIMO) scenario
with multiplexing [38]. In these studies, each node pair has to optimize a power allocation vector
or precoding matrix instead of one scalar [21], [33]–[35]. Hence, the uniqueness condition of
the NE in these games cannot be derived by using the standard function and the technique based
on the contraction mapping [42], [43] was adopted to obtain the sufficient conditions for the
uniqueness of the NE. Most recently, [20] considered the EE optimization problem for both flat
and frequency selective SISO ICs, where the minimum-rate constraints were imposed and the
4signal-to-interference-plus-noise ratio (SINR) was expressed in a more general form. Although
the noncooperative game is an effective tool to devise totally distributed algorithms, the obtained
NE solution usually suffers a significant degradation in terms of the overall WS-EE performance
since each node pair maximizes its own EE without considering its negative impact on other
users.
There have been some literatures that focus on improving the overall WS-EE performance in
ICs [19], [25]–[28]. In [19], an iterative algorithm was proposed to directly solve the Karush-
Kuhn-Tucker (KKT) conditions of the WS-EE maximization problem for the downlink multicell
SISO orthogonal frequency division multiple access (OFDMA) network. However, the proof of
the convergence of the iterative algorithm was not provided. In [26], the authors considered
the WS-EE maximization problem with rate constraints in a heterogeneous multicell network,
which was solved by an iterative algorithm based on the weighted minimum mean squared
error (WMMSE) [6]. Although the above literatures significantly improve the overall WS-EE
performance, all these algorithms should be implemented in a centralized manner, where one
central control unit (CPU) should exist in the network. All channel information over the network
should be conveyed to the CPU, and the CPU calculates all BSs’ solutions and send them
back to the corresponding BSs. It is well known that the centralized algorithm incurs significant
information exchange overhead and high computational complexity, which makes it less scalable
to large networks. Therefore, distributed algorithms appear more desirable and attractive. The
authors in [27] proposed a distributed algorithm for MIMO ICs based on some information
exchange among nodes. However, this algorithm was designed based on a critical assumption
of symmetric network: the distance from one transmitter to its desired receiver is identical for
all node pairs, and each transmitter has the same distance to all its unintended receivers. Also
the high-SINR approximation was employed to further simplify the analysis. While for HetNets,
node pairs are generated randomly, leading to an asymmetric topology. In addition, these nodes
usually operate in intermediate or low SINR regime. Therefore, the algorithm proposed in [27] is
less suitable for HetNets. Recently, [28] designed a distributed two-layer EE (TLEE) algorithm to
solve the WS-EE optimization problem: the inner layer to update the precoders and decoders; the
outer layer to update some parameters. Although it works distributively, the algorithm also incurs
much information exchange overhead and high computational complexity due to its two-layer
iterative procedure.
5In this paper, we aims at jointly optimizing the transmit power and beamforming directions
to maximize the WS-EE in multiple-input single-output (MISO) ICs. We presented a distributed
algorithm for each node pair to sequentially optimize their beamforming and power based on
a pricing mechanism. Enhanced energy efficiency is achieved by our proposed algorithm with
reduced information exchange overhead as well as low computational complexity.
The main contributions in this paper are summarized as follows:
1) Regarding the nature of ICs, we develop an efficient distributed beam-vector optimization
algorithm for maximizing the weighted sum of invidual EE of each link in the ICs.
Specifically, a pricing-based WS-EE maximizing problem is carefully designed for each
link, and a sequential updating algorithm is presented with its convergence theoretically
proven. A reduced signaling overhead strategy with limited information exchange is also
presented for practical applications. The performance of the proposed distributed algorithm
is comparable with the centralized algorithm, and better than some existing distributed
algorithms.
2) Depending on the rank of each user’s leakage matrix, we divide each user’s beamforming
optimization problem into two scenarios, for both of which we provide a low-complexity
algorithm by exploiting the component decomposition of a beam-vector and applying a
linearly combined beam structure. In particular, we factorize each user’s beam-vector as
the product of the beam direction and power allocation, and optimize them separately. We
obtain a near-optimal closed-form expression for the beam directions under both scenarios.
For the power allocation problem in the first scenario, we develop an efficient way of
finding the globally optimal solution despite its nonconvexity. For the second scenario, the
power allocation problem becomes more complicated. Fortunately, we achieve the globally
optimal solution in closed form by solving the KKT conditions. These efforts allow an
efficient implementation (computation) of our proposed distributed algorithm for each link.
This paper is organized as follows. In Section II, we introduce the system model and the
WS-EE maximization problem formulation. Section III presents the distributed adaptive pricing
algorithm to solve this problem. In Section IV, we provide a low-complexity algorithm to solve
the per-user beam-vector optimization problem. The computational complexity and feedback
overhead of the proposed algorithm are compared with existing algorithms in Section V. Simu-
6lation results are shown in Section VI and conclusions are drawn in Section VII.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider an IC with K user pairs, each of which consists of one transmitter equipped
with M antennas and one single-antenna receiver. It is assumed that all users are operating over
the same frequency band and each receiver suffers from interference from the other transmitters.
Denote hj,k ∈ CM×1 as the flat fading channel vector from the jth transmitter to the kth receiver,
the elements of which are independently generated with equal variances δi,j , i.e., E{hj,khHj,k} =
δi,jIM . It is also assumed that the channels are in block-fading and change sufficiently slowly
such that they can be treated as invariant during one transmission period under consideration.
The received signal at the kth receiver is given by
yk = h
H
k,kwkbk +
∑
j 6=k
hHj,kwjbj + zk, (1)
where bk is the information symbol intended for the kth receiver with E{|bk|2} = 1 and
E{bkbj} = 0 for k 6= j, wk is user k’s beam-vector, and zk is a zero-mean thermal noise
with variance σ2k. The SINR of user pair k is given by
ηk =
∣∣hHk,kwk∣∣2
σ2k + Ik
, (2)
where Ik is the interference power received at the kth receiver, given by Ik =
∑
j 6=k
∣∣hHj,kwj∣∣2.
Then, the SE (bit/s/Hz) of user k can be written as
rk(W ) = log2 (1 + ηk) , (3)
where W = [w1, · · · ,wK ] denotes the set of beam-vectors of all transmitters.
To consider the EE design, the total power consumption should be considered for each user
pair k, which can be modeled as [44], [45]
Pk,T = ρ ‖wk‖2 +MPct,k+Pcr,k + Pbh, (4)
where ρ ≥ 1 is a constant accounting for the inefficiency of the power amplifier, Pct,k denotes
the circuit power consumption for each antenna at the kth transmitter, Pcr,k represents the circuit
7power consumption at the kth receiver1, and Pbh represents the backhaul power consumption
[45] which is the sum of the powers consumed by each user to exchange its information with
the users within its transmission coverage. For example, denote dk as the transmission distance
for user k. The power required for transmission is set by
Pk,bh = γ · σ2 · PLk, (5)
where γ is the target SNR for message exchange, σ2 is the noise variance, and PLk is the channel
path loss. Then, the EE utility (in bit/Hz/Joule) for user pair k is given by
Uk(W ) =
rk(W )
Pk,T
. (6)
Our aim is to develop a distributed algorithm to find the beam-vectors of all users via
maximizing the WS-EE of all users, subject to per-user-pair power constraint. Mathematically,
this problem can be formulated as
max
W
K∑
k=1
αkUk(W )
s.t. ‖wk‖2 ≤ Pk, ∀k,
(7)
where αk’s are weights accounting for priorities of the users, and Pk denotes the maximum
transmit power at the kth transmitter.
Obviously, problem (7) is nonconvex with respect to (w.r.t.) the set of beam-vectors coupled
within the mutual terms. Obtaining the global optimization is known to be difficult even through
a centralized algorithm. In the following, we devise a novel distributed algorithm based on the
pricing mechanism to deal with this problem.
III. DISTRIBUTED ALGORITHM
In this section, we first introduce a price in the objective function of the per-user beam-vector
optimization problem. Based on this, we provide a distributed algorithm where each user pair
updates its beam-vector sequentially along with a proof for convergence.
1Note that in most existing studies, the circuit power consumption at the receiver is not considered. This is reasonable
for cellular systems since user’s circuit power consumption is always much lower than the power consumption at the BS side.
However, in ICs like HetNets, the circuit power consumption of receiver is comparable with the transmission energy consumption
due to its low transmission power [44].
8A. Pricing Mechanism
A proper definition of price is critical for a pricing-based algorithm. In this subsection, we
introduce the interference price of user j, which represents the marginal decrease in its EE due
to a marginal increase in its received interference. It follows
pij
∆
= −αj ∂Uj(W )
∂Ij
=
1
ln 2
αj
∣∣hHj,jwj∣∣2
Pj,T (1 + ηj)(σ2j + Ij)
2 . (8)
When the kth transmitter transmits data with beam-vector wk, it generates the interference∣∣hHk,jwk∣∣2 to receiver j, j 6= k. Hence, it is intuitively reasonable to pay a total cost for all
other receivers ∑
j 6=k
pij
∣∣hHk,jwk∣∣2 = wHkLkwk, (9)
where Lk is called the leakage matrix of the kth transmitter, defined as
Lk =
∑
j 6=k
pijhk,jh
H
k,j. (10)
In our pricing-based distributed EE design, each transmitter takes the cost of its gener-
ated interference into account. Specifically, given the other transmitters’ beam-vectors W −k =
[w1, · · · ,wk−1, wk+1, · · · ,wK ], the kth transmitter solves the following optimization problem
max
wk
U˜k(wk,W −k)
s.t. ‖wk‖2 ≤ Pk,
(11)
where U˜k(wk,W −k)
∆
= αkUk(wk,W −k)−wHk Lkwk is the balanced objective by introducing the
penalty pricing terms in the desired EE objective of each user pair k.
Note that since problem (11) is still non-convex, obtaining the globally optimal solution is in
general a difficult task. The locally optimal solution to problem (11) can be obtained by some
iterative methods in [46]2. However, the complexity at each transmitter is very high. To reduce
the complexity at the transmitters, in Section IV, we will devise a low-complexity solution with
good performance.
2It should be emphasized that the iterative methods in [46] can be used to solve the non-convex differentiable problems,
including the original WS-EE maximization problem in (7) and the per-links optimization problem in (11). To solve problem
(7), the iterative algorithm should be implemented at the central processing unit (CPU) in a centralize manner. The detailed
description of the centralized approach is presented in Appendix E, which serves as a performance benchmark for our proposed
distributed algorithm. However, the iterative algorithm to solve problem (11) is implemented at the kth transmitter.
9Remark 1: The second term in the objective function of (11) accounts for the cost due to
its generated interference, which discourages the kth user pair from maximizing its own EE
selfishly. Note that when Lk = 0, this problem reduces to the non-cooperative game, where each
user maximizes its own EE while ignoring its generated interference to others. The attained NE
may not be socially efficient in general. Moreover, it is not clear how to deal with the WS-
EE problem when the weights are not equally assigned since each user’s optimal solution is
independent of the weights through the non-cooperative game theoretical approach.
B. Distributed Adaptive Pricing Beamforming Algorithm
The key idea of the distributed algorithm is that each transmitter has the capability to design
its own beam-vector autonomously until convergence. To this end, several updating mechanisms,
such as simultaneous updating, sequential updating, or a totally asynchronous updating, can be
applied [47]. We present the sequential version of the algorithm in Algorithm 1, which is referred
to as distributed adaptive pricing beamforming (DAPB) algorithm.
Note that for the sequential updating version of the algorithm, only if U˜k(w˜k,W −k) ≥
U˜k(wk
(n−1),W −k) holds, the kth transmitter will update its beam-vector. Otherwise, it keeps
its old beam-vector. This helps guarantee the convergence of the algorithm, as discussed in the
following theorem.
Theorem 1: The sequence of beam-vectors generated by the DAPB algorithm converges.
Proof: Please see Appendix A. 
IV. PER-TRANSMITTER BEAM-VECTOR UPDATE
In this section, we derive a near-optimal algorithm with low complexity for obtaining the
solution to the per-transmitter beam-vector problem in (11), which is the key step in Algorithm
1. Based on the rank of the leakage matrix Lk, we divide problem (11) into two scenarios:
rank(Lk) = M and rank(Lk) < M . In the sequel, we deal with the two cases separately.
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Algorithm 1 Distributed Adaptive Pricing Beamforming (DAPB) Algorithm
1: Initialize a feasible W (0) = [w(0)1 ,w
(0)
2 , · · · ,w(0)K ], tolerance ε, iteration number n = 1.
Compute objective value V (0)obj =
∑K
k=1 αkUk(W
(0)).
2: For k = 1, 2, · · · , K,
Each receiver j 6= k updates its interference price pij according to (8), and feeds it back
to the kth
transmitter. Having obtained all these interference prices pij (j 6= k), the kth transmitter
solves
problem (11) by using the method developed in Section IV. Denote the solution as w˜k.
Let W −k = [w
(n)
1 , · · · ,w(n)(k−1),w(n−1)(k+1) , · · · ,w(n−1)K ],
If U˜k(w˜k,W −k) ≥ U˜k(wk(n−1),W −k)
The kth transmitter updates its beam-vector: w(n)k = w˜k;
else
The kth transmitter keeps its old beam-vector: w(n)k = w
(n−1)
k ;
end
End
3: Let W (n) = [w(n)1 ,w
(n)
2 , · · · ,w(n)K ]. Compute objective V (n)obj =
∑K
k=1 αkUk(W
(n)). If∣∣∣V (n)obj − V (n−1)obj ∣∣∣/V (n−1)obj < ε, terminate. Otherwise, set n← n+ 1 and go to step 2.
A. Scenario 1: rank(Lk) = M
Since rank(Lk) = M , Lk is invertible. Thus, we can introduce an effective beam-vector
w¯k = L
1/2
k wk and define h¯k,k = L
−1/2
k hk,k. Substituting wk = L
−1/2
k w¯k into problem (11) yields
max
w¯k
αklog2
(
1+
w¯Hk h¯k,kh¯
H
k,kw¯k
σ2
k
+Ik
)
ρw¯HkL
−1
k w¯k+MPct,k+Pcr,k+Pbh
− w¯Hk w¯k
s.t. w¯HkL
−1
k w¯k ≤ Pk,∀k.
(12)
Since this problem is also non-convex, we devise a sub-optimal solution with low complexity.
We decompose w¯k as w¯k =
√
pkuk, where uk can be regarded as its beam direction that is
normalized such that its Euclidian norm is unit, and pk is the corresponding power. For simplicity,
11
beam direction and power allocation are optimized separately in the following.
1) Beam Direction Optimization: By substituting w¯k =
√
pkuk into (12), we find that beam
direction uk only affects the value of the first term of the objective function (FTOF) of problem
(12). For simplicity, this beam direction is selected to maximize the numerator of the FTOF of
problem (12): uk = h¯k,k
/∥∥h¯k,k∥∥.
2) Power Allocation Optimization: When the beam direction uk is chosen, the remaining task
is to optimize the power component: pk.
For notation simplicity, we define gk,k , uHk h¯k,kh¯
H
k,kuk
/
(σ2k + Ik), Ak , ρuHkL−1k uk ln 2
/
αk,
P¯k , Pk
/
(uHkL
−1
k uk), and PC,k , (MPct,k+Pcr,k + Pbh)
/
(ρuHkL
−1
k uk). Problem (12) can be
simplified as
max
pk
φ(pk)
∆
=
ln(1+gk,kpk)
pk+PC,k
− Akpk
s.t. 0 ≤ pk ≤ P¯k.
(13)
In the following, we show that problem (13) has a unique globally optimal solution, denoted as
_
pk, given by the following theorem.
Theorem 2: Denoted φ′(pk) as the first derivative of φ(pk) w.r.t. pk. The globally optimal
solution _pk of problem (13) is characterized by
1) If φ′(0) ≤ 0, then _pk = 0;
2) If φ′(P¯k) ≥ 0, then _pk = P¯k;
3) If φ′(0) > 0 and φ′(P¯k) < 0, find
_
pk such that φ′(
_
pk) = 0.
Proof: Please see Appendix B. 
When the optimum solution falls into Case 3), a simple bisection search can be employed to
solve it since φ′(pk) is monotonically decreasing for 0 < pk < P¯k. It takes at most
⌈
log2(P¯k/ε)
⌉
iterations to reach tolerance ε.
B. Scenario 2: rank(Lk) < M
According to (10), condition rank(Lk) < M holds under at least one of the two situations: 1)
Sparse networks with K < M ; 2) The number of positive interference price is smaller than M .
12
When rank(Lk) < M , the method designed for Scenario 1 is not applicable any more. Hence,
a new approach is needed. For the sake of readability, problem (11) is written as follows
max
wk
αklog2
1+ |hHk,kwk|2
σ2
k
+Ik

ρ‖wk‖2+MPct,k+Pcr,k+Pbh −w
H
kLkwk
s.t. ‖wk‖2 ≤ Pk.
(14)
In order to develop a low-complexity algorithm to solve problem (14), we first provide a
simple form of the beam-vector. Then, the corresponding power allocation is optimized.
1) Beam Direction Optimization: Before providing the simple form of the beam-vector, we
first introduce some definitions. Let rk = rank(Lk) < M , and apply the eigenvalue decomposi-
tion
Lk = [U k,1,U k,2]Λk[U k,1,U k,2]
H, (15)
where U k,1 holds the first rk singular vectors corresponding to the rk positive eigenvalues,
and U k,2 holds the last (M − rk) singular vectors corresponding to the (M − rk) zero-valued
eigenvalues. Hence, the orthogonal projection onto the columns of Lk is ΠLk = U k,1U
H
k,1, and
the orthogonal projection onto the null space of Lk is Π⊥Lk = U k,2U
H
k,2 = I −U k,1UHk,1. Define
two beam directions (with unit norm)
w
(1)
k ,
ΠLkhk,k
‖ΠLkhk,k‖
, w
(2)
k ,
Π⊥Lkhk,k∥∥Π⊥Lkhk,k∥∥ , (16)
which are the projections of channel vector hk,k onto to the space spanned by the columns Lk
and the null space of Lk, respectively. Note that w
(1)H
k w
(2)
k = 0.
Based on the above definitions, we now provide a simple form of the beam-vector as
wk =
√
pk,1w
(1)
k +
√
pk,2w
(2)
k , (17)
where pk,1, pk,2 ≥ 0 are the power allocations of beams w(1)k and w(2)k , respectively. The choice
of the above form of beam-vector takes the following reasons. One arbitrary beam-vector can
be divided into two parts: one lies in the space spanned by the columns of Lk; the other one
in the null space of Lk. For both parts, the beam directions (with unit-norm) are chosen to
maximize the FTOF in (14) or equivalently
∣∣hHk,kwk∣∣2 since the beam direction does not affect
the denominator of FTOF in (14), which leads to the expression in (17). It should be emphasized
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that the above form of beam-vector is in general not optimal for problem (14), due to the fact
that the beam direction in the first part in (17) that is chosen to maximize the FTOF of (14)
may also maximize the minus part in (14) (i.e., wHkLkwk), which may incur a small value of the
objective function of (14). However, our simulations show good performance of this heuristic
choice of the form of the beam-vector.
2) Power Allocation Optimization: When the beam-vector is chosen as in (17), the remaining
task is to optimize the power allocations of beams w(1)k and w
(2)
k (i.e., pk,1 and pk,2).
Using the beam-vector given in (17), the desired signal power at user k’s receiver is∣∣hHk,kwk∣∣2 = pk,1∣∣∣hHk,kw(1)k ∣∣∣2 + pk,2∣∣∣hHk,kw(2)k ∣∣∣2 + 2Re{√pk,1pk,2w(2)Hk hk,khHk,kw(1)k } (18)
≈ pk,1
∣∣∣hHk,kw(1)k ∣∣∣2 + pk,2∣∣∣hHk,kw(2)k ∣∣∣2. (19)
The above approximation is accurate from the average point of view since
w
(2)H
k E
{
hk,kh
H
k,k
}
w
(1)
k = δk,kw
(2)H
k w
(1)
k = 0, (20)
which is also accurate in recent large-scale antenna system.
For notational simplicity, we define gk,1
∆
=
∣∣∣hHk,kw(1)k ∣∣∣2/(σ2k + Ik), gk,2 ∆= ∣∣∣hHk,kw(2)k ∣∣∣2/(σ2k + Ik),
gk,3
∆
= ρw
(1)H
k Lkw
(1)
k ln 2
/
αk and PC,k , (MPct,k + Pcr,k + Pbh)/ρ. By using the approximation
in (19), we consider an alternative problem to (14) as
max
pk,1,pk,2
ln(1+gk,1pk,1+gk,2pk,2)
pk,1+pk,2+PC,k
− gk,3pk,1
s.t. pk,1, pk,2 ≥ 0, pk,1 + pk,2 ≤ Pk.
(21)
Obviously, the above problem is a nonconvex problem and more complicated than problem (13).
Fortunately, the globally optimal solution to problem (21) can be obtained by the following
theorem.
Theorem 3: Define three functions
f1(x) , −(1 + gk,2x)ln(1 + gk,2x) + gk,2(x+ PC,k), (22)
f2(x)
∆
= −(1 + gk,1x)ln(1 + gk,1x) + gk,1(x+ PC,k)− gk,3(x+ PC,k)2(1 + gk,1x), (23)
f3(x)
∆
= lnx+
gk,2gk,3
gk,1 − gk,2x
2 − ln
(
gk,1 − gk,2
gk,3
)
. (24)
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The globally optimal solution is chosen as the best among all locally optimal solutions. The
locally optimal solutions are characterized as follows:
1) If f1(Pk) < 0 is satisfied, calculate
p?k,2 =
1
gk,2
[
exp
{
ω
(
gk,2PC,k − 1
e
)
+ 1
}
− 1
]
, (25)
where function ω(·) is the Lambert function defined as the inverse function of f(x) = xex
[48]. Compute α as
α =
ln(1 + gk,2p
?
k,2)
(p?k,2 + PC,k)
2 + gk,3 −
gk,1
(p?k,2 + PC,k)(1 + gk,2p
?
k,2)
. (26)
If α ≥ 0, one locally optimal solution is given by pk,1 = 0, and pk,2 = p?k,2.
2) If the following chain of inequalities hold
(Pk + PC,k)(1 + gk,1Pk) >
gk,1 − gk,2
gk,3
> PC,k, (27)
compute f3(PC,k) and f3(Pk + PC,k). If f3(PC,k) < 0 and f3(Pk + PC,k) > 0, employ the
bisection search method to find the solution to f3(θ) = 0. Denote the solution as θ?. Then,
one locally optimal solution is given by pk,1 =
1
gk,1−gk,2
(
gk,2PC,k +
gk,1−gk,2
gk,3θ?
− 1− gk,2θ?
)
pk,2 = θ
? − PC,k − pk,1.
(28)
3) If gk,1 > gk,2, compute γ as
γ =
gk,2gk,3
gk,1 − gk,2 −
ln(gk,1 − gk,2)− ln (gk,3(Pk + PC,k))
(Pk + PC,k)
2 . (29)
If γ ≥ 0, we can obtain one locally optimal solution as pk,1 = 1gk,3(Pk+PC,k) −
1+gk,2Pk
gk,1−gk,2
pk,2 = Pk − pk,1.
(30)
4) Compute γ as
γ =
gk,2
(Pk+PC,k)(1+gk,2Pk)
− ln(1 + gk,2Pk)
(Pk + PC,k)
2 . (31)
If γ ≥ 0, compute α as
α = gk,3 − gk,1 − gk,2
(Pk + PC,k)(1 + gk,2Pk)
. (32)
If α ≥ 0, one locally optimal solution is pk,1 = 0, pk,2 = Pk.
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5) If two inequalities f2(0) > 0, f2(Pk) < 0 are satisfied, employ the bisection method to
find the solution to equation f2(pk,1) = 0. The solution is denoted as p?k,1. Compute β as
β =
ln(1 + gk,1p
?
k,1)
(p?k,1 + PC,k)
2 −
gk,2
(p?k,1 + PC,k)(1 + gk,1p
?
k,1)
(33)
If β ≥ 0, one locally optimal solution is pk,1 = p?k,1, pk,2 = 0.
6) Compute γ as
γ = − ln(1 + gk,1Pk)
(Pk + PC,k)
2 +
gk,1
(Pk +PC,k)(1+gk,1Pk)
−gk,3 (34)
If γ ≥ 0, compute β as
β =
gk,1 − gk,2
(Pk + PC,k)(1 + gk,2Pk)
− gk,3. (35)
If β ≥ 0, one locally optimal solution is pk,1 = Pk, pk,2 = 0.
Proof: Please see Appendix C. 
In general, we should check all six cases listed in Theorem 3 and select the best solution.
However, we can further reduce the complexity by further exploring the properties of these
locally optimal solutions.
Lemma 1: If gk,1 ≤ gk,2, the globally optimal solution to problem (21) is given by
pk,1 = 0, pk,2 = min
(
1
gk,2
[
exp
{
ω
(
gk,2PC − 1
e
)
+ 1
}]
− 1, Pk
)
. (36)
Proof: Please see Appendix D. 
The importance of Lemma 1 is that when gk,1 ≤ gk,2 holds, the globally optimal solution to
problem (21) can be obtained in (36) and there is no need to check all six cases in Theorem 3.
This can significantly reduce the search complexity. It should be emphasized that gk,1 ≤ gk,2 is
the sufficient condition for the solution given in (36). It can be easily shown that if gk,1 ≤ gk,2
holds, the condition for Case 1 and Case 2 must hold.
Lemma 2: Case 1 and Case 2 cannot happen simultaneously, neither Case 3 and Case 4.
Proof: The proof immediately follows by checking the conditions for these cases, and it is
omitted for simplicity. 
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TABLE I
COMPUTATIONAL COMPLEXITY
Algorithm Full DAPB DBF [27] TLEE [28]
Complexity O(NDAPBKM3) O(NDBFKM3) O(NinnerNouterK2M3)
V. ALGORITHM ANALYSIS
A. Complexity Analysis
For our proposed DAPB algorithm, in each iteration the major complexity lies in the compu-
tation of L−1/2k in Scenario 1 or the eigenvalue decomposition of L
−1/2
k in Scenario 2
3, which
involves complexity of O(M3) [49]. Hence, the total complexity of the DAPB algorithm is
O(NDAPBKM
3), where NDAPB denotes the total number of iterations of the DAPB algorithm.
For the DBF algorithm in [27], the main computational complexity lies in the computation of
beam-vector in [41, Eq. (48)], which involves a matrix inversion with complexity O(M3). Since
in each iteration every link updates its beam-vector, the total complexity of DBF algorithm is
O(NDBFKM
3), where NDBF denotes the total iteration number of DBF algorithm. As for the
TLEE algorithm in [28], it consists of two-layer updates: the inner layer for updating beam-
vectors W , decoders U and positive definite matrix Σ; the outer layer for updating the auxiliary
variables λ and β . Each iteration of the inner layer has a complexity of O(K2M3) [28]. Let
Ninner and Nouter be the number of iterations required in the inner layer and the outer layer,
respectively. The TLEE algorithm has a total complexity of O(NinnerNouterK2M3). Through
simulation tests, we observe that Ninner is comparable with NDBF, and Nouter is much larger
than NDBF. Moreover, the complexity of the TLEE algorithm is quadratic in K, rather than
linear in K as the DAPB algorithm and the DBF algorithm. Combing the above two facts
and the fact that K is usually large in realistic, the computational complexity of the proposed
DAPB algorithm is significantly smaller than that of the TLEE algorithm. Table I summarizes
the computational complexity comparison.
3For the power allocation optimization, only some simple scalar mathematical operations are needed. Thus, the complexity
of this step can be ignored.
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B. Implementation Issues and Overhead Analysis
To implement the DAPB algorithm, each transmitter k needs its own channel vector hk,j ,
interference plus noise power (IPNP) Ik + σ2k and the leakage matrix Lk. For its own channel
vector, it is assumed the system operates in time-division-duplex (TDD) mode 4 and the channel
vector can be estimated by using the downlink-uplink reciprocity. As for the IPNP at the kth
receiver, it can be easily measured at the kth receiver and then sent back to the kth transmitter.
For the leakage matrix Lk, it includes two components according to (10): 1) channel vectors
hk,j , ∀j 6= k; 2) interference prices pij , ∀j 6= k. Channel vectors hk,j’s can be estimated at the
kth transmitter in a TDD system by exploiting the downlink-uplink reciprocity. For interference
prices pij in (8), user j needs five quantities: constant αj , total power consumption Pj,T , SINR ηj ,
the variables of its IPNP Ij +σ2j , and useful signal power
∣∣hHj,jwj∣∣2. It is assumed that priority αj
is static and has been acquired at the jth receiver before transmission. After the jth transmitter
updates its transmission power, it conveys the value of its updated total power consumption Pj,T
to the jth receiver. The jth receiver measures the SINR ηj and its IPNP Ij + σ2j . Based on the
measurements, the signal power
∣∣hHj,jwj∣∣2 can be computed as the product of the SINR and the
IPNP. Based on these quantities, the jth receiver can compute its pricing factor pij according to
(8) and broadcast it to the other transmitters.
According to the above implementation procedure, we are ready to analyze analyze the
overhead of the DAPB algorithm. When each user k starts to update its transmit power, it requires
its intended receiver to feedback its IPNP, and all other receivers to feedback their interference
prices, which incur the feedback of K real scalars. Since all K transmitters are involved in
updating their transmit power in each iteration, the total overhead of the DAPB algorithm is
NDAPBK
2, where NDAPB denotes the number of iterations for the DAPB algorithm to converge.
However, we can additionally reduce the overhead of the DAPB algorithm by implementing
the DAPB algorithm with limited information exchange, the idea of which is similar to [52].
4In future 5G networks, transmitters are expected to be equipped with large number of antennas [8]. As stated in [50], TDD
mode is preferable in large-scale MIMO systems due to the fact that its large-dimension channel information is not necessary
to be fed back from the receiver. Moreover, this assumption have also been made in some of the existing literatures to design
distributed algorithms, e.g., [6], [27], [28], [51].
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Fig. 1. An example of implementing the DAPB algorithm with limited information exchange. ‘Ti’ and ‘Ri’ represent the ith
transmitter and receiver, respectively.
Specifically, if the kth transmitter is far away from the jth receiver, the channel gain vector hk,j
is very weak, i.e., hk,j ≈ 0. In this case, the interference imposed on the jth receiver from the
kth transmitter becomes negligible. Under this consideration, there is no need for the jth receiver
to feedback the interference price pij to the kth transmitter. Hence, we assume that each receiver
only broadcasts the interference price to its nearby transmitters within a specified distance dth.
Fig. 1 illustrates an example of four user pairs. The dashed arrows represent the channel to
broadcast the price information, while the solid arrows are the signaling channels. From this
example, we see that R1 only sends the price pi1 to its close terminal T3 within the distance of
dth, instead of all terminals. Similar observations can be seen for the price information exchange
at R2 and R3. This limited information exchange method can significantly reduce the backhaul
power consumption according to (5) and the simulation section will evaluate the performance of
this method. This method is referred to as the limited DAPB algorithm. To evaluate the overhead
of this algorithm, we first introduce some notations. Denote the set of all receivers that need
to feedback information (including pricing information and its own IPNP) to transmitter k as
Tk. Denote the cardinality of Tk as Nk, i.e., Nk = |Tk|. In general, Nk is much smaller than
K. The total overhead of the limited DAPB algorithm is reduced to Nlim−DAPB
∑K
k=1Nk, where
Nlim−DAPB is the number of iterations for its convergence.
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For comparison, we here characterize the overhead by the centralized algorithm as detailed
in Appendix E. The centralized algorithm generally requires a central processing unit (CPU)
collecting all channel vectors within the network for centralized optimization. This incurs the
feedback of 2K2M real scalars corresponding to all the channel information. The CPU computes
all transmitters’ beam-vectors and conveys them back to the corresponding transmitters, which
incurs the further beamforming information exchange of 2KM real scalars. Hence, the total
overhead of the centralized algorithm is 2K2M+2KM . Note that the overhead of the centralized
algorithm significantly depends on the number of antennas in contrast to the proposed (limited)
DAPB algorithm, which is not related to the number of antennas. In future 5G system, some
transmitters are expected to be equipped with large-scale antenna array [8] and it could cause a
prohibitively high overhead burden.
Concerning the noncooperative algorithm, no extra information exchange is necessary among
different user pairs. The only information that needs to be exchanged is their own IPNP, that is,
the kth transmitter only requires its intended receiver to feed back its IPNP. Given K transmitters
in the network, the total overhead of the noncooperative algorithm is NNoncoK, where NNonco
denotes the number of iterations for its convergence.
Now we also characterize the overhead of several modified algorithms proposed in recent
years. For DBF algorithm, each user’s receiver needs to feed back its weighted receiver filter
[27], which is a complex scalar. Hence, the DBF algorithm requires a total number of 2NDBFK
real numbers, where NDBF is the total number of iterations for the DBF algorithm to converge.
For the TLEE algorithm, we first consider the inner layer (step 2- step 5 in Algorithm 1 of
[28]), then the outer layer (step 6 in Algorithm 1 of [28]). In the inner layer, each receiver j
feeds back the complex receiver filter uj , the updated real number
∑
j and the signal covariance
scalar Jj to its transmitter. Moreover, each user needs to broadcast one real number to the other
transmitters in order to calculate the objective value ρ in step 5 of Algorithm 1 of [28]. Hence,
each inner iteration needs 5K real numbers for exchange. For the outer layer, according to [
[28], Eqs. (34a)-(34c)], each user needs to broadcast about five real numbers to calculate the
summation in [ [28], Eq. (37)]. Combing the above two facts, the TLEE algorithm requires a
total of 5KNout +5KNinNout real numbers, where Nin and Nout denote the number of iterations
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TABLE II
OVERHEAD COMPARISON (NUMBER OF REAL SCALARS)
Algorithm Full DAPB limited DAPB Centralized Noncoop DBF TLEE
Overhead NDAPBK2 Nlim−DAPB
∑K
k=1 Nk 2K
2M + 2KM NNoncoK 2NDBFK 5KNout(Nin + 1)
required in the inner layer and the outer layer, respectively.
Table II summarizes the above overhead comparison, where ‘Full DAPB’ refers to the DAPB
algorithm with full information exchange.
VI. SIMULATION RESULTS
In this section, we present simulation results to evaluate the performance of the proposed
DAPB algorithm. We consider a network contained in a square of length dlen = 350 meters,
within which all users are randomly dropped. The distance between the transmitter and its
designated receiver is uniformly distributed in the range of [30m, 60m]. Also, each transmitter
has at least 30m distance from its unintended receiver. All channels are modeled by the product of
path-loss and independent Rayleigh fading with complex normal distribution CN (0, 1). The path
loss in decibels is modeled as 38.46 + 35log10(d) [53]. Each channel realization is obtained by
generating an random set of user positions as well as fading channel realizations. All simulation
results are obtained by averaging over 1000 channel realizations. Unless stated otherwise, we
assume equal maximum transmit power (i.e., Pk = Pmax,∀k) and equal weights (i.e., αk = 1,∀k)
for all users. To account for the features of the heterogeneous networks, we assume the circuit
power per antenna at TX (i.e., Pct,k,∀k) and RX (i.e., Pcr,k,∀k) are randomly generated within
[50mW, 200mW] and [200mW, 400mW], respectively. The other main system parameters are
given in Table III. Normalized channel matched beamformers are employed as initial beam
directions and power allocations for all users are randomly initialized. Although different initial
beam-vectors may lead to different locally optimal solutions due to the non-convexity of the
original problem in (7), the above simple initialization method performs very well as shown in
the following results.
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TABLE III
MAIN SIMULATION PARAMETERS
Parameters Value
Tolerance ε 10−3
Number of antennas M 4
Noise power spectral density -174 dBm/Hz [44]
Channel Bandwidth B 20 MHz
Power amplifier efficiency 1/ρ = 0.35 [44]
Target SNR for message exchange γ 4 dB [45]
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Fig. 2. Convergence behaviors of the DAPB algorithm (a) and DBF algorithm (b) under different number of users.
A. Properties of the DAPB algorithm
1) Convergence Behavior: We first compare the convergence speed of the proposed DAPB
algorithm with the existing distributed algorithms: DBF algorithm [27] and TLEE algorithm
[28]. Fig. 2 and Fig. 3 illustrate the convergence behaviors of different algorithms for different
numbers of users with Pmax = 33 dBm. Specifically, Figs. 2 (a) and (b) correspond to the DAPB
algorithm and the DBF algorithm, while Figs. 3 (a) and (b) correspond to the outer and inner
layers of the TLEE algorithm. It can be seen from Fig. 2 (a) that the WS-EE monotonically
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Fig. 3. (a): Convergence behavior of the TLEE algorithm; (b): Convergence behavior of the inner updates in the first outer
iteration of the TLEE algorithm.
increases when iterating the DAPB algorithm and it converges rapidly (within 20 iterations
for all considered configurations). On the other hand, from Fig. 2 (b), it can be seen that the
convergence speed of the DBF algorithm is significantly affected by the number of users: A
larger K corresponds to slower convergence. In the case of K = 20, the DBF algorithm requires
more than 100 iterations to converge. Moreover, from the right panel of Fig. 3, we find that
the TLEE algorithm has the worst convergence performance and needs more than 400 iterations
to converge for all considered configurations. In addition, some inner iterations are required in
each outer iteration as seen in Fig. 3 (b). Hence, our proposed DAPB algorithm has the least
number of iterations and thus the lowest computational complexity according to Table I.
2) Impacts of maximum power on convergence speed: In Fig. 4, we investigate the effect of
the maximum transmit power on the convergence speed of various distributed algorithms. The
figure shows that the number of iterations required for the TLEE algorithm increases dramatically
with the increase of the maximum transmit power, while the number of iterations required for
our proposed DAPB algorithm stays roughly fixed (within 10 iterations) for all transmit power
constraints.
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Fig. 4. Convergence speed versus Pmax under various algorithms. The number of users is K = 10.
TABLE IV
AVERAGE COMPUTATIONAL TIME (IN SECONDS) FOR VARIOUS METHODS.
DAPB DBF [27] TLEE [28] Centralized
K = 4 0.019 0.046 1.676 2.12
K = 20 0.170 7.456 5.696 72.4
3) Comparison of the computational time : In Table IV, we report the computational time
of various distributed algorithms when applied to the same scenarios as those in Fig. 2 and
Fig. 3. For comparison, we also report the computational time for an alternative centralized
algorithm given in Appendix E. Our simulation configuration is E5-1650 CPU with 3.5GHz.
To ensure that the centralized algorithm has a good performance, its tolerance should be set as
10−5. As expected, the centralized algorithm requires significantly more time than the distributed
algorithms, especially in dense networks. Hence, the centralized algorithm has the highest
computational complexity. It is seen from the table that the DBF and TLEE algorithms require
much more time than our proposed DAPB algorithm, and they become prohibitively high in the
case of K = 20. Also, the computational time of the DBF algorithm is significantly affected by
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the number of users. For example, when the number of users increases from K = 4 to K = 20,
the computational time of the DBF algorithm increases up to over 100 times, in contrast to
10 times for the DAPB algorithm and 6 times for the TLEE algorithm. Note that even for the
smaller number of users with K = 4, the TLEE algorithm also requires much computational
time (i.e., 2.6s), and is even comparable with the centralized algorithm.
4) Impacts of the weights: As mentioned, the weights can be used to give priority to the
specific user pairs, which is appealing in heterogeneous networks. To give more insights, we
consider a network composed of five users pairs with Pct,1 = 50mW, Pct,2 = 90mW, Pct,3 =
130mW, Pct,4 = 160mW, Pct,5 = 200mW and Pcr,1 = 200mW, Pcr,2 = 250mW, Pcr,3 =
300mW, Pcr,4 = 350mW, Pcr,5 = 400mW. We test two sets of weights: 1) αk = 0.2,∀k; 2)
α1 = 0.02, α2 = 0.03, α3 = 0.07, α4 = 0.25, α5 = 0.63. Moreover, we also consider the
performance of the global EE maximization method provided in [18]. In Fig. 5, we show the
users’ EE distribution under different schemes. As expected, for the cases of equal weights
and global EE maximization, user 1 achieves the highest EE since it has the lowest circuit
power consumption, whereas the lowest EE is achieved for user 5 since it has the highest circuit
power consumption. In these two cases, the obtained resource-allocation solutions present a
significant spread of the individual EE across the users. On the other hand, for the case of
unequal weights, a more balanced EE distribution can be achieved by assigning higher weights
to the users with higher circuit power consumption and lower weights to the ones with lower
circuit power consumption. Hence, compared with the global EE maximization method, WS-EE
is more flexible to control individual EEs and fairness among the users can be guaranteed by
appropriately tuning the set of weights.
B. Performance Comparison
We next compare the performance of the proposed DAPB algorithm with the DBF algorithm
[27], the TLEE algorithm [28], the centralized algorithm based on gradient projection method
given in Appendix E, as well as the global EE maximization method in [18]. For fairness, we
assume that the backhaul power consumptions of the above five algorithms are identical. Also, the
performance of the non-cooperative algorithm is considered, where each transmitter maximizes
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Fig. 5. Individual EE distribution under different schemes. (Left plot) Equal weights: αk = 0.2, for k = 1, · · · , 5; (Middle plot)
Global EE maximization method [18]; (Right plot) Unequal weights: α1 = 0.02, α2 = 0.03, α3 = 0.07, α4 = 0.25, α5 = 0.63.
its own EE selfishly. For comparison, the performance of the limited DAPB algorithm proposed
in Subsection V-B is also illustrated, for which each receiver only broadcasts the interference
price to its nearby transmitters within a specified distance dth. In general, dth is much smaller
than the length of this region. Hence, this method incurs much less backhaul power consumption
compared with other algorithms except the noncooperative algorithm, where each receiver is only
necessary to feedback information its serving transmitter.
Fig. 6 shows the average WS-EE under various algorithms versus the number of links.
The full DAPB algorithm refers to the DAPB algorithm with full information exchange. By
using the proposed pricing mechanism to regulate the interference, the full DAPB algorithm
significantly outperforms the non-cooperative algorithm in the sense of offering higher WS-EE.
The performance gain improves with the increase of the number of links. This is due to the
fact that as the number of links increases, the users suffer from high interference, which can
be efficiently mitigated by the pricing mechanism in the full DAPB algorithm. We also notice
that the performance of the full DAPB algorithm is better than that of the DBF algorithm,
and the performance gain is significant when the number of links is large. The reason is
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Fig. 6. Average WS-EE versus the number of links under various algorithms.
that the DBF algorithm is primarily designed for the symmetrical system and may not be
suitable for the asymmetrical network considered here. Also, increasing the number of links
will make the network more asymmetrical. It is observed that the full DAPB algorithm achieves
a similar WS-EE performance as the TLEE algorithm. Numerical results also show that the
centralized algorithm provides marginal performance gains over the DAPB algorithm and the
TLEE algorithm. However, it incurs the highest computational complexity as seen from Table
III. As expected, the performance of the limited DAPB algorithm is worse than the full DAPB
algorithm due to the interfering users farther away than the transmission distance.
In Figs. 7 (a) and (b), we illustrate the WS-EE versus the maximum transmit power under
various algorithms for K = 4 and 20, respectively. It is observed that the WS-EE of the full
DAPB algorithm increases with the transmit power constraint. While in the high transmit power
regime, its WS-EE becomes saturated. This is because in this regime the full DAPB algorithm
is unwilling to increase its transmit power to further increase SE in order to maximize the WS-
EE. On the other hand, for the limited DAPB and noncooperative algorithms, the WS-EE first
increases with the transmit power and then decreases in the high transmit power regime. The
reason is as follows: In the low transmit power regime, network interference so weak that it is
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Fig. 7. Average WS-EE versus the maximum transmit power under various algorithms for (a) K = 4 and (b) K = 20.
negligible, while in the high transmit power regime network interference becomes too strong to
be neglected. It is interesting to find that in the low transmit power regime such as -20 ∼ 0
dBm for K = 4 and -20 ∼ -10 dBm for K = 20, the limited DAPB algorithm is even better
than the full DAPB algorithm in terms of the WS-EE performance. This is mainly due to the
fact that in the low transmit power regime, the backhaul power consumption will become a
dominant factor for limiting the system EE performance and the backhaul power consumption
of the limited DAPB algorithm is smaller than the full DAPB algorithm. This result suggests
that in some scenarios our proposed limited DAPB algorithm is a better option in terms of the
system EE performance. Similarly to that observed in Fig. 6, the DBF algorithm performs well
in the sparse network with K = 4, while appears worse in the dense network with K = 20.
Figs. 8 (a) and (b) depict the average WS-EE versus the number of antennas under various
algorithms for K = 4 and 20, respectively. In the sparse network with K = 4, WS-EE achieved
by all the algorithms (except the non-cooperative algorithm) first increase with the number of
antennas and then decrease when the number of antennas is larger. On the other hand, when
K = 20, the average WS-EE achieved by all algorithms always increase for all considered
numbers of antennas. The reason is that when the number of links is small, the interference
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Fig. 8. Average WS-EE versus the number of antennas under various algorithms for (a) K = 4 and (b) K = 20.
is not so important. Hence, only a limited number of antennas is enough to mitigate the
interference. Additional antennas provide marginal gains in the SE but incurs significant circuit
power consumption, leading to the decrease of the WS-EE. In the dense network, however,
interference becomes the dominant factor for limiting the system performance. In this case,
more degrees of freedom (i.e., antennas) are helpful to enhance the signal quality of each user
while causing minimum amount of interference to the other users, leading to significant SE
enhancement. This SE improvement overwhelms the increased circuit power consumption, and
results in the increase of the WS-EE.
Fig. 9 illustrates the average WS-EE versus length dlen under various algorithms for K = 4
and 20. The figure shows that in the sparse network with K = 4, the WS-EE achieved by
the full DAPB algorithm decreases with the increase of the length dlen. This is due to the fact
that with the increase of dlen, the transmission distance for each user increases, leading to a
higher backhaul power consumption. However, in the dense network with K = 20, the WS-EE
achieved by the full DAPB algorithm first increases and then decreases with dlen. The reason is
that in the latter scenario, interference is a dominant factor for limiting the system performance,
and sightly increasing dlen will reduce the interference among users, and thus the WS-EE will
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Fig. 9. Average WS-EE versus length dlen under various algorithms for (a) K = 4 and (b) K = 20.
TABLE V
AVERAGE NUMBER OF EXCHANGED REAL SCALARS
K = 5 K = 20 K = 5 K = 20
Centralized 240 3360 Full DAP 128 3950
dth = 50m 24.1 358 dth = 100m 71.2 1350
dth = 150m 101.2 1926 Noncoop 34.1 111.6
DBF 166.8 3019 TLEE 40716 50312
increase. However, further increasing dlen will incur significant backhaul power consumption,
resulting in the decrease of the WS-EE. It is also observed that the WS-EE achieved by the
limited DAPB algorithm increases with dlen. The reason is that increasing dlen will not affect the
backhaul power consumption of the limited DAPB algorithm (with fixed transmission distance),
but decrease the interference among users.
Finally, we compare the feedback overhead for the above algorithms. Table V shows the aver-
age number of exchanged real scalars with Pmax = 35 dBm. Several interesting observations can
be found from this table. The TLEE algorithm has much higher overhead than the other methods
including the centralized algorithm, since it involves two layers of iterative procedures. Besides
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the requirement of a CPU by the centralized algorithm with high computational complexity, the
centralized algorithm has almost twice the overhead of the full DAPB algorithm in the case
of K = 5. For a dense network with K=20, we find the similar overhead of the full DAPB
algorithm as the centralized one. However, the overhead is further significantly reduced by the
limited DAPB and the simulation results in Table V also verify a much lower complexity of
the proposed algorithm compared to the centralized one. Interestingly, for the case of K = 5,
the overhead of the limited DAPB algorithm with dth = 50m is even smaller than that of
the non-cooperative method, the reason might be that the limited DAPB algorithm converges
much faster than the non-cooperative method in this scenario. It is seen that the overhead
of the DBF algorithm is slightly smaller than that of the full DAPB algorithm. However, its
computational complexity is much higher than the full DAPB algorithm as seen from Table
IV. More importantly, its performance is usually worse than the full DAPB algorithm since
it is mainly designed for symmetrical networks. Note that the limited DAPB algorithm with
dth = 150m usually performs better than the DBF algorithm in terms of the WS-EE as seen
above, but has less information exchange overhead.
VII. CONCLUSION
In this paper, we proposed a distributed pricing-based algorithm named DAPB algorithm to
address the problem of maximizing the WS-EE in MISO ICs. In this algorithm, each user updates
its own beam-vector with low-complexity: the beam direction is expressed in a closed form,
and the globally optimal power allocation can be obtained with simple arithmetic operations.
We provided a rigorous proof for the convergence of the proposed algorithm. Our proposed
algorithm converges much faster than the DBF and TLEE algorithms. The convergence speed
of DBF algorithm is significantly affected by the number of the links, while that of the TLEE
algorithm is considerably affected by the maximum transmit power. The WS-EE performance
is comparable to that of the centralized algorithm and the TLEE algorithm, and much better
than the DBF algorithm and the noncooperative algorithm. However, our proposed algorithm
has much lower computational complexity and communication overhead. It is interesting to find
out that in some scenarios the limited DAPB performs better than the full DAPB algorithm due
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to its lower backhaul power consumption.
APPENDIX A
PROOF OF THEOREM 1
The proof is established by showing that when one user updates its beam-vector by solving
problem (11), the WS-EE is non-decreasing. To this end, we first show that Uj(W ) is convex
w.r.t. the interference Ij . The second partial derivative of Uj(W ) w.r.t. Ij can be computed as
∂2Uj(W )
∂I2j
=
1
Pj,T ln 2
(
A−2j −B−2j
) ≥ 0, (A.1)
where Aj = σ2j+Ij and Bj = σ
2
j+Ij +
∣∣hHj,jwj∣∣2. Hence, Uj(W ) is a convex function of Ij .
Let W = [w1, · · · ,wK ] denote the beam-vectors of all users before user k starts to update
its beam-vector. Let w˜k denote the updated beam-vector of user k with given W −k. Let W˜ =
(w˜k,W −k) be the beam-vectors of all users after user k updates its beam-vector. We have
K∑
j=1
αjUj(W˜ ) (A.2)
=αkUk(W˜ ) +
K∑
j=1,j 6=k
αjUj(W˜ ) (A.3)
≥ αkUk(W˜ ) +
K∑
j=1,j 6=k
αj
(
Uj(W ) +
∂Uj(W )
∂Ij
(
I˜j − Ij
))
(A.4)
= αkUk(W˜ ) +
K∑
j=1,j 6=k
αjUj(W )−
K∑
j=1,j 6=k
pij
(
I˜j − Ij
)
(A.5)
= αkUk(W˜ ) +
K∑
j=1,j 6=k
αjUj(W )− w˜HkLkw˜k +wHkLkwk (A.6)
≥ αkUk(W ) +
K∑
j=1,j 6=k
αjUj(W )−wHkLkwk +wHkLkwk (A.7)
=
K∑
j=1
αjUj(W ) (A.8)
where I˜j and Ij denote the interferences at W˜ and W , respectively, (A.4) is due to the convexity
of function Uj(W ), (A.5) follows by using the definition of pij , and (A.7) holds because of
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the step 2 of the DAPB algorithm. Thus, the WS-EE is non-decreasing after each user updates
its beam-vector wk. Furthermore, the WS-EE is upper bounded. Hence, the DAPB algorithm
converges.
APPENDIX B
PROOF OF THEOREM 2
The first derivative of φ(pk) w.r.t. pk can be computed as
φ′(pk) =
gkk(pk+PC,k)
1+g˜kkpk
− ln(1 + gkkpk)− Ak(pk + PC,k)2
(pk + PC,k)
2 (B.1)
∆
=
ψ(pk)
(pk + PC,k)
2 . (B.2)
The first derivative of ψ(pk) w.r.t. pk can be calculated as
ψ′(pk) = −g
2
kkPC,k + g
2
kkpk + 2Ak(pk + PC,k)(1 + gkkpk)
2
(1 + gkkpk)
2 . (B.3)
We have ψ′(pk) < 0 for 0 ≤ pk ≤ P¯k. Then the optimum solution will fall into three cases:
1) If φ′(0) ≤ 0, then φ′(pk) ≤ 0 holds for 0 ≤ pk ≤ P¯k, implying that φ(pk) is monotonically
decreasing for 0 ≤ pk ≤ P¯k. Hence, the optimum solution of problem (13) is _pk = 0;
2) If φ′(P¯k) ≥ 0, then φ′(pk) ≥ 0 holds in the feasible power region of link k. Then φ(pk) is
monotonically increasing for 0 ≤ pk ≤ P¯k. In this case, the optimum solution is _pk = P¯k;
3) If φ′(0) < 0 and φ′(P¯k) > 0, then there must exist a unique globally optimal power
allocation _pk such that φ′(
_
pk) = 0 due to the fact that φ′(pk) is monotonically decreasing
for 0 ≤ pk ≤ P¯k.
APPENDIX C
PROOF OF THEOREM 3
The globally optimal solution to problem (21) can be obtained by solving the KKT conditions
of problem (21). The Lagrangian function of problem (21) can be written as
L(pk,1, pk,2, α, β, γ) = ln(1 + gk,1pk,1 + gk,2pk,2)
pk,1 + pk,2 + PC,k
− gk,3pk,1 +αpk,1 + βpk,2 + γ(Pk− pk,1− pk,2),
(C.1)
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where α, β, γ are the non-negative dual variables associated with the corresponding constraints
of problem (21). According to [54], [55], all locally optimal solutions (including the globally
optimal solution) should satisfy the KKT conditions of problem (21):
− ln(1 + gk,1pk,1 + gk,2pk,2)
(pk,1 + pk,2 + PC,k)
2 +
gk,1
(pk,1+pk,2+PC,k)(1+gk,1pk,1+gk,2pk,2)
−gk,3+α−γ = 0,(C.2)
− ln(1+gk,1pk,1+gk,2pk,2)
(pk,1+pk,2+PC,k)
2 +
gk,2
(pk,1+pk,2+PC,k)(1 + gk,1pk,1+gk,2pk,2)
+β−γ = 0,(C.3)
αpk,1 = 0,(C.4)
βpk,2 = 0,(C.5)
γ(Pk − pk,1 − pk,2) = 0,(C.6)
α, β, γ ≥ 0, pk,1, pk,2 ≥ 0, pk,1 + pk,2≤Pk.(C.7)
Our main idea is to obtain all feasible solutions to the above KKT conditions and pick the best
one as the final solution, which is definitely globally optimal. According to (C.7), the optimal
solution must fall into seven cases: (1) pk,1 = 0, Pk > pk,2 > 0; (2) pk,1 > 0, pk,2 > 0,
pk,1 + pk,2 < Pk; (3) pk,1 > 0, pk,2 > 0, pk,1 + pk,2 = Pk; (4) pk,1 = 0, pk,2 = Pk; (5)
Pk > pk,1 > 0, pk,2 = 0; (6) pk,1 = Pk, pk,2 = 0; (7) pk,1 = 0, pk,2 = 0. In the following, we
characterize the conditions for each individual case to be satisfied.
1) Case pk,1 = 0, Pk > pk,2 > 0: From (C.5) and (C.6), it follows that β = γ = 0. By
applying these facts to (C.3), pk,2 should satisfy the equality f1(pk,2) = 0. The derivative
of f1(pk,2) w.r.t. pk,2 is f ′1(pk,2) = −gk,2 ln(1 + gk,2pk,2) < 0. Hence, f1(pk,2) is decreasing
in pk,2. To find one feasible pk,2 ∈ (0, Pk), two conditions should be satisfied:
f1(0) = gk,2PC,k > 0, (C.8)
f1(Pk) < 0. (C.9)
The first condition follows obviously, hence only the second condition needs to be checked.
If condition (C.9) is satisfied, there exists a unique solution to equation f1(pk,2) = 0.
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Rearranging the terms, we have
f1(pk,2) = −(gk,2pk,2 + 1)ln(gk,2pk,2 + 1) + (gk,2pk,2 + 1)− (1− gk,2PC,k) (C.10)
= −e(ln(gk,2pk,2 + 1)− 1)exp{ln(gk,2pk,2 + 1)− 1} − (1− gk,2PC,k)(C.11)
= 0. (C.12)
The closed-form solution is given by (25). The final task is to verify whether condition
(C.2) can be satisfied. By inserting p?k,2 from (25) into (C.2) and using the facts that γ = 0
and pk,1 = 0, we have α in (26). If α ≥ 0, one locally optimal solution is given by pk,1 = 0,
pk,2 = p
?
k,2.
2) Case pk,1 > 0, pk,2 > 0, pk,1 +pk,2 < Pk: From (C.4)-(C.6), it follows that α = β = γ = 0.
Hence, equations (C.2) and (C.3) reduce to
− ln(1+gk,1pk,1 + gk,2pk,2)
(pk,1+pk,2 + PC,k)
2 +
gk,1
(pk,1 + pk,2+PC,k)(1+gk,1pk,1+gk,2pk,2)
− gk,3 = 0,(C.13)
− ln(1 + gk,1pk,1 + gk,2pk,2)
(pk,1 + pk,2 + PC,k)
2 +
gk,2
(pk,1 + pk,2 + PC,k)(1 + gk,1pk,1 + gk,2pk,2)
=0,(C.14)
(C.13) minus (C.14) yields
(pk,1 + pk,2 + PC,k)(1 + gk,1pk,1 + gk,2pk,2) =
gk,1 − gk,2
gk,3
. (C.15)
Hence, gk,1 > gk,2 must hold. Obviously,
gk,1−gk,2
gk,3
must be larger than PC,k (when pk,1 and
pk,2 approach zero), and be smaller than (Pk + PC,k)(1 + gk,1Pk) (when pk,1 approaches
Pk and pk,2 approaches zero). Hence, the chain of inequalities in (27) should hold. If it is
true, define θ , (pk,1 + pk,2 + PC,k), and from (C.15) we have (1 + gk,1pk,1 + gk,2pk,2) =
gk,1−gk,2
gk,3
1
θ
. Using these definitions, (C.14) can be transformed into f3(θ) = 0. The derivative
of f3(θ) w.r.t. θ is given by
f ′3(θ) =
1
θ
+
2gk,2gk,3
gk,1 − gk,2 θ > 0. (C.16)
This means that f3(θ) is a monotonically increasing function of θ. Since Pk + PC,k >
θ > PC,k, two conditions should be satisfied to ensure that f3(θ) = 0 has a solution:
f3(PC,k) < 0 and f3(Pk +PC,k) > 0. If both conditions are satisfied, employ the bisection
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search method to find the solution to equation f3(θ) = 0, denoted as θ?. Then, θ1 and θ2
should satisfy the following set of equalities 1 + gk,1pk,1 + gk,2pk,2=
gk,1−gk,2
gk,3
1
θ?
pk,1 + pk,2 + PC,k=θ
?.
(C.17)
Hence, one locally optimal solution is given by (28).
3) Case pk,1 > 0, pk,2 > 0, pk,1 +pk,2 = Pk: From (C.4) and (C.5), it follows that α = β = 0.
Combining with the fact that pk,1 + pk,2 = Pk, (C.2) and (C.3) reduce to
− ln(1 + gk,1pk,1 + gk,2pk,2)
(Pk + PC,k)
2 +
gk,1
(Pk + PC,k)(1 + gk,1pk,1 + gk,2pk,2)
− gk,3 − γ = 0,(C.18)
− ln(1 + gk,1pk,1 + gk,2pk,2)
(Pk + PC,k)
2 +
gk,2
(Pk + PC,k)(1 + gk,1pk,1 + gk,2pk,2)
− γ = 0,(C.19)
(C.18) minus (C.19) yielding
1 + gk,1pk,1 + gk,2pk,2 =
gk,1 − gk,2
gk,3(Pk + PC,k)
. (C.20)
Hence, gk,1 > gk,2 must hold. If gk,1 > gk,2, γ can be solved from (C.19) as in (29). If
γ ≥ 0, combining (C.20) with the fact that pk,1 + pk,2 = Pk, we can obtain one locally
optimal solution as in (30).
Following analogous analysis, the conditions for the other cases follow immediately and we can
prove that Case 7) never happens. The details are omitted.
APPENDIX D
PROOF OF LEMMA 1
We first prove that if gk,1 ≤ gk,2, the optimal pk,1 must be zero. This can be proved by
contradiction. Assume {p(1)k,1 > 0, p(1)k,2 ≥ 0} is the optimal solution. One can construct another
feasible solution: {p(2)k,1 = 0, p(2)k,2 = p(1)k,2+p(1)k,1} that leads to a larger objective value in (21), which
contradicts the assumption. Then, problem (21) reduces to the following optimization problem
max
0≤pk,2≤Pk
f(pk,2) =
ln(1+gk,2pk,2)
pk,2+PC,k
. (D.1)
Note that this problem is a special case of problem (13) when Ak = 0. Hence, it can be solved
by the method in Theorem 2. However, for this specific form of the problem, we can fortunately
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obtain a closed-form solution. Similar to the analysis in Theorem 2, we can easily prove that
function f(·) first increases and then decreases in the region pk,2 ∈ [0,∞). Hence, there exists a
unique maximum solution p?k,2 that satisfies the first-order optimal condition f
′(pk,2) = 0, which
can be equivalently expressed as
gk,2(p
∗
k,2 + PC,k)− (1 + gk,2p∗k,2) ln(1 + gk,2p?k,2) = 0. (D.2)
Employing the similar analysis to Case 1) in Theorem 3, we obtain the optimal solution p?k,2 in
(36).
APPENDIX E
CENTRALIZED ALGORITHM
Due to the non-concavity of the overall objective function in (7), it is difficult to obtain a
globally optimal solution. Inspired by the centralized algorithm in [56], we employ the gra-
dient projection method combined with the Armijo rule to find a local optimum. Let Wk ={
wk|wk ∈ CM×1, ‖wk‖2 ≤ Pk
}
as the feasible beamforming set for user k, which is a convex set.
Define PWk{·} as the projection onto Wk. Then the centralized algorithm is given in Algorithm
2, where Uws(W ) =
K∑
k=1
αkUk(W ). To make the algorithm work, there are still two problems to
be solved: how to calculate the gradient and how to perform the projection.
• Gradient calculation: The partial derivative of Uws(W ) w.r.t. wk is given by
∇wkUws(W ) =
αk
ln 2
Pk,Thk,kh
H
k,kwk − ρ ln(1 + ηk)(σ2k + Ik)wk
P 2k,T (σ
2
k + Ik + |hHk,kwk|2)
−Lkwk (E.1)
• Projection: The projection of wk onto the convex set Wk is given by
PWk{wk} =

√
Pk
wk
‖wk‖ , if ‖wk‖
2 > Pk,
wk, Otherwise.
(E.2)
37
Algorithm 2 Centralized EE Maximization Algorithm
1: Initialize any feasible W (0) = [w(0)1 ,w
(0)
2 , · · · ,w(0)K ], tolerance ε , iteration number n = 0,
δ = 0.3, β = 0.5.
2: Calculate the gradient g(n)k = ∇wkUws(W ),∀k;
3: Choose appropriate s(n) and let w¯(n)k = PWk{w(n)k + s(n)g(n)k },∀k;
4: Update w(n+1)k = w
(n)
k + κ
(n)(w¯
(n)
k − w(n)k ),∀k, where κ(n) = βm
(n) and m(n) is the first
non-negative integer m that satisfies
Uws(W
(n+1))− Uws(W (n)) ≥ δβm
K∑
k=1
g
(n)H
k (w¯
(n)
k −w(n)k ).
5: Let W (n) = [w(n)1 ,w
(n)
2 , · · · ,w(n)K ]. If
∣∣∣Uws(W (n+1))− Uws(W (n))∣∣∣/Uws(W (n)) < ε, termi-
nate. Otherwise, set n← n+ 1 and go to step 2.
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