This paper analyzes empirically the effects of innovation on employment at the firm level using a uniquely long panel dataset of German manufacturing firms. The overall effect of innovations on employment often remains unclear in theoretical contributions due to reverse effects. We distinguish between product and process innovations and additionally introduce different innovation categories. We find clearly positive effects for product and process innovations on employment growth with the effects for process innovations being slightly higher. For product innovations that involved patent applications we can identify an additional positive effect on employment.
Introduction
This paper delivers empirical evidence for the effects of innovations on employment. It contributes to the existing research by using a uniquely rich dataset of German manufacturing firms. The dataset combines annual surveys over the last 22 years and thus delivers a panel dataset, that allows analyses over a long time horizon. The theoretical literature stresses the importance of the distinction between product and process innovations. But for both types of innovation the overall effects on employment remain unclear, with the effect depending mainly on the demand elasticity of the affected products. Thus, pure theoretical analyses are not able to deliver clear predictions for the effects of innovations on employment, which raises the need for empirical evidence. With our data set we can analyze the German manufacturing sector for two decades with the possibility to distinguish between product and process innovations. In addition, we introduce different categories of innovation representing different importance levels of the respective innovations. In this paper we concentrate on longer periods and do not try to model the year-to-year employment adjustment processes. We also address the questions of whether the effects differ between small and large firms or differ between firms which are located in former West and East Germany. The paper is structured as follows. Section 2 gives a short overview about the existing theoretical and empirical literature in this research field. Section 3 presents our identifi-cation strategy. Section 4 describes the data base and presents the descriptive statistics. The results are presented in Section 5, Section 6 concludes the paper.
The literature on innovation and employment

Theoretical literature
In theoretical contributions on the impact of innovation on employment, the direction of the effect of technological progress often remains unclear. An historical overview about the evolution of this field of research is given in Petit (1995) .
In the theoretical literature the distinction between product and process innovations has been proven important (Stoneman 1983 , Hamermesh 1993 , Katsoulacos 1986 ). For both types of innovation there exist effects on employment that go in opposite directions. We first describe the effects of product innovations. The introduction of new or improved products creates a new demand for these products. This increasing demand leads to an increase in employment in the innovating firm. This is especially true for products that are new to the market. Thus, the expected direct effect of product innovations on employment is positive. However, there also exists an indirect effect. Product innovations can also lead to a (temporary) monopoly of the firm. The firm can take advantage of this situation and increase the product price to maximize its profits. Thus, the employment level might suffer from this reduction in the amount of output, especially if the new products are substitutes for existing products of the firm. So the indirect effect of product innovations on employment is negative. Empirical evidence is necessary to analyze which effects -the expected direct positive effect or the expected indirect negative effect -are stronger and drive the overall effect.
Also for process innovations the overall effect is not clear in theory. As a process innovation usually aims at improving the productivity of inputs, the direct effect of a process innovation can be a reduction in the amount of inputs. This includes labor as an input factor. Considering only this argument, we expect a negative direct effect of process innovations on employment as the same output can be obtained with fewer workers. But, there also exists an indirect effect of process innovations on employment. If the firm passes on the advantage of a cheaper production process to the prices, this might -depending on the demand elasticity -increase the demand for the product. This increase in demand might then lead to an increase in employment.
To sum up the theoretical contributions, a clear statement on the direction of the effect of innovations on employment at the firm level is not possible. The effects can differ significantly depending on the size of the contrary direct and indirect effects, which depend on the prevailing market structure and on the price elasticity of product demand. Thus for both types of innovation empirical evidence is necessary to reveal the directions of this effects.
Empirical evidence
The empirical literature on technological progress and its impact on different economic measures is extensive. Researchers have been analyzing this task for a long time, and their analyses differ mainly in the methodology and the data available. What we will concentrate on in this paper is the microeconometric analysis of the effects of innovation on employment. 1 This strand of literature started mainly in the 1990s with the increasing availability of micro data on firms' innovation behavior. An overview of microeconometric analyses in this field of research is given in Chennells and van Reenen (2002) . As suggested by theoretical contributions, the empirical analysis usually distinguishes between product and process innovation. In almost all analyses a positive effect of product innovations is found; for process innovations there is also a tendency for a positive effect but the effect is not that clear. The methods used are widespread as are the countries covered and the variables used. These include the innovation variables (or proxy variables for innovation) as well as control variables. In terms of econometric models one can divide the existing literature mainly in three parts: cross-sectional analyses, analyses of growth rates with data of two different points in time and panel data analyses. Early contributions are mainly based on cross-sectional data due to limited data availability. Contributions in this line are Zimmermann (1991), Entorf and Pohlmeier (1990) and König et al. (1995) . Zimmermann (1991) and Entorf and Pohlmeier (1990) also use data of the Ifo Insitute, but from a different survey, in which the innovation data is not as detailed as in the innovation survey. Zimmermann (1991) concludes that technological progress played an important role in the decrease of employment in 1980. However, the innovation variable he uses refers to a survey question relating explicitly to laborsaving technological progress. Entorf and Pohlmeier (1990) , however, show a positive effect of product innovations on employment while process innovations showed no significant effect. König et al. (1995) also use German data, stemming from the "Mannheimer Innovationspanel" in 1993 and also find a positive effect of product innovations on labor demand. Newer analyses combine two surveys of different points in time and therefore are able to explain the growth rate of employment between these two points in time. Brouwer et al. (1993) are in this line of literature with their analysis of Dutch data of 1984 and 1989. The authors show a negative effect of total R&D investment on employment growth, but a positive effect for those R&D expenses that are related to creating new products. Blanchflower and Burgess (1998) find a positive relation between process innovations and employment growth in the UK and in Australia. Doms et al. (1995) also show a positive relation between the use of modern technology and employment growth between 1987 and 1991 using firm data of the U.S. manufacturing sector together with data from a technology survey in 1988. Klette und Førre (1998) have matched different data sets for Norway. Census data was combined with several surveys between 1982 and 1989. Their -mainly descriptive -analysis did not show a clear positive relation between innovations (measured as firms conducting R&D vs. firms not conducting R&D) and employment. With the upcoming availability of the CIS data, more studies about the employment effects of innovations were conducted in different countries. They also mostly fall in the category of papers that analyze employment growth rates as a question in the CIS questionnaire asks explicitly for the employment level at the start and the end year of the 3-year observation period of a CIS survey. Jaumandreu (2003) analyzed Spanish data and found positive effects of a product innovation measure while process innovations had no significant additional effect. Also studies for German CIS data exist. Peters (2004) analyzes employment growth between 1998 and 2000 in a similar way like Jaumandreu using the German CIS3 data. Product innovations show a significantly positive effect on employment growth whereas process innovations showed a negative effect for German manufacturing firms. Using German and Dutch CIS data, Blechinger et al. (1998) find positive effects of product as well as process innovation on employment growth for the Netherlands between 1988 and 1992 and for Germany between 1992 and 1994. A study by Harrison et al. (2005) compares available CIS data across countries. Especially product innovation drives employment growth, which is similar in most countries, but highest in Germany. The third type -panel studies -are the rarest ones. A first step in this direction is Greenan and Guellec (2000) , who use firm panel data, but they match it with a cross-sectional innovation survey. Their results show that innovating firms (and innovative sectors) have created more new jobs than non-innovating firms (less innovative sectors). Their results suggest that, at the firm level, process innovations play the more important role whereas at the sector level product innovations are more important. Panel analyses over a longer time horizon are the contributions of Smolny (1998 ), van Reenen (1997 and Rottmann and Ruschinski (1998) . Smolny (1998) Rottmann and Ruschinski (1998) carry out analyses with data from the Ifo Institute. The authors find, using a dynamic panel method, positive effects of product innovations, but process innovations showed no significant impact. All these studies, even the panel studies, are restricted to a relatively limited time horizon. In addition, most of these studies do not include any quality measures of the innovation outputs.
The estimation strategy
Our identification and estimation strategy combines different elements of the literature mentioned above. We extend the existing literature on innovation and employment not only in terms of a broader variety of innovation variables but also by applying a different estimation strategy. We assume that labor demand can be described by the following equation in levels,
where L is labor demand, Z is a measure for the technology used in the production process, Q is a measure for the quality of the product and X denotes a vector of additional control variables, which we specify in more detail after Equation (3). Taking log values (denoted by lower case letters) and differencing the equation (denoted by the difference operator ) leads to an equation in growth rates. This procedure basically is a first-difference panel approach, which accounts for the possible unobserved firm heterogeneity. Otherwise a spurious relationship between innovation and employment could be generated due to unmeasured factors that are reasonably stable over time like quality or risk tolerance of management. If such effects were present in the level equation, these time-constant firm specific effects drop out by taking first differences:
For the estimation of Equation (2) we need a measure for the progress in the applied technology ( z) and for the improvement in the product quality ( q). These changes in the levels can be approximated by our innovation variables. The implementation of a process innovation can be interpreted as the change in the production technology, and the introduction of a product innovation can be interpreted as a change in the product quality. In the empirical implementation we therefore use z = I Pc for the yearly progress in technology and analogous q = I Pd , where the dummy variables I Pc and I Pd denote the introduction of process innovations and product innovations. Since the unobserved firm effects are already differenced out, we can -following the first difference panel approach -estimate this differenced equation by least squares regressions. Equation (3) is a static version of a labor demand equation. Adjustment costs for employment and expectation formation will induce dynamics to Equation (3). Modeling these adjustment processes is a complex topic (Hamermesh/Pfann 1996) , especially within small firms. 2 Furthermore, innovations do not only have employment effects in the year of their introduction; they are likely to influence employment growth in the following years, too. Little is known about the delayed effects of innovation. Therefore, we use an estimation strategy employed in labor market analyses, where one does not expect instant (yearly) effects of different institutional arrangements on unemployment (e.g. Nickell 1997 and Blanchard/Wolfers 2000 . In this kind of analyses averages for longer time periods are calculated, usually for 5-year-periods, to smooth out the yearon-year noise and detect long-term effects of institutions on the labor market. Putting our main focus in this study on effects over a longer horizon, we apply this estimation technique and calculate average yearly growth rates over four and five year periods. In the following we suppress the subscript i for the firm.
with
The values of the variables are the calculated yearly average growth rates per period. So l t+τ,t /τ = (l t+τ − l t )/τ stands for the average yearly employment growth rate per firm within one period. For example, with τ = 4, we have the periods [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] and so on. Due to our sample of 22 years, we calculate averages for three 4-year periods and two 5-year periods. These are the periods from 1982-1986, 1987-1990, 1991-1995, 1996-1999 and 2000-2003. 3 By setting a border between 1990 and 1991 we also account for the problem that arises in data due to German reunification. All data up to 1990 refer to former West Germany; all data since 1991 refer to Germany. We use these periods as time units in our panel estimations. u t is an i.i.d. idiosyncratic error term. 4 As outlined after Equation (2) we approximate the average yearly growth rates (z t+τ − z t )/τ and (q t+τ −q t )/τ with the average number of years per period in which a firm gave a positive answer to the questions whether any process or product innovation was introduced. The variables in x include the average yearly growth rates per period of the real hourly wage rate and the real Gross Value Added in the sector. Since the wage rates of the individual firms are not observed, the average sectoral real hourly wage rate is used here as the best proxy available. Real Gross Value Added is included as a control variable for the overall demand situation in the respective sector. Additionally we introduce the variable l it as a regressor, which denotes the log of the employment start level of a firm in the respective period. l it controls for the possible differences of the growth rate in small and large firms. Or, in other words, it is a test for Gibrat's Law, which states that the growth rate of a firm is independent of the size of a firm (Gibrat 1931) . Many studies have dealt with the empirical test of Gibrats's Law, especially in manufacturing firms. The underlying result of these studies is that Gibrat's Law does often not hold in the manufacturing sector, especially for small firms (e.g. Sutton 1997 , for Germany: Wagner 1992 , Harhoff et al. 1998 ). There is a strong tendency that initially smaller firms tend to grow at a faster rate than initially large firms. Only for special samples, large manufacturing firms (Hall 1987 , Evans 1987 or for service firms (Audretsch et al. 2004) there are empirical results that lead to the assumption that Gibrat's Law is valid in these cases. Our estimation strategy might raise some concern about estimating causal effects. The reason for that is the problem of endogeneity of the innovation variables. They might be correlated with the error term of the labor demand function. But, following this argument, one has to keep in mind that the unobserved individual effects cannot be responsible for such a correlation since they dropped out as we use growth rates in our estimation equation. The only factor leading to an endogeneity problem might be a correlation of the innovation variables with the idiosyncratic error term, resulting from shocks affecting employment and innovation. In case of such a shock, a possible solution of this problem in our estimation strategy would be an instrumental variable strategy. The questionnaire contains two questions that might offer useful instruments. First, firms are asked which innovation impulses led the firm to start the innovation process and second, which factors hampered them. But most of these possible instruments can be excluded as not being exogenous to the error term. Only few variables, like external innovation impulses coming from technical literature or from patent specifications can be considered at all. As for factors hampering innovation, the choice is even more limited as all hampering factors that are available over the complete period relate to firm internal obstacles. In addition, the construction of these instruments leads to further problems. Beside the question of whether these instruments are uncorrelated with the error term, the construction of the survey questionnaire raises some concerns: This information is not available for all firms. Firms that indicated at the beginning of the questionnaire that no innovations were necessary do not answer these questions about innovation impulses and innovation obstacles. Therefore we have to make strong assumptions for those firms: Either we leave the instruments as missing for firms that responded that no innovation was necessary or we replace the missing information in innovation impulses and hampering factors by the value zero as a best approximation. This would be the strategy that is implicitly assumed in the questionnaire when respondents are led to jump over the detailed question when they considered innovation as not necessary. This strategy, however, raises again the problem of endogeneity. If innovation itself is considered to be endogenous, instruments that are set to zero if innovation was not necessary are also likely to be endogenous. Nevertheless, we tested both strategies. Replacing missing values by zero led -as expected -to a rejection in the Sargan test of the null hypothesis that the instruments are exogenous. Leaving the instruments as missing reduces the estimation sample dramatically. In these specifications the Sargan of overidentifying restrictions does not reject the null hypotheses and innovation itself is to be treated as exogenous according to Durbin-Wu-Hausman test. The questionnaire offers different innovation measures. The first one is the simple information of whether the firm has introduced any innovation during the last year. This information is available for product as well as for process innovations, a distinction proposed by theoretical models (see Section 2.1). One can argue that a potential drawback of the simple innovation variable is the lack of detailed information about the importance of the innovation. But, as the discussion for a "correct" measurement of innovation is still ongoing in the literature, we of course do not claim to have a perfect measure for innovation here. Other innovation variables like R&D or patents also have advantages and disadvantages. A comparison of the Ifo innovation measure with other popular measures is given in Lachenmaier and Wößmann (2006) . While the simple questions on having introduced innovations is a good starting point, it does not distinguish between different levels of importance of the innovations. Therefore we use additional questions of the Ifo Innovation Survey to introduce different levels in the importance of an innovation. 6 The first information we use is the question if any R&D was necessary for the implementation of the innovation. This sorts out innovations that stem only from spontaneous ideas and which reflect -with a greater probability -minor adjustments in existing products or production processes. Another information we use is whether any patent applications were filed during the innovation process. This should 5 Results are available from the authors on request. For example we use innovation impulses stemming from "technical literature" or "patent specifications" and the hampering factor of a "too low readiness of managers to support innovative activity" as instruments. This delivers a Sargan test of 10%, but the Durbin-Wu-Hausman test does not reject the null of the exogeneity of innovation with a p-value of 29%. 6 Many of the CIS related studies use the "share of sales related to new products" or the distinction between "products new to the market" and "products new to the firm" as indicators for the importance of product innovations (see e.g. Jaumandreu 2003 or Peters 2004 .
only be true for important and market relevant innovations because patent applications are expensive and are only filed if the expected revenues are larger than these costs. So we can use three different categories of innovations in our estimations, that reflect the importance of the innovations.
Descriptive statistics
The Ifo Innovation Survey consists of an unbalanced panel with 33,146 observations, collected from 7,014 firms over the 22 years from 1982 to 2003. The survey is conducted among German manufacturing firms. 7 But as described in our estimation strategy in Section 3, we do not use yearly data but the averages over four-or five-year periods. Therefore we will present descriptive statistics according to the observation units in our regressions, which are the average values per period. If a firm has not answered in all years during a period, we calculate the averages of the available observations as the best estimation for the whole period. Due to the estimation strategy we need for each firm at least two observations within one period to be able to calculate a growth rate. This leads to an unbalanced panel data set of 9,142 observations, which stem from 4,567 different firms. Note that the time index now refers to periods and no longer to single years. Detailed comparisons of the estimation sample and the original sample can be found in Tables A1  to A3 in the Appendix. The distribution of firms across industries and size classes remains very stable (Table A1 ). As descriptive statistics of the variables show (Tables A2), there are only small differences between the estimation sample and the original sample. Table  A3 gives detailed information about how often firms enter the estimation sample if we consider periods as time index. Table 1 shows the descriptive statistics of the estimation sample. The mean of the dependent variable -the average yearly employment growth rate per period -shows a negative sign. That means that the employment level in the average firm of our sample is slightly declining within a period. 8 This growth rate is measured as the difference in log values divided by the respective length of the period ((log L t+τ − log L t )/τ ). 9 Unfortunately, the dataset only allows to use employee headcounts as a measure for employment as the survey does not distinguish between part-time and full-time workers. The innovation variable is the average of how often a firm responded during a four or five year period with "yes" to the yearly question of whether an innovation was introduced. Thus, a firm that has innovated in all years has an innovation value of one, a firm that has not introduced any innovations during a period has an innovation value of zero and a firm that has reported an innovation in half of the years has an innovation value of 0.5. The sample mean of this variable is 0.497. But it is also important to know that in 2,964 cases (out of the 9,142 observations) firms have not innovated at all during a period (i.e. their average for the period equals zero) and in 2,903 cases, the innovation value is one, 7 The distribution of firms across industries and size classes can be found in Table A1 in the Appendix. 8 This does not necessarily imply that the overall employment level in an industry or in the whole economy is declining. Since we only observe manufacturing firms, these numbers might reflect a tendency towards a structural shift from manufacturing to service sectors. Another explanation might be a tendency to an increase in outsourcing. 9 Log L t+τ denotes the log of the employment level in the last year observed during a period, log L t denotes the log of the level of employment in the first year observed during a period and τ denotes the time between the first and the last year observed during a period. Notes: N denotes the number of different firms in the sample, n denotes the numbers of total observations, Avg. T denotes the average number of periods that a firm is in our estimation sample.
i.e. the firm has innovated in all observations during a period. This gives us 5,867 of 9,142 cases (equals 64%) where no change in the innovation variable is observed within one period. With our dataset we are able to split this variable into product and process innovations -which are not mutually exclusive, i.e. a firm can either tick no innovation, one of the innovation types or both types. The dataset shows that product innovations were implemented more often than process innovations.
We can further look at the innovations for which R&D was necessary or patent applications were filed. Product innovations with R&D were introduced by 33.2%, process innovations with R&D by 19.6%. For innovations for which patent applications were filed we find a very different share for product and process innovators. While product innovations with patent applications were indicated in 19.2%, process innovations with patent applications are very rare and are only indicated in 2.3% of our estimation sample. This very low number should be considered in the following regressions.
The employment start level, which is the number of employees in the first year of a period is, expressed in log values, on average 4.682. The next two variables of Table 1 are calculated as the average yearly growth rates within the corresponding period. The growth rate of the Gross Value Added on the industry level accounts for economic development of the corresponding industry. The mean value is slightly positive. Also as a control variable we include the sectoral real wage rate growth, which is on average also positive in our sample.
Results
In this section we present the results of several specifications of estimating Equation (3). In Section 5.1 we only distinguish between product and process innovations, in Section 5.2 we introduce different categories for both types of innovation. In Section 5.3 we present results for different firm sizes and different regional locations of the firm. Table 2 presents the regressions in which the innovation is split into product and process innovations, which are not mutually exclusive (see Section 4.2). The innovation variables are, as described in Section 3, the average per period of how many times the firms responded with "yes" to the yearly questions of whether any product (or process) innovations were introduced. So the regression coefficient has to be interpreted as the difference between a firm that has innovated each year during the period and a firm that had no innovation during the period. Regression coefficients are * significant at 10%; ** significant at 5%; *** significant at 1% Table 2 shows different specifications in terms of heteroskedasticity and of correlation between error terms, but as can be easily seen the difference in the standard errors is very small. Regression (1) shows standard OLS standard errors, Regression (2) corrects for possible heteroskedasticity and Regression (3) additionally relaxes the assumption of independency within the observations of the same firm in different time periods. The very small change in the size of the standard errors can be taken as a sign for a robust specification. In the following we will only present results which allow for heteroskedasticity and dependence of the idiosyncratic error terms within firms, as in Regression (3).
Product and process innovations
The control variables show the expected signs. The employment start level shows a negative sign and is significantly different from zero at the 1% level. This gives strong evidence for the hypothesis that large firms grow more slowly than smaller firms and thus contradicts Gibrat's Law. This finding is in line with other work analyzing Gibrat's Law in manufacturing industries (see Chapter 3). The sectoral Gross Value Added growth rate shows a positive sign and is significant at the 5% level. This is no surprise as this result shows that firms benefit from the sectoral development. The wage growth has a negative effect on employment. The coefficient can be interpreted as the wage elasticity. A one percent higher real hourly wage rate in the sector leads to a 0.4% smaller yearly employment growth rate in the firm. In all specifications dummy variables are included for the German states ("Bundeslaender"), for the industry sector on a NACE 2digit level and for the year intervals. 10 The variables of main interest, however, are the innovation variables. In these specifications we start with the simple innovation indicator variables. Both product and process innovations show a significantly positive effect on employment growth. Recall that in our estimation strategy, the innovation coefficient takes on the value zero if the firm has never innovated during a certain period and takes on the value one if it has innovated in each year of the period. Thus the size of the coefficient is to be interpreted as the difference between a firm that has never innovated within a period and a firm that has innovated in each year of a period. We can see that for product innovations this difference accounts for a 3.3% higher employment growth per year, for process innovations it is even higher at 5.7%, where both effects are significant at the 1% level. This result supports the hypothesis that the indirect effect of process innovations are present and firms pass on the productivity gains to lower prices and thus can also increase demand and employment. This result of a positive effect of process innovations on employment is not very present in other studies, but is in line with the results of Greenan and Guellec (2000) : They also find that process innovations lead to higher employment growth than product innovations at the firm level.
Categories of innovation
In this section we will further exploit the detailed questions about the innovation behavior of the Ifo Innovation Survey questionnaire and introduce different innovation categories as described in Chapter 4. On top of the simple product and process innovation variables we add variables that can be interpreted as a level of importance of the innovations introduced. For both product and process innovations, we also get the information if there were R&D activities necessary for the implementation of the innovation and if during the innovation process any patent applications were filed. These variables are to be interpreted as interaction variables since they can only take on a positive value if a product (or process) innovation was implemented. We present the results for these innovation variables in Table 3 . In Specification (4) we only distinguish between innovations, innovation with R&D and innovations with patent applications, i.e. we do not consider a distinction between product and process innovation. In Specification (5) we distinguish between both the importance and the type of innovation. As for the control variables they all show nearly exactly the same values as in the corresponding specifications above. Our main interest in these results lies in the different innovation variables. In Specification (4) we use the different categories of innovations. It confirms that the simple innovation variables are significant, and in addition we find that the question of whether R&D was necessary does not lend any support for the theory that these innovation have a higher effect on employment growth. But the innovations that were accompanied by a patent application show an additional significantly positive effect on the employment growth. Robust standard errors in parentheses * significant at 10%; ** significant at 5%; *** significant at 1%
In Specification (5) we split the innovation categories additionally into product and process innovations. Simple product and process innovations again show a significantly positive effect. R&D as in the specification before does not play a highly significant role. The negative coefficient for product innovations is surprising but not statistically significant at the 5% level. Product innovations accompanied by patent applications show a significantly additional positive effect, which is not the case for process innovations. But if we look at the numbers of how many firms have implemented process innovations accompanied by patent applications, this might explain the high standard error, which is responsible for the insignificance of the effect. Only 2.3% of our sample introduced process innovations with patent applications whereas 19% introduced product innovations with patent applications.
Robustness and heterogeneity of the effects
First we test the stability of our results with respect to the chosen lengths of the time periods -from 3-year periods to 9-year periods. In the first case there are three periods before reunification, beginning with the year 1982, and four periods after the reunification, ending with the year 2002. In the second case there is one period before (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) and one after (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) reunification. The effects show very similar behavior as in our preferred model described above. In the following, we therefore stick to the models with four-and five-year periods. 11
Second, we want to analyze if results differ between several subsamples. Therefore we spilt the sample according to firm size (Table 4 ) and firm location (Table 5) . We start with looking at the different effects across firm size classes. We present the results for firms with an employment start level (at the begin of a period) smaller than 200 employees and for firms with equal to or more than 200 employees. 12 Robust standard errors in parentheses * significant at 10%; ** significant at 5%; *** significant at 1%
Specification (6) shows that for smaller firms the employment start level and the wage growth remain significant, but the sectoral GVA growth rate does not show a significant effect any more. For larger firms (Specification (7)), the employment start level is also still significant, but the wage growth and GVA growth show different effects than for smaller firms. The sectoral real wage growth is no longer significant, though the point estimate remains almost the same, but the standard error increased. The sectoral GVA growth shows strong significance for larger firms. This result -together with the insignificant coefficient of Specification (6) -is not too surprising since the large firms are the ones that are mainly responsible for the sectoral figures. The negative sign of the employment start level is again in line with earlier findings in the literature, that Gibrat's Law does not hold in the manufacturing sector. The absolute value of the coefficient is smaller for large firms, i.e. there is a tendency that Gibrat's Law is more relevant in the sub-sample of large firms. This is in line with other empirical work on Gibrat's Law (e.g. Sutton 1997 , for Germany: Wagner 1992 , Harhoff et al. 1998 . But also the innovation variables show different effects. For small firms we find significantly positive effects for both types of innovation, with the coefficients being a bit higher than in our baseline Specification (3). For large firms it is interesting to see that product innovations do not affect the employment growth significantly. Only process innovations show a significantly positive effect. Standard errors do not increase strongly, so the insignificance is not due to a lack of statistical power. So a conclusion here would be that both product and process innovations are important only for small firms to grow; in large firms it seems to be more important to improve the production technology by implementing new process innovations. The second test for heterogeneous effects accounts for a split of the sample between West and East German firms. Therefore, we only take the data from 1991 to today. For this newer time period we have both former West German firms and former East German firms in our sample and are able to distinguish between these two groups. In Table 5 we distinguish in the location of the firm. Robust standard errors in parentheses * significant at 10%; ** significant at 5%; *** significant at 1%
Specification (8) presents results for the years between 1991 and 2003 for whole Germany. Comparing these results with Table 2 ( one can find only minor differences in the estimation results. After 1991 the product innovations show significant positive effect of about the same size as process innovations. For firms located in West Germany (Specification (9)) we find very similar effects to the overall estimates. But the effect on yearly employment growth of the sectoral GVA growth in former East Germany (Specification (10)) is only about one third of the effect in West Germany. Also for firms in former East Germany only product innovations show a significant effect. It seems more important to introduce new products than to improve the production technology. However, this result is less clear. On the one hand, the coefficient of the process innovation variable decreases but on the other hand its standard error increases strongly in Specification (10).
Conclusions
This paper contributes to the literature on the employment effects of innovation. Our empirical analyses were based on a uniquely long time period of innovation data and, in addition, we introduced different categories of innovation which can be interpreted as different importance levels of the innovations. Our analysis gives strong evidence that innovations have a significantly positive effect on employment growth in German manufacturing firms. This is true for both types of innovations: for the introduction of product innovations as well as for the implementation of process innovations. Process innovations showed a higher effect on the employment growth rate than product innovations in most cases.
Looking at different innovation categories, it does not seem to have a significant additional effect if the innovations are based on R&D efforts. But one can identify an additional positive effect for product innovations that involved patent applications. These innovations seem to be of a higher importance for employment growth than the broader defined innovations. We also tested for heterogeneous effects. First, we tested the effects of innovation on employment for different firm sizes. As it turned out, only process innovations have a significant effect in large firms, whereas in small firms both types of innovation are significantly positive. A split between West and East German firms is not without problems, as our East German sample is relatively small and standard errors increase in this regression. However, product innovations are still strongly significant in East Germany, while the coefficient for process innovations decreases. In West Germany results are very similar to overall results and do not differ very much between the periods before and after the reunification. Further research will delve into the dynamics of the adjustment processes by using the yearly data of the innovation survey and dynamic panel analysis methods.
A. Data Set
We use the Ifo Innovation Survey for our study. This survey is conducted yearly by the Ifo Institute for Economic Research in Munich, Germany. It covers all manufacturing sectors, all firm size classes and collects information from about 1500 respondents per year. 13 For our analyses we use the survey from 1982 to 2004. The distribution of responding firms is given in Table A1 . The numbers before the slash denote the number of firms in our estimation sample. The numbers after the slash denote the distribution in the original Ifo Innovation Survey sample. Remember that we lose observations due to our estimation strategy described in Chapter 3. But, as we can see from Table A1 the distribution hardly changes. Table A1 compares the size of the firms in their first year of appearance in the sample. Table A2 compares descriptive statistics for the estimation sample and the original sample. The descriptive statistics also do not reveal any large differences between the estimation sample and the original sample. The employment variable is slightly higher in the original sample. However, this variable is not completely comparable. For the estimation sample, this number refers to the average of the firm size in the first year of observation within a period. For the original sample we simply use the total average of all observations in the sample. The innovation variables do even show less differences. The mean values of the innovation and also of the two types of innovation remain almost unchanged. Table A3 shows how often the firms responded in our estimation sample. Remember that the time index does not refer to single years but rather to time periods as described in Chapter 3. Also remember, that we need at least two observations of a firm within one time period to be able to calculate yearly average growth rates within one period. As we can see in Table A3 , 254 firms answered at least twice in all five time periods. For 353 firms we have the necessary information for four time periods. This goes on to 2,178 firms which we observe only for one period. (17) -0.039** (0.017) Man. of wearing apparel (18) -0.015 (0.025) Tanning and dressing of leather (19) -0.037 (0.027) Man. of wood and wood products (20) -0.034** (0.016) Man. of pulp, paper and paper products (21) 0.008 (0.014) Publishing and printing (22) -0.002 (0.012) Man. of coke, and petroleum products (23) 0.001 (0.075) Man. of chemicals (24) -0.020 (0.020) Man. of rubber and plastic products (25) -0.027** (0.013) Man. of other non-metallic mineral products (26 Robust standard errors in parentheses * significant at 10%; ** significant at 5%; *** significant at 1% Residual categories: Year 1982 -1986 
