Introduction
Many of the components used in nuclear energy systems are exposed to high-energy neutrons, which are a by-product of the energy-producing nuclear reactions. In the case of current fission reactors, these neutrons are the result of uranium fission, whereas in future fusion reactors employing deuterium (D) and tritium (T) as fuel, the neutrons are the result of DT fusion. Spallation neutron sources, which are used for a variety of material research purposes, generate neutrons as a result of spallation reactions between a high-energy proton beam and a heavy metal target. Neutron exposure can lead to substantial changes in the microstructure of the materials, which are ultimately manifested as observable changes in component dimensions and changes in the material's physical and mechanical properties as well. For example, radiation-induced void swelling can lead to density changes greater than 50% in some grades of austenitic stainless steels 1 and changes in the ductile-to-brittle transition temperature greater than 200 C have been observed in the low-alloy steels used in the fabrication of reactor pressure vessels. 2, 3 These phenomena, along with irradiation creep and radiation-induced solute segregation are discussed extensively in the literature 4 and in more detail elsewhere in this comprehensive volume (e.g., see Chapter 1.03, Radiation-Induced Effects on Microstructure; Chapter 1.04, Effect of Radiation on Strength and Ductility of Metals and Alloys; and Chapter 1.05, Radiation-Induced Effects on Material Properties of Ceramics (Mechanical and Dimensional)). The objective of this chapter is to describe the process of primary damage production that gives rise to macroscopic changes. This primary radiation damage event, which is referred to as an atomic displacement cascade, was first proposed by Brinkman in 1954. 5, 6 Many aspects of the cascade damage production discussed below were anticipated in Brinkman's conceptual description.
In contrast to the time scale required for radiationinduced mechanical property changes, which is in the range of hours to years, the primary damage event that initiates these changes lasts only about 10 À11 s. Similarly, the size scale of displacement cascades, each one being on the order of a few cubic nanometers, is many orders of magnitude smaller than the large structural components that they affect. Although interest in displacement cascades was initially limited to the nuclear industry, cascade damage production has become important in the solid state processing practices of the electronics industry also. 7 The cascades of interest to the electronics industry arise from the use of ion beams to fabricate, modify, or analyze materials for electronic devices. Another related application is the modification of surface layers by ion beam implantation to improve wear or corrosion resistance of materials. 8 The energy and mass of the particle that initiates the cascade provide the principal differences between the nuclear and ion beam applications. Neutrons from nuclear fission and DT fusion have energies up to about 20 MeV and 14.1 MeV, respectively, while the peak neutron energy in spallation neutron sources reaches as high as the energy of the incident proton beam, $1 GeV in modern sources. 9 The neutron mass of one atomic mass unit (1 a.m.u.$1.66 Â 10 -27 kg) is much less than that of the mid-atomic weight metals that comprise most structural alloys. In contrast, many ion beam applications involve relatively low-energy ions, a few tens of kiloelectronvolts, and the mass of both the incident particle and the target is typically a few tens of atomic mass unit. The use of somewhat higher energy ion beams as a tool for investigating neutron irradiation effects is discussed in Chapter 1.07, Radiation Damage Using Ion Beams.
This chapter will focus on the cascade energies of relevance to nuclear energy systems and on iron, which is the primary component in most of the alloys employed in these systems. However, the description of the basic physical mechanisms of displacement cascade formation and evolution given below is generally valid for any crystalline metal and for all of the applications mentioned above. Although additional physical processes may come into play to alter the final defect state in ionic or covalent materials due to atomic charge states, 10 the ballistic processes observed in metals due to displacement cascades are quite similar in these materials. This has been demonstrated in molecular dynamics (MD) simulations in a range of ceramic materials. [11] [12] [13] [14] [15] Finally, synergistic effects due to nuclear transmutation reactions will not be addressed; the most notable of these, helium production by (n,a) reactions, is the topic of Chapter 1.06, The Effects of Helium in Irradiated Structural Alloys.
Description of Displacement Cascades
In a crystalline material, a displacement cascade can be visualized as a series of elastic collisions that is initiated when a given atom is struck by a high-energy neutron (or incident ion in the case of ion irradiation). The initial atom, which is called the primary knock-on atom (PKA), will recoil with a given amount of kinetic energy that it dissipates in a sequence of collisions with other atoms. The first of these are termed secondary knock-on atoms and they will in turn lose energy to a third and subsequently higher ordered knock-ons until all of the energy initially imparted to the PKA has been dissipated. Although the physics is slightly different, a similar event has been observed on billiard tables for many years.
Perhaps the most important difference between billiards and atomic displacement cascades is that an atom in a crystalline solid experiences the binding forces that arise from the presence of the other atoms. This binding leads to the formation of the crystalline lattice and the requirement that a certain minimum kinetic energy must be transferred to an atom before it can be displaced from its lattice site. This minimum energy is called the displacement threshold energy (E d ) and is typically 20 to 40 eV for most metals and alloys used in structural applications. 16 If an atom receives kinetic energy in excess of E d , it can be transported from its original lattice site and come to rest within the interstices of the lattice. Such an atom constitutes a point defect in the lattice and is called an interstitial or interstitial atom. In the case of an alloy, the interstitial atom may be referred to as a self-interstitial atom (SIA) if the atom is the primary alloy component (e.g., iron in steel) to distinguish it from impurity or solute interstitials. The SIA nomenclature is also used for pure metals, although it is somewhat redundant in that case. The complementary point defect is formed if the original lattice site remains vacant; such a site is called a vacancy (see Chapter 1.01, Fundamental Properties of Defects in Metals for a discussion of these defects and their properties). Vacancies and interstitials are created in equal numbers by this process and the name Frenkel pair is used to describe a single, stable interstitial and its related vacancy. Small clusters of both point defect types can also be formed within a displacement cascade.
The kinematics of the displacement cascade can be described as follows, where for simplicity we consider the case of nonrelativistic particle energies with one particle initially in motion with kinetic energy E 0 and the other at rest. In an elastic collision between two such particles, the maximum energy transfer (E m ) from particle (1) to particle (2) is given by
where A 1 and A 2 are the atomic masses of the two particles. Two limiting cases are of interest. If particle 1 is a neutron and particle 2 is a relatively heavy element such as iron, E m $ 4E 0 /A. Alternately, if A 1 ¼ A 2 , any energy up to E 0 can be transferred. The former case corresponds to the initial collision between a neutron and the PKA, while the latter corresponds to the collisions between lattice atoms of the same mass.
Beginning with the work of Brinkman mentioned above, various models were proposed to compute the total number of atoms displaced by a given PKA as a function of energy. The most widely cited model was that of Kinchin and Pease. 17 Their model assumed that between a specified threshold energy and an upper energy cut-off, there was a linear relationship between the number of Frenkel pair produced and the PKA energy. Below the threshold, no new displacements would be produced. Above the high-energy cut-off, it was assumed that the additional energy was dissipated in electronic excitation and ionization. Later, Lindhard and coworkers developed a detailed theory for energy partitioning that could be used to compute the fraction of the PKA energy that was dissipated in the nuclear system in elastic collisions and in electronic losses. 18 This work was used by Norgett, Robinson, and Torrens (NRT) to develop a secondary displacement model that is still used as a standard in the nuclear industry and elsewhere to compute atomic displacement rates. 19 The NRT model gives the total number of displaced atoms produced by a PKA with kinetic energy E PKA as
where E d is an average displacement threshold energy. 16 The determination of an appropriate average displacement threshold energy is somewhat ambiguous because the displacement threshold is strongly dependent on crystallographic direction, and details of the threshold surface vary from one potential to another. An example of the angular dependence is shown in Figure 1 , 20 for MD simulations in iron obtained using the Finnis-Sinclair potential. 21 Moreover, it is not obvious how to obtain a unique definition for the angular average. Nordlund and coworkers 22 provide a comparison of threshold behavior obtained with 11 different iron potentials and discusses several different possible definitions of the displacement threshold energy. The factor T d in eqn [2] is called the damage energy and is a function of E PKA . The damage energy is the amount of the initial PKA energy available to cause atomic displacements, with the fraction of the PKA's initial kinetic energy lost to electronic excitation being responsible for the difference between E PKA and T d . The ratio of T d to E PKA for iron is shown in Figure 2 as a function of PKA energy, where the analytical fit to Lindhard's theory described by Norgett and coworkers 19 has been used to obtain T d . Note that a significant fraction of the PKA energy is dissipated in electronic processes even for energies as low as a few kiloelectronvolts. The factor of 0.8 in eqn [2] accounts for the effects of realistic (i.e., other than hard sphere) atomic scattering; the value was obtained from an extensive cascade study using the binary collision approximation (BCA). 23, 24 The number of stable displacements (Frenkel pair) predicted by both the original Kinchin-Pease model and the NRT model is shown in Figure 3 as a function of the PKA energy. The third curve in the figure will be discussed below in Section 1.11.3. The MD results presented in Section 1.11.4.2 indicate that n NRT overestimates the total number of Frenkel pair that remain after the excess kinetic energy in a displacement cascade has been dissipated at about 10 ps. Many more defects than this are formed during the collisional phase of the cascade; however, most of these disappear as vacancies and interstitials annihilate one another in spontaneous recombination reactions.
One valuable aspect of the NRT model is that it enabled the use of atomic displacements per atom (dpa) as an exposure parameter, which provides a common basis of comparison for data obtained in different types of irradiation sources, for example, different neutron energy spectra, ion irradiation, or electron irradiation. The neutron energy spectrum can vary significantly from one reactor to another depending on the reactor coolant and/or moderator (water, heavy water, sodium, graphite), which leads to differences in the PKA energy spectrum as will be discussed below. This can confound attempts to correlate irradiation effects data on the basis of parameters such as total neutron fluence or the fluence above some threshold energy, commonly 0.1 or 1.0 MeV. More importantly, it is impossible to correlate any given neutron fluence with a charged particle fluence. However, in any of these cases, the PKA energy spectrum and corresponding damage energies can be calculated and the total number of displacements obtained using eqn [2] in an integral calculation. Thus, dpa provides an environmentindependent radiation exposure parameter that in many cases can be successfully used as a radiation damage correlation parameter. 25 As discussed below, aspects of primary damage production other than simply the total number of displacements must be considered in some cases.
Computational Approach to Simulating Displacement Cascades
Given the short time scale and small volume associated with atomic displacement cascades, it is not currently possible to directly observe their behavior by any available experimental method. Some of their characteristics have been inferred by experimental techniques that can examine the fine microstructural features that form after low doses of irradiation. The experimental work that provides the best estimate of stable Frenkel pair production involves cryogenic irradiation and subsequent annealing while measuring a parameter such as electrical resistivity. 26, 27 Less direct experimental measurements include small angle neutron scattering, 28 X-ray scattering, 29 positron annihilation spectroscopy, 30 and field ion microscopy. 31 More broadly, transmission electron microscopy (TEM) has been used to characterize the small point defect clusters such as microvoids, dislocation loops, and stacking fault tetrahedra that are formed as the cascade collapses. [32] [33] [34] [35] [36] The primary tool for investigating radiation damage formation in displacement cascades has been computer simulation using MD, which is a computationally intensive method for modeling atomic systems on the time and length scales appropriate to displacement cascades. The method was pioneered by Vineyard and coworkers at Brookhaven National Laboratory, 37 and much of the early work on atomistic simulations is collected in a review by Beeler. 38 Other methods, such as those based on the BCA, 20, 21 have also been used to study displacement cascades. The binary collision models are well suited for very highenergy events, which require that the interatomic potential accurately simulate only close encounters between pairs of atoms. This method requires substantially less computer time than MD but provides less detailed information about lower energy collisions where many-body effects become important. In addition, in-cascade recombination and clustering can only be treated parametrically in the BCA. When the necessary parameters have been calibrated using the results of an appropriate database of MD cascade results, the BCA codes have been shown to reproduce the results of MD simulations reasonably well. 39, 40 A detailed description of the MD method is given in Chapter 1.09, Molecular Dynamics, and will not be repeated here. Briefly, the method relies on obtaining a sufficiently accurate analytical interatomic potential function that describes the energy of the atomic system and the forces on each atom as a function of its position relative to the other atoms in the system. This function must account for both attractive and repulsive forces to obtain the appropriate stable lattice configuration. Specific values for the adjustable coefficients in the function are obtained by ensuring that the interatomic potential leads to reasonable agreement with measured material parameters such as the lattice parameter, lattice cohesive energy, single crystal elastic constants, melting temperature, and point defect formation energies. The process of developing and fitting interatomic potentials is the subject of Chapter 1.10, Interatomic Potential Development. One unique aspect arises when using MD and an empirical potential to investigate radiation damage, viz. the distance of closest approach for highly energetic atoms is much smaller than that obtained in any equilibrium condition. Most potentials are developed to describe equilibrium conditions and must be modified or 'stiffened' to account for these short-range interactions. Chapter 1.10, Interatomic Potential Development, discusses a common approach in which a screened Coulomb potential is joined to the equilibrium potential for this purpose. However, as Malerba points out, 41 critical aspects of cascade behavior can be sensitive to the details of this joining process.
When this interatomic potential has been derived, the total energy of the system of atoms being simulated can be calculated by summing over all the atoms. The forces on the atoms are obtained from the gradient of the interatomic potential. These forces can be used to calculate the atom's accelerations according to Newton's second law, the familiar F ¼ ma (force ¼ mass Â acceleration), and the equations of motion for the atoms can be solved by numerical integration using a suitably small time step. At the end of the time step, the forces are recalculated for the new atomic positions and this process is repeated as long as necessary to reach the time or state of interest. For energetic PKA, the initial time step may range from $1 to 10 Â 10 À18 s, with the maximum time step limited to $1-10 Â 10 À15 s to maintain acceptable numerical accuracy in the integration. As a result, MD cascade simulations are typically not run for times longer than 10-100 ps. With periodic boundary conditions, the size of the simulation cell needs to be large enough to prevent the cascade from interacting with periodic images of itself. Higher energy events therefore require a larger number of atoms in the cell. Typical MD cascade energies and the approximate number of atoms required in the simulation are listed in Table 1 . With periodic boundaries, it is important that the cell size be large enough to avoid cascade self-interaction. For a given energy, this size depends on the material and, for a given material, on the interatomic potential used. Different interatomic potentials may predict significantly different cascade volumes, even though little variation is eventually found in the number of stable Frenkel pair. 42 Using a modest number of processors on a modern parallel computer, the clock time required to complete a high-energy simulation with several million atoms is generally less than 48 h. Longer-term evolution of the cascade-produced defect structure can be carried out using Monte Carlo (MC) methods as discussed in Chapter 1.14, Kinetic Monte Carlo Simulations of Irradiation Effects.
The process of conducting a cascade simulation requires two steps. First, a block of atoms of the desired size is thermally equilibrated. This permits the lattice thermal vibrations (phonon waves) to be established for the simulated temperature and typically requires a simulation time of approximately 10 ps. This equilibrated atom block can be saved and used as the starting point for several subsequent cascade simulations. Subsequently, the cascade simulations are initiated by giving one of the atoms a defined amount of kinetic energy, E MD , in a specified direction. Statistical variability can be introduced by either further equilibration of the starting block, choosing a different PKA or PKA direction, or some combination of these. The number of simulations required at any one condition to obtain a good statistical description of defect production is not large. Typically, only about 8-10 simulations are required to obtain a small standard error about the mean number of defects produced; the scatter in defect clustering parameters is larger. This topic will be discussed further below when the results are presented. Most of the cascade simulations discussed below were generated using a [135] PKA direction to minimize directional effects such as channeling and directions with particularly low or high displacement thresholds. The objective has been to determine mean behavior, and investigations of the effect of PKA direction generally indicate that mean values obtained from [135] cascades are representative of the average defect production expected in cascades greater than about 1 keV. 43 A stronger influence of PKA direction can be observed at lower energies as discussed in Stoller and coworkers. 44, 45 In the course of the simulation, some procedure must be applied to determine which of the atoms should be characterized as being in a defect state for the purpose of visualization and analysis. One approach is to search the volume of a Wigner-Seitz cell, which is centered on one of the original, perfect lattice sites. An empty cell indicates the presence of a vacancy and a cell containing more than one atom indicates an interstitial-type defect. A more simple geometric criterion has been used to identify defects in most of the results presented below. A sphere with a radius equal to 30% of the iron lattice parameter is Relevant to D-T fusion energy production.
centered on the perfect lattice sites, and a search similar to that just described for the Wigner-Seitz cell is carried out. Any atom that is not within such a sphere is identified as part of an interstitial defect and each empty sphere identifies the location of a vacancy. The diameter of the effective sphere is slightly less than the spacing of the two atoms in a dumbbell interstitial (see below). A comparison of the effective sphere and Wigner-Seitz cell approaches found no significant difference in the number of stable point defects identified at the end of cascade simulation, and the effective sphere method is faster computationally. The drawback to this approach is that the number of defects identified by the algorithm must be corrected to account for the nature of the interstitial defect that is formed. In order to minimize the lattice strain energy, most interstitials are found in the dumbbell configuration; the energy is reduced by distributing the distortion over multiple lattice sites. In this case, the single interstitial appears to be composed of two interstitials separated by a vacancy. In other cases, the interstitial configuration is extended further, as in the case of the crowdion in which an interstitial may be visualized as three displaced atoms and two empty lattice sites. These interstitial configurations are illustrated in Figure 4 , which uses the convention adopted throughout this chapter, that is, vacancies are displayed as red spheres and interstitials as green spheres. A simple postprocessing code was used to determine the true number of point defects, which are reported below. Most MD codes describe only the elastic collisions between atoms; they do not account for energy loss mechanisms such as electronic excitation and ionization. Thus, the initial kinetic energy, E MD , given to the simulated PKA in MD simulations is more analogous to T d in eqn [2] than it is to the PKA energy, which is the total kinetic energy of the recoil in an actual collision. Using the values of E MD in Table 1 as a basis, the corresponding E PKA and n NRT for iron, and the ratio of the damage energy to the PKA energy, have been calculated using the procedure described in Norgett and coworkers. 19 and the recommended 40 eV displacement threshold. 16 These values are also listed in Table 1 , along with the neutron energy that would yield E PKA as the average recoil energy in iron. This is one-half of the maximum energy given by eqn [1] . As mentioned above, the difference between the MD cascade energy, or damage energy, and the PKA energy increases as the PKA energy increases. Discussions of cascade energy in the literature on MD cascade simulations are not consistent with respect to the use of the term PKA energy. The third curve in Figure 3 shows the calculated number of Frenkel pair predicted by the NRT model if the PKA energy is used in eqn [2] rather than the damage energy. The difference between the two sets of NRT values is substantial and is a measure of the ambiguity associated with being vague in the use of terminology. It is recommended that the MD cascade energy should not be referred to as the PKA energy. For the purpose of comparing MD results to the NRT model, the MD cascade energy should be considered as approximately equal to the damage energy (T d in eqn [2] ).
In reality, energetic atoms lose energy continuously by a combination of electronic and nuclear reactions, and the typical MD simulation effectively deletes the electronic component at time zero. The effects of continuous energy loss on defect production have been investigated in the past using a damping term to slowly remove kinetic energy. 46 The related issues of how this extracted energy heats the electron system and the effects of electron-phonon coupling on local temperature have also been examined. [47] [48] [49] [50] More recently, computational and algorithmic advances have enabled these phenomena to be investigated with higher fidelity. 51 Some of the work just referenced has shown that accounting for the electronic system has a modest quantitative effect on defect formation in displacement cascades. For example, Gao and coworkers found a systematic increase in defect formation as they increased the effective electron-phonon coupling in 2, 5, and 10 keV cascade simulations in iron, 50 and a similar effect was reported z [111] [110]
[111] Figure 4 Typical configurations for interstitials created in displacement cascades: [110] and [111] dumbbells and [111] crowdion.
by Finnis and coworkers. 47 However, the primary physical mechanisms of defect formation that are the focus of this chapter can be understood in the absence of these effects.
Results of MD Cascade Simulations in Iron
MD simulations have been employed to investigate displacement cascade evolution in a wide range of materials. The literature is sufficiently broad that any list of references will be necessarily incomplete; Malerba, 41 Stoller, 43 and others [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] provide only a representative sample. Additional references will be given below as specific topics are discussed. The recent review by Malerba 41 provides a good summary of the research that has been done on iron. These MD investigations of displacement cascades have established several consistent trends in primary damage formation in a number of materials. These trends include (1) the total number of stable point defects produced follows a power-law dependence on the cascade energy over a broad energy range, (2) the ratio of MD stable displacements divided by the number obtained from the NRT model decreases with energy until subcascade formation becomes prominent, (3) the in-cascade clustering fraction of the surviving defects increases with cascade energy, and (4) the effect of lattice temperature on the MD results is rather weak. Two additional observations have been made regarding in-cascade clustering in iron, although the fidelity of these statements depends on the interatomic potential employed. First, the interstitial clusters have a complex, three-dimensional (3D) morphology, with both sessile and glissile configurations. Mobile interstitial clusters appear to glide with a low activation energy similar to that of the monointerstitial ($0.1-0.2 eV). 71 Second, the fraction of the vacancies contained in clusters is much lower than the interstitial clustering fraction. Each of these points will be discussed further below.
The influence of the interatomic potential on cascade damage production has been investigated by several researchers. 42, [72] [73] [74] Such comparisons generally show only minor quantitative differences between results obtained with interatomic potentials of the same general type, although the differences in clustering behavior are more significant with some potentials. Variants of embedded atom or Finnis-Sinclair type potential functions (see Chapter 1.10, Interatomic Potential Development) have most often been used.
However, more substantial differences are sometimes observed that are difficult to correlate with any known aspect of the potentials. The analysis recently reported by Malerba 41 is one example. In this case, it appears that the formation of replacement collision sequences (RCS) (discussed in Section 1.11.4.1) was very sensitive to the range over which the equilibrium part of the potential was joined to the more repulsive pair potential that controls short-range interactions. This changed the effective cascade energy density and thereby the number of stable defects produced.
Therefore, in order to provide a self-consistent database for illustrating cascade damage production over a range of temperatures and energies and to provide examples of secondary variables that can influence this production, the results presented in this chapter will focus on MD simulations in iron using a single interatomic potential. 43, 53, 54, [64] [65] [66] [67] [68] This potential was originally developed by Finnis and Sinclair 21 and later modified for cascade simulations by Calder and Bacon. 58 The calculations were carried out using a modified version of the MOLDY code written by Finnis. 75 The computing time with this code is almost linearly proportional to the number of atoms in the simulation. Simulations were carried out using periodic, Parrinello-Rahman boundary conditions at constant pressure. 76 As no thermostat was applied to the boundaries, the average temperature of the simulation cell was increased as the kinetic energy of the PKA was dissipated. The impact of this heating appears to be modest based on the observed effects of irradiation temperature discussed below, and on the results observed in the work of Gao and coworkers. 77 A brief comparison of the iron cascade results with those obtained in other metals will be presented in Section 1.11.5.
The primary variables studied in these cascade simulations is the cascade energy, E MD , and the irradiation temperature. The database of iron cascades includes cascade energies from near the displacement threshold ($100 eV) to a 200 keV, and temperatures in the range of 100-900 K. In all cases, the evolution of the cascade has been followed to completion and the final defect state determined. Typically this is reached after a few picoseconds for the low-energy cascades and up to $15 ps for the highest energy cascades. Because of the variability in final defect production for similar initial conditions, several simulations were conducted at each energy to produce statistically meaningful average values. The parameters of most interest from these studies are the number of surviving point defects, the fraction of these defects that are found in clusters, and the size distribution of the point defect clusters. The total number of point defects is a direct measure of the residual radiation damage and the potential for longrange mass transport and microstructural evolution. In-cascade defect clustering is important because it can promote microstructural evolution by eliminating the cluster nucleation phase.
The parameters used in the following discussion to describe results of MD cascade simulations are the total number of surviving point defects and the fraction of the surviving defects contained in clusters. The number of surviving defects will be expressed as a fraction of the NRT displacements listed in Table 1 , whereas the number of defects in clusters will be expressed as either a fraction of the NRT displacements or a fraction of the total surviving MD defects. Alternate criteria were used to define a point defect cluster in this study. In the case of interstitial clusters, it was usually determined by direct visualization of the defect structures. The coordinated movement of interstitials in a given cluster can be clearly observed. Interstitials bound in a given cluster were typically within a second nearest-neighbor (NN) distance, although some were bound at third NN. The situation for vacancy clusters will be discussed further below, but vacancy clustering was assessed using first, second, third, and fourth NN distances as the criteria. The vacancy clusters observed in iron tend to not exhibit a compact structure according to these definitions. In order to analyze the statistical variation in the primary damage parameters, the mean value (M), the standard deviation about the mean (s), and the standard error of the mean (e) have been calculated for each set of cascades conducted at a given energy and temperature. The standard error of the mean is calculated as e ¼ s/n 0.5 , where n is the number of cascade simulations completed. 78 The standard error of the mean provides a measure of how well the sample mean represents the actual mean. For example, a 90% confidence limit on the mean is obtained from 1.86e for a sample size of nine. 79 These statistical quantities are summarized in Table 2 for a representative subset of the iron cascade database. 
Cascade Evolution and Structure
The evolution of displacement cascades is similar at all energies, with the development of a highly energetic, disordered core region during the initial, collisional phase of the cascade. Vacancies and interstitials are created in equal numbers, and the number of point defects increases sharply until a peak value is reached. Depending on the cascade energy, this occurs at a time in the range of 0.1-1 ps. This evolution is illustrated in Figure 5 for a range of cascade energies, where the number of vacancies is shown as a function of the cascade time. Many vacancyinterstitial pairs are in quite close proximity at the time of peak disorder. An essentially athermal process of in-cascade recombination of these close pairs takes place as they lose their kinetic energy. This leads to a reduction in the number of defects until a quasisteady-state value is reached after about 5-10 ps.
As interstitials in iron are mobile even at 100 K, further short-term recombination occurs between some vacancy-interstitial pairs that were initially separated by only a few atomic jump distances. Finally, a stage is reached where the remaining point defects are sufficiently well separated that further recombination is unlikely on the time scale (a few hundred picoseconds) accessible by MD. Note that the number of stable Frenkel pair is actually somewhat lower than the value shown in Figure 5 because the values obtained using the effective sphere identification procedure were not corrected to account for the interstitial structure discussed above.
A mechanism known as RCS may help explain some aspects of cascade structure. 24, 41 An RCS can be visualized as an extended defect along a closepacked row of atoms. When the first atom is pushed off its site, it dissipates some energy and pushes a second atom into a third, and so on. When the last atom in this chain is unable to displace another, it is left in an interstitial site with the original vacancy several atomic jumps away. Thus, RCSs provide a mechanism of mass transport that can efficiently separate vacancies from interstitials. The explanation is consistent with the observed tendency for the final cascade state to be characterized by a vacancy-rich central region that is surrounded by a region rich in interstitial-type defects. However, although RCSs are observed, particularly in low-energy cascades, they do not appear to be prominent enough to explain the defect separation observed in higher energy cascades. 58 Visualization of cascade dynamics indicates that the separation occurs by a more collective motion of multiple atoms, and recent work by Calder and coworkers has identified a shockwave-induced mechanism that leads to the formation of large interstitial clusters at the cascade periphery. 80 This mechanism will be discussed further in Section 1.11.4.3.1. Coherent displacement events involving many atoms have also been reported by Nordlund and coworkers. Defect production tends to be dominated by a series of simple binary collisions at low PKA energies, while the more collective, cascade-like behavior dominates at higher energies. The structure of typical 1 and 20 keV cascades is shown in Figure 6 , where parts (a) and (b) show the peak damage state and (c) and (d) show the final defect configurations. The MD cells contained 54 000 and 432 000 atoms for the 1 and 20 keV simulations, respectively. Only the vacant lattice sites and interstitial atoms identified by the effective sphere approach described above are shown. The separation of vacancies from interstitials can be seen in the final defect configurations; it is more obvious in the 1 keV cascade because there are fewer defects present. In addition to isolated point defects, small interstitial clusters are also clearly observed in the 20 keV cascade debris in Figure 6 (d). In-cascade clustering is discussed further in Section 1.11.4.3.
The morphology of the 20 keV cascade in Figure 6 (b) exhibits several lobes which are evidence of a phenomenon known as subcascade formation. 82 At low energies, the PKA energy tends to be dissipated in a small volume and the cascades appear as compact, sphere-like entities as illustrated by the 1 keV cascade in Figure 6 (a). However, at higher energies, some channeling 82, 83 of recoil atoms may occur. This is a result of the atom being scattered into a relatively open lattice direction, which may permit it to travel some distance while losing relatively little energy in low-angle scattering events. The channeling is typically terminated in a highangle collision in which a significant fraction of the recoil atom's energy is transmitted to the next generation knock-on atom. When significant subcascade formation occurs, the region between high-angle collisions can be relatively defect-free as the cascade develops. This evolution is clearly shown in Figure 7 for a 40 keV cascade, where the branching due to high-angle collisions is observed on a time scale of a few hundreds of femto seconds. One practical implication of subcascade formation is that very high-energy cascades break up into what looks like a group of lower energy cascades. An example of subcascade formation in a 100 keV cascade is shown in Figure 8 where the results of 5 and 10 keV cascades have been superimposed into the same block of atoms for comparison. The impact of subcascade formation on stable defect production will be discussed in the next section. 
Stable Defect Formation
Initial work of Bacon and coworkers indicated that the number of stable displacements remaining at the end of a cascade simulation, N D , exhibited a powerlaw dependence on cascade energy. 84 For example, their analysis of iron cascade simulations between 0.5 and 10 keV at 100 K showed that the total number of surviving point defects could be expressed as
where E MD is given in kiloelectronvolts. This relationship is not followed below about 0.5 keV because true cascade-like behavior does not occur at these low energies. Subsequent work by Stoller [64] [65] [66] [67] indicated that N D also begins to deviate from this energy dependence above 20 keV when extensive subcascade formation occurs. This is illustrated in Figure 9 (a) where the values of N D obtained in cascade simulations at 100 K is plotted as a function of cascade energy. At each energy, the data point is an average of between 7 and 26 cascades, and the error bars indicate the standard error of the mean. It appears that three well-defined regions with different energy dependencies exist. A power-law fit to the points in each energy region is also shown in Figure 9 20 keV, the exponent is 0.75. This is marginally lower than the value in eqn [2] , possibly because the 20 keV data were used in the current fitting. An exponent of 1.03 was found in the range above 20 keV, which is dominated by subcascade formation. Only in the highest energy range do the MD results approach the linear energy dependence predicted by the NRT model. The range of plus or minus one standard error is barely detectable around the data points, indicating that the change in slope is statistically significant. The data from Figure 9 (a) are replotted in Figure 9 (b) where the number of surviving displacements is divided by the NRT displacements at each energy. The rapid decrease in this MD defect survival ratio at low energies was first measured in 1978 and is well known. 57, 85 The error bars again reflect the standard error and the dashed line through the points is only a guide to the eye. The MD/NRT ratio is greater than 1.0 at the lowest values of E MD , indicating that the NRT formulation underestimates defect production in this energy range. This is consistent with the low-energy (near threshold) simulations preferentially producing displacements in the 'easy' directions. 26 The actual displacement threshold varies with crystallographic direction and is as low as $19 eV in the [100] direction. 20, 84 Thus, using the recommended average value of 40 eV E d in eqn [2] predicts fewer defects at low energies. The average value is more appropriate for the higher energy events where true cascade-like behavior occurs. In the cascade-dominated regime, the defect density within the cascade increases with energy. Although many more defects are produced, their close proximity leads to a higher probability of in-cascade recombination and a lower defect survival fraction.
The surviving defect fraction shows a slight increase as the cascade energy increases above 20, and the indicated standard errors make it arguable that the increase is statistically significant. If significant, the increase appears to be associated with subcascade formation, which becomes prominent above 10-20 keV. In the channeling regions between the high-angle collisions that produce the subcascades shown in Figures 7 and 8 , the moving atom loses energy in many low-angle scattering events that produce low-energy recoils. These are essentially like low-energy cascades, which have higher-than-average defect survival fractions ( Figure 9 ). These events could contribute to the incremental increase in defect survival at the highest energies. The average defect survival fraction of $0.3 NRT shown for cascade energies greater than about 10 keV is consistent with values of Frenkel pair formation obtained from resistivity change measurements following low-temperature neutron irradiation and ion irradiation. 26, 27, 57, 85 The effect of irradiation temperature is shown in Figure 10 , which compares the defect survival fractions obtained from simulations at 100, 600, and 900 K. Although it is difficult to discern a consistent effect of temperature between the 600 and 900 K data points, the defect survival fraction at 100 K is always somewhat greater than at either of the two higher temperatures. A similar result for iron was reported in Bacon and coworkers. 84 In addition to an interest in radiation temperature itself, the effect of temperature is relevant to the simulations presented here because no thermostat was applied to the simulation cell to control temperature. As mentioned above, the energy introduced by the PKA will lead to some heating if the simulation cell temperature is not controlled by a thermostat. For example, in a 1 keV cascade simulation with 54 000 atoms, the average temperature rise will be about 140 K when all the kinetic energy of the PKA is distributed in the system. This change in temperature should be more significant at 100 K than at higher temperatures. The fact that defect survival at 600 and 900 K is lower than at 100 K suggests that the 100 K results may be somewhat biased toward lower survival values by the PKA-induced heating. This is in agreement with the effect of temperature reported by Gao and coworkers 77 in their study of 2 and 5 keV cascades with a hybrid MD model that extracted heat from the simulation cell. On the other hand, the difference between the 100 and 600 K results is not large, so the effect of $200 K of cascade-induced heating may be modest.
A simple assessment of this cascade-induced heating was carried out using 10 keV cascades at 100 K. Two independent sets of simulations were carried out, seven simulations in a cell of 128 k atoms and eight simulations in a cell of 250 k atoms. A 10 keV cascade will raise the average temperature by 604 and 309 K, respectively, for these two cell sizes. The results of these simulations are summarized in Figure 11 , where the parameters plotted are the surviving defect fraction (per NRT), the fraction of interstitials in clusters (per NRT), and the fraction of interstitials in clusters (per surviving MD defect). In each case, the range of values for the two populations are shown, along with their respective mean values with the standard error indicated. The mean and standard error for the combined data sets is also shown. Although the heating differed by a factor of two, it is clear that the defect survival fraction is essentially identical for both populations. There is a slight trend in the interstitial clustering results, which indicates that a higher temperature (due to a smaller number of atoms) promotes interstitial clustering. This is consistent with the results that will be discussed below. Figure 10 Temperature dependence of stable defect formation in MD simulations: ratio of MD defects to NRT displacements.
In-cascade Clustering of Point Defects
Among the features visible in the two cascades shown in Figure 6 are a number of small interstitial clusters. For example, the cascade debris from the 1 keV cascade in Figure 6 (c) contains only seven stable interstitials, but five of them (71%) are in clusters: one di-interstitial and one tri-interstitial. This tendency for point defects to cluster is characteristic of energetic displacement cascades, and it differentiates neutron and ion irradiation from typical 0.5 to 1 MeV electron irradiation, which primarily produces only isolated Frenkel pair defects. The differences between in-cascade vacancy and interstitial clustering discussed below, and the fact that their migration behavior is also quite different, have a profound influence on radiation-induced microstructural evolution at longer times. This impact of point defect clusters on microstructural evolution is discussed in detail in Chapter 1.13, Radiation Damage Theory.
Interstitial clustering
The dependence of in-cascade interstitial clustering on cascade energy is shown in Figure 12 for simulation temperatures of 100, 600, and 900 K, where the average number of interstitials in clusters of size two or larger at each energy has been divided by the total number of surviving interstitials in part (a), and by the number of displaced atoms predicted by the NRT model for that energy in part (b). The data points and error bars in Figure 12 indicate the mean and standard error at each energy. The error bars can be used to make two significant comments. First, the relative scatter is much higher at lower energies, which is similar to the case of defect survival shown in Figure 10 . Second, comparing again with Figure 10 , the standard errors about the mean for interstitial clustering are greater at each energy than they are for defect survival.
The fact that the interstitial clustering fraction exhibits greater variability between cascades at a given energy than does defect survival is essentially related to the variety of defect configurations that are possible. A given amount of kinetic energy tends to produce a given number of stable point defects; this simple observation is embedded in the NRT model, that is, the number of predicted defects is linear in the ratio of the energy available to the energy per defect. However, any specific number of point defects can be arranged in many different ways.
At the lowest energies, where relatively few defects are created, some cascades produce no interstitial clusters and this is primarily responsible for the larger error bars at these energies. The average fraction of interstitials in clusters is about 20% of the NRT displacements above 5 keV, which corresponds to about 60% of the total surviving interstitials. Although it is not possible to discern a systematic effect of temperature below 10 keV, there is a trend toward greater clustering with increasing temperature at higher energies. This can be more clearly seen in Figure 12(a) where the ratio of clustered interstitials to surviving interstitials is shown, and in the high-energy values in Table 2 . This effect of temperature on interstitial clustering in these adiabatic simulations is consistent with the observations of Gao and coworkers 77 mentioned above, that is, they found that the interstitial clustering fraction increases with temperature.
The interstitial cluster size distributions exhibit a consistent dependence on cascade energy and temperature as shown in Figure 13 (where a size of 1 denotes the single interstitial). The cascade energy dependence at 100 K is shown in Figure 13(a) , where the size distributions from 10 and 50 keV are included. The influence of cascade temperature is shown for 10 keV cascades in Figure 13(b) , and for 20 keV cascades in Figure 13 (c). All interstitial clusters larger than size 10 are combined into a single class in the histograms in Figure 13 . The interstitial cluster size distribution shifts to larger sizes as either the cascade energy or temperature increases. An increase in the clustering fraction at the higher temperatures is most clearly seen as a decrease in the number of mono-interstitials. Comparing Figures 13(b) and 13(c) demonstrates that the temperature dependence increases as the cascade energy increases. The largest interstitial cluster observed in these simulations was contained in a 20 keV cascade at 600 K as shown in Figure 14 . This large cluster was composed of 33 interstitials (<111> crowdions), and exhibited considerable mobility via what appeared to be a 1D glide in a <111> direction. 64, 66 Although the number of point defects produced and the fraction of interstitials in clusters was shown to be relatively independent of neutron energy spectrum, 82 the increase in the number of large clusters at higher energies suggested that the in-cascade cluster size distributions may exhibit more sensitivity to neutron energy spectrum than did these other parameters. At 100 K, there are no interstitial clusters larger than 8 for cascade energies of 10 keV or less. Therefore, the fraction of interstitials in clusters of 10 or more was chosen as an initial parameter for evaluation of the size distributions. This partial interstitial clustering fraction is shown in Figure 15 .
As the large clusters are relatively uncommon, the fraction of interstitials contained in them is correspondingly small. This leads to the relatively large standard errors shown in the figure. However, it is clear that the energy dependence of the formation of these large clusters is much stronger than simply the total fraction of interstitials in clusters. Infrequent large clusters such as the 33-interstitial cluster shown in Figure 14 play a significant role in the sharp increase in this clustering fraction observed between 100 and 600 K for the 20 keV cascades.
One unusual observation reported by Wooding and coworkers 60 and Gao and coworkers 86 was that some of the interstitial clusters exhibited a complex 3D morphology rather than collapsing into planar dislocation loops which are expected to have lower energy. Similar clusters have been seen in materials such as copper, although they appear to be less frequent in copper. 54 The existence of such clusters has been confirmed with interatomic potentials that were developed more recently and with ab initio calculations. 87 Representative examples of these clusters are shown in Figure 16 , where a ring-like four-interstitial cluster is shown in (a) and a fiveinterstitial cluster is shown in (b). Unlike the mobile clusters that are composed of [111] as the one shown in Figure 14 , the SIA clusters in Figure 16 are not mobile. As such, they have the potential for long lifetimes in the microstructure and may act as nucleation sites for larger interstitial-type defects. Figure 17 shows a somewhat larger sessile cluster containing eight SIA. This particular cluster was examined in detail by searching a large number of low-order crystallographic projections in an attempt to find a projection in which it would appear as a loop. Such a projection could not be found. Rather, the cluster was clearly 3D with a single di-, tri-, and di-interstitial on adjacent, close-packed (110) planes as shown in the figure. The eighth interstitial is a [110] dumbbell that lies perpendicular to the others and on the left side in Figure 17 (a). Figure 16 (b-d) are [101] projections through the three center (101) planes in Figure 17 (a).
It is possible that the typical 10-15 ps MD simulation was not sufficient for the cluster to reorient and collapse. To examine this possibility, the simulation time of a 10 keV cascade at 100 K that contained a similar eight SIA cluster was continued up to 100 ps. Very little cluster restructuring was seen over the time from 10 to 100 ps. In fact, the cluster had coalesced into nearly its final configuration by 10 ps. Gao and coworkers 86 carried out a more systematic investigation of sessile cluster configurations with extended simulations at 300 and 500 K. They found that many sessile clusters had converted to glissile within a few hundred picoseconds, but at least one eight SIA cluster remained sessile for $500 ps even after aging at temperatures up to 1500 K. Given the impact that stable sessile clusters would have on the longer timescale microstructural evolution as discussed in Chapter 1.13, Radiation Damage Theory, further research is needed to characterize the long-term evolution of cascade-created point defect clusters. It is significant to point out that the conversion of glissile SIA clusters into sessile clusters has also been observed. For example, in a 20 keV cascade at 100 K, a glissile eight SIA cluster was trapped and converted into a sessile nine SIA cluster when it reacted with a single [110] dumbbell. The simulation was continued for more than 200 ps and the cluster remained sessile. The mechanism responsible for interstitial clustering has not been fully understood. For example, it has not been possible to determine whether the motion and agglomeration of individual interstitials and small interstitial clusters during the cascade event contributes to the formation of the larger clusters that are observed at the end of the event. Alternate clustering mechanisms in the literature include the suggestion by Diaz de la Rubia and Guinan 88 that large clusters could be produced by a loop punching mechanism. Nordlund and coworkers 62 proposed a 'liquid isolation' model in which solidification of a melt zone isolates a region with excess atoms.
However, a new mechanism has recently been elucidated by Calder and coworkers, 80 which seems to explain how both vacancy and interstitial clusters are formed, particularly the less frequent large clusters. Their analysis of cluster formation followed an investigation of the effects of PKA mass and energy, which demonstrated that the probability of producing large vacancy and SIA clusters increases as these parameters increase. 89 The conditions of this study produced a unique dataset that motivated the effort to unravel how the clusters were produced. They developed a detailed visualization technique that enabled them to connect the individual displacements of atoms that resulted in defect formation by comparing the start and end positions of atoms in the simulation cell. This defined a continuous series of links between each vacancy and interstitial that were ultimately produced by a chain of displacements. These chains could be displayed in what are called lines of 'spaghetti.' 80 Regions of tangled spaghetti define a volume in which atoms are highly agitated and a certain fraction of which are displaced. Stable interstitials and interstitial clusters are observed on the surface in this volume.
From their analysis of cascade development and the final damage state, Calder and coworkers were able to demonstrate a correlation between the production of large SIA clusters and a process taking place very early in the development of a cascade. Specifically, they established a direct connection between such clusters and the formation of a hypersonic recoil atom that passed through the supersonic pressure wave created by the initiation of the cascade. This highly energetic recoil may create a subcascade and a secondary supersonic shockwave at an appropriate distance from the primary shockwave. In this case, SIA clusters tend to be formed at the point where the primary and secondary shockwaves interfere with one another. This process is illustrated in Figure 18 .
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Atoms may be transferred from the primary shockwave volume into the secondary shockwave volume, creating an interstitial supersaturation in the latter and a vacancy supersaturation in the former. In this case, the mechanism of creating large SIA clusters early in the cascade process correspondingly leads to the formation of large vacancy clusters by the end of the thermal spike phase, that is, after several picoseconds. It is notable that the location of the SIA cluster is determined well before the onset of the thermal spike phase, by about 0.1 ps. Calder's spaghetti analysis provides the opportunity for improved definition of parameters such as cascade volume and energy density; the interested reader is directed to Calder and coworkers 80 for more details.
Vacancy clustering
As discussed elsewhere, 59, 63, 65 in-cascade vacancy clustering in iron is quite low ($10% of NRT) when a NN criterion for clustering is applied. This was identified as one of the differences between iron and copper in the comparison of these two materials reported by Phythian and coworkers. 59 However, when the coordinates of the surviving vacancies in 10, 20, and 40 keV cascades were analyzed, clear spatial correlations were observed. Peaks in the distributions of vacancy-vacancy separation distances were obtained for the second and fourth NN locations. 64 These radial distributions are shown in Figure 19 . Similar results were obtained from the analysis of the vacancy distributions in higher energy cascades at 100 and 600 K. The peak observed for vacancies in second NN locations is consistent with the di-vacancy binding energy being greater for second NN (0.22 eV) than for first NN (0.09 eV). 90 The reason for the peak at fourth NN is presumably related to this also since two vacancies that are second NN to a given vacancy would be fourth NN. In addition, work discussed by Djurabekova and coworkers 91 indicates that there is a small binding energy between two vacancies at the fourth NN distance.
An example of a locally vacancy-rich region in a 50 keV, 100 K cascade is shown in Figure 20 , where the region around a collection of 14 vacancies has been extracted from the larger simulation cell. This appears to be a nascent or uncollapsed vacancy cluster. Each of the vacancies has at least one other vacancy within the fourth NN spacing of 1.66a 0 , where a 0 is the iron lattice parameter. The 'cluster' is shown in two views: a 3D perspective view and an orthographic projection (Àx) in Figure 20 . Such an arrangement of vacancies is similar to some of the vacancy clusters observed by Sato and coworkers in field ion microscope images of irradiated tungsten. 92 Since the time period of the MD simulations is too short to allow vacancies to jump (<100 ps), the possibility that these closely correlated vacancies might collapse into clusters over somewhat longer times has been investigated using MC simulations. The vacancy coordinates at the end of the MD simulations were extracted and used as the starting configuration in MC cascade annealing simulations. The expectation of vacancy clustering was confirmed in the MC simulations, where many of the isolated vacancies had clustered within 70 ms. 90, 93 The energy and temperature dependence of in-cascade vacancy clustering as a fraction of the NRT displacements is shown in Figure 21 for cascade energies of 10-50 keV. Results are shown for clustering criteria of first, second, third, and fourth NN. A comparison of Figure 21 and Figure 12 demonstrates that in-cascade vacancy clustering in iron remains lower than that of interstitials even when the fourth NN criterion is used. This is consistent with the experimentally observed difficulty of forming visible vacancy clusters in iron as discussed by Phythian and coworkers, 59 and the fact that only relatively small vacancy clusters are found in positron annihilation studies of irradiated ferritic alloys. 94 However, it should be pointed out that work with more recently developed iron potentials finds less difference between vacancy and interstitial clustering. 74 The cascade energy dependence of vacancy clustering is similar to that of interstitials; there is essentially zero clustering at the lowest energies but it rapidly increases with cascade energy and is relatively independent of energy above $10 keV. However, vacancy clustering decreases as the temperature increases, which is consistent with vacancy clusters being thermally unstable. Fractional vacancy cluster size distributions are shown in Figure 22 , for which the fourth NN clustering criterion has been used. Figure 22 (a) illustrates that the vacancy cluster size distribution shifts to larger sizes as the cascade energy increases from 10 to 50 keV. This is similar to the change shown for interstitial clusters in Figure 13(a) . There is a corresponding reduction in the fraction of single vacancies. However, as mentioned above, the effect of cascade temperature shown in Figure 22 (b) and 22(c) is the opposite of that observed for interstitials. The magnitude of the temperature effect on the vacancy cluster size distributions also appears to be weaker than in the case of interstitial clusters. The fraction of single vacancies increases and the size distribution shifts to smaller sizes as the temperature increases from 100 to 900 K for the 10 keV cascades, and from 100 to 600 K for 20 keV cascades. Similar to the case of interstitial clusters, the effect of temperature seems to be greater at 20 keV than at 10 keV.
Secondary Factors Influencing Cascade Damage Formation
The results of simulations such as those presented above should not be viewed as being quantitatively accurate. As already mentioned, subtle changes in the fitting of the interatomic potential can alter the cascade simulations both qualitatively and quantitatively. Even if a sufficiently accurate potential can be identified, the results represent a certain limiting case of what may be observed experimentally. This is because all the simulations mentioned so far were carried out in perfect material -computer-pure material. Nowhere in nature can such perfect metal be found, particularly for iron, which is easily contaminated with minor interstitial impurities such as carbon. In this section, a few examples will be discussed to illustrate how reality may influence cascade damage production relative to the perfect material case. The examples include the influence of preexisting defects, free surfaces, and grain boundaries. 
Influence of preexisting defects
Even if a well-annealed, nearly defect-free, single crystal material is selected for irradiation, radiationinduced defects will rapidly change the state of the material. A simple calculation employing typical elastic scattering cross-sections for fast neutrons and the cascade volumes observed in MD simulations will demonstrate that by the time a dose of $0.01 dpa is reached, essentially the complete volume will have experienced at least one cascade. There have been relatively few studies on how cascade damage production may be different in material with defects. [95] [96] [97] The results of cascade simulations reported in Stoller and Guiriec 97 were carried out at 10 keV and 100 K to expand the range of previous work carried out using 1 keV simulations in copper 95 and 0.40, 2.0, and 5.0 keV simulations in iron. 96 A 10 keV cascade energy is high enough to initiate in-cascade clustering, is near the plateau region of the defect survival curve, and involves a limited degree of subcascade formation. For these conditions, the database discussed above (see Figure 11 ) includes two independent sets of cascades, seven in a 128 k atom cell and eight in a 250 k atom cell that can be used to provide a basis of comparison. A cell size of 250 k atoms was used for the cascade simulations with preexisting damage.
The study in Stoller and Guiriec 97 involved three simple configurations of preexisting damage that were all derived from cascade debris. This is perhaps the simplest possible damage structure, a collection of point defects and point defect clusters. The first configuration was simply the as-quenched debris from a 10 keV cascade in perfect crystal. A total of 30 vacancies and interstitials were present, including one di-and one 7-interstitial cluster. The second case was similar, but the point defects were reconfigured so that the 30 vacancies included a 6-vacancy void and a 9-vacancy loop, and the interstitial clusters included four di-, one tri-, and one 8-interstitial cluster. The third configuration contained only a single 30-vacancy void. These configurations are shown in Figure 23 . Eight simulations were carried out with different initial PKAs and the same <135> PKA direction. The selected PKA were $15-20 lattice parameters from the center of the cascade debris and located such that the <135> direction pointed them toward the center of the debris field. The same set of PKAs was used for all three defect configurations.
As expected, substantial variation was observed between the different simulations for any given preexisting defect configuration; in some cases the cascade produced more defects than in perfect crystal, while in others fewer were produced. The most dramatic visible effects were observed for the 30-vacancy void. In one case, the void was completely intact after the second cascade, while in the others it was destroyed to varying degrees. The impact of preexisting damage on stable defect formation in the 10 keV cascades is shown in Figure 24 , where results from the three different defect configurations are compared with those obtained in perfect crystal. The variation between two sets of perfect crystal simulations is provided for comparison purposes. The statistical information from analysis of defect survival and interstitial clustering is summarized in Table 3 . On average, a significant reduction in defect formation was observed for the two configurations most typical of random cascade debris. A slight increase (that may not be statistically significant) in defect production was observed when the cell contained only a small void. Only the second defect configuration led to a significant change in interstitial clustering.
Although the approach in Stoller's investigation of preexisting damage was slightly different, the results are consistent with previous studies by Foreman and coworkers 95 and Gao and coworkers. 96 They observed substantial reductions in defect production when a cascade was initiated in material containing defects. The reductions in defect production observed by Stoller ( Figure 24 and Table 3 ) are somewhat smaller. This difference may partially be due to the higher cascade energy employed here (10 keV vs. 0.4-5 keV), but the statistical nature of cascade evolution is also a factor. Gao and coworkers analyzed the results of several simulations as a function of distance between the center of mass (COM) of the new cascade and that of the preexisting damage. A good correlation was found between this spacing and the number of defects produced. In the work of Stoller and Guiriec, 97 the distance between PKA location and the preexisting damage was nearly constant. As the morphology of each cascade is quite different, the COM spacings varied. This is certainly part of the reason for the variety of behaviors mentioned above for the case of the small void. The average behavior for a fixed initial separation cannot be directly compared to any of Gao's results for the average at a fixed distance. Many more simulations need to be carried out at different energies to develop a more complete picture of cascade damage formation in material with typical defect densities, particularly to assess the clustering behavior. Overall, the reduced defect survival observed in material containing defects suggests that it may be appropriate to employ defect formation values that are somewhat lower than the perfect crystal results in the kinetic models used to simulate microstructural evolution over long times.
Influence of free surfaces
The rationale for investigating the impact of free surfaces on cascade evolution is the existence of an influential body of experimental data provided by experiments in which thin foils are irradiated by high-energy electrons and/or heavy ions. [98] [99] [100] [101] [102] [103] [104] [105] [106] In most cases, the experimental observations are carried out in situ by TEM and the results of MD simulations are in general agreement with the data from these experiments. For example, some material-to-material differences observed in the MD simulations, such as differences in in-cascade clustering between bcc iron and fcc copper, also appear in the experimental data. 59, 107, 108 However, the yield of large point defect clusters in the simulations is lower than would be expected from the thin foil irradiations, particularly for vacancy clusters. It is desirable to investigate the source of this difference because of the influence this data has on our understanding of cascade damage formation.
Both simulations 81, 97, 109, 110 and experimental work 105, 106 indicate that the presence of a nearby free surface can influence primary damage formation. For example, interesting effects of foil thickness have been observed in some experiments. 105 Unlike cascades in bulk material, which produce vacancies and interstitials in equal numbers, the number of surviving vacancies in surface-influenced cascades can exceed the number of interstitials because of interstitial transport to the surface. This could lead to the formation of larger vacancy clusters and account for the differences in visible defect yield observed between the results of MD cascade simulations conducted in bulk material and the thin-film, in situ experiments. Initial modeling work reported by Nordlund and coworkers 81 and Ghaly and Averback 109 demonstrated the nature of effects that could occur, and Stoller and coworkers 97, 100 subsequently conducted a study involving a larger number of simulations at 10 and 20 keV to determine the magnitude of the effects.
To carry out the simulations, 97,100 a free surface was created on one face of a cubic simulation cell containing 250 000 atom sites. Atoms with sufficient kinetic energy to be ejected from the free surface (sputtered) were frozen in place just above the surface. Periodic boundary conditions are otherwise imposed. Two sets of nine 100 K simulations at 10 keV were carried out to evaluate the effect of the free surface on cascade evolution. In one case, all the PKAs selected were surface atoms and, in the other, PKA were chosen from the atom layer 10a 0 below the free surface. The PKA in eight 20 keV, 100 K simulations were all surface atoms. Several PKA directions were used, with each of these directions slightly more than 10 off the [001] surface normal. Figure 25 provides a representative example of a cascade initiated at the free surface. The peak damage state at $1.1 ps is shown in (a), with the final damage state at $15 ps shown in (b). The large number of apparent vacancies and interstitials in With the constraining force of the missing atoms removed, this pressure wave is able to displace the near-surface atoms by more than 0.3a 0 , which is the criterion used to choose atom locations to be displayed. As mentioned above, a similar pressure wave occurs in bulk cascades, making the maximum number of displaced atoms much greater than the final number of displacements. Most of these displacements are short-lived, as shown in Figure 26 , in which the time dependence of the defect population is shown for three typical bulk cascades, one surface-initiated cascade, and one cascade initiated 10a 0 below the surface. The effect of the pressure wave persists longer in surface-influenced cascades, and may contribute to stable defect formation. The number of surviving point defects (normalized to NRT displacements) is shown in Figure 27 for both bulk and surface cascades, with error bars indicating the standard error of the mean. The results are similar at 10 and 20 keV. Stable interstitial production in surface cascades is not significantly different than in bulk cascades; the mean value is slightly lower for the 10 keV surface cascades and slightly higher for the 20 keV case. However, there is a substantial increase in the number of stable vacancies produced, and the change is clearly significant. It is particularly worth noting that the number of surviving interstitials and vacancies is no longer equal for cascades initiated at the surface because interstitials can be lost by sputtering or the diffusion of interstitials and small glissile interstitial clusters to the surface. Reducing the number of interstitials leads to a greater number of surviving vacancies, as less recombination can occur.
In-cascade clustering of interstitials is also relatively unchanged in the surface cascades (e.g., see Figures 4 and 5 in Stoller 110 ). The effect on incascade vacancy clustering was more substantial. The vacancy clustering fraction per NRT (based on the fourth NN criterion discussed above) increased from $0.15 to 0.18 at 10 keV and from $0.15 to 0.25 at 20 keV. Moreover, the vacancy cluster size distributions changed dramatically, with larger clusters produced in the surface cascades. The free surface effect on the vacancy cluster size distributions obtained at 20 keV bulk is shown in Figure 28 . The largest vacancy cluster observed in the bulk cascades contained only six vacancies, while the surface cascades had clusters as large as 21 vacancies. This latter size is near the limit of visibility in TEM, with a diameter of almost 1.5 nm. Overall, these results imply that cascade defect production in bulk material is different from that observed in situ using TEM. More research such as that by Calder and coworkers 111 is required to fully assess these phenomena, particularly for higher cascade energies, in order to improve the ability to make quantitative comparisons between simulations and experiments. and lath and packet boundaries (in ferritic/martensitic steels) can provide a significant sink in the material for point defects. As such, they may play a significant role in radiation-induced microstructural evolution. For example, the effect of grain size on austenitic stainless steels was observed as early as 1972. [112] [113] [114] The swelling effect was more closely associated with damage accumulation than damage production, but current understanding of the role of mobile interstitial clusters has provided a link to damage production as well (Singh and coworkers 115 and Chapter 1.13, Radiation Damage Theory). More recently, there has been considerable interest in the properties of nanograined materials because the high sink strength could lead to very efficient point defect recombination and improved radiation resistance. It is reasonable to expect that primary damage production could be influenced in nanograined material because the grain sizes can be of comparable size to high-energy displacement cascades. Moreover, investigation of grain size effects by MD would be computationally limited to nanograin sizes in any case. To date, there have been a limited number of studies carried out to investigate whether and how primary damage formation would be altered in nanograined metals, [116] [117] [118] [119] [120] [121] and quite strong effects have been observed. 116 The work from Stoller and coworkers 122 will be used here to illustrate the phenomenon because the results of that study can be directly compared with the existing single crystal database that has been discussed above. A sufficient number of simulations were carried out at cascade energies of 10 and 20 keV and temperatures of 100 and 600 K to obtain a statistically significant comparison. The results demonstrate that the creation of primary radiation damage can be substantially different in nanograined material due to the influence of nearby grain boundaries. To create the nanocrystalline structure, grain nucleation sites were chosen, and the grains were filled using a Voronoi technique. 123 A 2 Â 2 Â 2 lattice parameter face-centered cubic (fcc) unit cell system was used to obtain the grain nucleation sites, resulting in 32 grains in the final sample. Each Voronoi polyhedron was filled with atoms placed on a regular bcc iron crystalline lattice, with the lattice orientation randomly selected. Grain boundaries occur naturally when the atomic plains in adjacent polyhedra impinge on one another, and overlapping atoms at the grain boundaries were removed. The final system was periodic and had an average grain size of 10 nm, system box length of 28.3 nm, and contained roughly 1.87 million atoms. More details on the procedure can be found in Stoller and coworkers. 122 The system was equilibrated for over 200 ps including a heat treatment up to 600 K. Figure 29 illustrates a typical grain structure with each grain shown in a different color. The approximate sizes of 5 and 20 keV cascades have been projected on to the face of the simulation cell.
MD cascade simulations were carried out in the same manner discussed above, although the analysis was somewhat more difficult due to the need to differentiate cascade-produced defects from the defect structure associated with the grain boundaries. It was common for the cascade volume to cross from one grain to another. 122 The number of vacancies and interstitials surviving in the nanograin simulations is compared to the single crystal results in Figure 30 . A wider range of cascade energies is included in Figure 30 (a) to show the trend in the single crystal data, while Figure 30 (b) highlights the differences at the temperature and energy of the nanograin simulations. Mean values are indicated by the symbols in Figure 30 (a) and the height of the bars in Figure 30 (b), and the error bars indicate the standard error in both cases. Similar to the case for surfaceinfluenced cascades, the number of surviving vacancies and interstitials is not the same for cascades in nanograined material. The number of vacancies surviving in the nanograined material is similar to the single crystal data for 10 keV cascades, but higher at 20 keV. Much lower interstitial survival is observed in nanograined material under all conditions. Consistent with the overall reduction in interstitial survival shown in Figure 30(a) , the number of interstitials in clusters is dramatically reduced in nanograined material for all the conditions examined. As the number of surviving point defects, particularly interstitials, is so strongly reduced in the nanograin material, it is helpful to compare the fraction of defects in clusters in addition to the absolute number. Such a comparison is shown in Figure 31 where the fractions of surviving interstitials and vacancies contained in clusters in both nanograined and single crystal iron are compared for all the conditions simulated. The relative change in the clustering fraction is somewhat less than the change in the total number of defects in clusters, but are still substantial for interstitial defects. Notably, the temperature dependence of clustering between 100 and 600 K observed in the single crystal 20 keV cascades is reversed in nanograined material. Between 100 and 600 K, the fraction of interstitials in clusters increases for single crystal iron but decreases for nanograined iron. Conversely, the vacancy cluster fraction decreases for single crystal iron and increases for nanograined iron. Although the range of this study was limited in temperature and cascade energy, the results have demonstrated a strong influence of microstructural length scale (grain size) on primary radiation damage production in iron. Both the effects and the mechanisms appear to be consistent with previous work in nickel, 116, 120 in which very efficient transport of interstitial defects to the grain boundaries was observed. In both iron and nickel, this leads to an asymmetry in point defect survival. Many more vacancies than interstitials survive at the end of the cascade event in nanograined material while equal numbers of these two types of point defects survive in single grain material. Similar to single crystal iron, 59 ,64 few of the vacancies have collapsed into compact clusters on the MD timescale. The vacancy clusters in both single and nanograined iron tend to be loose 3D aggregates of vacancies bound at the first and second NN distances as shown above in Figure 20 . The size distribution of such vacancy clusters was not significantly different between the single and nanograin material. In contrast, the interstitial cluster size distribution was altered in the nanograined iron, with the number of large clusters substantially reduced. There appears to be both a reduction in the number of large interstitial clusters formed directly in the cascade and less coalescence of small mobile interstitial clusters as the latter are being transported to the grain boundaries.
The changes in defect survival observed in these simulations are qualitatively consistent with the limited available experimental observations. [117] [118] [119] For example, Rose and coworkers 117 carried out roomtemperature ion irradiation experiments of Pd and ZrO 2 with grain sizes in the range of 10-300 nm, and observed a systematic reduction in the number of visible defects produced. Chimi and coworkers 118 measured the resistivity of ion irradiated gold specimens following ion irradiation and found that resistivity changes were lower in nanograined material after room-temperature irradiation. However, they observed an increased change in nanograined material following irradiation at 15 K. The low-temperature results could be related to the accumulation of excess vacancy defects as they would be immobile at 15 K.
Comparison of Cascade Damage in Other Metals
Differences in cascade damage formation between different metals was among the topics discussed at a workshop in 1998 entitled 'Basic Aspects of Differences in Irradiation Effects Between fcc, bcc, and hcp Metals and Alloys.' 124 The papers collected in that volume of the Journal of Nuclear Materials can be consulted to obtain the details on both damage production and damage evolution. A brief summary of the observed differences and similarities will be presented in this section. Although the development of alloy potentials is relatively recent, there have been a sufficient number of investigations to provide a comparison of displacement cascade evolution in pure iron with that in three binary alloys, Fe-C, Fe-Cu, and Fe-Cr. [125] [126] [127] [128] [129] [130] [131] [132] [133] [134] [135] [136] [137] [138] The motivation for each of these binary systems is clear. Carbon must be added to iron to make steel, and as a small interstitial solute it could interact with and influence interstitial-type defects. Copper is of interest largely because it is a primary contributor to reactor pressure vessel embrittlement when it is present as an impurity in concentrations greater than about 0.05 atom% (Chapter 4.05, Radiation Damage of Reactor Pressure Vessel Steels). Steels containing 7-12 atom% chromium are the basis of a number of modern ferritic and ferriticmartensitic steels that are of interest to nuclear energy systems (see Klueh and Harries 133 ).
Defect Production in Pure Metals
As mentioned above in Section 1.11.4.2, Bacon and coworkers 84, 107 have shown that the number of stable point defects produced in many materials follows a simple power-law dependence over a broad range of cascade energies (see eqn [3] ). This behavior is shown in Figure 32 for several pure metals and Ni 3 Al.
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This figure also includes a line labeled NRT that is obtained from eqn [2] if the displacement threshold is taken as 40 eV, which is the recommended average value for iron. 16 The difference between the NRT and Fe lines reflect the ratio plotted in Figure 9 . As the displacement threshold is different for different metals (e.g., 30 eV is recommended for Cu 16 ), the other lines should not be compared directly with the NRT values. When normalized using the appropriate NRT displacements, the difference in the survival ratio between Fe and Cu can be seen in Figure 33 . 61 Although the stable defect production in the other metals may be either somewhat lower or higher than in iron, the behavior is clearly similar across this group of bcc, fcc, and hcp materials. As the energies involved in displacement cascades are so much greater than the energy per atom in a perfect lattice or the vacancy and interstitial formation energies, it is not surprising that ballistic defect production would be similar.
In-cascade clustering behavior shows a stronger variation between metals than does total defect survival. The fraction of surviving interstitials contained in clusters is shown in Figure 34 for some of these same metals as in Figure 32 . 107 Although defect formation does not seem to correlate with crystal structure in Figure 32 , there is some indication that this may not be the case with interstitial clustering. The lowest clustering fraction is seen in bcc Fe, while the close-packed Cu (fcc) and hcp (Ti, Zr) materials yield higher values. Ti and Zr exhibit nearly the same value. Ni 3 Al, which is nominally close-packed is more similar to iron. This may be a result of the ordered structure and some impact of antisite defects on interstitial clustering. However, there is insufficient data available to make any definitive conclusions.
A further comparison of vacancy and interstitial clustering in Fe and Cu is provided by Figure 35 , 61 which provides histograms of the cluster size distributions for two different cascade energies at 100 K. The interstitial cluster size distributions are shown in (a) and (c) for Fe and Cu, respectively, and the corresponding vacancy cluster size distributions are shown in (b) and (d). Note the scale difference on the abscissa between Figure 35(a and b) and Figure 35(c and d) . In addition to having a higher fraction of surviving defects in clusters, copper clearly produces much larger clusters of both types. It is clear that some of these differences are related to either the crystal structure and/or such basic parameters as the stacking fault energy. Many of the large vacancy clusters in fcc copper, which has a low stacking fault energy, are large stacking fault tetrahedra (generally imperfect). Similarly, large faulted SIA loops are observed in Cu. Figure 36 illustrates the difference observed between iron and copper in typical 20 keV cascades at 100 K. The final damage state is shown for Fe in (a) and Cu in (b). The simulation cells have an edge length of 50 lattice parameters in both cases. The copper cascade is clearly more compact and exhibits more point defect clustering.
While comparisons of iron and copper have been thoroughly explored in the literature, 59, 61, 107, 139 there have also been studies on materials such as zirconium, which is relevant to nuclear fuel cladding. 70, 107, 140, 141 Figure 37 provides an example of the differences in point defect clustering between Fe and hcp Zr. The average number of SIAs and vacancies in clusters per cascade as a function of cascade energy at 100 K is shown for (a) zirconium and (b) iron. 107 Note the difference in scale on both the number in clusters and the cluster size, and that the highest cascade energy is 20 keV in (a) and 49 keV in (b). In both metals the probability of clustering increases with cascade energy, and the size of the largest cluster similarly increases. As indicated by the fact that there are more single vacancies than single interstitials, a greater fraction of SIAs are in clusters. Similar to the Fe-Cu comparison, there is significantly more clustering in close-packed Zr than in bcc Fe.
Defect Production in Fe-C
Calder and coworkers examined the effect of carbon on defect production in the Fe-C system with the carbon concentration between 0 and 1.0 atom%. 125 The Fe potential was developed by Ackland and coworkers. 134 The form of this potential is similar to the Finnis-Sinclair potential discussed throughout this chapter, but the absolute level of defect production is somewhat lower. Simulations were carried out at temperatures of 100 and 600 K for cascade energies of 5, 10, and 20 keV. Thirty simulations were carried out at each condition to ensure a good statistical sampling. No systematic effect of carbon was observed on either stable defect formation or the clustering of vacancies and interstitials. Analysis of the octahedral sites around vacancies and interstitials revealed a statistically significant association of carbon atoms with both vacancies and SIAs. This indicates an effective trapping, which is consistent with the solute-defect binding energies. Although primary damage formation was not affected by carbon, the trapping mechanism could have an effect on damage accumulation. Vacancy Interstitial 
Defect Production in Fe-Cu
Copper concentrations as high as $0.4 atom% were found in early reactor pressure steels, largely due to both steel recycling and the use of copper as a corrosion-resistant coating on steel welding rods.
Research that began in the 1970s demonstrated that this minor impurity was responsible for a significant fraction of the observed vessel embrittlement due to its segregation into a high density of very small (a few nanometer diameter) copper-rich solute clusters (Becquart and coworkers, 126 Chapter 4.05, Radiation Damage of Reactor Pressure Vessel Steels). Becquart and coworkers employed MD cascade simulations to determine whether displacement cascades could play a role in the Cu-segregation process, for example, by coalescing with vacancies in the cascade core during the cooling phase. The set of interatomic potentials used is described in Becquart and coworkers. 126 Cascade energies of 5, 10, and 20 keV were employed in simulations at 600 K, with copper concentrations of 0, 0.2, and 2.0 atom%. Similar to the case for Fe-C, no effect of copper was found on either stable defect formation or point defect clustering. The tendency for copper to be found bound with either a vacancy or an interstitial in solute-defect complex was observed. The copper-vacancy complexes may play a role in the formation of copperrich clusters over longer times, but no evidence for copper clustering was observed in the cascade debris. Similar results were found in an earlier study by Calder and Bacon. 127 Overall, the results of the Fe-Cu studies completed to date are consistent with the fact that Fe and Cu have similar masses and do not strongly interact.
Defect Production in Fe-Cr
Interest in ferritic and ferritic-martensitic steels has stimulated the development of Fe-Cr potentials such as those discussed by Malerba and coworkers. 129 These potentials have been applied to investigate the influence of Cr on displacement cascades 130, 131 and on point defect diffusion. 132 The MD cascade study by Malerba and coworkers 130 involved cascade energies from 0.5 to 15 keV at 300 K. In contrast to the Fe-C and Fe-Cu results discussed above, a slight increase in stable defect formation was observed in Fe-10%Cr relative to pure Fe. The asymptotic value of the defect survival ratio (relative to the NRT) at the highest energies was 0.28 for Fe and 0.31 for Fe-10%Cr. In a later study by the same authors, which involved a larger number of simulations and energies up to 40 keV, they also concluded that the presence of 10%Cr did not lead to a change in the collisional phase of the cascade but rather reduced the amount of recombination during the cooling phase. 131 Additional detailed studies performed with more recent Fe-Cr potentials essentially confirmed the absence of any significant effect of Cr on primary damage in Fe-Cr alloys as compared to pure Fe. [136] [137] [138] The lack of a Cr effect on the collisional or ballistic phase of the cascade may be expected because, like Cu, the mass of Cr is similar to Fe.
The reduced recombination appears to be related to the formation of highly stable mixed Fe-Cr dumbbell interstitials. About 60% of interstitial dumbbells contain a Cr atom, which is substantially higher than the overall Cr concentration of 10%. In spite of the strong mixed dumbbell formation, the fraction of point defects in clusters did not seem to be significantly different than in pure Fe. However, if the stability and mobility of the mixed dumbbells and clusters containing them proves to be appreciably different than pure iron dumbbells, 132 there could be an influence on damage accumulation at longer times. Experimental results that are consistent with this hypothesis 135 are mentioned in Terentyev and coworkers. 138 
Summary and Needs for Further Work
The use of MD to simulate primary damage formation has become widespread and relatively mature. In addition to the research involving metals discussed above, the approach has also been applied to common structural ceramics [11] [12] [13] [14] 142 and ceramics of interest to the nuclear fuel cycle. 15, 143, 144 However, there are a number of areas that require further research. Some of these have to do with the most basic aspect of MD simulations, that is, the interatomic potentials that are used. In addition to the Finnis-Sinclair potential for iron that was used as a reference case in this chapter, results from several other iron potentials were mentioned. The choice of potential is never an obvious one, and there have been few studies to systematically compare them. In one of the studies mentioned in Section 1.11.3, the details of how one joins the equilibrium part of the potential to a screened Coulomb potential to account for shortrange interactions were shown to significantly influence cascade evolution and defect formation. 41 Although a clear difference has been demonstrated, there is no clear path to determining what constitutes the 'correct' way to join these potentials.
In the case of iron and other magnetic elements such as chromium, research to address the issue of how magnetism may influence defect formation and behavior has only recently begun. [145] [146] [147] The effect may be modest in the ballistic phase of the cascade when energies are high, but magnetism must certainly influence the configuration and properties of stable defects. Magnetic effects may also determine critical properties of interstitial clusters such as their migration energy and primary diffusion mechanism, which will strongly influence the nature of radiation damage accumulation. As the standard density functional theory fails to fully account for magnetic effects, further developments in electronic structure theory are required in order to provide data for fitting new and more accurate potentials.
The interaction between the atomic and electronic systems has largely been neglected in most of the work discussed above. This may impact the results of MD simulations in at least two ways. First, energetic atoms lose energy in a continuous slowing down process that involves both the elastic collisions MD currently models and electronic excitation and ionization between these elastic collisions with lattice atoms. Because of the energy dependence of elastic scattering cross-sections, neglecting the energy loss between atomic collisions could lead to more diffuse cascades and higher predicted defect survival. The second effect is related to inaccuracies in temperature when energy transfer between the electronic and atomic systems (electron-phonon coupling) is neglected. To first order, the atoms remain hotter when energy loss to the electron system is not accounted for. Given the temperature dependence of defect survival and defect clustering discussed above, this clearly has the potential to be significant in any one material. In addition, as electron-phonon coupling varies from one material to another, its neglect may obscure real differences in defect formation between materials.
Finally, the issue of rare events requires more investigation. The need to carry out sufficient simulations at a given condition to obtain an accurate estimate for mean behavior was emphasized in the chapter. However, it may be that rare events are also important for the prediction of radiation damage accumulation at longer times or higher doses. If nucleation of extended defects is difficult, which is typically the case at higher temperatures and lower point defect supersaturations, rare events that seed the microstructure with large clusters may largely control the process. One example of a potentially significant rare event is provided by the work of Soneda and coworkers. 148 They carried out one hundred 50-keV simulations at 600 K to obtain a good statistical description of defect formation at this condition. In one of these simulations, 223 stable point defects were created, which was much greater than the average of 130 defects. In addition, a <100> vacancy loop containing 153 vacancies was created. The diameter of the loop was about 2.9 nm, which is large enough to be visible by TEM. The impact of the one-in-a-hundred type events should not be underestimated without further study.
