Laser speckle contrast imaging (LSCI) is widely applied in blood flow measurements in the microcirculation [1] . However, in comparison to laser Doppler imaging (LDI) [2] - [5] , LSCI does not provide a linear relationship between blood flow and contrast [6] . One of the reasons is the presence of static speckle in the image caused by scattering of light from static tissue [6] . To address this problem multiexposure LSCI (MLSCI) has been developed in which the intensity of the speckle pattern ( ) is measured over a range of exposure times and this can be related to blood flow via the correlation time using a relationship of the form [6] , (1)  where accounts for the presence of light scattered by static tissue, accounts for the speckle averaging effect. represents the constant variance due to non-ergodic light, and is the experimental noise. is the ratio of exposure time to correlation time ( / ).
Several authors have presented different MLSCI algorithms for providing more accurate measurement of blood flow, a reduction of the effects of scattering from static tissue and a linear relationship between contrast and blood flow [7] - [9] . One of the drawbacks of using a multi-exposure approach is that the intensity of the illumination needs to be regulated over a wide range of exposure times which makes the system setup more complicated [6] - [9] . In addition as a series of images needs to be acquired sequentially, image acquisition time increases to the total acquisition time of all images.
Here we present a novel MLSCI system using a highspeed CMOS imaging sensor linked to a field programmable gate array (FPGA). This arrangement allows the data to be acquired at a high frame rate and processed in parallel. The advantage of this approach compared to previous work [6] - [9] is that acquiring the data at high frame rates allows different exposure times to be simulated by summing the signals obtained at each short exposure. Although different exposure times are simulated by summing the intensities on the FPGA, the actual exposure time of the camera remains constant and so the illumination can remain constant over 3 decades of exposure times throughout the blood flow image acquisition. As all exposure times are acquired simultaneously the blood flow image acquisition time is limited by the longest exposure time, rather than the sum of all exposure times. A similar approach based on a single photon avalanche diode (SPAD) array detector has recently been developed in parallel to this work [10] . Although SPAD arrays remove readout noise, they are, to date, limited by the number of pixels in the array. There are advantages in utilizing megapixel commercial CMOS sensors for high spatial resolution blood flow imaging. Furthermore the FPGA allows for implementation of multiple processing algorithms in parallel, enabling a direct comparison of MLSCI, single exposure LSCI and LDI for the first time.
The system schematic is shown in Fig.1 . A high frame rate CMOS imaging sensor (MT9M413, Micron) mounted on an 8-layer printed circuit board is interfaced and driven by an FPGA (Virtex 6, Xilinx) via a custom-made digital interface. The sensor driver (for controlling the CMOS sensor and timing the image acquisition process) and the contrast processing algorithm are implemented on the FPGA device along with other control logic (i.e., RAM controller, serial controller, PCIe controller). Other peripherals, such as serial interface (RS232), DDR3 SDRAM and PCIe interface, interface with the FPGA to fulfill other functionalities including configuration, raw data storage and data transmission. Fig. 1 . System schematic showing the main imaging, storage, processing and control units. The CMOS sensor interfaces to the FPGA through the FMC socket. Several units including camera controller, memory controller, processing unit, Block Ram, RS232 controller and PCIex8 controller are implemented on the FPGA for driving the camera chip, dispatching data for DDR3 SDRAM, calculating speckle contrast (K), temporarily storing data, configuration and data transmission. K is sent to a PC through the PCIex8 for further processing and display.
Speckle images are continuously captured at a frame rate of 15kHz with a fixed exposure time of 66.7μs. 1024 frames are used to produce one velocity (correlation time) map. Several short exposure frames (66.7μs) can be accumulated to simulate longer exposure times (e.g. 32 frames -2.1ms, 1024 frames -68.3ms). An important point to note for the simulation of different exposure times is that the CMOS sensor is built with a pipeline structure which enables the exposure and read out to be conducted simultaneously. This means that any two adjacent frames can be considered as continuously exposed and the time interval between successive exposures (Δt, in the range of 20ns -1μs) is much smaller than the intensity correlation time ( is typically ~0.1ms for moving red blood cells).
The speckle model used in the processing algorithm is based on Eq.1. To simplify the fitting procedure, the 2 term is merged into one fitting parameter, a, 4 (1 − ) is merged into parameter b, then found by fitting a set of multi-exposed contrast values using the least squares method. It is worth noting that the summation of multiple short exposures produces a similar signal level to conventional MLSCI but the noise is proportional to sum of the square roots of each exposure time. This will introduce an error when applying the speckle model (Eq.2) but the results presented demonstrate that in practice this is not a significant effect. In order to evaluate the MLSCI system, a rotating diffuser lying behind a static diffuser provides a controlled sample that acts as a tissue phantom [11] , [12] for moving red blood cells flowing underneath a static layer of skin. This generates flow profiles that can be controlled through the motor drive voltage and which change linearly with radial position on the diffuser. A green laser beam (OXXIUS S.A. 532 S-50-COL-PP, wavelength = 532nm, Power = 50mW) is expanded to a diameter of 18mm by a beam expander (Thorlabs BE20) and after being reflected by a mirror illuminates a static diffuser (diameter 20mm) at an angle of 20 degrees. A white cardboard disc (diameter = 30mm) which is placed behind the diffuser spins at a known angular velocity determined by the motor drive voltage. A convex CMount lens (Sechneider, f = 12mm) is placed 72mm away from the diffuser which forms an image of the diffuser on the CMOS camera chip with a magnification of 0.2. A region of 18mm×18mm square is imaged onto 320×320 pixels on the CMOS sensor. This image size is limited by the laser power and can be increased by using higher laser power.
The diffuser rotates from 0.05rad/s up to 0.95rad/s which corresponds to a linear velocity of 0.2mm/s to 4mm/s (0.44mm/s incremental step size) at a position r = 4.2mm (central velocity) on the diffuser. The contrast values corresponding to different velocities and different exposure times are shown in Fig.3 along with the least squares fit of Eq.2 to the measured data. The correlation time can then be used to estimate the flow velocity [13] The range of velocities covers that which might typically be observed in the microcirculation [14] . In LDI this corresponds to a frequency spectrum of 20Hz to 20kHz [14] which corresponds to exposure times from 25μs to 25ms for MLSCI. Fig.4 displays the velocity profile calculated from the correlation time ( ) using Eq.3. The response is linear but is a factor of ~10 less than the actual velocity. This indicates limitations in the application of Eq.3 and the inability of the MLSCI system to directly measure the absolute velocity values due to the statistical uncertainties of the velocity model (e.g. the shape of the scatterers, complex velocity distributions within the object) [15] , [16] . However this can be compensated with calibration. An additional benefit of the system is that the high frame rate sensor provides a wide bandwidth (up to 7.5kHz) which can be used to provide laser Doppler imaging (LDI) [17] . It should be noted that a bandwidth of up to 20KHz is usually used in laser Doppler imaging and that this is implemented using either a scanning system [18] or a custom made sensor [11] , [12] . However much of the power spectrum is concentrated at lower frequencies and so a high frame rate sensor often provides an adequate approximation. Introducing LDI signal processing onto the FPGA [18] enables direct comparison of MLSCI and LDI using the same experimental data. LDI processing is implemented by taking the Fourier transform of 1024 samples acquired and then frequency weighting the power spectrum [16] . The mean beat frequency ( ̅ ) is calculated by the normalized first moment [16] , [19] , which can be used to obtain the mean velocity by,
Eq.2 and Eq.4 allow a direct comparison of LDI and MLSCI. The results shown in Fig.5 were calibrated relative to the known velocity at 0.2mm/s [16] . For reference, LSCI velocity values at 2 fixed exposure times are also shown which are obtained by accumulating a certain amount of frames (30 frames for ~2ms, and 120 frames for ~8ms). This demonstrates the non-linearity of LSCI compared to MLSCI and LDI and a detailed study will be the subject of a future paper.
Previously demonstrated MLSCI methods based on CMOS sensors suffer from reduced imaging frame rate as it is set by the sum of all exposure times [6] , [8] . In the method described here, the frame rate is set by the maximum exposure time. The image acquisition time is 68.3ms which would increase to ~137ms for the sequential imaging case in the experiments conducted. The approach is particularly beneficial for practical implementation as the system can utilize a constant illumination level, with a 3-decade range of exposure times (66.7µs -68.3ms) being obtained at a temporal resolution of 66.7µs. This CMOS imaging sensor and adjacent FPGA provide a flexible approach for implementing the signal processing with blood flow and velocity being obtained using MLSCI, single-exposure LSCI and LDI processing. The results obtained from a spinning diffuser have demonstrated a linear relationship between actual velocity and calculated velocity for both LDI and MLSCI. Although the earlier assertion made by Briers [20] that LDI and LSCI are effectively identical and interchangeable is not supported for single exposure LSCI (Fig.5 ) It has been demonstrated using the same experimental data that MLSCI, provides a response comparable to LDI but with the advantage of simpler signal processing implementation. The MLSCI system presented here is promising for imaging blood flow as full field LDI has been widely demonstrated using similar exposure times [11] , [17] . 
