Statistical machine translation (SMT) plays more and more important role now. The performance of the SMT is largely dependent on the size and quality of training data. But the demands for translation is rich, how to make the best of limited in-domain data to satisfy the needs of translation coming from different domains is one of the hot focus in current SMT. Domain adaption aims to obviously improve the specific-domain performance by bringing much out-of-domain parallel corpus at the absence of in-domain parallel corpus. Domain adaption is one of the keys to get the SMT into practical application. This paper introduces mainstream methods of domain adaption for SMT, compares advantages and disadvantages of representative methods based on the result of the same data and shows personal views about the possible future direction of domain adaption for SMT.
INTRODUCTION
Machine translation (MT) is a process that translating a source language into target language through computer. MT can be roughly divided into Rule-Based MT, Example-Based MT, Statistical MT (SMT) and Neural MT (NMT). Now, SMT and NMT are the most popular MT methods. NMT is a hot focus in recent years as works well [1] [2] [3] [4] [5] . Especially NMT with memory mechanism or attention mechanism provides a new direction for MT [6] [7] . Although both of NMT and SMT can provide acceptable method of translation performance in domains with sufficient training data. They can't perform very well in those domains where data is lacking. To solve the problem, researchers proposed domain adaptation. However, there are no public methods about application of NMT in domain adaption. Differently, SMT based on the accurate statistical data has good performance on domain adaption which makes it become the main stream in domain adaption. Therefore we mainly introduce domain adaption for SMT.
We collect related adaptive methods in recent years to analyze and use them better. We implement representative methods of SMT in domain adaption, compare their performance based on the same data of IWSLT2012 and analyses the advantages and disadvantages of them. In the end we express the views about the development direction of domain adaptation.
II. STATISTICAL MACHINE TRANSLATION
A complete statistical machine translation system includes language model (LM), translation model (TM) and reordering model (RM). LM improves the fluency of the translation, TM generate the best translation of source language and RM adjusts the sequence of words. The main task of SMT is to find the sentence which has max probability in candidates sentences. The probability is measured by Bayes formula as follows:
P T P S T P T S P S = (1)
Where T is the target sentence, S is the source sentence. As ( ) P S has no relation with T , we expect to find the T which meets the following formula:
Where, ( ) p T is LM, ( | ) P S T is TM. The core of SMT is to train the LM and TM. However, sometimes the LM and TM trained on the training data is not fit with the testing data because of the domain divergences. There are usually three kinds of condition: 1) Training data and testing data come from two different domains; 2) Training data contains several domains but testing data only come from a specific domain. 3) Training data only come from a specific domain but testing data contain several domains. To solve these conditions, domain adaption is proposed to apply to SMT. Domain adaption improves translation performance by reducing distance between training data and testing data and balancing divergence among domains.
III. DOMAIN ADAPTION FOR SMT
In the past ten years, SMT has a great success. Traditional SMT such as phrase model [39] , hierarchical phrase model [8] and grammar based linguistic model [14, 15, 50] were put forward and improved the translation performance. As the effect of domain adaption on natural language processing, machine learning and statistics is more and more significant, researchers brought domain adaption into SMT.
We summed up domain adaption for SMT in four methods: based on the data, based on the mixed model, based on the monolingual corpus and based on the topic model. The method based on the data improves translation performance by combining several data into general data or extracting target data from general data; the method based on the mixed model means that we need to mix several sub models trained on different domains to get a balanced model; the method based on the monolingual corpus takes full advantage of monolingual data to supplement the LM and TM trained on the parallel corpus; the method based on the topic model regards domains as topic distribution, considering the semantic association. We will introduce methods abovementioned in section A, B, C, D respectively.
A. Method based on the data
A complete translation system needs training data, development data and testing data. Training data is for training LM, TM and RM; Development data is for adjusting parameters among the modules; Testing data is for testing the performance of translation system. The method based on the data about domain adaption for SMT is mainly about the training data and development data.
1)
Based on the training data The quality of the SMT largely depends on the size of the training data. In theory, the greater the size of training data is, the better the performance of translation is. However, largescale specific-domain training data is not easy to obtain, and with the increase of training data's scale, improvement of translation performance caused by the increase of training data's scale is more and more limited.
If we use the most relevant model with the testing data, the divergence among domains would be decreased and the performance would be improved of course. Two methods are usually used to realize the aim.
• Combining data: If training data is not enough rich but testing data contains several domains, we usually bring and combine different data from different sources to enrich training data, which is close to general data. It's a simple but efficient method in early stage. The left part of Figure 1 shows the process. • Extract data from general data: The method is to make training data and testing data keeping a high similarity so as to reduce the divergence among domains. The right part of Figure 2 shows the process.
Filtering the out-of-domain data [16] or retrieving parallel sentences from specific domain [38] or mining specific-domain terms [19] are all extracting relevant data from general data.
2)
Based on the development data SMT usually adopts the log-linear model of LM, TM and RM as follows:
λ and lm λ is the weight of TM, RM, and LM.
The task of development data is to learn a set of weights which are also called parameters by minimize-error training. Experience shows that to get a relatively good effect it usually only needs a small scale specific-domain development data.
As the development data is small and easy to obtain, some researchers move focus to the development data. Och et al chose the development data belong to target-domain [25, 41, 44] and verified the superiority of tuning on the target-domain.
B. Method based on the mixed model
Mixed model is an important method in domain adaption for SMT as it can fully consider the difference and connection among domains to get a balanced model. Usually there are two kinds of mixed model: mixed model of the same layer and mixed model of different layers. No matter what kind of mixed model is, it can be aimed at LM or TM or both of LM and TM. When target domain and out-of-domain have great divergence, the TM or LM trained on the training data lacks much useful information that maybe essential in testing data. It will obviously reduce the translation performance. We will introduce two mixed models respectively in section 1 and section 2, then introduce several methods of F used in algorithm 1 an algorithm 2 in section 3.
1)
Mixed model of the same layer Two steps to build the mixed model of the same layer as algorithm 1. Initially, researchers got a mixed model in this way and obtained successful result [23, 30, 40, 52] .
Algorithm 1: mixed model of the same layer ( Figure 2 shows the process) i) Classify the general training data(G-data) into n parts, respectively expressed as _ 1 Dat a to _ Dat a n and train n models, respectively expressed as [34, 39, 48] 3)
Methods of F in Algorithm 1 and

Algorithm 2
No matter what kind of mixed model, method F plays a critical role. Several typical algorithms about F and examples are as follows.
• Linear interpolation: Linear interpolation works with any models. Eck et al proposed training different language model on different domain and mixed them together in a linear interpolation way [23, 40] .
• Log Linear interpolation: We can combine several models by log linear interpolation. He et al mixed TM in a log-linear interpolation [50, 52] .
• Hierarchical adaptive: Alumae et al trained a hierarchical adaptive maximum entropy model of the LM and verified the advantages it has than traditional linear interpolation [48] . Daume III proposed adaptive hierarchical Bayesian method, getting parameters through discriminant approach [26] .
• Instance Weighting: Jiang and Zhai reduced the weight of out-of-domain model through nondiscriminant instance weighting [30] .
• Fill-up Combination: Chelba et al learned the parameters of general domains before learning the parameters of sub models and took it as a Prior parameter to help learn the parameters of sub models [18] .
C. Method based on the monolingual corpus
Parallel corpus such as parallel training data and development data is traditional corpus as it can provide potential words alignment. However, as you know large number of parallel corpus is not easy to obtain but monolingual data is easy to get. This leads researchers to mining knowledge in monolingual to enrich LM and TM. Take Ravi as an example, he proposed non-supervision SMT based on the monolingual corpus [47] .
Dou et al combined SMT based on the monolingual corpus and domain adaption together [27, 29, 44, 45] . Specifically, Mathur et al built log-linear model to tuning parameters in the absence of parallel development data. They estimated the optimal weights using learned model and verified the loglinear weights is in relation to the similarity of training domain and testing domain [44] . Wu et al supplemented LM with the help of a large amount of target monolingual language belongs to target domain [27] ; Zhang et al generated TM and translation rules based on source language in the target domain. They built bilingual dictionary according to out-ofdomain parallel corpus and collected in-domain phrase pairs manually to supplement the dictionary. Finally they mined some common sayings and unknown words' translations [29] .
Except those, Bertoldi et al self-learnt based on monolingual language belonging to target domain [28, 40] .
Through the research of predecessors we can conclude that the method based on the monolingual corpus does not completely abandon the bilingual corpus but to additionally supplement the model by making full use of the monolingual corpus.
D.
Method based on the topic model Topic model is an unsupervised technique. The method based on the topic model regards domain as a distribution of topics. Topic model has been used to improve translation performance since Blei put forward to Latent Dirichlet Allocation (LDA) [20] . The model thinks that each word in article is generated as Algorithm 3. Where, θ is a topic vector, ( ) p θ is the distribution of θ as well as a LDA distribution; N is the word set about training data, w is one of the word of N ; z is the selected topic, ( | ) p z θ is the distribution of topic z givenθ ; ( | ) p w z is the distribution of word w given z . The joint probability of LDA is computed as formula (6) Based on the topic model, Boyd-Graber et al thought that bilingual phrase pairs have the same topic and they found the bilingual phrase pairs through bilingual dictionary [32] . Mimno et al assumed documents in different languages obey the same topic distribution and each language has unique topic distribution [21] . Hu et al built topic model based on source language [31] ; Xiao built topic model based on the target language and generated the features to weigh the grammar rules [49] . Considering SMT is a process from source language to target language, Hu et al made use of source language and target language and built a multilingual treebased topic model based on the LDA [50] .
IV. EXPERIMENTS SETTINGS
To compare the performance of each method, we evaluate the above-mentioned methods on Chinese -English translation tasks. Training data and testing data are all from IWSLT2012. We take BTEC (1.5M) and HIT (5M) as two different domains. Testing data is additional HIT (50K). IRSTLM toolkit 1 is used to train a 3-gram model. Pialign-toolkit 2 is used to get an unsupervised model for joint phrase alignment and extraction [55] . Decoding is performed using Moses [43] as well as standard bidirectional lexical reordering probabilities [42] . The evaluation metric was case-insensitive BLEU4 [33] .
The experiment is divided into five parts including baseline and the methods mentioned in the paper.
1)
Baseline In baseline experiment, we take BTEC as training data to verify that the divergences among domains affect the translation performance. The bleu score of baseline is 12.04.
2)
Based on the data Two methods based on Vector Space Model and one method based on word embedding are used to retrieve similar data with testing data from BTEC training data [53, 54] . For Vector Space Model, we use traditional 0-1 bag of words and TF-IDF by cosine formula. For word embedding, we compute similarity between sentence a and sentence b by formula (4) (5) . Table  1 shows the results of different methods.
Where, s is the vector of a sentence containing n words, i w is the ith word embedding word vector.
( , ) Cos( , ) = a b sim a b s s (5) 3) Based on the target monolingual corpus In experiment 2, Word Embedding method gets the best results. We extract similar sentence pairs from HIT using the same method. Then we combine the retrieved target language and initial target language in training corpus to train a new LM. The experiment realizes the supplementation of LM, which gets a bleu of 12.99.
4)
Mixed model for TM We build three mixed models for comparison. All the three models are for TM. _ Model A : Log Linear Interpolation from different layers _ Model B : Log Linear Interpolation in the same layer _ Model C : Fill-Up Combined in the same layer In _ Model A , we use a similar approach with lv [50] . We use the LM in experiment 3. For TM, we first respectively train two TMs for BTEC and HIT. Then we train a general TM using the mixed corpus of BTEC and HIT. Finally we mix them in a log linear interpolation. The translation probability is computed as follows: Compared with Lv, we learn weights differently: In _ Model C , we use the same method in [55] .
5)
Based on the topic model We use similar method with experiment 4 except that we compute i δ considering topic model. The weights of models are learnt according to probability distribution of themes. We adopt LDA Model, regarding domain as topic distribution [20] .
We train a topic distribution i h for ith training data using lda-c toolkit 3 and a topic distribution q for testing data. 
Where, K is the dimension of topics' vector trained by lda-c.
The bleu of this model is 21.62.
V. RESULT ANALYSIS
We integrate the result of 5 experiments into table 1. We can see from baseline that the translation performance is poor when using the model trained on different domain corpus from target domain corpus. The methods we propose are all improved than baseline. For experiment b, we get the best result when using word embedding, which increases 1.15 than baseline. The experiment c increases 0.95 which proves supplementing language model based on the target language can improve the performance of machine translation. In experiment d and e, four mixed models all work well and have obvious improvement than former 3 experiments; _ Model A get the best result proving that the mixed model of different layers decreases the divergence among domains and improves translation performance. It's important to note that the obvious improvement of experiment d and experiment e is also related to the size of training data. 
VI. CONCLUSION AND FUTURE WORK
We introduce four methods about domain adaption for SMT including the method based on the data, based on the mixed model, based on the monolingual corpus and based on the topic model. On the whole, the methods based on the data is simple and mature; the method based on the mixed model has better improvement so it's a popular method; the method based on the monolingual language is easy to get target language but relies on external corpus greatly; the method based on the topic model regards domain as topic distribution, making a breakthrough in the method. Overall, the method based on the mixed model will still be a popular method because of different methods to mix sub models; the methods based on the monolingual language and based on the topic model are also worth researching. All the methods we introduce are based on SMT. However, as you know NMT have been developed rapidly [1] [2] [3] [4] [5] [6] [7] . In the future work, we will attempt to research domain adaption through NMT.
