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Abstract
This thesis describes the contributions in investigating the blood behavior both
in physiological and pathological conditions. The Ph.D. activity outcomes are
represented by two biosensors, one algorithm and one software, here subse-
quently presented.
The first topic of the thesis regards an impedance-based biosensor to mea-
sure and monitor in real time the thrombus formation and its related risk under
flow conditions. The fast and accurate monitoring of the individual thrombotic
risk represents a challenge in cardiovascular diagnostics and in treatment of
hemostatic diseases. Actually, the thrombotic condition is quantified in labo-
ratories only through static measurements that do not reproduce the dynamic
physiological conditions of the blood circulation. Sometimes, in few labora-
tories, an additional information is provided by measuring the whole volume
of thrombi formed in vitro under flow conditions. Thrombus volume, as rep-
resentative index of the related thrombotic status, is usually estimated with
confocal microscope at the end of each in vitro experiment, without providing a
useful behavioral information about the biological sample in terms of platelets
adhesion and aggregation in flowing blood. A new biosensor for the real-time
analysis of thrombus formation is reported. The device has been developed to
work either independently or integrated with the microscopy system. Thus, im-
ages of the fluorescently labeled platelets were acquired in real-time during the
whole blood perfusion, while the global electrical impedance of the blood sam-
ple was simultaneously monitored between a pair of specifically designed gold
microelectrodes. Fusing optical and electrical data with a novel technique, the
dynamic of thrombus formation events in flowing blood could be reconstructed
in real-time, allowing an accurate extrapolation of the three-dimensional shape
and the spatial distribution of platelet thrombi forming and growing within
the artificial capillaries. This biosensor revealed accurate and it has been used
to discriminate different hemostatic conditions and to identify weakening and
detaching platelet aggregates. The results obtained appeared compatible with
those quantified with the traditional optical thresholding method. With ad-
vantages in terms of small size, user-friendliness and promptness of response,
the biosensor can be proposed as a promising device for the fast and automatic
individual health monitoring also at the point of care.
The second topic is related to a new algorithm for the improvement of accu-
racy in thrombus volumes estimation starting from three-dimensional images
v
acquired with the confocal scanning microscope. The accuracy of quantitative
measurements represents an essential pre-requisite to characterize and define
the complex dynamic phenomena occurring in the field of cell biology. In
research projects that involve the induction of blood coagulation under flow
in microfluidic artificial channels, thrombus volume represents an important
parameter to be quantified as a significant index related to the individual
thrombotic risk profile. For its importance in the early diagnosis of cardio-
vascular diseases, the estimated thrombus volume should reflect and represent
the related real condition. In three-dimensional confocal microscopy, system-
atic errors can arise from distortions of the axial distance, whose accurate
calibration remains a challenge. As a result, the volumetric three-dimensional
reconstructions usually show a noticeable axial elongation and the volumes are
thus overestimated. A 400-600 % of volume overestimation have been demon-
strated and a new easy-to-use and automatic calibration procedure is proposed
and described for this specific microfluidic and optical context. The adaptive
algorithm proposed leads to the automatic compensation of the elongation
error and thus allows to achieve an accurate thrombus volume measurement.
The method has been calibrated using fluorescent beads of known volume, val-
idated with groups of few distinct and visually countable platelets and finally
applied on platelets thrombi.
The third topic of the thesis is represented by another biosensor to perform
fast quality controls of blood quality in the pre-analytical phase in order to re-
duce or avoid laboratories analytical errors. In clinical laboratories, the major
quantity of errors regarding blood analyses occurs in the pre-analytical phase.
Pre-analytical conditions are key factors necessary to maintain the high quality
of specimens, to limit day-to-day and batch variations and to guarantee the
absolute reliability and accuracy of clinical results and related diagnoses. In
particular, the quality of serum samples would have to be very high in order
to avoid interferences due to hemolysis, thus preventing measurement errors.
In addition, the quality of blood should be always fast monitored to identify
inadequacies and guarantee their complete usability in transfusion procedures.
In a near future, a possible solution could be supplying laboratories with smart
and portable devices able to perform fast pre-analytical quality tests for every
samples. Electrical impedance has a relevant potential in analyzing and moni-
toring blood quality. The proposal is a new simple impedance-based biosensor
able to perform accurate and efficient single- and multi-frequency impedance
measurements in the pre-analytical phase and to check in real-time the quality
of the samples through quantitative thresholds as useful indicators to ensure
the reliability of results and preventing laboratory errors. The sensor allows
the discrimination of the different blood components, the identification of also
a very little presence of hemolysis in serum, the evaluation of the blood quality
and the rapid quantification of its hematocrit.
The last topic consists of the development of a new software for live cells
imaging, in particular for signaling pathways investigation and analysis. The
vi
progress in fluorescence microscopy and in information technologies have com-
pletely transformed the study of live cells improving the capability to quantify,
to investigate and to analyze, in time and space, single phenomena occurring
inside and outside cells. An user-friendly graphical user interface able to ex-
tract and analyze ion calcium signals was developed to understand how signal-
ing pathways regulate cell behavior and metabolism. The software, named Flu-
oLab, works on acquired confocal fluores-cence microscopy images and allows
to obtain signals of mean representative fluorescence intensity for each object
or cell analyzed. Afterwards, the fluorescence signals can be automatically con-
verted in ion calcium concentration values [Ca2+], expressed in micro-molarity
[µM], by using the dissociation constant specific for each kind of fluorescent
probes chosen to label the objects before the experiments. With FluoLab it
is possible to analyze at the same time more than one object through the re-
gions of interest defined around them and also objects of different type and
different spatial hierarchy. The classical action of background compensation,
normalization and smoothing of signals are implemented. This software shows
versatility, visual immediacy and quickness in obtaining signals.
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1. Introduction
Blood is a biological fluid that circulates throughout the body and contains
extensive information on the state of health and diseases. It is composed
by a conductive liquid called plasma and a suspension of particles, such as
red blood cells, white blood cells and platelets. Once blood coagulates, cells
aggregate forming red clots and the liquid all around becomes serum. Blood
coagulation is a complex mechanism whose alteration can produce diseases
such as thrombosis, embolisms and hemorrhages. In particular, thrombosis
is one of the major causes of death and implicates a series of morphological
and functional changes occurring in different temporal and spatial dimensional
scales [1]. Platelets play a central hemostatic role, since, once activated, they
rapidly adhere to a damaged substrate and aggregate forming thrombi [2, 3].
Impedance biosensor for the real-time thrombotic profile monitoring
and prediction under flow
The advances in technologies and computational methods have moved the cell
biology toward a quantitative view [4, 5]. Nowadays, there is an increasing
interest for the in vitro measurement of coagulation process [6, 7] in order to
determine, as quickly as possible, the risk of thrombosis or bleeding, especially
during a surgical treatment. On the other hand, moving the attention toward
diagnostics, it is becoming essential to evaluate thrombus formation under flow
conditions [8–14] to monitor and control the individual thrombotic process in
humans, with the goal of development of innovative screening platforms for
personalized pharmacological treatments. The improvements in microscope
technologies and computational techniques now make possible to investigate
platelets functionality and thrombus formation [4,15]. If the specific aim is to
measure the volumetric structure of an object, confocal microscope provides as
output a sequence of fluorescent images, called z-stack, acquired along the ver-
tical axial z-dimension, that should facilitate the three-dimensional (3D) vol-
ume reconstruction and measurement, rejecting the out-of-focus fluorescence
light. The accuracy and the standardization of thrombus volume measure-
ments, starting from confocal microscope images, have always been open and
problematic issues especially in the specific biological field of blood coagula-
tion. However, the image acquisition and post process from confocal micro-
scope represents a costly and laborious methodology and, for these reasons, its
1
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application in clinics is still restricted.
In recent years, medical research has gradually oriented its attention to
new non-invasive and real-time devices able to assess the thrombotic risk pro-
file reproducing the dynamic conditions of the process. A preliminary electrical
characterization of thrombus formation in microchannels under blood flow con-
ditions using electrical impedance spectroscopy [16] has been presented in [17]
by using an impedance meter and a low cost sensor based on copper printed
circuit board technology and recently improved, as reported in [17–23].
New algorithm for the accuracy improvement in volumes estimation
from confocal microscope images
Live cells microscopy has become essential to analyze and reconstruct the
intra- and inter-cellular dynamic processes. Numerical computation offers to
medicine the beneficial possibility of quantifying and assessing a broad vari-
ety of diseases and medical conditions through innovative automated methods
of image analysis [24–27]. In the attempt to measure cellular functions and
morphological features, samples can be studied by using various microscopy
techniques [28], but digital fluorescent images show misrepresented objects,
because they are modified and transformed by the acquisition system. There-
fore, also the advanced technology of confocal microscopes hides limits, often
difficult to be clearly identified and adjusted, that tend to move biologists often
far from accurate and realistic measurements [29, 30].
Medical research has gradually moved its attention to new non-invasive
and real-time devices with the aim of extracting and monitoring the indi-
vidual thrombotic risk profile and the whole dynamic of thrombus formation
events [7, 17, 18, 20–23, 31–34]. Some of these new technologies use confo-
cal microscope results as references to calibrate their system numerical out-
puts, but in this specific context standardization and reproducibility still re-
main open and unsolved issues [15, 35]. In specific scientific literature (e.g.
in [36–42]), starting from sequences of confocal images acquired along the axial
z-dimension, thrombus volume has been often measured ignoring the presence
of an intrinsic inaccuracy and of distortions that have not been compensated.
They can be introduced by the optical system because of a convergence lack
between marginal and paraxial rays and by the refractive indexes mismatch
between the immersion medium and the biological object at their interface.
Consequently, spherical aberration phenomena lead to a misrepresentation of
the objects and their effects can be shown as an axial elongation in the three-
dimensional reconstructions [30,43–46]. This inaccuracy has never represented
a problem because thrombus volume quantification always aimed at the com-
parison between an untreated situation, called control, and the variation from
it due to the effects of biological or pharmacological treatments. In 3D con-
focal microscopy, systematic errors can arise from distortions of the axial dis-
tance, whose accurate calibration remains a challenge. As a result, the 3D
reconstructions show a noticeable axial elongation and the volumes are thus
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overestimated. A 400-600 % of volume overestimation using available post
processing software has been demonstrated.
Impedance biosensor to perform fast quality controls in the pre-
analytical phase
Moving the attention towards clinical laboratories, when clinicians make de-
cisions about diagnosis, further investigations or patient management, they
rely on the results of blood laboratory analyses. The capability to ensure
the reliability and the accuracy of these analyses is, thus, clearly necessary in
healthcare to guarantee that the laboratory tests reflect the real patient health
state.
A huge quantity of control systems have been developed and they are in use
in most clinical laboratories to maintain high levels of quality in the analytical
phase [47]. This is not the case for the pre-analytical phase. The majority
of laboratory errors are related to this phase, that includes all the processes
from the time when a laboratory request is made by a physician until the
sample is ready for testing. The magnitude of these errors effects on patient
care is not negligible and the focus of health care institutions has become the
improvement of laboratory tests quality renewing the interest in pre-analytical
processes. Thus, the use of quality controls to prevent laboratory errors should
be an essential part of any health care process [48–51]. Unfortunately, despite
several methods and systems are currently used in clinic for the preparation of
quality control samples [52,53], in practice they depend on the high dimensions
of the instruments and of the specific commercial kits whose usage should be
optimized.
The most frequent reason for the inadequacy of a sample, as it can cause
analytical errors in laboratories, is represented by the hemolysis, that is the
rupture of red blood cells with the release of their intracellular content, such
as hemoglobin. Free hemoglobin causes interferences in many dosage methods
and colorimetric analysis and makes serum samples unsuitable for analysis.
Another inadequate sample is represented by the serum containing minute
white clots, that can be intended as clots without red cells and made by a
polymeric net called fibrin forming during the coagulation of blood. Also a
very little presence of hemolysis or white clots is sufficient to lead to technical
problems and measurement interferences [54]. Nevertheless, the quality of
serum in the pre-analytical phase is usually measured only for the samples that
visibly show pale red hemolytic shades, while it should be rapidly and always
tested for every sample, without exclusions, in order to assure the complete
accuracy of laboratory analyses.
In addition, for blood collected from both healthy donors and patients, a
quality control of every sample before laboratory analyses or before transfu-
sions is not always provided. Consequently, the identification of inadequacies
and the prevention of measurement errors are not guaranteed. Anomalies in-
volving the temperature of the containers for the transport and the storage
3
1. Introduction
of blood are frequent and common and can lead to variations of blood con-
sistency and also to its undesired coagulation or hemolysis. These problems
should be identified and monitored with additional investigations to preserve
the samples adequately and to rapidly identify an opportune corrective action.
Accordingly, the changes of the hematocrit value, defined as the volume of red
blood cells as a percentage of the whole blood volume, could represent an use-
ful indicator reflecting the transport and storage conditions. Thus, the quality
of blood samples should be always quantified in a fast way to guarantee the
complete compatibility and efficiency in transfusion procedures and to avoid
anomalies and errors in laboratory analyses.
Software development for live cells imaging
Fluorescence microscopy, as experimental approach to the direct observation
of biological processes in living cells, has received a powerful impulse in recent
years thanks to different factors as technological progress of survey instruments
and development of specific probes to mark and follow cellular structures or
functional parameters in real-time dynamic experiments [55]. In particular,
with the development of confocal microscopy, live cells imaging has become
increasingly complex. The availability of probes able to mark both living cell
and subcellular elements like organelles, proteins and nuclei, or those able to
measure important cellular parameters has a central role in the analysis of fluo-
rescence digital images. In particular, one important quantity to be measured
is represented by the calcium ion concentration [Ca2+] [56, 57], an intracel-
lular messenger crucial for many biological processes [58, 59]. Calcium ions
are released into the cytoplasm from intracellular stores or they enter from
the extracellular space, in this case driven by a large electrochemical gradient
across the plasma membrane. That is the reason why calcium plays a crucial
role in many differ cellular process and its pathway represents a key index for
cell life. Calcium is involved in cells excitability, exocytosis, motility, apop-
tosis, cell-cell interactions and also genes transcription. Unfortunately, the
variety in cell types studied, in different biological mechanisms investigated
and in different experimental conditions have led to the development of many
analytical systems often associated with the instruments used for the acquisi-
tion of individual images or associated to the payment of a license to use the
software [60–63].
A topic of our laboratory is the study of the dynamic mechanisms that reg-
ulate calcium signaling, using different fluorescent probes in different cell types,
such as megakaryocytes, platelets, mesenchymal cells, exosomes [38,64,65]. For
example it is noticeable that megakaryocytes, that are the platelets precursors,
in particular experimental conditions, show a calcium mobilization from intra-
cellular stores. This phenomenon represents the basis of a signal cascades
activation that causes megakaryocyte adhesion, starts pro-platelet formation
and platelets release and promotes extracellular calcium entry, which is largely
involved in the regulation of the contractile force related to megakaryocyte
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motility [65]. Also megakaryocytes products are dependent on calcium sig-
nals. In platelets, calcium is a substance crucial for their adhesion, activation
and aggregation and it can lead to the activation of factors which could dis-
empower the platelets functionality [66]. Calcium plays an important role also
in cell differentiation. Bone marrow-derived mesenchymal stem cells can be
differentiated into myocytes, as well as adipocytes, chondrocytes and osteo-
cytes in culture, depending on the signals received. The capability of a cell
to receive and transmit a signal of calcium represents a key factor for a cell
also to become contractile. This is guaranteed by the expression of calcium
channels that mediate contraction and that are essential for the muscle func-
tionality [67].
The significant developments in research, through the use of very spe-
cific fluorescent probes and new detailed and precise acquisition systems, has
greatly contributed to significant advancement in studying biological systems
in vitro. Commercially, there are many image analysis systems using software
specific for the different cell types. Some of them analyze the calcium signal
as a global phenomenon quantifying and monitoring its temporal variations
and providing global and individual calcium fluorescence intensity profiles [60].
Others focus on segmentation and time series extraction through specific con-
trol algorithms [62, 63]. There are also software able to analyze single-cell
signals in large cell populations measuring their fluorescence intensity over
time [61].
1.1 Aims and results of the thesis
Impedance biosensor for the real-time thrombotic profile monitoring
and prediction under flow
The thesis further explores the relevance of blood impedance technique in mea-
suring thrombus formation under flow conditions. First of all, a new biosensor
is presented, cheaper than the confocal microscope, capable to characterize,
with a non-invasive and real-time impedance analysis, the dynamic of platelet
adhesion, aggregation and thrombus formation. A novel, fast and adaptive
method is described to quantify volumes from confocal microscope images with
more accuracy and standardization, thus providing a reference for the new de-
vice calibration and validation. From impedance measurements, it was possible
to reconstruct the spatial and temporal distribution of thrombi using a specif-
ically developed analysis tool based on a finite elements approach [18, 19, 22].
Volume measurements thus obtained highly matched volumes reconstructed
from confocal microscope images acquisitions. In addition, the new device
revealed to be capable of discriminating different hemostatic conditions and
of identifying weakening and detaching aggregates, as demonstrated by the
results here presented.
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New algorithm for the accuracy improvement in volumes estimation
from confocal microscope images
The accuracy of quantitative measurements represents an essential pre-requisite
to characterize and define the complex dynamic phenomena occurring in the
field of cell biology. In research projects that involve the induction of blood
coagulation under flow in microfluidic artificial channels, thrombus volume re-
vealed an important quantity to be estimated as a significant index related to
the individual thrombotic risk profile. For its importance in the early diag-
nosis of cardiovascular diseases, the estimated thrombus volume should reflect
and represent the reality. According to this necessity, a new easy-to-use and
automatic calibration procedure is presented and described for this specific mi-
crofluidic and optical context. The adaptive algorithm proposed leads to the
automatic compensation of the elongation error and to the accurate throm-
bus volume measurement. The method has been calibrated using fluorescent
beads of known volume, then validated with groups of few distinct platelets
and finally applied on platelet thrombi.
Impedance biosensor to perform fast quality controls in the pre-
analytical phase
As already stated, electrical measurements represent a highly promising tool
for analyzing blood and the relevance of impedance measurement technique in
characterizing biomedical human aspects has been already proposed in litera-
ture [6, 68]. With regard to the characterization of single blood components,
this is still an open challenge, not yet settled by a single multi-measurement
sensor. Here, in addition to the biosensor proposed for the thrombi forma-
tion monitoring under flow, another new simple impedance-based sensor is
presented. Comparing and combining the data obtained from impedance mea-
surements, this technique has been applied to characterize and discriminate
different blood components and to perform fast and accurate controls to test
the quality of blood and serum samples, with the possibility to confirm or
reject their usability in clinics.
Software development for live cells imaging
Finally, in order to optimize the analysis of digital images, a new easy-to-use
and user-friendly graphical user interface (GUI) was developed. The software
is named FluoLab and works on acquired confocal fluorescence microscopy
images. With FluoLab, biologists and physicians are able to obtain, from
different types of cells and from hierarchically different spatial regions, quanti-
tative and qualitative data related to cells functionality, such as concentration
of calcium ion [Ca2+], thus understanding how they regulate the cells behavior
and metabolism. This software differs from the other ones and showing more
versatility, more visual immediacy in results and more quickness in obtain-
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ing signals. The processing time to analyze images reduced, respect to the
traditional approaches used in our laboratory, from days to hours.
1.2 Structure of the thesis
The thesis is organized as follows. In chapter 2 some useful and basic concepts
regarding the blood coagulation and the platelets role in the processes involved
will be introduced. In chapter 3 the principles of the impedance spectroscopy
will be described exploring the fundamental notions about measurement uncer-
tainty and a brief description of the main impedance measurement techniques
commonly used. In chapter 4 the field of the live cells imaging, with the de-
scription of the principles of the confocal laser scanning microscope, will be
provided. Chapter 5 contains the description of the experimental setup and
the methodologies implemented and used to perform the experimental activi-
ties. In chapter 6 the results and the major outcomes will be illustrated, from
the biosensor for the evaluation of the thrombotic profile and the prediction of
the related thrombotic risk, to the algorithm for the accuracy improvement in
thrombus volume evaluation, from another biosensor for the assessment of the
quality of blood components and their characterization, to the software devel-
oped for cells signals extraction and analysis. Finally, in chapter 7 conclusions
will be drawn and defined.
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2. Blood coagulation
2.1 Blood
Blood is a specialized body fluid consisting of 45 % blood cells and 55 % of a
protein-rich fluid called plasma. Whole blood can be separated into four main
components: plasma, red blood cells, white blood cells and platelets [69], as
illustrated in the Figure 2.1.
Figure 2.1: Blood composition. Blood consists of the liquid plasma, a medium
for the transport of materials in the blood, in which cells are suspended. The other el-
ements of which the blood is formed are red blood cells, white blood cells and platelets.
2.1.1 Cellular components
Plasma
Plasma is the liquid component of blood and it is a mixture of water, sugar,
fat, protein, and salts. The main function of the plasma is to transport blood
cells throughout the body along with nutrients, waste products, antibodies,
clotting proteins, chemical messengers such as hormones and proteins that
help maintain the body fluid balance [70].
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Red blood cells (RBCs)
Red blood cells (RBCs), also named as erythrocytes, are known for their bright
red color and represent the most abundant cell in the blood (4.2-6.1 x 109/mL),
accounting for about 40 % to 45 % of its volume. The shape of a RBC is a
biconcave disk with a flattened center. Production of red blood cells is con-
trolled by the erythropoietin, an hormone produced primarily by the kidneys.
Red blood cells start as immature cells in the bone marrow and, after approx-
imately seven days of maturation, are released into the bloodstream. They
contain a special protein called hemoglobin, which helps carry the oxygen
from the lungs to the rest of the body and then returns carbon dioxide from
the body to the lungs so it can be exhaled. The percentage of RBCs in whole
blood volume is called hematocrit (HCT) and is a common measure of red cells
level. Due to their discoid shape, deformability, intrinsic viscoelastic properties
and fibrinogen-binding ability, RBCs are the primary determinants of blood
viscosity [71].
White blood cells (WBCs)
White blood bells (WBCs), also known as leukocytes, protect the body from
infections. They are much fewer in number than red blood cells, accounting for
about 1 % of blood volume. The most common type of white cell is represented
by the neutrophils, which are the immediate-response cells and account for 55-
70 % of the total WBCs count. Each neutrophil lives less than a day, so
the bone marrow must constantly generate new neutrophils to maintain the
protection against infections. The other major type of white blood cell is
represented by the lymphocytes. There are two main populations of these
cells. On one hand, T lymphocytes help in regulating the function of other
immune cells and directly attack various infected cells and some tumors. On
the other hand, B lymphocytes produce antibodies, which are proteins that
specifically target bacteria, viruses and other foreign materials.
Platelets (PLTs)
Platelets (PLTs) are anuclear blood cells that have a discoid shape when cir-
culating in their inactivated state. Also called thrombocytes, they have a
diameter of approximately 2–3 µm, a thickness of 0.75 µm and a number
density of 200–400 x 103/µl. Platelets help the blood clotting process, or co-
agulation, by gathering at the site of an injury, sticking to the lining of the
injured blood vessel and forming a platform on which blood coagulation can
occur. This results in the formation of a fibrin clot, which covers the wound
and prevents blood from leaking out. Fibrin, a polymeric net, also forms the
initial scaffolding upon which new tissue forms, thus promoting healing.
A complete blood count (CBC) test related to a blood sample gives im-
portant information about cells types and numbers contained in it, especially
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about the red blood cells and their percentage, that is the hematocrit, or the
protein content, related to the hemoglobin and then the white blood cells and
platelets. The results of a CBC may diagnose conditions like anemia, infections
and other disorders. The platelet count and plasma clotting tests may be used
to evaluate bleeding and clotting disorders. In particular these tests are the
prothrombin time, the partial thromboplastin time and the thrombin time. In
addition, it is possible perform a blood smear, which is a way of looking at
blood cells under the microscope. Accordingly, in a normal blood smear, red
blood cells will appear as regular, round cells with a pale center. Variations in
the size or shape of these cells may suggest a blood disorder.
2.1.2 Blood functions
Blood has many different functions that are central to survival, including:
• transport of oxygen to cells and tissues;
• supply of essential nutrients to cells, such as amino acids, fatty acids and
glucose;
• removal of waste products, such as carbon dioxide, urea, and lactic acid
to the kidneys and liver, which filter and clean the blood;
• protection of the body from infections and foreign bodies through the
white blood cells;
• formation of blood clots to prevent an excess of blood loss;
• transport of hormones from one part of the body to other ones, trans-
mitting messages and completing important processes;
• regulation of acidity levels (pH) and of body temperature;
• protective action against diseases through the carriage of cells and anti-
bodies that fight infections.
2.2 Platelet physiology
The fundamental role of platelets in the physiological hemostasis and in the
pathological thrombosis relies on their capability of adhesion to specific lo-
cations of the perturbed vessel wall upon an injury, a damage or during an
inflammation process.
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2.2.1 Adhesion
Continued adhesion of flowing platelets leads to building up a platelet plug or
thrombus and this is required to arrest bleeding or, under pathological condi-
tions, to induce thrombosis, for instance after the rupture of an atherosclerotic
plaque. Platelet adhesion and aggregation occur over the full range of physi-
ological shear rates, thus from 50 s−1 to 1800 s−1, and at much higher shear
rates, up to 20.000 s−1, that occur under pathological situations. The adhesive
properties of PLTs support their attachment to extracellular matrix (ECM)
proteins, collagen and von Willebrand factor (VWF). At venous shear rates,
so < 200 s−1, the bonds between the glycoprotein GPVI receptors and collagen
form and trigger the activation of integrin receptors α2β1 and αIIbβ3 sufficiently
fast. In this way the platelets are brought to rest and firmly adhere to the sur-
face. Bonds between the GPIb receptors and the adsorbed vWF may play a
role at these shear rates but they are not essential. GPIb-vWF bonds become
increasingly important at shear rates found in arteries and arterioles, so >
500 s−1 and between 1000 s−1 and 1800 s−1, respectively. Thus, a repertoire
of receptors and surface-bound ligands, acting synergistically, is required to
achieve the adhesion over the range of flow conditions in the blood circulation
(Figure 2.2).
Figure 2.2: Platelets adhesion. The adhesive properties of PLTs support their
attachment to extracellular matrix proteins, collagen and VWF. In order to immedi-
ately respond, platelets express a wide variety of integrin receptors and glycoproteins
that engage context-specific ligands in different flow regimens (low or high shear
rate).
2.2.2 Activation and aggregation
Adherent platelets can rapidly recruit to the site of injury additional platelets
necessary to achieve the hemostasis, or different types of leukocytes, which set
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off host defense responses. Such selective recruitment is orchestrated by the
activation pathways stimulated by the initial adhesive interactions and by the
soluble agonists released or locally generated, which lead to the appearance
on the platelet membrane of different molecules capable of attracting distinct
circulating cells.
Platelets activation consists of a number of diverse responses [72]. Fist of all
the platelets cytoskeleton reorganizes to extend pseudopodial appendages that
help it to spread out on the surface, to become more firmly attached provide
a lower profile that reduces drag force. Then, the platelets α2β1 and αIIbβ3
receptors become activated and mediatea a firm adhesion and spreading on
the vascular surface. The αIIbβ3 receptors also enable a platelet-platelet bind-
ing. Afterwards, the lipid phosphatidylserine becomes exposed on the platelets
surface, allowing them to support the coagulation reactions. Finally, platelets
secrete chemicals into the blood plasma. These chemicals provide a way to
activate other platelets without their having to directly contact the injured
vessel wall and allow the activation process to be propagated away from the
wall [73, 74]. Platelet activation is not an all-or-nothing process. Some acti-
vation triggers cause only some of these responses to occur. There is a signif-
icant evidence that different stimuli, such as collagen, adenosine diphosphate
(ADP) and thrombin, can act synergistically to promote a strong activation
response [75]. After that, different collagens are present in wall vessel, among
which the type I, III and VI are known to support platelet adhesion and ag-
gregation [76].
In addition to their roles in hemostasis and thrombosis, it is known that
platelets have been increasingly recognized as multipurpose cells. Indeed, cir-
culating platelets have the ability to influence a wide range of seemingly un-
related pathophysiologic events. The platelets involvement in the interplay
between hemostasis, thrombosis, inflammation and cancer is likely complex,
yet extremely important in each disease process [77]. For example, throm-
boembolic complications represent a condition of significant clinical relevance
in cancer patients. In particular, venous thromboembolism (VTE) is one of the
most important causes of morbidity and mortality in cancer patients. Platelets,
by their nature, adhere and are activated in the areas of vascular, inflamma-
tory and neoangiogenesis lesions. Here, the increase in the concentration of
cytosolic calcium concentration [Ca2+] is necessary to allow the cell to interact
with the microenvironment. Moreover, it is known that the platelets secrete
the content of their granules, especially ADP, ATP and serotonin, with a con-
sequent amplification of the activation signals. On the other hand, primary
tumors produce many substances that stimulate angiogenesis and can enter in
the circulation. Platelets can recognize and respond to circulating tumor prod-
ucts and initiate the coagulation cascade in the absence of intact cells. The
system is challenged further as extracellular matrix is exposed during tumor
cell invasion or as circulating cancer cells interact directly with platelets. As
platelets fulfill their normal hemostatic function in the presence of cancer, they
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tend to initiate thrombotic events that can facilitate cancer progression [78].
2.2.3 Thrombus formation and coagulation
Vascular damage-induced exposure of subendothelial tissue factor (TF) gener-
ates trace amounts of thrombin with multiple effects on other coagulation fac-
tors and platelets. Through multiple enforcement loops in the coagulation sys-
tem and in platelets activation, phase called primary hemostasis, large amounts
of polymeric fibrin are formed stabilizing earlier formed platelets thrombi. In
details, fibrin strands form an insoluble mesh of fibres that trap blood cells at
the site of damage. This phase is known as secondary hemostasis.
The process by which blood clots are formed involves a complex set of reac-
tions collectively called the coagulation cascade, represented in the Figure 2.3.
This cascade is stimulated by clotting factors released from damaged cells or
platelets, thus acquiring the names of extrinsic and intrinsic pathway, respec-
tively. The coagulation process involves many intermediary steps, however the
Figure 2.3: Coagulation cascade. Injury to vessel lining triggers the release of
clotting factors. Then vasoconstriction limits blood floe and platelets form a sticky
plug. Finally, fibrin strands adhere to the plug to form an insoluble clot.
principal events are those immediately introduced. An initial localised vaso-
constriction reduces the blood flow through the damaged region and clotting
factors lead platelets to become sticky and to adhere to the damaged region
forming a solid plug. Additionally, clotting factors trigger the conversion of
the inactive zymogen prothrombin into the activated enzyme thrombin that in
turn catalyses the conversion of the soluble plasma protein fibrinogen into its
insolube fibrous form called fibrin. The fibrin strands, as already described,
form a mesh of fibres around the platelet plug and traps blood cells to form a
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temporary clot. When the damaged region is completely repaired, an enzyme
called plasmin is activated to dissolve the clot [79].
2.3 Coagulation models
Platelet deposition and coagulation occur in the presence of moving blood and
are strongly affected by fluid dynamics in ways that are only partially under-
stood. One indication of flow influence is that clots that form in veins, where
blood flow is slower, are made mainly of fibrin gel and trapped RBCs, whereas
clots that form in arteries, where blood flow is faster, are mainly made of
platelets. Elucidating the mechanisms by which fluid dynamics influences clot
formation and stability is the aim of a growing level of experimental activity
using microfluidic chambers and of theoretical modeling and simulation using
the tools of computational fluid dynamics [15, 31, 80]. Mathematical model-
ing and computer simulation of clotting are essential to understand how the
clotting system as a whole, or even major pieces of it, functions as an inte-
grated dynamical system. Yet modeling of platelet adhesion, aggregation and
coagulation presents enormous challenges both in formulating models and in
studying them computationally. To look at thrombus development beyond
initial adhesion, one must account for the disturbance to the flow that the
growing thrombus generates. Hence, models of thrombus growth involve, at a
minimum, a coupled problem of fluid dynamics, transport of cells and chem-
icals, platelet activation, adhesion and cohesion mechanics, and growth of a
fluid-perturbing platelet mass. These processes involve spatial scales ranging
from millimeters to nanometers and timescales, from minutes to milliseconds.
Exploiting the biochemical and physiological characteristics of platelets and
megakaryocytes, the platelets precursors, it is possible to hypothesize their
use both in supportive therapies, for example in cases of thrombocytopenia
following high-dose chemotherapy treatments, and as vehicles for tumor trans-
port of substances with therapeutic efficacy. Fast and accurate monitoring of
the single thrombotic risk represents a diagnostic challenge in the cardiovascu-
lar field and in the treatment of relevant clinical problems in the hematological,
onco-hematological and oncological fields.
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3. Impedance spectroscopy (IS)
3.1 Theory and background
3.1.1 Fundamentals
Impedance spectroscopy (IS) represents a relatively new and powerful method
to characterize the electrochemical behavior and properties of materials [16].
In particular, is nowadays established as a powerful tool for the investigation
of mechanisms involved in the electrochemical reactions, for measuring dielec-
tric and transport properties of materials and for the study of surfaces and
electrode-material interfaces. This various and multifaceted context force the
abandon of the simple concept of resistance using, in its place, the more gen-
eralize concept of impedance. The term impedance was introduced by Oliver
Heaviside in 1886 and soon after Arthur Kennelly was the first to represent
impedance with complex numbers. It is a complex quantity and it can be
defined as the frequency dependent resistance to current flow of a circuit ele-
ment or groups of elements. In addition to resistances of direct current (DC)
circuits, impedance in alternating current (AC) circuits permits to include in-
ductances and capacitances, that are the effects of the induction of voltages
in conductors by the magnetic fields and the electrostatic storage of charge
induced by voltages between conductors, respectively. The impedance caused
by these two different effects is named reactance, indicated with the letter X
and representing the imaginary part of impedance, whereas resistance, indi-
cated as R, forms the real part. Applying an electrical stimulus to a couple
of electrodes, several microscopic processes occur in the material under study
and they lead to a global electrical response. These processes consist of trans-
port of electrons through electronic conductors, transfer of electrons at the
interfaces and flows of charged atoms. The electrical current, that is the flow
rate of charged particles, thus depends on the resistance of electrodes and ma-
terials and on the reactions at their interfaces. Hence, any intrinsic property
influencing the conductivity of an electrode-material system can be studied by
IS. In particular, the parameters obtained from impedance measurements can
belong to those related only to the material itself or to those pertinent to the
electrode-material interface.
Ohm’s law generally defines the resistance R, in terms of ratio between the
voltage V , measured in volt [V] and the current I, measured in Ampere [A],
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as
R =
V
I
(3.1)
Resistance is expressed in ohm [Ω]. This is a well-known equation, but its
use is limited to only linear systems, in which the ratio V/I remains constant,
regardless of the voltage and current applied. Unfortunately, electrochemical
and biological systems generally do not show a linear voltage-current charac-
teristics. In particular, both solid and liquid electrochemical systems tend to
exhibit a strong non-linear behavior, especially at the interfaces, due to the
presence of impurities, the growth of oxide layers, the coating degradations, the
temperature changes. However, since any continuous, differentiable function
can be considered linear for reasonably small input perturbation amplitudes,
also real systems under study can be approximated as pseudo-linear. This
means that if the input consists of the weighted sum of several signals then
the output is simply the superposition, as a weighted sum, of the responses
of the system to each of the signals. Nevertheless, the between the properties
of a system and its response to a periodic input voltage is very challenging in
the time domain. In general, the solution of several differential equations is re-
quired, but the equations system is often too much intricate to be solved in the
time domain. The Fourier Transform (FT) allows a significant simplification
of the mathematical treatment of the problem, reducing it to an algebraic one.
FT takes time domain sinusoidal data and generates the equivalent frequency
domain data. IS is based on the application of a small sinusoidal perturbation
of fixed frequency, commonly a known voltage, to the system and on the mea-
surement of the electrical response, the resulting related current. Repeating
the measurements for a wide range of frequencies, the whole response of the
system, known as impedance spectrum, can be analyzed and represented in
the frequency domain. The impedance values are thus derived by FT from the
time domain and it is defined for a set of individual frequencies.
Electrical impedance is usually measured exciting the system with a small
signal in order to obtain a pseudo-linear response. In particular, during an IS
measurement, the small signal sinusoidal voltage v(t) = V0 sin(ωt + φv), with
amplitude V0, at the frequency f = ω/2π [Hz], where ω is the angular or radial
frequency [rad/s], is applied to the system under study. The resulting current
i(t) = I0 sin(ωt+φi) is measured at the same frequency, showing an amplitude
of I0, as illustrated in Figure 3.1. Here θ = φv − φi is the phase difference
between voltage and current, expressed in degrees [deg] or radiants [rad] and
equal to zero only for purely resistive behavior. The shift appears because, in
linear or pseudo-linear systems, the response to a small periodic excitation is a
sinusoidal wave at the same frequency, but with different amplitude and shifted
in phase (Figure 3.1). An expression analogous to the Ohm’s law (Equation
3.1) allows to calculate ratio between voltage and current as
v(t)
i(t)
=
V0 sin(ωt+ φv)
I0 sin(ωt+ φi)
(3.2)
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Figure 3.1: Voltage v(t) and current i(t) signals in IS experiments. A
sinusoidal voltage v(t) = V0 sin(ωt+φv), with amplitude V0, is applied to the system
under study. The resulting current i(t) = I0 sin(ωt + φi) shows the amplitude I0.
In linear or pseudo-linear systems, the response to a small periodic excitation is a
sinusoidal wave at the same frequency, but with different amplitude and shifted in
phase. The phase difference between voltage and current is defined as θ = φv − φi.
where the ratio V0/I0 acts just like a resistance [Ω]. To semplify calculations,
sinusoidal voltage and current are commonly represented in the frequency do-
main, by exploiting the complex number notation, as V (ω) = V0e
j(ωt+φv) and
I(ω) = I0e
j(ωt+φi), respectively, where j =
√
−1 is the imaginary unit. With
this notation, the impedance of the system can be expressed rewriting the
Equation 3.2 as
Z(ω) =
V (ω)
I(ω)
=
V0e
j(ωt+φv)
I0ej(ωt+φi)
=
V0
I0
ej(φv−φi) = Z0e
jθ (3.3)
where θ = φv − φi is the impedance phase angle. An impedance value can
thus be considered as the ratio between voltage and current for a single com-
plex exponential at a particular angular frequency ω. In other words, the
complex quantity Z(ω) is defined as the impedance function and its values
at particular frequencies represent the impedance of the system under study.
The inverse of impedance is named admittance Y (ω) = 1/Z(ω) and its magni-
tude measurement unit is siemens [S]. Because of this Ohm’s law-like relation
between voltage and current, the whole impedance of a circuit with multiple
impedance elements can be quantified with the same rules as with multiple
resistors, which greatly semplifies calculations. In addition, just as impedance
extends the Ohm’s law to cover AC circuits, other results from DC circuit
analysis can also be extended to AC circuits, such as voltage division, cur-
rent division, Thevenin’s and Norton’s theorems, by replacing resistance with
impedance.
It is essential to remember that FT, linear because computed through a
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linear integral, helps in reducing differential equations in the time domain to
algebraic forms in the frequency domain only under the system conditions of
linearity, causality, stability and finiteness. Therefore, impedance is properly
defined only for systems satisfying these conditions. The concept of linearity
is related, as already said, to the effects superposition principle. Causality
means that the response of the system under study has to depend only from
the AC input and not from any other external stimulus. Stability means that
the system being measured must remain in a stationary state until an exter-
nal source provide to excite it and it should return to the same state after
the perturbation is finished. This implies that throughout the time required
to measure impedance the system should not incur in any drift. Finiteness
means that impedance values have to be finite over the whole frequency range
without divergences towards infinite values. In order to met these criteria,
some rules and suggestions can be followed. The amplitude of the AC signals
has to be chosen in order to be small enough to maintain the system in a
linear condition, but large enough to measure a response. In addition, fre-
quency range and measurement conditions have to be properly chosen in order
to have a total tome of measurement fast enough to not incur in long term
drift of the system to be analyzed. In order to verify the linearity of the system
and the correct choice of the stimulus, it is possible to repeat the impedance
measurements by varying the AC amplitude. In this case, if the spectrum
does not change the system is linear. On the other hand, if the measurements
are instead repeated different times without changing any parameter and the
response appears always the same, the system can be considered stable. A
graphical method that can be used to assess the reliability of the impedance
data is represented by the Lissajous curves (Figure 3.2). Plotting the AC ap-
Figure 3.2: Lissajous curves. The origin of the curves, obtained plotting the
applied voltage v(t) and its response i(t) in an orthogonal system of axes (a). The
Lissajous curves allow a visualization of the relation between voltage and current
useful to detect any distortion from linearity and reflecting their phase difference θ,
here expressed in radiants (b).
plied sinusoidal voltage v(t) on the horizontal axis and the response i(t) on the
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vertical axis, the result is generally an oval, as shown in Figure 3.2a. In partic-
ular, the Lissajous curves allow a visualization of the relation between voltage
and current that perfectly reflects, as illustrated in Figure 3.2b, their phase
shift θ = φv − φi. The analysis of Lissajous curves on oscilloscope screen was
the only impedance measurement technique before the availability of modern
IS instrumentation, while nowadays maintains its usefulness in detecting any
distortion from linearity or the presence of external perturbation.
IS is demonstrated to be a suitable analytical tool in materials research
and characterization because it involves a relatively simple electrical measure-
ment that can be automated and whose results may be correlated with many
materials variables, such as mass transport, rates of chemical reactions, di-
electric properties, defects and microstructures. IS can predict aspects of the
performance of sensors and it can be used to investigate membranes behav-
ior in living cells. Impedance measurements are useful also in emprical quality
control procedures, contributing to the interpretation of fundamental electrical
and chemical processes. A flow diagram of a general characterization proce-
dure using IS is presented in Figure 3.3. Experimentally obtained impedance
data for a given electrode-material system may be analyzed by using an exact
mathematical model based on a plausible physical theory that predicts theo-
retical impedance or by a relatively empirical equivalent circuit from which an
equivalent impedance can be predicted. In either the case of the mathematical
model or of the equivalent circuit, the impedance-related parameters can be
estimated and the impedance measurements obtained from IS experiments can
be compared to either the predicted theoretical impedance or that associated
to the equivalent circuit. The analysis of physical processes often suggests an
equivalent circuit and may explain and account adequately for the observed IS
response, with the aim of associating each electrical parameters to a specific
properties or physical aspect of the system under study until the achievement
of its knowledge and characterization.
3.1.2 Impedance representation
The quantitative measurement of the output spectrum of a system in response
to a stimulus and its representation and analysis is useful to characterize the
system under study and to reveal its internal dynamics. In particular, IS
consists in measurements of the magnitude and the phase angle as functions
of frequency and their visualization reflect the changes in impedance of the
system during the excitation.
Phasors theory
The magnitude and the phase angle of sinusoidal functions of time characterize
phasors in the frequency domain representation. A phasor can be imagined as
a planar vector rotating in the complex plane and it is described by a constant
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Figure 3.3: Impedance spectroscopy (IS) flow diagram. Scheme for the
characterization of an electrode-material system with impedance measurements.
complex number that captures both magnitude and phase characteristics, ex-
pressed with | · | and 6 ·, respectively. Phasors, generally indicated with bold
letters, are used by electrical engineers to semplify computations involving si-
nusoids in linear or pseudo-linear systems because their capability to reduce
a differential equation problem in the time domain to an algebraic one in the
FT space. The impedance phasor Z̄ of a circuit element can be defined as the
ratio of the voltage phasor V̄ = |V |ej 6 V across the element to the phasor of
the current Ī = |I|ej 6 I through the element, with the expression
Z̄ =
V̄
Ī
(3.4)
The impedance phasor Z̄ of a circuit element, can be represented in the
polar form or in the rectangular form, as shown in Figure 3.4. Rewriting the
Equation 3.4, the polar form conveniently captures both magnitude and phase
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Figure 3.4: Impedance phasor representation in the complex plane. The
impedance phasor Z̄ is a planar vector rotating in the complex plane and it can
be represented in the polar form, in terms of magnitude and phase angle or in the
rectangular form, in terms of real component along the horizontal axis and imaginary
component along the vertical axis.
characteristics as
Z̄ =
V̄
Ī
=
|V |ej 6 V
|I|ej 6 I
=
|V |
|I| e
j( 6 V−6 I) = |Z|ej 6 Z (3.5)
In the polar form the magnitude of impedance |Z| is the ratio of the voltage
to the current magnitudes and its phase angle 6 Z is the phase shift or dif-
ference by which the current lags the voltage. The expression is analogous to
the definition obtained from the Ohm’s law-like (Equation 3.3). The planar
impedance phasor can be represented also in an orthogonal system of axes, by
the vector sum of the real and imaginary components along the horizontal axis
and the vertical one, that are their rectangular coordinates, by the complex
number
Z̄ = Re(Z̄) + jIm(Z̄) = R + jX (3.6)
where the real part of impedance, Re(Z̄), is the resistance R, while its imag-
inary part, Im(Z̄), is the reactance X. The Equations 3.5 and 3.6 can be
rearranged and further modified by applying the Euler’s relation
ejϕ = cosϕ+ j sinϕ (3.7)
thus obtaining
Z̄ = |Z|ej 6 Z = |Z|(cos 6 Z + j sin 6 Z) = |Z| cos 6 Z + j|Z| sin 6 Z (3.8)
Here the two rectangular coordinates values are clearly Re(Z̄) = |Z| cos 6 Z
and Im(Z̄) = |Z| sin 6 Z, as indicated in Figure 3.4. The polar and the rectan-
gular forms are different representations of the same complex quantity and are
mathematically equivalent. Where it is needed to add or subtract impedances
the rectangular form is more convenient, but when quantities have to be mul-
tiplied or divided the calculation becomes simpler if the polar form is used.
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Conversions between the forms follows the normal conversion rules of complex
numbers and the magnitude and phase angle can be obtained from
|Z| =
√
Re2(Z̄) + Im2(Z̄) (3.9)
6 Z = tan−1
(
Im(Z̄)
Re(Z̄)
)
(3.10)
Spectrum visualization
IS is characterized by the measurement and the analysis of impedance-related
parameters and the visualization of impedance spectrum can be very helpful
in interpreting the small signal AC response of each electrode-material system
being investigating. As a complex quantity, impedance expression consists of
a real and an imaginary part. Considering the complex plane, where the imag-
inary part is plotted as function of the real part, impedance measurements
can be represented with a Nyquist plot (Figure 3.5). The most common use
Figure 3.5: Nyquist plot. The real part of the impedance is plotted on the hori-
zontal axis while the imaginary part is plotted on the vertical one. Magnitudes and
phase angles measured at all the explored frequencies appear simultaneously on a
single polar plot, with frequency as parameter, and the points series can be drawn
imagining the rotation of the impedance phasor in the complex plane. The negative
imaginary axis -Im(Z̄) is usually represented, instead of the positive Im(Z̄), because
IS generally involves capacitances and rarely inductances, thus ensuring that the vast
majority of all curves fall in the first quadrant.
of Nyquist plot is the assessment of the stability for automatic systems with
feedback in controls theory. The real part of the impedance is plotted on the
horizontal axis while the imaginary part is plotted on the vertical one. Di-
rectly deriving from the phasor representation of Figure 3.4, the Nyquist plot
can be described also using the polar representation, where the magnitude is
the radial coordinate and the phase is the angular one. As visible in Figure 3.5,
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magnitudes and phase angles measured at all the explored frequencies appear
simultaneously on a single polar plot, with frequency as parameter. In partic-
ular, every point in the Nyquist diagram identifies the impedance value at one
specific frequency among all the frequencies chosen for the measurements and
the sum of these points allows the visualization of the whole impedance spec-
trum. The points series can be drawn imagining the rotation of the impedance
phasor Z̄, defined by its magnitude |Z| and its phase angle 6 Z, in the complex
plane. The rotation begins at low frequencies, corresponding to the right part
of the Nyquist diagram, finishing at high frequencies, represented on the left
part of the plot, as indicated in Figure 3.5. Therefore, the diagram has to be
read from the right to the left, following the increase of frequency. Even if not
essential, it can be a good practice to employ isometric axes in this type of
graph, in order to immediately detect the possible presence of non-ideal capac-
itive behavior, as subsequenlty illustrated. In addition, as visible in Figure 3.5,
because IS usually involves capacitances and rarely inductances, it has become
common to represent impedances in a complex plane where the vertical axis
represents -Im(Z̄), instead of Im(Z̄), thus ensuring that the vast majority of
all curves fall in the first quadrant.
Another opportunity to visualize the electrical response of the system un-
der study in terms of impedance spectrum is represented by the Bode diagrams
(Figure 3.6). They consists in a pair of diagrams reporting the measured mag-
nitudes (Figure 3.6a) and phase angles (Figure 3.6b) on two rectangular plots
as explicit function of frequency. Because of the wide range of frequencies and
magnitudes usually involved in electrical measurements, Bode diagrams tipi-
cally express both frequency and magnitude values in a logarithmic scale with
the logarithm to the base 10, where axes are, thus, divided in decades, that are
intervals of equal length between a number and that one ten times bigger. The
logarithmic representation of angular frequency ω is illustrated in Figure 3.7.
To express the network gain G(ω) in circuit theory, such as the voltage gain of
an amplifier, the gain magnitude is commonly represented in decibel, dB, as
|G(ω)|dB = 20 log10 |G(ω)|, where decibel is not a measurement unit, but a pure
number. In this way, a factor of 10 in gain magnitude, leading to a power gain
of 100, corresponds to 20 dB and gains of less than 1 have a negative values
in decibel scale. Decibel scale is useful in studying the frequency response of
amplifiers and filters. On the other hand, in the case of the analysis of general
a quantities with their measurement unit, the magnitude is simply expressed
in logarithmic scale to the base 10. In general, a logarithmic scale allows a
detailed representation of quantities falling in wide ranges of values, as already
stated. Therefore, in Bode diagrams related to the impedance spectrum, mag-
nitude can be represented as |Z|(ω) [Ω] either in linear or logarithmic scale,
while the frequency and the phase angles as log10 f [Hz] and 6 Z(ω) [deg], re-
spectively. In Bode plot frequency is explicit and small impedances in presence
of large impedances can be identified easily instead to be swamped. In addi-
tion, Bode plots are useful in analyzing complicated functions because the key
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Figure 3.6: Bode diagrams. Magnitude diagram (a). Phase diagram (b). For
complicated functions, Bode diagrams can be obtained considering the asymptotes at
low and at high frequencies and the slope changes at the cutoff frequencies.
Figure 3.7: Logarithmic scale of the angular frequency. The angular fre-
quency ω is reported using the logarithmic scale to the base 10. The logarithmic
function is linear in this scale. Decades are intervals of equal length between a num-
ber and that one ten times bigger.
features of the diagrams can be quickly sketched by hand using some simple
rules that identify how the circuit elements influence the frequency response of
the system. In fact, a system response H can be generically represented in the
frequency domain as a rational polynomial function of the Laplace complex
variable s
H(s) =
bms
m + bm−1s
m−1 + ...+ b1s+ b0
ansn + an−1sn−1 + ...+ a1s+ a0
(3.11)
where it is often convenient to factor the polynomials in a numerator N(s)
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and in a denominator D(s) and to rewrite the Equation 3.11 in terms of these
factors
H(s) =
N(s)
D(s)
= K
(s− z1)(s− z2)...(s− zm−1)(s− zm)
(s− p1)(s− p2)...(s− pn−1)(s− pn)
(3.12)
where the numerator and the denominator, N(s) and D(s), have real coeffi-
cients and K = bm/an. The values z1, z, ..., zm−1, zm of s, that make N(s) = 0,
are the roots of the numerator and are known as the zeros of the system. The
values p1, p, ..., pn−1, pn of s, that satisfy D(s) = 0, are the roots of the de-
nominator and are defined to be the poles of the system. By substituting jω
by s directly into the factored form, the Equation 3.12 allows to obtain the
impedance Z(ω) as
Z(ω) =
N(ω)
D(ω)
= K
(jω − z1)(jω − z2)...(jω − zm−1)(jω − zm)
(jω − p1)(jω − p2)...(jω − pn−1)(jω − pn)
(3.13)
Zeros and poles represent properties related to the differential equations de-
scribing the system dynamics. From the complex algebra, zeros and poles
can be dealt with separately and the results added up to find the impedance
magnitude and its phase angle as
|Z(ω)| = K
∏m
i=1(jω − zi)
∏n
i=1(jω − pi
(3.14)
6 Z(ω) =
m
∑
i=1
6 (jω − zi)−
n
∑
i=1
6 (jω − pi) (3.15)
The advantage of this approach, especially for complicated functions, consists
of the possibility to obtain Bode diagrams combining the elementary diagrams
of the individual factors. In addition, by factoring the polynomial represen-
tative function as in Equation 3.13 and, thus, identifying the zeros and the
poles of the system, the impedance spectrum can also be sketched without
drawing the individual component curves. The method is based on the fact
that the curves of magnitude and phase undergo a change in slope at each
cutoff frequency, coinciding with poles and zeros, considered and arranged in
ascending order. In general, as summarily represented in Figure 3.6, when a
pole is encountered the magnitude slope always decreases by 20 dB/decade,
corresponding to a decrease of a factor of 10, while the phase angle lowers of
90 deg with a negative slope of 45 deg/decade. On the other hand, even if
not illustrated, when a zero is encountered the slope always increases by 20
dB/decade, corresponding to a factor of 10, while the phase angle increases of
90 deg with a positive slope of 45 deg/decade. Therefore, at any frequency,
the slope of the asymptotic magnitude function depends only on the break
points related to lower cutoff frequencies, thus on the values in the left part
of the Bode plot. To find a reference level, the limiting behavior at low and
high frequencies can be exploited to identify a starting point, from which the
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Bode plot can be constructed from straight line segments changing in slope at
every zero and pole. Once the asymptotic plot is sketched, a more accurate
version can be drawn, as visible for instance in Figure 3.6 where the asymp-
totic approximation and the exact function are shown. Smoother magnitude
curves has to be plotted with an attenuation of 1
√
2 or 3 dB below or above
each break point (Figure 3.6a), while smoother phase diagrams can be ob-
tained joining the asymptotes with the tangent to the diagram at each cutoff
frequency (Figure 3.6b).
3.2 Electrical equivalent circuits for IS data
analysis
3.2.1 Electrical circuit elements
With the frequency domain representation and the phasors theory at disposal
a system under study can be analyzed and characterized. As already described
in Figure 3.3, impedance measurements experimentally obtained may be com-
pared to a theoretical impedance obtained from physical and mathematical
models whose aim is the detailed reproduction of physical processes and prop-
erties of the system. In practice, IS data are commonly analyzed by fitting to
an equivalent circuit model, to simply reproduce the properties of the system
without the claim of describe them with inticate mathematical expressions. In
this way the electrode-material system can be modeled as a network of circuit
elements and the equivalent impedance obtained is compared to the system
response.
Resistors, capacitors and inductors
The most common electrical circuit elements are resistors, capacitors and in-
ductors (Figure 3.8). Each of them is equipped with two terminals and is
characterized by a current that flows through it and a voltage across it.
Figure 3.8: Common electrical circuit elements. Resistor (a). Inductor (b).
Capacitor (c).
The simplest circuit element is the resistor (Figure 3.8a) whose electrical
circuit symbol is represented in Figure 3.9a. For this element, the relation
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Figure 3.9: Resistor. Electrical circuit symbol (a). Phasors representation in the
complex plane (b).
between voltage vR(t) and current iR(t) in the time domain is given, according
to the Equation 3.1 and the Equation 3.2, by
vR(t) = RiR(t) (3.16)
where resistance R [Ω] is a real number that represents the fundamental prop-
erty of the resistor. The resistance of a material strongly depends on its con-
ducibility σ [Sm−1] and on the element geometry. When a sinusoidal voltage
is applied to the system, the current response appears perfectly in phase with
the excitation. In fact, in order to satisfy the equality V0 sin(ωt + φv) =
RI0 sin(ωt + φi), the phase angles φv and φi have to coincide, so voltage and
current have to be in phase, that is equivalent to θR = 0. With the complex
notation, the voltage-current relation becomes
VR(ω) = RIR(ω) (3.17)
and the resistor impedance ZR(ω) simply assumes the expression of a purely
real resistance
ZR(ω) = R (3.18)
Figure 3.9b shows the phasors representation in the complex plane of VR and
IR.
An inductor (Figure 3.8b) is an electrical circuit element that consists of a
filiform conductor, wrapped aroud a magnetic core or simply in air, forming a
winding of coils. Its electrical symbol is shown in Figure 3.10a. The Ampere’s
law says that if a current iL(t) flows through a winding of coils, a proportional
magnetic field B, whose measurement unit is tesla [T], is produced and it can
be represented with the expression
B = µ0µrNiL(t) (3.19)
where N is the number of coils per unit of length [m−1]. The constant term
µ0 represents the magnetic permeability of the vacuum, corresponding to µ0 =
4π10−7 Tm/A, and µr refers to the magnetic permeability of the medium on
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Figure 3.10: Inductor. Electrical circuit symbol (a). Phasors representation in
the complex plane (b).
which the coils are wounded. In the generic case of air µr = 1. A magnetic
flux ΦB is associated with the magnetic field and its relation with the current
from which it is produced, linearly proportional, is
ΦB = LiL(t) (3.20)
where L is named inductance, it is measured in henry [H] and it depends
only on geometrical and constructive parameters of the material of which the
element is made. If the current changes over time, also the magnetic flux is
obviously variable and it determines an electromotive force, that is a voltage,
which opposes to the flux. The Faraday’s law establishes that
vL(t) =
dΦB
dt
(3.21)
defining the value of the voltage vL(t) induced at the terminals of the inductor
when a flux variation is produced by the current iL(t). The Equation 3.20,
combined with the Equation 3.21, allows to obtain the voltage-current relation
for an inductor as
vL(t) = L
diL(t)
dt
(3.22)
For an inductor the relation between voltage and current is not linear in the
time domain, while in the complex space the Equation 3.22 becomes
VL(ω) = jωLIL(ω) (3.23)
The imaginary unit j =
√
−1 = ej π2 indicates an anticlockwise rotation by π
2
respect to the horizontal axis. Thus, the inductor impedance can be defined
as
ZL(ω) = jωL (3.24)
with the observation that it is pure imaginary, with a phase angle θL = π/2.
Figure 3.10b illustrates the phasors representation of VL and IL in the com-
plex plane. According to the impedance expression of Equation 3.24, at low
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frequencies the inductor tends to behave like an ideal short circuit while at
high frequencies follows the open circuit behavior. As previously said, since
the mostly of IS systems rarely present inductive elements, it is a common
procedure to represents -Im(Z̄), instead of Im(Z̄), as a function of Re(Z̄) in
Nyquist plot.
A capacitor (Figure 3.8c) is a circuit element that stores electrical charges.
It consists of two conductive surfaces, called armatures, between which a non-
conductive material, called dielectric, is interposed. The electrical circuit sym-
bol of a capacitor is illustrated in Figure 3.11a. If charges of opposite sign are
Figure 3.11: Capacitor. Electrical circuit symbol (a). Phasors representation in
the complex plane (b).
placed on the armatures, an electrical field is proportionally produced amongst
them and then a voltage vC(t) is generated. A similar thing can be done by
imposing a voltage at the terminals, in order to attract the charges towards
the armatures, where they accumulate. Anyway, the relation between the
generic variable charge Q(t) on the armatures, measured in coulomb [C], and
the voltage vC(t) related to the terminals can be expressed as
C =
Q
vC(t)
(3.25)
where the term C is the capacitance of the capacitor, measured in farad [F]
and dependent only on the geometry of the conductors and on the electrical
characteristics of the dielectric interposed. The charges on the armatures are
not able to pass directly from one terminal to the other because of the presence
of the dielectric. Nevertheless, being the voltage variable over time, a displace-
ment current is generated, inducted by one of the two surfaces on the other
one. It can be shown that the resulting current at the capacitor terminals iC(t)
is equal to the charge variation over time
iC(t) =
dQ(t)
dt
(3.26)
In this way, rearranging the Equation 3.25 and the Equation 3.26 the voltage-
current relation obtained for a capacitor is
iC(t) = C
dvC(t)
dt
(3.27)
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The reasoning seen for the inductor with sinusoidal functions is transferable to
the capacitor but, in this case, the voltage is derived, instead of the current.
In the complex notation the relations obtained are
IC(ω) = jωCVC(ω) (3.28)
VC(ω) =
1
jωC
IC(ω) = −j
1
ωC
IC(ω) (3.29)
A capacitor at low frequencies behaves like an ideal open circuit while at high
frequencies becomes a short circuit. The imaginary unit at the denominator,
that becames negative at the numerator represents a characteristic phase angle
θC = −π/2, associated to a purely real capacitive impedance of
ZC(ω) = −j
1
ωC
(3.30)
The phasors VC and IC are represented in Figure 3.11b and Figure 3.11b. A
summary of the electrical circuit elements just described is presented in Table
3.1.
Table 3.1: Overview of the expressions describing a resistor, an inductor and a
capacitor in the time domain and in the complex space.
Element Symbol Time relation Impedance Phase angle
Resistor R vR(t) = RiR(t) ZR(ω) = R θR = 0
Inductor L vL(t) = L
diL(t)
dt
ZL(ω) = jωL θL =
π
2
Capacitor C iC(t) = C
dvC(t)
dt
ZC(ω) = −j 1ωC θC = −π2
Costant Phase Element (CPE)
Ordinary circuit elements, such as those just described, are considered lumped
elements because each of them represents a physical parameter that can be con-
sidered constant concerning the spatial dimension and related to ideal prop-
erties. However, there are some cases in which this assumption can not be
made. With the aim of modelling blood, in terms of components and dynamic
behavior, ideal circuit elements may be inadequate to describe its electrical
response. In addition, the interaction of blood with electrodes is too complex
to be represented with the ideal response expected for a single electrochemical
reaction. In fact, the interaction between a biological fluid and a metal elec-
trode forms a narrow interface, known as double layer, where the charges of the
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electrode and those of the material are separated and the current thus flows as
in a capacitive layer. The value of the double layer capacitance depends on the
electrode potential, the temperature and its variation, the charges concentra-
tions, the kind of material, the electrode roughness and the possible adsorption
of impurities.
For these reasons, in addition to the three common electrical circuit ele-
ments, it is useful to define the Constant Phase Element (CPE) [16], often used
as representative element in equivalent circuits. The CPE is a generalization of
conventional capacitors and it is considered a sort of lumped electrical circuit
element with distributed properties, looking at the imperfect response of real
systems. The impedance of a CPE ZCPE(ω) is defined as
ZCPE(ω) =
1
CCPE(jω)ψ
(3.31)
where CCPE is the capacitance, while the parameter ψ, with 0 ≤ ψ ≤ 1, is the
CPE index. Being an imperfect capacitor, the impedance phase angle is usually
less than -90 deg. In particular, θCPE = −ψπ/2 and the CPE resembles a pure
resistor when ψ = 0, while it looks like an ideal capacitor when ψ = 1 [16].
Warburg element
In electrochemical systems the diffusion of ionic species at the interface is a
common phenomenon. In 1899 the physicist Emil Warburg determined an
impedance due to the diffusional transport of electroactive species to and from
an electrode surface. Diffusion can thus create an impedance called Warburg
impedance ZW(ω), representing a resistive behavior to mass transfer. A War-
burg impedance element can be used to model a sort of linear diffusion, that
is defined as an unrestricted diffusion to a large planar electrode [16]. This is
the simplest diffusion situation because it is only the linear distance from the
electrode that matters.
Warburg impedance is given by
ZW(ω) =
σ√
ω
− j σ√
ω
=
σ√
ω
(1− j) (3.32)
where σ is the Warburg coefficient or Warburg constant, dependent on dif-
fusion coefficients, on the electrode surface and on the number of electrons
involved in the phenomenon. At high frequencies the Warburg impedance is
small since diffusing reactants do not move fast. At low frequencies the re-
actants diffuse farther and the impedance thus generated increases. Warburg
can be considered as a CPE with a constant phase, thus independent of fre-
quency. On the Bode diagrams Warburg impedance thus exhibits a constant
phase shift of 45 degrees, while in the Nyquist plot it appears as a diagonal
with a slop of 45 degrees, with the real and the imaginary components equal at
all the frequencies. The impedance depends on the frequency of the perturba-
tion. In particular, the magnitude of Warburg impedance |ZW(ω)| is inversely
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proportional to the square root of the frequency 1/
√
ω through the expression
|ZW(ω)| =
√
2σ√
ω
(3.33)
The form of the Warburg impedance is only valid if the diffusion layer has
an infinite thickness. Quite often, however, this is not the case. If the diffusion
layer is bounded, as in thin-layer cell or in coated samples, the impedance at
lower frequencies no longer responds to the Equation 3.32 and the Equation
3.33. Instead, the more finite-length general form to express the Warburg
impedance is
ZW(ω) = (σ
√
ω) (1− j) tanh

δ
√
jω
D

 (3.34)
where δ represents the diffusion layer thickness and D the diffusion coefficient.
Without going deeply in details, there are two special conditions of finite-
length Warburg elements: the Warburg short, for a finite-length diffusion with
transmissive boundary, and the Warburg open, describing the impedance of a
finite-length diffusion with reflective boundary.
3.2.2 Electrical equivalent circuit models
In a circuit with two elements in series, Z1(ω) and Z2(ω) the same current
flows through both of them, while the total voltage is given by the sum of the
voltages across each element. For this reason, the total impedance Zseries(ω)
related to series of the two elements is given by
Zseries(ω) = Z1(ω) + Z2(ω) (3.35)
Thus, the impedance is additive for elements in series. Symmetrically, by
considering two elements in parallel, the total current is given by the sum of
the currents flowing into each element, while the total voltage is equal to the
voltage across each of them. Accordingly, the total impedance Zparallel(ω) is
Zparallel(ω) =
(
1
Z1(ω)
+
1
Z2(ω)
)−1
(3.36)
In this case, the admittance is additive for elements in parallel. Both Equation
3.35 and Equation 3.36 can obviously be extended to the series or the parallel
of more elements with the same logic.
By exploiting the above reported rules, the impedances related to useful
electrical equivalent circuit models is presented. The simpler electrical circuit
often found in biomedical applications is the parallel of a resistance R and a
capacitance C (Figure 3.12a). The equivalent impedance can be calculated as
Z(ω) =
R
1 + jωRC
(3.37)
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Figure 3.12: Useful electrical equivalent circuit models. The parallel of a
resistance R and a capacitance C (a). The parallel between a resistance R1 and
the series of another resistance R2 with a capacitance C (b). The series between a
capacitance C1 and the parallel of another capacitance C2 and a resistance R (c).
In the Nyquist plot, this parallel appears as a semicircle centered in R/2 with
radius equal to R/2. Another useful elements combination to be considered,
represented in Figure 3.12b is the parallel between a resistance R1 and the se-
ries of another resistance R2 with a capacitance C. In this case, the equivalent
impedance is given by the expression
Z(ω) =
R1(1 + jωR2C)
1 + jωR2C + jωR1C
(3.38)
Figure 3.12c shows the last important equivalent circuit model recurrent in
biomedical impedance spectroscopy, that is the series between a capacitance C1
and the parallel of another capacitance C2 and a resistance R. The equivalent
impedance is
Z(ω) =
1
jωC1
+
R
1 + jωRC2
(3.39)
Where considered appropriate or necessary, each capacitance can be substi-
tute by a CPE, with the related changes in the equivalent impedance expres-
sions of Equation 3.37, Equation 3.38 and Equation 3.39. In fact, regarding
the Figure 3.12a, substituting the capacitance with a CPE, the resulting par-
allel between the CPE and R is commonly named ZARC and its equivalent
impedance ZZARC(ω) is given by
ZZARC(ω) =
R
1 + jωRCZARC(jω)ψ
(3.40)
Commonly found in electrochemical systems is the Randles circuit where a
diffusional element, usually a Warburg or a Warburg short is put in series with
the charge transfer resistance. This circuit is usually exploited to model an
electrochemical system composed by an electrode immersed into an electrolytic
solution with dissolved ionic species.
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3.3 Metrology fundamentals
The accuracy, precision and fitness for purpose of medical laboratory results
rely on the basic metrological concepts of a common system of units, trace-
ability of measured values, uncertainty of measurement and commutability of
results within a calibration hierarchy. A measurement system is generally a de-
vice whose input, named measurand, is the quantity of interest to be measured
and whose output is the measurement result of this quantity. A measurement
procedure thus provides a resulting measurement value of the quantity to be
measured. The purpose of a measurement is to provide information about a
quantity of interest, the measurand.
3.3.1 Measurements, errors and uncertainty
No measurement is exact. When a quantity is measured, the outcome depends
on the measuring system, the measurement procedure, the operator skills and
the environment. No measurement is exact, thus every measurement is affected
by error. In the international vocabulary of metrology (VIM) the measurement
error is defined as the value obtained from the measured quantity value minus
its the reference quantity value [81]. Measurement error, as difference between
the measured value and the true value, is therefore intended as a single num-
ber, even if consisting of random components, unpredictable because of their
unknown origin, and systematic ones, more or less compensable if identified.
In practice, the true value of a measurand is nowadays considered unknown
because a physical quantity can not determined with absolute certainty and
a content of vagueness has always to be associated to the measurement. In
metrology, the parameter representing the dispersion of the values attributed to
a measured quantity is called uncertainty and, for this reason, a measurement
result is complete only when it is accompanied by the associated uncertainty.
In general, error may refer to a single discrepancy, as for a systematic error or
biases and it can be appropriately corrected, while random fluctuations lead
to uncertainty. Because of this incompleteness in the detailed definition of
any quantity to be measured, there is not a single true value for a measur-
and, but a coherent range of plausible values, although they are not exactly
known. Uncertainty has become a basic property of measurements and to cal-
culate it, unlike measurement error, it is not necessary to know the true value
of the physical quantity under investigation. The uncertainty assessment is
necessarily required in order to decide if the measured result is adequate for
its intended purpose and to establish if it is consistent with other similar or
previous results. By international agreement, the uncertainty is a statistical
concept that has a probabilistic basis and reflects the incomplete knowledge
of the quantity value, whose measurement has to be thus defined through a
range of values within it is probably included.
The measurement of a quantity should involve its comparison with a sam-
ple of known value. This operation is not always possible because for many
36
3.3. Metrology fundamentals
quantities, especially in the biomedical field, a reference quantity does not
exist because it has never been quantified. Consequenlty, two types of mea-
surements are then possible. The simplest is the direct measurement, done
measuring the quantity directly with an instrument and comparing the mea-
surement with a reference sample. The other possibility is represented by the
indirect measurement. In this case, the quantity of interest is not directly
measured, but it is obtained from measurement of other quantities related to
it. An example is the measurement of resistance through the Ohm’s law.
A measurements is thus an estimate of the true unknown value of the
quantity, as it is not possible to know exactly its real value because of the
the presence of random phenomena and imperfections in the correction of
systematic errors, often difficult to be identified and quantified. Even if all
the error components are evaluated and compensated, still the uncertainty
remains on the provided results and this is a doubt on how good the result
represents the true value of the measurand. The uncertainty is associated to
the measurement result and represents the dispersion of the values that can
reasonably be attributed to the measurand. Therefore, a measurement result
is composed and described by:
1. the measured quantity, the value that can be directly obtained from the
measurement system, obtainable from a single measurement or as mean
value of a series of measurements;
2. the measurement uncertainty, that quantifies its reliability;
3. the unit of measurement, used to report the measured quantity to a scale
of default values.
These three elements alone provide a complete description of a single measure-
ment. In addition, it is important to give some basic definitions of the terms
commonly used in metrology:
• accuracy is the closeness of agreement between a measured quantity value
and the true quantity value of a measurand;
• resolution is the smallest change in a quantity being measured that causes
a perceptible change in the corresponding measurement;
• sensitivity is the quotient of the change in an indication of a measuring
system and the corresponding change in a value of a quantity being
measured;
• dynamic range is the ratio, often expressed in dB, between the maximum
and the minimum values that can be measured with the same instrument
settings;
• precision is the closeness of agreement between indications or measured
quantity values obtained by replicating measurements on the same or
similar objects under specified conditions;
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• repeatability is the precision in repeated measurements with the same
measurement procedures, same operators, unchanged conditions and lo-
cation, replicating measurements on the same or similar objects over a
short period of time;
• reproducibility is the precision in repeated measurements in different
conditions and measuring systems, replicating measurements on the same
or similar objects, with the aim of assess the concordance of the results;
• stability is a property of a measuring instrument, whereby its metrolog-
ical properties remain invariant in time, in the brief term (minutes or
hours) or in the long term (days, months or years);
• uncertainty is a parameter indicating the dispersion of the values at-
tributed to a measured quantity and it provides the quality of the mea-
surement method and its result.
Two elements are basic to make a measurement. They are the measurement
system, made up of a set of tools and equipment, and the methodology that
is the description of how these tools are used to realize the measurement. In
addition, the measurement procedure is the most detailed description of how
the measurement has to be carried out. In order to decide which measure-
ment system should be used, many aspects and factors have to be taken into
account, from the measurement conditions to the measurement parameters,
range and accuracy. To make an increasingly accurate and reliable measure-
ment, it is advisable to carry out more measurements at the same conditions,
thus allowing the identification of many sistematic errors and the evaluation
of the correctness regarding the chosen methodology. Furthermore, more mea-
surements provide a statistical description of the uncertainty that can be so
quantified experimentally as well as theoretically.
3.3.2 Uncertainty evalutation and propagation
Even if the terms error and uncertainty are used somewhat interchangeably in
everyday descriptions, they actually have different meanings according to the
definitions provided by VIM and by the guide to the expression of uncertainty
in measurement (GUM). By definition, the measurement error is the difference
between the true value and the measured value. The most likely or true value
may thus be considered as the measured value including a statement of uncer-
tainty which characterises the dispersion of possible measured values. As the
measured value and its uncertainty component are at best only estimates, it
follows that the true value is indeterminate [81, 82]. Uncertainty is caused by
the interplay of errors which create dispersion around the estimated value of
the measurand; the smaller the dispersion, the smaller the uncertainty.
Uncertainty of measurement, traceability and numerical significance are
related concepts that affect both the format and the information transmit-
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ted by a quantitative result. As every measurement is prone to error, it is
often stated that a measurement result is complete only when accompanied
by a quantitative statement of its uncertainty. This uncertainty assessment is
required in order to decide if the result is adequate for its intended purpose
and to ascertain if it is consistent with other similar or previous results. The
uncertainty of quantitative results must thus always be available to demon-
strate how well a measured value represents the quantity being determined.
The GUM is generally accepted as the master document describing the theory
and implementation of uncertainty of measurement and the general law for
the propagation of uncertainty. In metrology, measurement uncertainty is a
non-negative parameter characterizing the dispersion of the values attributed
to a measured quantity [81]. All measurements are subject to uncertainty and
a measurement result is complete only when it is accompanied by a state-
ment of the associated uncertainty. By international agreement [81, 82], this
uncertainty has a probabilistic basis and reflects incomplete knowledge of the
quantity value. The measurement uncertainty is often taken as the standard
deviation of a state-of-knowledge probability distribution over the possible val-
ues that could be attributed to a measured quantity. In clinical biochemistry,
in fact, this may be the variability or dispersion of a series of similar mea-
surements, for example a series of quality control specimens and it can be
expressed as combined uncertainties. Today, many clinical laboratories have
more than one instrument which can perform the same group of tests. Labo-
ratories with automated systems which incorporate several analytical modules
providing the same test capability may provide uncertainty estimates for each
measurand independently from which module actually produced the result. In
this type of automated testing system, any differences which may actually be
observed between modules are probably considered as random effects, provided
that all systematic errors have been correctly identified and appropriately cor-
rected. On the other hand, if the uncertainty analysis is aimed at a specific
instrument or module, its imprecision with respect to the group requires a sep-
arate evaluation, provided that the systematic errors have been appropriately
corrected.
Regarding the measurand as a random variable y, if n repeated measure-
ments xi, with i = 1, 2, ..., n, of the same quantity are made, statistical proce-
dures can be used to determine the uncertainties in the measurement process.
This type of statistical analysis provides uncertainties which are determined
from the data themselves without requiring further estimates. There are two
mathematical approaches to evaluate the uncertainty associated to the mea-
surement result x. Type A concerns the evaluation of the uncertainty uA(x)
using statistical analysis from a series of observations. Type B evaluates the
uncertainty uB(x) with probabilistic methods on the basis of available a priori
information. The information or data obtained from type A and type B uncer-
tainty evaluations is essentially the same, even if the procedures are different.
A Type A evaluation of standard uncertainty may be based on any valid
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statistical method for treating data. When performing a series of n repeated
measurements xi, with i = 1, 2, ..., n, the average value of the sample set x̄ is
given by the expression
x̄ =
1
n
n
∑
i=1
xi (3.41)
The related sample standard deviation s(x) is defined as
s(x) =
√
√
√
√
1
n− 1
n
∑
i=1
(xi − x̄)2 (3.42)
where n − 1 are the associated degrees of freedom. The uncertainty uA(x) to
be associated with x is the estimated standard deviation of the mean
s(x̄) =
√
√
√
√
1
n(n− 1)
n
∑
i=1
(xi − x̄)2 (3.43)
providing a quantification of quality and variability of measurement procedure
the related results.
Differently, Type B evaluation of uncertainty is usually based on scientific
judgment using all of the relevant information available, which may include
previous measurement data, general knowledge, the behavior and properties
of relevant materials and instruments, specifications of manufacturer, data
provided in calibration or uncertainties assigned to reference data taken from
handbooks. By assuming appropriate probability distributions, on the basis
of experience or other information, the uncertainty uB(x) can be expressed as
the standard deviation of the chosen distribution, tipically normal, uniform,
triangular or U-shaped, as a priori evaluation. This evaluation can be applied
if there is not the possibility to repeat measurements, because of time delays
or costs.
As previously mentioned, in many situations the measurand is not mea-
sured directly but it is calculated from other measurements through a func-
tional relationship. From a mathematical perspective, a function f can be
regarded as an output quantity y whose value can be derived from one or more
input quantities x1, x2, ..., xn, upon which the y depends, by applying a defined
mathematical formula. In general, a functional relationship indicates that a
mathematical relationship exists between the value of the function and the
input variables, without specifically identifying the exact mathematical form
of the relationship. These input quantities themselves can often be viewed
as measurands, with their associated uncertainty. If the measurand y is de-
termined from input variables x1, x2, ..., xn through a functional relationship,
the uncertainty of each input propagates through the calculation to an un-
certainty in y. Usually, the input variables have no relationship with each
other, except through their functional relationship which defines the measur-
and. Under these circumstances, the input variables are described as having
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zero covariance or correlation. On the other hand, there are situations where
a separate relationship may exist between two or more of the input variables.
Procedures for the propagation of uncertainty arising from both uncorrelated
and correlated variables can be derived from the general expression describing
the propagation of uncertainty as outlined in the GUM [82]. Given the gen-
eral expression for the measurand y in terms of input quantities x1, x2, ..., xn,
that is y = f(x1, x2, ..., xn), a corresponding expression which describes the
uncertainty u(y) can be obtained by appropriately combining the uncertainty
estimates of the various input u(x1), u(x2), ..., u(xn). With uncorrelated input
variables the uncertainty propagates from variables to the measurand as
u(y) =
√
√
√
√
(
∂y
∂x1
)2
u2(x1) +
(
∂y
∂x2
)2
u2(x2) + ...+
(
∂y
∂xn
)2
u2(xn) (3.44)
that can be rewritten in a more compact form as
u(y) =
√
√
√
√
n
∑
i=1
(
∂y
∂xi
)2
u2(xi) (3.45)
These Equation 3.44 and the Equation 3.45 state that the squared combined
uncertainty u2(y) of the measurand y is a weighted sum of the squared un-
certainties u2(xi) of the input quantities xi, with i = 1, 2, ..., n. The partial
derivatives are often referred to as sensitivity coefficients, dscribing how the
output estimate depends on the individual uncertainties, by determining the
sensitivity of the output to uncertainty related to each input. The expression
for the propagation of uncertainties for uncorrelated variables described in the
Equation 3.44 and in the Equation 3.45, is a special form of the general law
for the propagation of uncertainty. In fact, when two or more of the input
quantities are correlated, an alternative extended form of the general law of
uncertainty propagation is required. The expression is similar to that given
in Equation 3.44, but includes an additional term which incorporates the cor-
relation coefficient r between input variables. The coefficient can vary from
−1, when there is a perfect negative correlation, to 1, when the correlation is
perfect positive. The correlation coefficient between two generic variables x1
and x2 is defined as
r(x1, x2) =
u(x1, x2)
u(x1)u(x2)
(3.46)
where the term u(x1, x2) is the covariance of the random variables and rep-
resents the relation between their variability. An example describing the un-
certainty propagation due to two input quantities x1 and x2 is given by the
expression
u(y) =
√
√
√
√
(
∂y
∂x1
)2
u2(x1) +
(
∂y
∂x2
)2
u2(x2) + 2rx1,x2
(
∂y
∂x1
)(
∂y
∂x2
)
u(x1)u(x2)
(3.47)
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with the evidence that, if there is not correlation, when r = 0, the last term
in Equation 3.47 becomes zero and the expression naturally tends to the same
form as Equation 3.44. In the GUM the correct model for uncertainty evalua-
tion is the probabilistic one, but it is still in use, especially in sensors, another
model named worst case, which provides an overestimation of uncertainty. It
uses the maximum uncertainty of input variables considering the linear sum of
all the contributions in absolute value, thus excluding their compensation. In
other words, the worst case model is equivalent to the probabilistic one with
all the correlation coefficients acting positively with value 1.
3.4 Impedance measurement techniques
The instruments for impedance measurement, commonly named LCR meter,
are based on different measurement techniques from which impedance can be
obtained. Automated measurement instruments allow you to make a measure-
ment by merely connecting the unknown component, circuit or material to the
instrument. However, sometimes the instrument displays an unexpected result.
One possible cause of this problem is the incorrect choice of measurement tech-
nique. In fact, every impedance measurement technique presents advantages
and disadvantages and there is not a single technique that includes all capabil-
ities, so it is necessary to consider the specific measurement requirements and
conditions and then choose the most appropriate one according to such factors
as frequency coverage, measurement range, accuracy and ease of operation.
Hereinafter, the most used and known impedance measurement techniques are
summarily described leaving, instead, more details for the description of the
AC auto-balancing bridge technique.
3.4.1 DC techniques
To find the impedance, we need to measure at least two values because impedance
is a complex quantity. Many modern impedance measuring instruments mea-
sure the real and the imaginary parts of an impedance vector and then con-
vert them into the desired parameter. Measurement ranges and accuracy for
a variety of impedance parameters are determined from those specified for
impedance measurement. In order to obtain an impedance measurement,
many DC and AC techniques exist. The impedance of a device under test
(DUT) represents the extension of the concept of electrical resistance to alter-
nating current applications. Consequently, in the DC systems the impedance
measurement reduces to a resistance measurement because of the lack of the
imaginary part. One of the simplest approach is represented by the volt-
amperometric technique. As the name implies, it is based on two measure-
ments of which one is represented by a current and the other one is a voltage.
Being a simple technique, it is commonly used to measure resistance values.
The technique exploits the Ohm’s law (Equation 3.1) to perform an indirect
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measurement. Regarding the implementation details, there are two types of
circuits that depend on the connections of the instruments in terms of po-
tioning of the voltmeter upstream or downstream of the ammeter. The two
different circuit configurations would be equivalent with ideal instruments, but
in practice a real voltmeter presents its own resistance in parallel and a real
ammeter has its own resistance in series, thus influencing the measurement
result. In particular, if the resistance to be measured is low, it is advisable
to insert the voltmeter downstream of the ammeter, since the parallel of the
resistors has little influence on the effective value of the unknown resistance.
On the other hand, if the unknown resistance is high, then it is discouraged
this approach and it is better to resort to the voltmeter configuration upstream
of the ammeter since the relatively small resistance of the ammeter does not
affect considerably the series of the two resistors.
The Wheatstone bridge is another specific technique implemented for DC
impedance measurement. The Wheatstone bridge configuration is obtained
connecting two branches, each with two resistances, in parallel and main-
taining an explicit reference to their intermediate point, in order to realize
a symmetrical circuit structure in which one of the resistances is unknown but
measurable, two are known and of equal value and the other one is variable.
Initially, this techniques was used simply to reach the balancing of the two
branches, while now it can be used also to measure unknown resistances, tak-
ing advantage of this possibility to manually determine the balance point of
the bridge at which the difference between the two intermediate points voltages
results null. In this way, the value of the unknown resistance can be measured
starting from its relation with the other circuit elements of the bridge. The
Wheatstone bridge is very effective as measurement technique as it is mainly
entrusted to the stability of the passive components forming the branches to
be balanced.
3.4.2 AC techniques
Applications requiring components or materials characterization generally in-
volve AC measurement techniques, in which the impedance takes into account
also the inductive and capacitive real contributions and depends on the fre-
quency.
The most traditional approach is that of the manual balancing bridge,
where the symmetrical structure realized with four impedances allows to ob-
tain the unknown impedance thanks to its relation with the other impedances,
as illustrated in Figure 3.13. Initially, the method was used to determine the
balancing of the two branches, while now it can be used also for impedance
measurements in circuits. In particular, when a sinusoidal voltage is applied,
no current flows through the detector and the value of one variable impedance
are manually changed until reaching the bridge balancing condition, called null,
in which the differential voltage drop is null and therefore the value of unknown
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Figure 3.13: AC bridge technique. In order to measure Z̄3, the null condi-
tion is manually reached varying Z̄1. The expression that relates the impedances
is Z̄1Z̄4 = Z̄2Z̄3 and the impedance to be measured can be immediately obtained as
Z̄3 = Z̄1Z̄4/Z̄2.
impedance can be obtained. In particular, according to the Figure 3.13, with
the aim of measuring Z̄3, when the null condition is manually reached vary-
ing Z̄1, the expression that relates the impedances is Z̄1Z̄4 = Z̄2Z̄3 and the
impedance to be measured can be immediately obtained as Z̄3 = Z̄1Z̄4/Z̄2.
Various types of bridge circuits, employing combinations of inductors, capaci-
tors and resistances as the bridge elements, are used for various applications,
with the advantage of covering a wide range of frequencies even if each single
instrument is able to cover a narrow interval of frequencies. The advantages
of this technique are the rejection of common-mode disturbances and the fact
that the differential amplifier that reads the output voltage always operates
around zero. Generally a bridge method is effective as it is mainly entrusted
to the stability of the passive components forming the circuit branches. Thus,
the accuracy of the measurement does not depend critically on the reading
circuits, but on the accuracy of the elements of the bridge. The main defects
are the high number of switches present, the need to know a priori the type of
impedance, choosing between a limited number of equivalent models as com-
binations of elements in series or in parallel, and the inconvenience of having
to manually balance the bridge. Therefore, these instruments do not therefore
adapt to impedance spectroscopy measurements.
Another impedance measurement technique is the AC volt-amperometric
technique, where the unknown impedance can be calculated from measured
voltage and current values, as in Figure 3.14. Current can be obtained with
an ammeter or using a voltage measurement across an accurately known low
value resistance, replaced in practice by a low loss transformer to prevent the
effects caused by placing a resistance in the circuit. The procedure allows to
measure the voltage and the current magnitude and, in addition, the phase
difference has to be obtained through a phasemeter and used in conjunction
with the magnitude information. The volt-amperometric technique provides
unique features in that it can perform measurements on a grounded device, as
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Figure 3.14: AC volt-amperometric technique. The unknown impedance of
the DUT is calculated from measured voltage and current.
well as probe components in a circuit. However, the impedance measurement
range and the lower frequency range are limited, if compared with those of
other techniques.
The radio frequency (RF) volt-amperometric technique is an enhancement
of the previous one, which successfully expands the frequency range to the GHz
region. This technique is suitable for a broad set of applications in the RF fre-
quency range. The measurement method is the same of the volt-amperometric,
but the configuration is different to be able to measure at higher frequences.
The signal source section generates an RF test signal applied to the unknown
device and typically has a variable frequency range from 1 MHz to 3 GHz.
When testing components in the RF region, the RF volt-amperometric mea-
surement method is often compared with the network analysis, a technique
that obtains impedance from reflection coefficient measurements and involves
a characteristic impedance to be matched, thus limiting the measurement ac-
curacy to the impedance values that are close to the characteristic impedance
of the analyzer. The reflection coefficient is obtained by measuring the ratio
of an incident signal to the reflected signal detected.
In general, applications requiring impedance measurement, such as com-
ponents and materials evaluation, utilize the auto-balancing bridge technique,
subsequently illustrated and described in detail. This technique provides the
best measurement accuracy and the broadest impedance coverage in all the
measurements applications from Hz to MHz region. In fact, especially in the
biomedical field, many systems under test exhibit an impedance dependency
as a function of frequency that requires a measurement instrument with wide
frequency coverage. Considering the measurement accuracy and the need of ac-
curacy maintainance for the whole frequency range, the auto-balancing bridge
technique appears the best choice for impedance measurements.
Table 3.2 represents an overview of the AC techniques just described and
commonly used to measure impedance.
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Table 3.2: AC impedance measurement. Overview and comparison of the
common AC impedance measurement techniques.
3.4.3 Theory of auto-balancing bridge technique
The auto-balancing bridge techniques is commonly used in impedance spec-
troscopy and its operating principles deserves further description because it
provides the best combination of accuracy, speed and versatility for a wide
range of component measurements. Offering fast measurement speed and
outstanding performance at both low and high impedance ranges, the auto-
balancing technique represents the best choice to obtained the measurements
described as a result.
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A huge advantage for modern measurement systems, which has resulted
to their great diffusion, is represented by the possibility of having devices
for the integrated external communication. This possibility is given by the
fact that the acquired signals from measurement bridges can be digitized and
numerically computed through processors. There are some basic parameters
that must be considered in the use of an auto-balancing bridge:
• the impedance range, specifies the impedance limit of the component to
be measured, usually dependent on the value range of each single circuit
element that can be measured with the device;
• the measurement accuracy, that specifies how close the measurement
is respect to the true value and it is normally specified expressed as a
percentage compared to the true value and an added offset measurement
uncertainty, that quantifies its reliability;
• the test signal level, that specifies the signal level applied to the com-
ponent being measured and it is very important for some components
whose value may vary with the voltage at their ends;
• the measurement time, that is the actual measurement time of the device
and it is very important when many measures must be taken on multiple
components, for example in an assembly line; the faster the measurement,
the more components can be tested; in addition to the measurement time,
the possible time for which the component returns to the normal state
must also be considered;
• the temperature range, that can be defined as the variation of the envi-
ronment temperature in which the meter can work.
To correctly choose an automatic device, it is therefore necessary to consider
the kind of measurements to be made and the related expected measurement
range.
Basically, for the auto-balancing bridge technique, in order to measure the
impedance of the DUT it is necessary to measure the voltage of the test signal
applied to the DUT and the current that flows through it. Accordingly, the
resulting impedance can be obtained with a measurement circuit consisting
of a signal source, a voltmeter and an ammeter. The voltmeter and ammeter
measure the vectors in terms of magnitude and phase angle of the voltage and
current signals, respectively. In order to perform precise impedance measure-
ments, the voltage applied and the current flowing through the DUT, need to
be accurately measured. Figure 3.15a shows the instrument front panel and
Figure 3.15b the circuit diagram of the auto-balancing bridge technique, as
implemented in the Agilent E4980A high precision LCR meter [83], where the
so called 4-wires configuration is generally used. Generally, any interferences of
the test signals, or unwanted residual factors in the connections have a signif-
icant effect on measurement, especially at high frequency. The E4980A LCR
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Figure 3.15: Agilent E4980A LCR meter based on the AC auto-balancing
bridge technique. The null detector detects the unbalance current and controls both
the magnitude and phase angle of the balancing oscillator output so that the detected
current goes to zero. The current flowing through the DUT Ix is thus equal to the
current Ir measured (a). Instrument front panel (b).
meter employs a 4-wires configuration that permits easy, stable and accuarate
measurement avoiding the negative influences inherent in the above factors.
The set of unknown terminals consists of four coaxial connectors: high current
(Hc), high potential (Hp), low current (Lc), low potential (Lp). Each terminal
has a specific role in the auto-balancing technique.
The signal source section generates the test signal applied to the unknown
device. The frequency of the test signal and the output signal level are variable.
The generated signal is output at the Hc terminal through an source oscillator
and a source resistor Rs, measuring about 100 Ω, and it is applied to the DUT.
The voltage related to the DUT is detected as Vx at the Hp terminal of the
instrument, according to the known source signal and voltage drop across Rs.
The oscillator output signal is thus output through the Hc terminal and can
be varied to change the test signal level applied to the DUT. The oscillator
level should be set as high as possible to obtain a good signal-to-noise ratio
(SNR), improving the accuracy and stability of the measurement, but in some
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cases the oscillation level should be decreased if critical for the measurement
and to the device itself, as in the case of electrochemical reactions occurring
at the electrode-material interfaces. The Hp terminal is isolated from the Hc
terminal, which is a signal output terminal. This isolation enables accurate
detection of the voltage applied to the DUT. The current Ix flows through the
DUT and goes towards the Lc terminal. If there exists a certain potential at the
Lc terminal, stray capacitance between the terminal and ground is generated
and current may flow to the ground. To avoid this, the Lp terminal is kept
near the voltage level of the ground. This is called a virtual ground and it
is functionally dependent on a feedback loop, called null-loop, generally an
high gain operational amplifier that maintains the virtual ground at the Lp
terminal and pulls the current Ix to a range resistor Rr. If the range resistor
current is not balanced with the DUT current, an unbalance current that
equals Ix − Ir flows into the null detector at the Lp terminal. The unbalance
current vector represents how much the magnitude and phase angle of the range
resistor current Ir differ from the DUT current Ix. The null detector detects
the unbalance current and controls both the magnitude and phase angle of
the balancing oscillator output so that the detected current goes to zero. The
current flowing through the DUT Ix is thus equal to the current Ir measured.
Impedance analyzers usually have several range resistors in order to achieve
a high resolution for various current measurements. In addition, while low
frequency instruments, below 100 kHz, employ a simple operational amplifier
to configure the null detector and the equivalent of the oscillator, as shown in
Figure 3.15, the instruments that cover frequencies above 100 kHz, considering
the performance limits of the operational amplifier, have an auto-balancing
bridge circuit consisting of a null detector, a phase detectors and a vector
modulator. Anyway, the balancing operation that maintains the low terminal
potential at zero volts has the following advantages in measuring the impedance
of a DUT. First of all, the input impedance of ammeter becomes virtually zero
and does not affect measurements. Afterwards, distributed capacitance of the
test cables does not affect measurements because there is no potential difference
between the inner and outer shielding conductors of Lp and Lc cables. Finally,
guarding technique can be used to remove stray capacitance effects.
Impedance measurement instruments are calibrated at unknown terminals
and measurement accuracy is specified at the calibrated reference plane. How-
ever, an actual measurement cannot be made directly at the calibration plane
because the unknown terminals do not geometrically fit to the shapes of com-
ponents that are to be tested. Various types of test fixtures and test leads
are used to ease connection of the DUT to the measurement terminals. As a
result, a variety of error sources are involved in the circuit between the DUT
and the terminals. The instrument compensation function eliminates measure-
ment errors due to these error sources. Generally, the instruments have the
compensation functions of open, short and load compensation and cable length
correction. The induced errors are dependent upon test frequency, test fixture,
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test leads, DUT connection configuration and surrounding conditions of the
DUT. Hence, the calibration procedure is a key aspect to obtaining accurate
measurement results.
With the technology of the feedback loop described, the cabling method
called 4-wires configuration is generally used. This configuration minimizes
error factors that exist in the measurement path. The 4-wires configuration
removes influences such as the series residual impedance of a cable, stray ca-
pacitance between cables, and mutual inductance of cables. With this config-
uration, a wide range of impedance can be measured. In general, many mea-
surement instruments offer both 2-wires and 4-wire measurement capabilities.
However, these two techniques are not equally well suited for all impedance
measurement applications.
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4.1 Confocal Laser Scanning Microscope (CLSM)
4.1.1 Fundamentals
Optical microscopy is widely used in many systems where the domain of inter-
est lies in the sub-micrometer to micrometer range. These include biological
systems such as cells or tissue. Central to the investigation of cellular pro-
cesses and regulation pathways is the ability to represent and analyze the cell
as a three-dimensional (3D) object. A single image taken with a standard mi-
croscope produces only a bi-dimensional (2D) representation of a complex 3D
specimen. Small adjacent features in the focal xy plane can be resolved dis-
tinctly, but their contrast is generally reduced by the out-of-focus fluorescence,
originating from the remainder of the cell and obscuring the spatial informa-
tion. In fact, the spatial relation of features separated along the z-dimension is
often not detectable at all. The reduced contrast and the lack of a completely
connected 3D view in the conventional fluorescence microscope hamper the un-
derstanding of the organization of the fluorescent probe throughout the volume
of the cell.
There are several different modes of fluorescence microscopy, each of which
will produce a different image of the same specimen. There is no one fluores-
cence microscopy technique that can be intended as the best one. Instead, the
different modes are more or less appropriate for different samples and experi-
mental requirements. The best choice depends on the specimen and the type
of information that is needed. It is critical to determine which technique will
provide sufficient signal level over the background, lateral and axial resolution
and temporal resolution for the experiments [43].
The technique of confocal laser scanning microscope (CLSM) has become
an essential tool in biology and the biomedical sciences, as well as in mate-
rials science due to characteristics that are not readily available using other
traditional microscopy techniques [30,84–88]. The technique was developed to
study organic samples in 3D and to quantify the volume of their different parts
without having to destroy and dissect the sample [89]. The development of
this technique was motivated by the need to overcome some problems regard-
ing the images acquired by an optical traditional microscope. In particular,
these problems were represented by the light reflected from the non-focused
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planes making the image blurred and by the light that illuminated the sample
spreading in it and disturbing the image. The birth of the basic concept of
confocal microscopy occurred in 1957 and it was originally developed by Mar-
vin Minsky when he was a postdoctoral student the Harvard University [90],
who patented its principles in 1961 [91] and later became a pioneer in the field
of artificial intelligence. As a young research scientist, he saw the limitations
of conventional fluorescence microscopes. It was necessary to become able to
acquire information from the samples planes of analysis without having the
disturb due to the reflection of the out-of-focus planes. To achieve this, he had
the idea to equip the optical microscope with a punctual illumination of partic-
ular points on the specimen and with one or more pinholes, small holes which
suppressed the light coming from the out-of-focus planes. The core of this ap-
proach was the use of spatial filtering techniques to eliminate the out-of-focus
light in specimens whose thickness exceeded the immediate focus plane. The
term confocal derived from this idea and this configuration. Then, in 1969 and
in 1971 Paul Davidovits and Maurice David Egger, from the Yale University,
published two papers describing the first CLSM [92, 93]. They combined the
confocal configuration with lasers to increase the resolution still further.
Confocal microscopy offers several advantages over conventional optical mi-
croscopy, including the ability to control the depth of field, the reduction of
background information away from the focal plane and the capability to col-
lect sequences of optical sections from thick specimens. These 3D sequences of
images acquired along the z-axis have been called z-stacks. In a conventional
optical microscope, secondary fluorescence emitted by the specimen often oc-
curs through the excited volume and obscures the resolution of features that
lie in the plane focused by the objective. Confocal microscopy provides only
a marginal improvement in optical resolution both axial, along the optical z-
axis, and lateral, along the x- and the y-dimension. Nevertheless, it is able
to exclude from the resulting images the secondary fluorescence related to the
regions not fitting with the focal plane. There has been a huge increase in the
popularity of confocal microscopy in recent years, due to the relative ease with
which very high quality images can be obtained and to the growing number
of applications in cell biology that depend on images analysis. Confocal tech-
nology has proved to be one of the most important advances ever achieved in
live cells imaging. Nowadays, laser confocal microscopy, with computers, can
produce 3D images of complex biological materials, included their structural
details.
4.1.2 Operating principles
The confocal principles in fluorescence laser scanning microscopy are schemat-
ically shown in Figure 4.1. The CLSM is formed by a light source consisting
of monochromatic laser beam. The wavelength depends on the type of laser
source that can be automatically changed with a specific software. The light
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beam is initially filtered to be sure to use a correct intensity. Coherent light
emitted by the laser system, the excitation source, passes through a pinhole
aperture that is situated in a conjugate plane, confocal, with a scanning point
on the specimen and a second pinhole aperture placed ahead of the detector.
The first pinhole forms a punctual light source through a perforated disc allow-
ing the illumination of a small area of the sample and a dichroic mirror allows
to separate the excitation light from that of the emission, reflecting the light
below a certain wavelength and being only traversed by the light with longer
wavelength. As the laser is reflected by a dichroic mirror and scanned across
the specimen in a defined focal plane, secondary fluorescence emitted from the
other points on the specimen, in the same focal plane, pass back through the
dichroic mirror and are focused as a confocal point at the detector pinhole
aperture. The amount of fluorescence that occurs at points above and below
the objective focal plane is not confocal with the pinhole, meaning that it is
out-of-focus, and it forms extended Airy disks in the aperture plane. Only a
small fraction of the out-of-focus fluorescence emission thus passes through the
pinhole aperture, so most of this superfluous light is not detected and does not
contribute to the resulting image. The dichroic mirror and a system of lenses
perform similar functions to identical components in traditional fluorescence
microscopes. Refocusing the objective in a confocal microscope moves the ex-
citation and the emission points related to a specimen to a new plane that
becomes confocal with the pinhole apertures of the light source and detector.
In the conventional fluorescence microscopy the method of image formation
is fundamentally different from that in the confocal approach. With the tra-
ditional microscope the entire specimen is subjected to intense illumination
from a mercury or xenon lamp and the resulting image of the secondary flu-
orescence emission can be directly viewed or projected onto the surface of an
electronic array detector. In contrast to this simple concept, the mechanism
of the image formation in a confocal microscope is basically different. The
confocal fluorescence microscope consists of multiple laser excitation sources,
a scan head with optical and electronic components, electronic detectors and a
computer for acquisition, processing, analysis, and display of images. In par-
ticular, the illumination in a confocal microscope is achieved by scanning one
or more focused beams of light, usually from a laser, across the specimen. An
image produced by scanning the specimen in this way is called optical section
or z-slice. The method of sectioning and of image collection by the instrument
is clearly non-invasive because of the use of light rather than physical means
to section the specimens. The confocal approach has thus facilitated the imag-
ing of live cells, enabled the automated collection of 3D data in the form of
z-stacks and improved the images of multiple labeled specimens.
The signal that arrives at the detector is converted into digital and sent to
the computer for data acquisition and features extraction. The computer is
the fundamental element of this microscope because it allows to modify every
parameter before and during the experiments. The microscope is connected
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Figure 4.1: Confocal laser scanning microscope. The light emitted by the
laser source passes through a pinhole aperture. The first pinhole forms a punctual
light source allowing the illumination of a small area of the sample and, through a
system of lenses and a dichroic mirror, the excitation light and that of the emission
are separated. As the laser is reflected by a dichroic mirror and scanned across the
specimen, secondary fluorescence emitted from the other points on the specimen pass
back through the dichroic mirror and are focused as a confocal point at the detector
pinhole aperture. Most of the out-of-focus fluorescence is not detected and does not
contribute to the resulting image.
with the detector, that sends images on the screen where it can be visualized
in real time.
4.1.3 Hardware components configuration
The nature of the fluorescence process requires some key elements in the op-
tical systems. With the aim of exciting fluorescence, an illumination source
must be delivered onto the sample. Illumination is realized and achieved by a
series of lenses which usually consist of a collimator and of an objective. The
detection of the emitted signal then requires an optical element for light col-
lection, usually an objective lens, and a detector, that can be the human eye, a
charged coupled device (CCD) camera or a photomultiplier tube (PMT). The
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geometrical arrangement of the above mentioned elements makes the difference
between widefield and confocal systems.
The confocal optical scanner is used in conjuction with the microscope,
the light source, the digital CCD camera and a computer workstation running
the acquisition software. The confocal optical scanner is mounted onto the
microscope and it is attached to the digital camera and the light source. The
confocal scanner is of the Nipkow disk type. In a Nipkow scanner the specimen
under study is illuminated by the light passing through a spinning pinhole disk,
as illustrated in the Figure 4.2. Then the image collected by the microscope
objective lens passes back through the same pinhole disk transmitting the in-
focus light from one plane, rejecting stray light and producing a sharp image
of a single plane or z-slice of the specimen. The confocal optical scanner
Figure 4.2: Nipkow disk for the confocal scanner. In a Nipkow scanner the
specimen under study is illuminated by the light passing through a spinning pinhole
disk. The scanner increses light throughput and sensitivity by including a second
disk with micro-lenses accurately aligned with the pinholes. Light is gathered by
the micro-lenses and focused on to the pinholes, producing an high increse of the
illumination of the sample.
increses light throughput and sensitivity by including a second disk, shown in
the Figure 4.2, with micro-lenses accurately aligned with the pinholes. Light
is gathered by the micro-lenses and focused on to the pinholes, producing an
high increse of the illumination of the sample. Further improvements can also
be achieved separating the illumination beams and the image beams between
the two disks. With this configuration, a real time, high speed, bright image
of a well defined plane of the specimen can be achieved.
The scanner is a unit based on two or more mirrors, which guide the focused
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laser beam across the specimen. The scan head is at the heart of the confocal
system and it is responsible for rasterizing the excitation scans, as well as col-
lecting the photon signals from the specimen that are required for the assembly
of the final image. In a CCD image sensor, pixels are represented by p-doped
metal oxide semiconductors (MOS) capacitors. These capacitors are biased
above the threshold for inversion when image acquisition begins, allowing the
conversion of incoming photons into electron charges at the semiconductor-
oxide interface. The CCD is then used to read out these charges. Although
CCD is not the only technology allowing the light detection, CCD image sen-
sors are widely used in professional, medical, and scientific applications where
high-quality image data are required and, for these reasons, in confocal micro-
scopes. The resolution of a CCD camera is function of the number of pixels
and their size. If the diameter of the projected image is equivalent to one or
even two pixel diagonals, the image reproduction is still not a faithfull repro-
duction of the object and critically varies on wether the center of the image
projection falls on either the center of a pixel or at the vertex of pixels.
4.2 Fluorescence microscopy images
4.2.1 Introduction and background
Mostly of the recent progresses in understanding the biological processes occur-
ring in individual cells derive from the study of their structural and functional
organization. During the last decade, live cells imaging has become a distinct
field of study and imaging has been increasingly used to enable the interplay
of experimental and theoretical biology. Imaging can play a vital role in bio-
logical systems investigation, capturing quantitative data with high resolution
and doing so non-invasively or minimally invasively in order to preserve the
biological functions and structure of cells. With the emergence of automated
instrumentation and advanced analysis tools, such imaging approach has be-
come practical for hypothesis driven research and for discovery science.
In addition to being the basic structure blocks of organisms, cells represent
the computational unit in biological pathways. Most components of regulatory
networks, of signal transduction and of transcription factors act within single
cells. Although the interactions and the signaling in general can influence the
behavior of distant cells, the quantification and the interpretation of signals
are executed within single cells. The output of many biological pathways is
a quantitative cellular level representing changes in cell shape, in activity, in
proliferation or representing a situation of apoptosis. Because of the action
of biological systems over time, specific techniques are needed to assess their
temporal dynamics. The structure and the function of biological systems varies
from tissue to tissue within an organism, from cell to cell within a tissue and
even between subcellular compartments. These differences make different the
parts of an unique organism. Live cells imaging has the ability to obtain both
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qualitative and quantitative data at all dimensional ranges and it can monitor
the status of each cell of a population repeatedly in time, in accord with the
timescale of the specific biological process occurring, without disrupting cells
and without altering their functions. In this way it is possible to achieve
quantitative information about both single cells and the population in terms
of average behavior.
There are a number of methods for generating contrast in optical imaging,
but the most important approach without doubt is fluorescence. Fluorescence
imaging permits a number of different color channels to be imaged in one spec-
imen and allows a wide range of very specific structures and even molecules
to be detected. Small molecule fluorophores can be used to mark a variety of
structures in order to measure ion concentrations, such as Ca2+ and other ions,
to evaluate the cellular functions, to identify structures and shapes quantifying
objects. In fluorescence microscopy the image contrast is often degraded by
high background arising from out-of-focus regions of the specimen. This back-
ground can be greatly reduced by several methods such as confocal scanning
microscopy. The major application of confocal microscopy in the biomedical
sciences is for imaging either fixed or living tissues that have been labeled
with one or more fluorescent probes. When these samples are imaged using a
conventional light microscope, the fluorescence in the specimen in focal planes
away from the region of interest interferes with resolution of the structures
in focus. The confocal approach provides a slight increase in both lateral and
axial resolution. It is the ability of the instrument to eliminate the out-of-focus
flare from thick fluorescently labeled specimens that caused the explosion in its
popularity. Fluorescence microscopy thus provides a spatially and temporally
measurement of the concentration of multiple molecules in cells and tissues.
The wide variety of labels and a range of new imaging techniques and modal-
ities have transformed fluorescence microscopy from a simple localization test
to a suite of quantitative tools for functional analysis. Considering the wide
use of fluorescence microscopy and the development of new methodologies, it
has become important for biologists and physicians to be able to critically
evaluate fluorescence images and to perform quantitative analysis.
All the types of optical microscopes are limited in the resolution that they
can achieve by a series of physical factors [30, 84–87, 94]. The performance
and limitations of each system depend on a common key element, that is
the objective lens. In all optical systems diffraction limits the capabilities
of the system. Regardless of the sample or imaging method, a successful
imaging experiment requires achieving sufficient resolution and signal-to-noise
ratio (SNR) to obtain a definitive result. The SNR, defined as the ratio of
the average signal value to the standard deviation of the background, varies
greatly depending on the imaging system and determines the minimum level
of detectable fluorescence [30, 43, 95]. Collecting images with high signal level
and low noise reveals important for quantitative fluorescence microscopy, as
images with poor SNR yield less accurate quantitative results.
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4.2.2 Resolution and point spread function
The spatial resolution in a microscope image is defined as the ability to dis-
tinguish two separate objects as separate [94]. In a perfect optical system,
resolution is restricted by a fixed solid angle, the numerical aperture (NA), of
the optical components and by the wavelength of both incident and detected
light, that are the excitation and the emission ones, respectively. The concept
of resolution is related to that of the contrast, and it is defined for two objects
of equal intensity as the minimum separation between two points that results
in a certain level of contrast between them. In other words, contrast can be
indicated as the difference between their maximum intensity and the minimum
intensity occurring in the space between them [30,96]. At decreased distance,
as the two point spread functions begin to overlap, the dip in intensity between
the two maxima and the contrast are increasingly reduced. The distance at
which two peak maxima are no longer discernible, and the contrast becomes
zero, is referred to as the contrast cut-off distance [94,97]. In a typical fluores-
cence microscope, contrast is determined by the number of photons collected
from the specimen, from the dynamic range of the signal, from optical aber-
rations of the imaging system, and from the number of pixels per unit of area
in the final image [30,96].
The objective lens can only collect photons within a fixed NA. The NA is
the product of the refractive index n of the immersion medium and the sine
of the angular aperture of the lens sinα, as presented in the Figure 4.3a. On
Figure 4.3: Numerical aperture and Airy disk size. For an objective lens, the
numerical aperture (NA) is the product of the refractive index n of the immersion
medium and the sine of the angular aperture of the lens sinα (a). Objects are
reproduced, according to the objective NA and the light wavelength, as Airy patterns
in the xy-plane, disks surrounded by concentric rings with a specific 3D distribution
in space (b).
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the other hand, fluorescence is emitted isotropically in all spatial directions.
As the collected emission is only part of all emitted light, information is lost.
Higher spatial frequencies do not pass through the aperture. As a consequence,
the resolving power is limited so details below the resolving power cannot be
separated. In optical systems limited by diffraction, a point shaped object is
reproduced in the xy-plane as an Airy pattern, a disk surrounded by concentric
rings, whose representation and whose 3D distribution in space are shown in
the Figure 4.3b. The disk diameter, and thus the ring pattern, are defined by
the objective NA and the light wavelength. As long as the object dimensions
are smaller than the resolving power, the image of these structures will always
be represented as Airy patterns.
The spatial distribution of light in the three dimensions when emitted from
a point is called the point spread function (PSF) [30,96] and it is represented
in the Figure 4.4a. This function provides a measurement of the microscope
performance [30,94,96,97]. The intensity distribution of a complex structure,
above the resolution limit, can be represented by the superposition or convo-
lution of a series of single point objects. The image is then constructed as
the superposition of the PS functions of these point objects. The ability to
discriminate two objects as separate entities is referred to as the microscope
resolving power. Showing the Figure 4.4b, the Rayleigh criterion defines two
objects as resolved if their relative distance is sufficiently large to separate the
corresponding PS functions at least by one minimum, that is the dark fringe
between the disk and the first ring, alternatively said the radius of the first
dark ring in the Airy pattern. This value is proportional to the full width at
half maximum (FWHM) of the PSF.
Figure 4.4: Point spread function (PSF) and resolution. The PSF of a
microscope represents the distribution of the intensity which is created by an object
smaller than the resolution limit of the given microscope. The xy-section shows a
symmetrical intensity distribution, while the xz-section shows a significant elonga-
tion of the intensity profile in z-direction (a). Rayleigh criterion, that defines two
objects as resolved if their distance is sufficiently large to separate their point spread
functions (b).
The PSF of a microscope can be identified by imaging point objects (i.e.
fluorescence beads) and then measuring the parameters of the diffraction pat-
tern. This method also reveals optical aberrations that may compromise the
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performances of the system. The definition of resolving power also requires
consideration of a second parameter controlling the visibility, that is the con-
trast. If the signal-to-noise ratio (SNR) is too low, it will be very difficult to
find the values for the theoretical resolution limit. The definition of resolving
power therefore depends on the quality of the collected images. Experimen-
tally it is possible to measure the intensity PSF in the microscope by recording
the image of a sub-resolution spherical bead as it is scanned through focus.
Because of the technical difficulty posed in direct measurement of the intensity
point spread function, calculated point spread functions are commonly utilized
to evaluate the resolution performance of different optical systems. Although
the intensity PSF extends in 3D, with regard to the relation between resolution
and contrast, it is useful to consider only the lateral components of the intensity
distribution, with reference to the familiar Airy disk [94, 96]. The elongated
shape in the direction of the optical z-axis demonstrates the anisotropy of the
system. The resolution limit dxy, so the minimal resolvable distance in the
image plane is defined as
dxy =
0.61 λ
NA
(4.1)
where λ is the wavelength and NA is the numerical aperture of the objective
lens. Microscope resolution is directly related, therefore, to the FWHM of
the instrument intensity PSF in the component directions [30, 96]. The value
1.22 λ/NA is the diameter of the first dark ring and referred to as a unit
of measurement for the spatial resolution named Airy unit (AU). A similar
consideration can be applied to the measurement of the axial resolution limit
for fluorescence microscopy. The z-extension of the first dark ring dz is thus
provided by
dz =
2 nλ
NA2
(4.2)
where n is the refractive index of the immersion medium (n = 1 for air,
n = 1.51 for oil, n = 1.33 for water). In traditional microscopy the illumina-
tion apparatus creates a homogenous intensity distribution through a volume
extending over a considerable thickness outside the focal plane with an energy
flux that is constant throughout the three dimensions. Consequently, the sys-
tem resolution is determined by the detection of the PSF [30, 94, 96, 97]. The
wavelength λ is the wavelength of the emitted light. In confocal microscopy
the scanned laser beam produces an image in the focal plane corresponding
to an Airy distribution depending on the excitation wavelength. PSF is in-
stead the projection of the pinhole into the focal plane. For image acquisition,
the pinhole diameter is set to cover the projected laser beam diameter. As
a consequence, the Equation 4.1 and the Equation 4.2 efficiently provide an
estimate of the lateral and axial resolutions in a confocal microscope if λ is
set to the excitation wavelength. The Equation 4.2 is an approximation of the
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real FWHM provided by
0.88 λ
n−
√
n2 − NA2
(4.3)
Although the confocal microscope configuration exhibits only a modest im-
provement in measured axial resolution over that of the traditional microscope,
the true advantage of the confocal approach is in the optical sectioning capa-
bility in thick specimens, which results in a dramatic improvement in effective
axial resolution over conventional techniques. The optical sectioning proper-
ties of the confocal microscope result from the characteristics of the integrated
intensity PSF, which has a maximum in the focal plane when evaluated as a
function of depth. The equivalent integral of intensity point spread function
for the conventional microscope is constant as a function of depth, producing
no optical sectioning capabilities.
4.2.3 Sampling rate and digital resolution
When evaluating the performance of an optical microscope, one has to re-
member that all considerations made so far assume continuous light intensity
distributions. In reality, data collection by detectors, such as the human eyes
or a digital detector, represent the result of a sampling operation at a defined
frequency. The discrete values of intensity are given as bit-depth. In paric-
ular, monochromatic image bit-depth generally varies from 8, corresponding
to 256 (28) intensity levels up to 12 and 16 bits, corresponding to 4096 (212)
and 65536 (216) intensities, respectively. The increased bit number obviously
grants an increased light intensity resolution. However, image visualization
on the computer screen is usually limited by the monitor performance and no
substantial gain is obtained for qualitative analysis. Real image quantification
fully employs this increased linearity range by shifting the saturation limit to
higher levels. Spatial resolution of the system is not influenced by bit depth
but relies on the number of pixels into which the field of view is divided, that
is the spatial sampling frequency. Digital images, recorded both from widefield
and confocal microscopes, are arrays of pixels and each of them has a physical
dimension which results from the spatial extension of the total field of view
and the digital dimensions, in terms of number of recorded pixels. The field
of view depends on the magnification factor of the objective and the zoom
factor. In particular, the size of a single pixel is equal to the distance between
the detection units in the detector when projected into the focal plane. Pixel
sizes range from millimeters to nanometers. In a CCD camera, the pixel cor-
responds to the area of the photoactive cells that compose the camera chip.
This area divided by the total magnification of the microscope provides the
pixel size in the object.
In traditional microscopy the physical dimension of a pixel is fixed and
relates to the linear extension of the detector and the number of elementary
sensor units in the CCD camera. To adapt the CCD detector size to the field
61
4. Live cells imaging
of view, relay optics are often used, with additional factors of magification.
This factors has to be included in the calculation for pixel dimensions. Confo-
cal microscopes allow a dynamic variation of the scanned area. This provides
an efficient and flexible tool for controlling the spatial sampling frequency and
thus the pixel dimension. In a confocal microscope, each pixel is assigned
to a certain position of the laser beam in the scanned grid. Pixel spacing is
controlled by the objective magnification and the movement of the scanning
mirrors. As the movement of the scanning mirrors is accessible to the opera-
tor, the scanning microscope provides additional freedom as compared to the
conventional microscope.
The smallest distance resolved is clearly equal to the pixel dimension. The
size of a pixel must be less than the resolution limit in order to get an image
which is really limited by the performance of the optical system employed.
The real resolution will not increase ad infinitum when the sampling distance
approaches zero. The Nyquist theorem requires a minimal physical dimension
for a pixel to get a real reconstruction of the light distribution sampled by the
microscope. The minimal sampling distance has to be half the optical resolu-
tion limit value in order to record a diffraction limited image. Theoretically
one would expect an increasingly better image when sampling more and more
data per pixel, action called oversampling. However, this also decreases the
SNR and thus the general quality of the image, with a consequent decrease of
its real resolution.
Some factors, such as cell viability and sensitivity to thermal damage
and photobleaching, place limits on the light intensity and duration of expo-
sure, consequently limiting the attainable resolution. Given that the available
timescale may be dictated by these factors and by the necessity to record rapid
dynamic events in live cells, it must be accepted that the quality of images
will not be as high as those obtained from fixed and stained specimens. The
most reasonable resolution goal for imaging in a given experimental situation is
that the microscope provides the best resolution possible within the constraints
imposed by the experiment.
4.3 Images processing and analysis
The use of image analysis for biological systems study requires much more
attention than that needed for many other applications of imaging. Images
are comprised of minimal elements or elementary units called pixels, but it is
generally the object (i.e. a cell) or the objects population represented by the
pixels, not the pixels themselves, that are of interest to a biologist. Thus, for
physicians and biologists move their attention from a pixel-based representa-
tion of data to an object-based representation of data and this is the principle
challenge in analyzing images. Once objects are recognized in images their
properties are quantifies, such as shape, size or fluorescence.
At the practical level, image analysis are related to commercial software.
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Ideally, a software package would work on very large image sets, allow mul-
tidimensional image sets to be visualized, automatically segment and track
cells, quantitate the segmented objects, provide methods for using the data
for modeling, and provide methods for annotating the data in a standard for-
mat. Unfortunately, no such widely useful software exists yet. There are a
number of software packages that excel in some of these areas but not others.
On the commercial side, the packages of note include Imaris [98], Amira [99],
Volocity [100] and Metamorph [101]. These packages are all for general purpose
analysis of biological images and provide tools for multidimensional visualiza-
tion and some segmentation. Academic software packages under active devel-
opment include ImageJ [102], CellProfiler [103], Starrynite [104], Cell-ID [105]
and 3D-DIAS [106]. ImageJ is a Java-based general purpose image analysis
program based on the classic NIH Image. CellProfiler is designed for high-
content screening and systems analysis of cells grown in culture and performs
2D segmentation and cell-based quantitation [107]. Starrynite is specifically
designed to automatically segment and track cells [108]. Cell-ID was developed
for automatic segmentation and quantitation of fluorescence protein levels in
yeast [105]. 3D-DIAS is designed to automatically segment cells in 3D image
z-stacks of differential interference contrast (DIC) images [106].
Image processing is used to correct for problems such as uneven illumina-
tion and to enhance images for further analysis, visualization and publication.
Image enhancement, such as scaling, brightness and contrast adjustment can
be very useful for extracting important parts and information of the image. If
two or more images are to be compared, the same processing routine must be
applied to each image. In addition, differences in intensity should not to be
judged anly on the basis of displayed images, because the measurements can
reveal much more information than the human eye is able to discriminate.
4.3.1 Fluorescence digital images
Biological laser scanning confocal microscopy relies heavily on fluorescence
as an imaging modality, mainly due to the high degree of sensitivity of this
technique combined with the ability to specifically localize structures and to
characterize dynamic processes in both fixed and live cells.
Fluorescence and autofluorescence
Many fluorescent probes have been constructed for years to localize specific
structural region, such as the cytoskeleton, mitochondria, endoplasmic retic-
ulum, and nucleus [87, 109]. Other probes are employed to monitor dynamic
processes and to localized environmental variables, including concentrations of
ions (i.e. calcium Ca2+) [85, 87, 110], pH, reactive oxygen species and mem-
brane potential. Fluorescent dyes are also useful in monitoring cellular in-
tegrity, identifying a dead and apoptotic cells, endocytosis, exocytosis, sig-
nal transduction and enzymatic activity. In addition, fluorescent probes have
63
4. Live cells imaging
been widely applied to genetic mapping and chromosome analysis in the field
of molecular genetics. The synthesis of novel fluorescent probes for improved
localization continues to influence the development of confocal instrumenta-
tion. Fluorochromes or fluorescent dyes have been introduced over the years
with excitation and emission spectra more closely matched to the wavelengths
delivered by the lasers supplied with the CLSM.
The number of fluorescent probes currently available for confocal microscopy
runs in the hundreds, with many dyes having absorption maxima closely asso-
ciated with common laser spectral lines. An exact match between a particular
laser line and the absorption maximum of a specific probe is not always possi-
ble, but the excitation efficiency of lines near the maximum is usually sufficient
to produce a level of fluorescence emission that can be readily detected. Flu-
orescence emission collection can be optimized by an appropriate selection of
objectives, detector aperture dimensions, dichromatic and barrier filters.
Autofluorescence can be a major source of increased background when
imaging some tissues. Autofluorescence occurs naturally in cells and it can
be avoided by using an excitation wavelength that is out of the range of the
natural autofluorescence. An idea of the amount of autofluorescence can be
gained by viewing an unstained specimen at different wavelengths, and taking
note of the intensity levels together with the laser power. A relatively simple
solution is to collect the experimental images at settings above those recorded
for autofluorescence. Autofluorescence can also be removed digitally by image
subtraction. Although it is more often a problem, autofluorescence can be in-
tended and used as a low level background signal for imaging cell morphology
and structure.
Dye saturation
In confocal microscopy, irradiation of the fluorophores with a focused laser
beam at high power densities increases the emission intensity up to the point
of dye saturation. In the excited state, when the rate of fluorophore excitation
exceeds the rate of emission decay, fluorophores are unable to absorb other
incident photons. As a result, a majority of the laser energy passes through the
specimen without contributing to fluorophore excitation. Therefore, balancing
the fluorophore saturation with laser light intensity levels reresent a critical
condition for achieving the optimal SNR in confocal experiments without losing
the ability to discriminate the different levels of fluorescence intensity that
often reflect important metabolic and functional characteristics.
Photobleaching
Photobleaching is the irreversible destruction of a fluorophore that can occur
when the fluorophore is in the excited state. When multiple images of the
same field are recorded for a long time, the signal may decrease because of
photobleaching. The rate of photobleaching depends on the fluorophore and
64
4.3. Images processing and analysis
intensity of illumination. Photobleaching should be measured in a control spec-
imen and then corrected for in the images to be analyzed. The consequences of
photobleaching are suffered in practically all forms of fluorescence microscopy,
and result in an effective reduction in the levels of emission. These artifacts
should be of primary consideration when designing and executing fluorescence
investigations.
4.3.2 Features extraction
Quantitative microscopy measurements are made on digital images. According
to the fact that in fluorescence microscopy the intensity value of a pixel is
related to the number of fluorophores present at the corresponding area in
the specimen, digital images can be used to extract two types of information:
spatial (distances, areas, velocities) and intensity (local concentration of a
fluorophore). Quantitative measurements of spatial and intensity information
in fluorescence microscopy digital images can be used to answer many different
questions about biological specimens. The best way to perform experiments
depends on many different aspects of the experimental design, such as the
molecules being studied, the fluorophores used, the type of specimen, the type
of microscope, the method of image analysis, and the hypothesis being tested.
The quantitative analysis of the images represents the ability to transform
a visual and intuitivly otpical sensation into its discrete form, allowing its de-
scription, classification and univocal interpretation of its spatial and temporal
components. Any type of information obtainable from the images analysis
reflects a physical quantity and can be extracted from the pixels arrays and
from the intensity levels. In particular, the information and parameters that
can be quantified from fluorescence images acquired with confocal microscope
are listed and classified in the Table 4.1. The characteristics highlighted by
the yellow rectangles in the Table 4.1 represent the information of interest on
which the thesis work has been centered: thrombus volume evaluation, fluo-
rescence intensity quantification and functional signals variation in space and
time.
The ideal path, represented in Figure 4.5 to extract the features of interest
starts from the preparation of the sample to be analyzed and passes through
the labeling of the structures of interest. Successively, images are collected, pre-
processed to assess their quality and the measurement accuracy and finally the
features of interest are extracted. Having already introduced the aspects that
anticipate the acquisition of images, now it is possible to focus the attention
on the images to be acquired and on their characteristics.
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Table 4.1: Information obtainable from digital fluorescent images.
Overview of the 2D, the 3D and the combined 2D/3D measurable physical quan-
tities from the confocal image sequences acquired. The characteristics highlighted by
the yellow rectangles represent the information of interest on which the thesis work
has been centered.
Figure 4.5: Ideal path from the sample to the features extraction. The ideal
path expect the steps of sample preparation, structures labeling, images collection,
images pre-processing and finally the extraction of the features.
Images collection
The optical z-section is the basic image unit of the confocal microscope. Data
are collected from fixed and stained samples generally in single or double wave-
length modes. The resulting images are in register with each other and portray
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an accurate representation of the specimen, as long as an objective lens that
is corrected for chromatic aberration is used. Registration can usually be rela-
tively easily restored using digital methods. The time of image collection also
depends on the size of the image and of the speed of the computer.
A z-stack is a sequence of optical sections collected at different levels along
the z-dimension from the specimen under study. The z-series are collected by
correlating the movement of the focus of the microscope with image collection
usually using a computer controlled stepping motor to move the stage of the
microscope by preset distances. This is relatively easily accomplished using
a software that collects an image, moves the microscope stage to reach the
desired focus by a predetermined distance, collects a second image, moves the
microscope stage the reach the new focus, and carries on in this way until
several images through the region of interest are collected. These programs
are standard features of most of the commercially available imaging systems.
The z-stacks are ideal for further processing into a 3D representation of the
specimen using volume visualization techniques. This approach is now used to
elucidate the relations between the 3D structure and function of tissues. Care
must be taken to collect the images at the correct z-step ∆z of the motor in
order to reflect the actual depth of the specimen in the image. Since the z-
stacks produced with the CLSM are in perfect register, assuming the specimen
itself does not move during the period of image acquisition, and are in a digital
form, they can relatively easily be processed into a 3D representation of the
specimen under investigation. There is sometimes confusion about what is
meant by optical section thickness. The series of optical sections acquired in
time can also be processed into a 3D representation of the data set so that
time represents the fourth dimension. This approach is useful as a method for
visualizing physiological changes during development (i.e. calcium dynamics
and movements).
Stacks of images generated by the confocal microscope can be thresholded
in order to obtain binary images. These images are achieved by setting the
pixels that reach a specified threshold as white foreground pixels and those
that do not reach the threshold as black background pixels. Determining the
threshold criteria has to be discussed according to the analysis scopes.
Accuracy, background and noise
Every quantitative measurement contains some amount of error. Error in
quantitative fluorescence microscopy measurements may be introduced by the
specimen, by the microscope or by the detector [111, 112]. Inaccuracy due to
errors results in wrong answers in quantitative analyses. In addition, measuring
biological specimens there is a certain level of natural variability, so variance
seen in measurements made on different cells can be due to both biological
variability and that which is introduced when making the measurement. To
use a fluorescence confocal microscope and digital detector to quantify spatial
and intensity information from biological specimens, sources of inaccuracy have
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to be identified and reduced as much as possible.
In quantitative fluorescence microscopy, the aim is the measurement of the
intensity signal coming from the fluorophores used to label the object of interest
in the sample. However, the intensity values in the digital images represent
not only the signal of interest, but also background and noise [43, 95, 112].
Background represents an addition to the signal of interest, such that the
intensity values in the digital image are equal to the signal plus the background.
Background in a digital image of a fluorescent specimen comes from a variety
of sources. In order to accurately measure the signal of interest, background
should be reduced as much as possible or even subtracted fromthe images.
Noise causes variance in the intensity values above and below the real in-
tensity value of the signal plus the background. The amount of this deviation
differs from one pixel to the others in a single digital image, with the maximum
variance in an image referred to as the noise level. Noise causes a level of inac-
curacy and uncertainty in measurements. To detect the presence of a signal,
this has to be significantly higher than the noise level of the digital image.
Otherwise, if the signal is at or below the noise level, the variation in inten-
sity caused by noise will make the signal indistinguishable from the noise level
in quantitative measurements. The accuracy in quantitative measurements is
therefore limited by the SNR of the digital image, from which also the deter-
mination of the location of a fluorescently labeled object depends [113–116].
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This chapter, consisting of a description of the experimental setup and the
methodologies implemented and used to perform the experimental activity,
is subdivided according to the different projects realized. The chapter will
start with the introduction to the equivalent circuits used to model blood and
the interface with the measurement electrodes. Then the biosensor for the
individual thrombotic profile characterization under flow will be described,
giving importance to the optical thresholding method to reconstruct volumes,
with the optimization and the automatization of the threshold identification,
and the fusion of otpical and impedance data for the same scope. Afterwards,
the new algorithm for the improvement of accuracy in volumes estimation will
be presented. Another biosensor, this one to perform quality controls of blood
components will be described and, finally, also the new software for live cells
imaging will be introduced.
5.1 Electrical equivalent circuit models for blood
5.1.1 Electrode-material interface and double layer
Preliminary considerations must be done regarding the blood composition and
the interaction between the electrodes and blood, when electrical current flows
through an electrode-material interface. The interaction between a biological
fluid and a metal electrode forms a narrow interface, known as double layer,
where the current flows as in a capacitive layer but the phase shift of current
does not reach -90 deg. For this reason it has been previously useful to define
the CPE and its impedance, given by
ZCPE(ω) =
1
CCPE(jω)ψ
(5.1)
where CCPE is the capacitance, not depending on the frequency, while the
parameter ψ, with 0 ≤ ψ ≤ 1, is the CPE index. Being a non-ideal electrical
circuit element, θCPE = −ψπ/2 and the CPE resembles a pure resistor when
ψ = 0, while it looks like an ideal capacitor when ψ = 1 [16].
69
5. Experimental setup and methodologies
5.1.2 Electrical models for single cells and whole blood
As introduced at the beginning, blood is a fluid composed by a conductive
liquid, plasma, and the suspension of biological particles like red blood cells
(RBC), white blood cells (WBC) and platelets. According to the electrical
equivalent models previously described, it appeared essential to associate a
physiological correspondance to each circuit element in order to evaluate the
adequacy of the equivalent models to the measurement scopes.
Each of the cells suspended in plasma consists of a lipidic cellular mem-
brane, with a capacitive behavior, which contains an intracellular fluid with
dielectrical properties similar to plasma. Defining Ri the resistance of intracel-
lular fluid, Ci the capacitive membrane and Re the resistance of extracellular
fluid, the model of a single cell in suspension in plasma can be represented
with the circuital model shown in Figure 5.1a. The related impedance Z(ω)cell
is
Zcell(ω) =
Re(1 + jωRiCi)
1 + jωReCi + jωR1Ci
(5.2)
Since the model must be extended to a wide number of suspended cells, it
Figure 5.1: Electrical equivalent models. Equivalent circuit for a single cell in
suspension in plasma (a). Equivalent circuit to describe the whole behavior of blood
(b).
is obvious that the macroscopic impedance is a combination of a correspond-
ing wide number of relations having the form of the Equation 5.2. Each one
is supposed to have a different disposition of zeros and poles depending, for
example, on the dimensions of cells, on their membrane integrity and on their
spatial distribution. The assumed equivalent circuit for the whole blood and
its interface with electrodes is represented in Figure 5.1b. The circuit is char-
acterized by a series of a CPE with the parallel of another CPE to a resistor.
The expression that governs the overall impedance is
Zblood(ω) =
1
CCPE1(jω)ψ1
+
R
1 +RCCPE2(jω)ψ2
(5.3)
At the end, the overall blood impedance behavior can be modeled as a series
of a CPE, representing the interface effects, with a ZARC.
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5.2 Individual thrombotic profile characteri-
zation under flow
5.2.1 Blood samples preparation
For each experiment, 2 ml of venous blood were collected into D-Phenylalanyl-
L-Prolyl-L-Arginine Chloromethyl Ketone dihydrochloride (PPACK, produced
by Calbiochem, La Jolla, CA, 50 µmol final concentration). Informed written
consent have been obtained from healthy blood donors according to the Dec-
laration of Helsinki and the DMS of the Italian Ministry of Health, November
2nd, 2015, (quality and safety about blood and blood donors). Moreover, the
Ethics Committee CRO-IRCCS Aviano approved all the studies using human
blood samples and, therefore, this one. Afterwards, 200 µl droplet of acid in-
soluble fibrillar type I collagen (produced by Sigma Aldrich, St. Louis, MO, 1
mg ml−1 concentration) was applied as coating substrate for 60 minutes, to in-
duce the aggregation process. The fluorescent dye quinacrine dihydrochloride
(mepacrine, Sigma Aldrich, 10 µmol final concentration) was added to whole
blood to label platelets.
5.2.2 Biosensor description
The new biosensor allows the simultaneous acquisition of optical images and
related impedance data during blood perfusion in an artificial microchannel
specifically designed and representing the core of the device. The bottom wall
was realized with a glass where u-shaped gold electrodes were sputtered, as
shown in Figure 5.2a, delimiting an investigation area of 280 x 280 µm2, visible
in Figure 5.2b. The outer electrode measures 30 µm in width, while the inner
electrode is 20 µm wide. A SiO2 passivation layer was set over the tracks to
delimit the active area of the electrodes allowing a confocal acquisition like
that of Figure 5.2c. More details are given showing Figure 5.3. The other
Figure 5.2: Gold electrodes. Detail of u-shaped electrodes (a). The gold u-shaped
layer is drawn in yellow, while the passivation layer is shown with pink color (b).
Example of a corresponding image acquired with confocal microscope (c).
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walls of the microchannel and the microfluidic inlet and outlet connections
were molded in a polycarbonate chamber that contains an o-ring for the fluid
leakages prevention towards the contacts (Figure 5.3a). The blood can flow
from the inlet to the outlet through a cross section of 500 x 100 µm2. As
illustrated in Figure 5.3b, a metallic holder and a component with conductive
sensing wires have to be locked one another to complete the assembly of the
device.
Figure 5.3: The new biosensor. The core of the device consists of a bottom
glass with gold electrodes and a polycarbonate chamber containing an o-ring that
prevents blood leakages. The bottom glass and the chamber define the microchannel
(cross section: 500 x 100 µm2) where the blood flows, from the inlet to the outlet
(a). Assembled device, where a metallic holder for the allocation on the microscope
and a component with conductive wires have to be locked one another holding the
glass with electrodes and the polycarbonate chamber inside (b).
5.2.3 Acquisition system
The device, connected to a high precision LCR meter [83], was positioned
on the stage of a confocal laser scanning microscope (CLSM, Eclipse TE300,
manufactured by Nikon, Tokyo, J) based on Nipkow disk technology. A 40X
oil immersion objective (numerical aperture: 1.30, Nikon) was mounted on
a piezoelectric driver controlled by the Andor IQ acquisition software (made
by AndorTM Technology, Belfast, UK). The physiological conditions typical of
the microcirculation districts, the arterioles, were reproduced in vitro with a
72
5.2. Individual thrombotic profile characterization under flow
controlled fluid perfusion system. In particular, a syringe pump (manufactured
by Harvard Apparatus, Boston, MA) aspirated blood from the chamber outlet
for a time interval of 300 seconds, at a controlled temperature of 37 oC, with
a constant flow rate of Q = 75 µl/min, in order to achieve the physiological
shear rate γ of
γ =
6Q
wh2
= 1500 s−1, (5.4)
where w and h are the width (500 µm) and the height (100 µm) of the channel
section, respectively [117].
Optical and electrical data were simultaneously acquired during the blood
perfusion through the microchannel, as schematically shown in Figure 5.4.
Fluorescent bi-dimensional (2D) images were digitized in real-time with the
Figure 5.4: Measurement bench. Optical 2D images have been obtained in real-
time with the CCD camera of the microscope and at the end of the blood perfusion,
at t = 300 s, a z-stack was acquired. Simultaneously, the high precision LCR meter
measured the related impedance values.
CCD camera (iXonEM+, AndorTM Technology) of the confocal microscope,
whose internal sensor of 512 x 512 pixel detected the intensity emission of the
fluorescent dye quinacrine that labeled platelets, in response of an excitation
laser wavelength of 488 nm. In particular, each pixel in the digital images thus
acquired carried an intensity information, represented by an integer in the
interval [0, 255]. Regardless of the pseudo color representation, green in this
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case, such images were composed exclusively of shades of gray, varying from
black, the weakest intensity, to white, the strongest intensity). An appropriate
laser power was set in order to achieve an adequate emission intensity, avoiding
the pixel saturation in the CCD sensor. Taking into account the magnification
determined by the optical path, for which 1 pixel = 0.33 µm, the investigation
area resulted to measure 28547.48 µm2. Images were collected during the
dynamic experiment every second, for a total time of 300 seconds. The plane
of acquisition in the confocal microscope, named focal plane, was identified
as the plane where platelets adhered and the electrodes could be seen well
focused. In this way, it corresponded to the bottom wall of the microchannel.
At the end of perfusion, at t = 300 s, a sequence of N fluorescent images along
the vertical z-dimension, called z-stack, was acquired with a z-step of ∆z = 0.5
µm. The first plane acquired was the focal plane identified as the adhering
base plane during the perfusion, while the last one detected was represented
by the last plane where the aggregates tips were visible. As a consequence,
each z-stack had a proper height Hz−stack < h = 100 µm, defined as
Hz−stack = (N − 1)∆z. (5.5)
The impedance measurements were performed using the high precision
LCR meter in the frequency range [1, 300] kHz with eight logarithmically
spaced steps and a 2-wires configuration. A drive voltage of 100 mV was
chosen to avoid the redox reactions between electrodes and salts dissolved in
plasma, since it was by far lower than the standard half-cell potential for gold,
that is 1.5 V. In particular, the impedance data used for the thrombus vol-
ume reconstruction were extracted from the impedance magnitude measured at
150 kHz, because, at this frequency, the lipidic membrane of platelets behaved
like insulators and platelets aggregation could be measured by evaluating the
impedance increase, as represented in Figure 5.5. For this reason, at 150 kHz
the impedance temporal variations resulted more distinct and evident, thus
facilitating the signal processing and interpretation.
A total number of n = 31 experiments were conducted. All of them were
analyzed to validate the real-time performances of the new biosensor during
the perfusion, but only for 22 of them the thrombus volume was quantified
from z-stacks, at t = 300 s. The remaining 9 experiments have not been
analyzed, in terms of final volume, because in those cases the channel was
empty or completely obstructed by the thrombi, thus altering the microfluidic
conditions, as shown subsequently.
Most of the protocols for confocal imaging have to be based upon those
developed over many years for preparing samples for the conventional micro-
scope. A good starting point for the development of a new protocol for the
confocal microscope and the new biosensor was a protocol for preparing the
samples for conventional microscopy later modified for the confocal instrument.
Most of the methods for preparing specimens for the conventional microscope
were developed to reduce the amount of out-of-focus fluorescence. The confo-
cal system undersamples the fluorescence in a thick sample as compared with
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Figure 5.5: Impedance measurements evaluation at 150 kHz. At this fre-
quency the lipidic membrane of platelets behaved like insulators and the resulting
volume could be measured by evaluating the impedance signal increase.
a conventional microscope, with the result that samples may require increased
staining times or concentrations for confocal analysis and may appear to be
overstained in traditional microscopes. In order to register and to keep track of
the experiments, with the aim of proposing and validating a new measurement
protocol, the module shown in Figure 5.6 has been thought, created and used.
5.2.4 Thrombus volume estimation using confocal mi-
croscope
In order to have a reference measurement to evaluate the performances of the
developed device, at the end of each experiment the thrombus volume was
computed using the confocal z-stacks, as reported in literature [2, 38, 42]. In
particular, for each z-stack, a value in the gray-scale [0, 255] was selected as
threshold value Thr with the aim of separating all pixels in two groups: those
that exceeded in intensity the threshold value and those that did not exceed
it. Defining f = 0.33 µm/pixel as the conversion factor from µm to pixel,
because 1 pixel = 0.33 µm, this method can be defined as optical thresholding
(OT) and it allowed to extract the area Ai (µm
2) covered by the objects, with
i = 1, 2, ..., N , for each of the N images in the z-stack as
Ai =
512
∑
j=1
512
∑
k=1
pixelijk (intensity≥Thr)f
2 i = 1, 2, ..., N (5.6)
where pixelijk is the generic pixel of the z-stack located in the position x = j,
y = k and z = i, with j, k = 1, 2, ..., 512 and i = 1, 2, ..., N . The thrombus
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Figure 5.6: Measurement protocol. All the experiments have been registered
and tracked using a measurement protocol expressly designed and structured.
volume VOT (µm
3) related to the z-stack was then quantified as
VOT = ∆z
N
∑
i=1
Ai (5.7)
Automatization of threshold extraction
With the purpose of compensating the subjectivity in choosing a threshold
value, the proposal was a novel, fast and accurate thresholding method, an
example of which is shown in Figure 5.7. The whole set of the gray-scale val-
ues [0, 255] was considered. With the thresholding method, for each z-stack
acquired at t = 300 s, the volume VOT and the maximum height HMax reached
by the thrombi were considered as functions of the threshold, varying from 0 to
the maximum fluorescence value in the z-stack, FMax , as shown in Figure 5.7a.
Observing the curves relative to VOT and HMax it is evident that, lowering the
value of the threshold integer starting from FMax, HMax gradually saturates to
the value of Hz−stack and, correspondingly, VOT diverges towards increasingly
higher values (Figure 5.7a). This corresponds to a movement from a situa-
tion of underestimation of thrombus volume, with a not real small amount
of low thrombi, to an overestimation state, with misrepresented overly huge
thrombi. The optimal threshold value (e.g. 25 in Figure 5.7a) was identified
and chosen as the point of saturation of the height curve, corresponding to
the elbow point of the volume curve. The visual comparison between one of
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Figure 5.7: Automatic thresholding for thrombus volume quantification
with confocal microscope. The optimal threshold is always at the elbow point of
the volume curve, corresponding to the point of saturation in the height curve. The
absolute threshold values were given as examples (a). Binary mask representation
and related 3D volume reconstruction, obtained with absolute threshold 15, 25 and
35, respectively. The absolute threshold values were given as examples (b).
the original images, shown in Figure 5.7a, and the related area A extracted
with three different threshold values (e.g. 15, 25 and 35 in Figure 5.7b) repre-
sents a graphical example of what just described. On one hand, lowering the
threshold value with respect to the optimal value (e.g. 15 in Figure 5.7), the
area A extracted leaded to reconstruct artifacts caused by the optical noise
and thrombi appeared of square shape instead of pyramidal (Figure 5.7b, left
panel). On the other hand, a thresholds higher than the optimal one (e.g. 35
in Figure 5.7b, right panel) leaded to an underestimation of the real thrombus
height and volume. As shown, volume quantification and reconstruction was
dramatically different if the threshold value differs, in terms of absolute integer
in the range [0, 255], of ± 10 from the optimal one (Figure 5.7b, middle panel).
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5.2.5 Volume estimation and reconstruction using the
new device
Electrical impedance data and 2D optical images were acquired simultaneously,
as stated. From impedance measurements and the related images, it was pos-
sible to reconstruct the 3D spatial and temporal distribution of thrombi using
a specifically developed analysis tool, a graphical user interface (GUI), based
on a finite-elements-like method [18,19,22] and represented in Figure 5.8. The
electrical parameters of blood flowing in microchannel at high shear rates that
have been used in the simulations can be found in [20,22], whereas the throm-
bus can be considered as a perfect insulator below a few hundreds of kHz.
The geometry of the thrombi was reconstructed deducing a 3D solid model
from the first 2D fluorescence image acquired and adjusting the 3D volume
for every 2D image subsequently obtained. The thrombi height was assumed
to be linearly proportional to the fluorescence intensity emitted from labeled
platelets, as well established in literature [118], with respect to a unique heigth
scale factor for all the pixels. The 3D solid model was thus derived with the
graphical tool from fluorescence intensity values and the measured impedance.
In particular, the tool shown in Figure 5.8 allows to automatically recognize
the electrodes and the microchannel in the 2D images and to quantify the
blood conductivity, whose difference from a patient to another one depends
on the hematocrit concentration. Starting from the impedance measured at
the beginning of the experiment in absence of thrombi, the heigth scale factor
was iteratively modified until the simulated impedance matched the measured
one [18, 22]. The thrombus volume thus quantified through the solid model
Figure 5.8: Tool to quantify the thrombus volume. The GUI tool developed
processes 2D images and identifies the shapes of the electrodes and of the channel.
from impedance measurements is indicated as VIM.
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Analysis tool and fusion of electrical and optical data
The 3D steady-state current conduction analysis tool whose interface is repre-
sented in Figure 5.8 was expressly developed for this application. It was based
on the discrete geometric approach on a pair of interlocked cell complexes
where the current through electrodes has been assigned [22, 119,120].
First, each image captured by the CCD camera was clipped to remove
noise and desampled. Starting from the information about the shape of the
electrodes and of the channel, together with the height of the channel, a cubical
grid was constructed inside the selected computational domain. The thrombus
geometry was thus easily obtained from the luminance information L(p, t)
of each pixel p at a given time instant t. In this case, with 8 bit images ,
the luminance reduced to the fluorescence intensity of each pixel. The linear
system
GTSGP = 0 (5.8)
is assembled, where G is the standard edge-node incidence matrix, S is the
Ohm’s constitutive matrix [121–123] constructed by starting from the actual
material distribution and P is the array of potentials attached to the nodes
of the primal cell complex. Homogeneous Neumann boundary conditions were
imposed on all the boundary of the domain. Each electrode was modeled
as an equipotential surface characterized by an unknown potential. A non-
local boundary condition was imposed on each electrode by setting the total
current flowing through it. The linear system of Equation 5.8, with the non-
local equations of [22], was then solved by an iterative linear and parallelized
computation. Each simulation took less than 30 seconds.
The reconstruction of the thrombus geometry and volume was obtained
through a novel inversion methodology based on optical and impedance data
fusion at a given time instant. In particular, the geometry of the thrombus was
represented by a solid model deduced from the fluorescence intensity extracted
from the 2D images sampled with the microscope. Thus, for each pixel, the
height H of the thrombus with respect to the slide surface was assumed to be
proportional to the luminance L(p, t), according to a scale factor k common
for all the pixels, obtaining
H(p, t) = k(t)L(p, t) (5.9)
where p is the generic pixel and t the generic time instant. The inverse problem
was then related to the determination of k(t) according to the minimization
problem
mink|Rc(k, t)−Rm(t)| (5.10)
where Rc(k, t) is the resistance computed by using the forward solver and a
scale factor k, whereas Rm(t) is the measured resistance, according to a total
time interval of 300 seconds. Therefore, to determine such a scale factor, a
number of 3D steady-state current conduction analyses were performed with
the developed forward problem solver by modifying the scale factor until the
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computed resistance matched the measured one. The thrombus volume was
then evaluated from the thrombus solid model. In practice, the luminance was
normalized as
L̄(p, t) =
L(p, t)
max(L(p, t))
(5.11)
and the height H of the thrombi was defined as
H(p, t) = L̄(p, t)n∆z (5.12)
where ∆z was the height of each pixel and n was an arbitrary positive integer.
Finally, the thrombus height on each image pixel was obtained by applying
the floor function to L̄(p, t)n, which from the Equation 5.12 was proportional
to H.
Instead of exhaustively simulating all increasing multiples of the voxel
height until the measured resistance is exceeded, the property of monotonicity
of the resistance with respect to changes in conductivity σ [124] was used.
Considering two distributions of conductivity σ1 and σ2 in the computational
domain such that
σ1 ≤ σ2 ∀p (5.13)
then the resistance R(t) fulfilled
R(σ1, t) ≥ R(σ2, t) (5.14)
In other words, the resistance monotonically increased when n, proportional
to the thrombus volume, grew. Therefore, a bisection method had to be em-
ployed to solve the minimization problem, determining the thrombus height
that better matched the measurements. That was, the algorithm repeatedly
bisected the searching interval and selected a subinterval in which the solu-
tion had to lie for further iterative refinements. The electrical parameters of
blood flowing in microchannels at high shear rates have been experimentally
characterized in [22]. The blood conductivity σblood = 0.33 S/m used in the
simulations was determined in each experiment from the initial resistance R0
measured in absence of thrombi. The thrombus was considered as a perfect
insulator below a few hundreds of kilohertz, as shown in [23] and in [17].
5.3 New algorithm to improve the accuracy in
platelet thrombi volume measurement
5.3.1 Fluorescent beads preparation
Volume calibration was performed using yellow-green carboxylate-modified mi-
crospheres (2 µm diameter; Molecular Probes, Eugene, OR). The product was
supplied as aqueous suspension containing 2 % solids and sodium azide (2 mM
final concentration). Beads were ultraclean polystyrene microspheres coated
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with a hydrophilic polymer containing multiple carboxylic acids for covalent
attachment of ligands. Each sphere contains fluorescent dye molecules in its
whole volume and shows little or no photobleaching, even when excited with
the powerful illumination required for fluorescence microscopy.
Following the protocol suggested by Molecular Probes, the stock solution
(with about 4.6 x 109 beads/ml) was diluted. Considering the planar exper-
imental spreading of final fluid sample (1 cm2, about 3500 fields of view), in
order to obtain about 20 beads in each field of view, a total amount of 7 x
103 beads/µl was achieved in the suspended solution. Afterwards, a droplet
of ProLong Diamond Antifade Mountant (Molecular Probes) was added onto
a glass slide (Menzel-Gläser, Braunschweig, D), while a coverslip (Menzel-
Gläser) with 1 µl of diluted solution was placed down on it. The sample was
kept in the dark, at room temperature, for 24 hours.
5.3.2 Blood samples preparation
The procedure of preparing blood samples for the experiments was the same
of that described before. In particular, for each experiment, 20 ml of ve-
nous blood from healthy volunteers were collected into PPACK 50 µM final
concentration. Afterwards, 200 µl of acid-insoluble fibrillar type I collagen
were homogeneously distributed onto a coverslip for 60 minutes. The cover-
slip was thus positioned in a flow chamber, forming the bottom wall of the
artificial microchannel previously introduced, having a rectangular section of
500 x 100 µm2. The fluorescent dye quinacrine was added to whole blood to
label platelets. A syringe pump aspirated blood from the chamber outlet for
a time interval of 3 minutes in order to achieve the physiological shear rate
γ = 1500 s−1.
5.3.3 Confocal images acquisition and volumes measure-
ment
The perfusion flow chamber was positioned on the stage of the same confocal
laser scanning microscope described before, where the 40X oil-immersion ob-
jective mounted on the piezoelectric driver allowed the real-time digitalization
of images with the CCD camera. The field of view area was 28547.48 µm2.
Confocal optical z-stacks were detected along the vertical z-dimension with a
z-step ∆z = 0.2 µm.
In order to evaluate the systematic errors in the benchmark measurements,
confocal digital images were elaborated using ImageJ software [102], subjec-
tively setting an intensity threshold to select the areas covered by the objects
in all the images of a stack acquired along z-dimension. The volume was
then measured as the sum of the detected areas in the images, multiplied by
∆z [36–38, 40–42]. Adjusting the intensities histogram, volumes were quan-
tified also with Volocity software (Perkin Elmer, Waltham, MA) in a similar
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way [125].
Along the text all the results are expressed as mean ± standard deviation,
each computed with n = 10 z-stacks. In order to identify significant differences
among the results, the Student t-test was used.
5.3.4 Algorithm development for accuracy improvement
The proposed new algorithm was firstly applied to the images of known volume
beads in order to achieve an accurate evaluation of its performances and to
find an optimum value for the calibration factor. Consequently, it was applied
to small aggregates to verify its robustness with non-spherical samples and
finally to platelet large aggregates.
Images elaboration and signals extraction
For each z-stack (Figure 5.9a), a preliminary control was performed to ex-
clude sequences of images with saturated pixels. For this scope, the maximum
intensity projection (MIP) of all the values (Figure 5.9b) was extracted and
visualized. The MIP is a fast method that projects in the visualization plane
the maximum intensity that falls in the pixels along each ray traced parallel
to the z-axis. In this way, two MIP renderings from opposite viewpoints are
symmetrical images if they are rendered using orthographic projection. The
identification and the visualization of the maximum value that each pixel as-
sumes along the z-dimension represents a widely used technique in diagnostic
imaging.
Figure 5.9: Images acquired. Example of a z-stack of N images acquired along
the z-axis with the confocal microscope (a). Maximum intensity projection related
to the z-stack saved. Each pixel intensity in the MIP is the brightest among all the
pixels met along along the ray parallel to the z-axis (b).
Afterwards, for each stack, a three-dimensional (3D) matrix was defined.
The x-position and the y-position of each pixel were assigned to the first and
the second dimension of the matrix, respectively, while the intensity values
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of each related pixel assumed along the z-axis were allocated in the third
dimension of the matrix, starting from the fluorescence value computed in the
first slice, z = 1, and going on until the value of the last slice, z = N . An
example of the graphical representation of the matrix is shown in Figure 5.10.
According to the CCD square sensor physical dimension, with d = 512 pixel
as side, and to the number N of slices acquired for a stack, the matrix had
dimension d x d x N .
Figure 5.10: Example of 3D matrix defined for each z-stack. The x- and the
y-position of each pixel were assigned to the first and second dimension, respectively,
while the N intensity values of each related pixel assumed along the z-axis are located
in the third dimension.
Since the intensities along the z-dimension were affected by noise, they
have been locally smoothed with a finite impulse response (FIR) low-pass
filter with the aim of compensating the high frequency noise. According to
the necessity of regularizing the z-intensities without losing information the
smoothing filter was designed with 13 coefficients and applied to each intensity
z-signal, performing a weighted mobile averaging. As illustrated in Figure
5.11, centering the kernel of coefficients in every z-position, the associated
smoothed value sz was obtained from the neighboring original values vz+i,
with z = 1, 2, ..., N and i = −6,−5, ..., 0, 1, ..., 6, as
sz =
∑6
i=−6 vz+ici
∑6
i=−6 ci
z = 1, 2, ..., N (5.15)
where ci are the coefficients of the filter (Figure 5.11). Hence, in order to ac-
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Figure 5.11: Smoothing of the intensity signals along the z-dimension.
Intensity smoothing by means of the low-pass FIR filter that allows obtaining the fil-
tered signal sz. Two values of background, b1 and b2, are quantified for every z-signal
as average of the first and the last six intensity values of the signal, respectively.
complish the limits that occur regularizing the first and the last samples of a
generic signal with a kernel of coefficients [126] and to consider the variability
of the background fluorescence in all the three dimensions, two values of back-
ground, b1 and b2, shown in Figure 5.15, were quantified for every intensity
z-signal as average of its first and last six intensity values, respectively.
For every z-stack and its related 3D matrix, a binary mask was defined
(Figure 5.12a), whose dimensions were the x- and the y-position of each pixel
and, consequently, were connected to the first and the second dimension of
the related three-dimensional matrix defined before. The value 1 was assigned
to every pixel whose maximum intensity M in z-dimension reached a specific
threshold over its background b1 (Figure 5.16b). The threshold, automatically
obtained, is adaptive because the intrinsic variability of biological samples
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behavior in light emission does not allow to set a fixed intensity threshold.
Considering as reference value the maximum intensity peakMxM ,yM among all
the intensity peaks in the three-dimensional matrix (Figure 5.12a and Figure
5.12b), each pixel intensity value in the binary mask was set to 1 if the related
intensity peak M over its background b1 reached at least 1/3 of the reference
valueMxM ,yM−b1 xM ,yM , as indicated in the Figure 5.12. Structuring the binary
mask as described, it was possible to identify only the x- and the y-positions
related to a real presence of volume, excluding those affected by background,
noise and artifacts. The expression used to define the binary mask was
maskj,k =







1 if
Mj,k−b1 j,k
MxM,yM−b1 xM,yM
> 1
3
j, k = 1, 2, ..., d
0 otherwise
(5.16)
where j and k are the indexes identifying the generic x- and y-position, re-
spectively. Accordingly, Figure 5.12c gives an example of a selected pixel, to
which the value 1 was assigned because its z-signal had a peak of intensity M
that raised over the threshold 1/3(MxM ,yM − b1 xM ,yM ). Alternatively, in Fig-
ure 5.12d an example of a pixel excluded is visible, where the z-signal did not
overpassed the threshold. Figure 5.13 illustrate three examples of valid pixel
selection in the 3D matrix. As already said, the x- and the y-position of each
pixel of the original images and of the binary mask were associated to the first
and the second dimension of the related 3D matrix. Assigning in the binary
mask the value 1 to the pixels that overpassed the threshold defined (pixels
colored in red in the binary masks in Figure 5.13), only the valid pixels in the
3D matrix were considered for the volume measurement. This means that only
the z-signals in the 3D matrix related to the x- and the y-positions selected
through the binary mask definition have been processed to extract the volume
associated. The other pixel were excluded from the successive computations
because affected by background, noise and artifacts.
Calibration of elongation and realistic volume estimation
After having applied the binary mask to the three-dimensional matrix, a bi-
dimensional matrix was initialized to attribute to every pixel the height of the
volume portion there located. Referring to Figure 5.14, the positions z1 and z2
defined the distance D = z1-z2 that had to be calibrated accordingly to their
related signal of intensities. For each intensity signal z1 and z2 were measured
starting from the first level of background b1, advancing forward along the
signal, and from the second value of background b2, moving backward. Con-
sidering the intensity gaps d1 =M − b1 and d2 =M − b2, the two points along
the z-axis were chosen as the z-positions whose intensity reached an elevation
of d1/10 and d2/10, respectively. The height of the volume portion for each
x- and y-position was first quantified as the product of the z-distance D with
the ratio between the intensity peak and the maximum among all the inten-
sity peaks, related to their background values. Afterwards, the quantity thus
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Figure 5.12: Binary mask definition. Graphical representation of the 3D matrix
defined for a sequence of images after applying the binary mask (a). The adaptive
threshold was set considering 1/3 of the elevation of the maximum peakMxM ,yM over
its background b1 xM ,yM (b). Example of a selected pixel, whose z-signal shows a peak
of intensity M that raised over the threshold 1/3(MxM ,yM − b1 xM ,yM ) (c). Example
of a pixel excluded because its related z-signal did not go beyond the threshold (d).
obtained was multiplied by an experimental estimated optimal factor Ĉ. The
heights hj,k associated to each x- and y-position were evaluated as
hj,k = ĈDj,k
Mj,k − b1 j,k
MxM ,yM − b1 xM ,yM
j, k = 1, 2, ..., d (5.17)
where h and D are expressed in µm and Ĉ is the optimal calibration factor,
obtained through an iterative computation applied on beads stacks in order to
satisfy, at the same time, a z-dimensional condition and a volumetric condition,
as specified as a result. The described calibration model was applied to small
platelets aggregates and finally to more complex aggregates. According to the
physical dimension of a pixel r = 0.33 µm, the expression for the final total
platelet thrombi volume V of a stack was quantified as
V = r2
d
∑
j=1
d
∑
k=1
hj,k j, k = 1, 2, ..., d (5.18)
where the result is expressed in µm3. The graphical representation of the
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Figure 5.13: Examples of valid pixel selection. Three examples of maximum
intensity projection (MIP), in which small aggregates of platelets are visible, with
the related binary mask and the corresponding pixel selected in the 3D matrix. Only
the z-signals in the 3D matrix related to the x- and the y-positions selected through
the binary mask definition have been considered to measure the volume.
assignment of heights to each pixel, in order to obtain a volumetric 3D recon-
struction starting from a bi-dimensional image, is simply shown in Figure 5.15.
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Figure 5.14: Calibration of z-elongation. The axial distance D along z-
dimension was defined for each z-signal, thus for each x- and y-position. The two
z-points z1 and z2 have been identified as the points whose intensity reached at least
the 10 % of the related intensity peak M , with respect to the background values b1
and b2.
Figure 5.15: Example of a solid 3D volume obtained from a 2D image.
For each x- and y-position, so for each pixel in the image, the height of the volume
portion there located was estimated obtaining a 3D solid reconstruction.
5.4 Blood components characterization as qual-
ity control in the pre-analytical phase
5.4.1 Blood components extraction
For each experiment, 3 ml of venous blood were collected from healthy blood
donors into citrate as anticoagulant (hematocrit of 38 ± 3 %. Informed writ-
ten consent have been obtained from healthy blood donors according to the
Declaration of Helsinki and the DMS of the Italian Ministry of Health, Novem-
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ber 2nd, 2015, (quality and safety about blood and blood donors). The Ethics
Committee CRO-IRCCS Aviano approved the study. Afterwards, each vial of
whole blood was divided in three parts, with the aim of obtaining the materi-
als of Figure 5.16a. One part of whole blood (1 ml) was left untreated (whole
blood in Figure 5.16a). Another part of whole blood (1 ml) was centrifuged to
obtain, as shown in Figure 5.16b, plasma (liquid substance with all the coag-
ulation proteins, but without cells) and whole concentrated blood (red cells,
white cells and platelets, with an hematocrit of 60 ± 3 %). Finally, in the
last part (1 ml), CaCl2 (5 mM final concentration) was added to stimulate the
coagulation process and to obtain serum (liquid substance without cells and
without coagulation proteins) and the red clot (red cells, white cells, platelets
and fibrin). The serum thus extracted can appear yellow (serum in Figure
5.16a) or it can show pale red shades (serum with low or high hemolysis in
Figure 5.16a, Figure 5.16c and Figure 5.16d), a visible indication of the pres-
ence of hemolysis, due to red blood cells damaged. In addition, serum can
sporadically contain fibrin white clots. If the serum expresses hemolysis, the
white clot can contain fragments of red blood cells damaged and it looks light
red (white clot with hemolysis in Figure 5.16a). These anomalous situations,
not always identifiable by eye, can lead to technical problems and measure-
ment interferences if not rapidly recognized. An example of different amounts
of hemolysis in serum samples is shown in the Figure 5.17.
5.4.2 Biosensor design
The first step in this project was to propose a prototype fast and easy to be
used, made with materials that were at disposal. The aim was to test the
feasibility of the initial idea without initial costs, with the simplest sensing
module among all those projectable.
First sensing prototypes
The first sensor was thus realized as a capacitor with parallel planar surfaces,
shown in Figure 5.18. The capacitive sheets, made of copper, measured 20
mm in width and 1 mm in height, indicated as w in the Figure 5.18a, and h
in the Figure 5.18b, respectively. Thinking the sensing module as a capacitor
with surfaces placed in parallel respect to the measurement bench, on the first
surface a plastic sheet was fixed. The result was a dielectric layer 0.35 mm
high, named with letters hd in the Figure 5.18a, with a disk shape hole of
7.5 mm of diameter, indicated as d in the Figure 5.18b. A polycarbonate
holder at the bottom and a polycarbonate bar on the top of the capacitive
surfaces allowed the stable positioning and the assembling of the capacitor, as
illustrated in Figure 5.18b and in Figure 5.18c.
The sensor has been designed to horizontally deposit, in an easy and simple
manner, a little droplet of the blood component to be measured. Figure 5.19
an example is given about the droplet deposition of blood plasma, whole blood
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Figure 5.16: Blood components characterized with impedance measure-
ments. Components disposed in plastic wells (a). Whole blood centrifuged (b).
Blood coagulated and centrifuged, with serum showing low (c) and high hemolysis
(d).
Figure 5.17: Serum samples. Different amounts of hemolysis in serum samples,
leading to to technical problems and measurement interferences.
and red clot, on the left, in the middle and on th right, respectively. Working
with very small volumes, on one hand there was a gain in terms of the quantity
of sample to be used, thus permitting and allowing repeated tests with mini-
mum invasiveness. However, on the other hand, it was necessary to carry out
many fluid deposition tests to evaluate the optimal quantity to be used in the
measurement phase and the structural seal capacity of the device. For each
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Figure 5.18: The first prototype. Copper surfaces and dielectric layer made
of plastic (a). View of the assembled layers (b). A polycarbonate holder at the
bottom and a polycarbonate bar on the top of the capacitive surfaces allowed the
stable positioning and the assembling of the capacitor(c).
Figure 5.19: Droplet deposition. Example of deposition of blood plasma, on the
left, of whole blood, in the middle, of red clot, on the right.
substance to be characterized, several tests of deposition, assembly, measure-
ment and reopening have been performed, in order to evaluate if temperature
or pressure could lead to the leakage of the component disposed in the disk
during the measurement procedure. Repeated and prolonged measurements
were performed at different frequencies to evaluate also the effects of temper-
ature and pressure prolonged in time. Starting from the consideration that an
optimal component quantity to be deposited could be that corresponding to
the internal volume of the dielectric V = π(d/2)2hd ≃ 15 mm3, the deposition
tests have been performed with 14 µl, 15 µl and 16 µl of substance. An ex-
ample of blood plasma droplets is shown in Figure 5.20a, while Figure 5.20b
represents the results obtained with a droplet of 15 µl. This quantity was
finally chosen as optimal accettable quantity because because able to spread
throughout the measurement disk without leaking out of it.
Despite the first measurements confirmed the potential and feasibility of
this approach, the next choice was the increase of measurement sensitivity by
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Figure 5.20: Droplet deposition test. Blood plasma droplets (a). The quantity
of 15 µl (dashed red circle) was chosen to perform measurements because able to
spread throughout the measurement disk without leaking out of it (b).
reducing the conductive surfaces that, unfortunately, led to the acquisition
of unstable parasitic signals and noise. Thus, another copper sensing module
was realized, by which measurements were made by conductive wires instead of
large surfaces. The promising results gave the suggestion to join together the
geometry of a capacitor with the accuracy and the sensitivity of reduced mea-
surement surfaces, thus realizing the new device, immediately after described
and used to perform fast and useful quality control evaluations of blood com-
ponents.
New device description
Each blood component was homogeneously disposed in a single well (200 µl
of substance, well diameter: 16 mm) and their electrical impedance was mea-
sured through a low cost, small and reproducible sensing module with a simple
geometry (Figure 5.21a). The sensing module appears as a capacitor with par-
allel planar surfaces made of copper (width: 7 mm, distance between surfaces:
4 mm). A polycarbonate cap supports the accurate positioning of the capaci-
tor in the blood substance (as schematically shown in Figure 5.21a and Figure
5.21b) and, consequently, maintains the stability of measurements.
5.4.3 Electrical impedance measurements and data anal-
ysis
The device was connected to a high precision LCR meter [83], in order to
perform impedance measurement in the frequency range [100 Hz, 2 MHz],
with twenty logarithmic spaced steps. A drive voltage of 50 mV was chosen,
taking into consideration the electrochemical properties of materials and the
open-short calibration was applied with the purpose of reducing the parasitic
effects.
The equivalent circuit is presented in Figure 5.22. It allowed a satisfactory
fit and correlation between experimental data and the physical processes that
govern the system. The double layer at the interface was represented by CPE1,
characterized by a capacitance C1 and a phase shift ψ1, whose impedance is
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Figure 5.21: Biosensor for electrical impedance measurements. The sens-
ing module appears as a capacitor with parallel planar surfaces made of copper (a).
Through a polycarbonate cap, the capacitor is placed on each well and immersed in
the material to be measured (b).
ZCPE1(ω) = 1/[C1(jω)
ψ1 ]. Besides, according to the purely resistive behavior
of the extracellular fluid and considering the necessity of representing differ-
ent cellular and membrane conditions with a generalized and versatile cir-
cuit element, blood was modeled in terms of a parallel of a resistance and
a CPE. The CPE2 models the cells with their membrane, it is character-
ized by a capacitance C2 and a phase shift ψ2 and exhibits and impedance
ZCPE2(ω) = 1/[C2(jω)
ψ2 ], while the resistance R represents the fluid in which
cells are suspended.
Figure 5.22: Equivalent circuit for blood components characterization.
The double layer at the interface was represented by the CPE1, while blood was
modeled with the parallel of the resistance R and another CPE, CPE2, reflecting the
behavior of cells and their membranes.
The blood of n = 20 different donors, equally distributed among male and
female, was collected and analyzed obtaining impedance signals varying with
frequency and stable in time. In addition, the hematocrit was measured for all
the blood samples with a commercial instrument, commonly and daily used in
clinical laboratories.
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The results have been represented with both magnitude and phase Bode
diagrams and with Nyquist plot. Accordingly, to achieve a complete charac-
terization of the system to be measured, the equivalent circuit fitting routine
LEVM was used for further analysis of the impedance results [127]. It is an
extensive and powerful complex nonlinear least squares (CNLS) program for
fitting, simulation, and inversion of frequency and time domain data sets, op-
timized for analyzing electrochemical, dielectric and conductive system data.
5.5 Software development for live cells imag-
ing: FluoLab
FluoLab is able to extract different metabolic signals from dissimilar cell types
(e.g. platelets, megakaryocytes, mesenchymal cells). Software utilization starts
from acquired fluorescence images, with the possibility to load images of dif-
ferent dimensions and formats. The graphical user interface (GUI) FluoLab
is whown in Figure 5.23. The software has been designed to analyze contem-
Figure 5.23: The graphical user interface (GUI) FluoLab. The software
appearance on the screen, with the possibility to load images, to select the regions to
be analyzed and to regularize the signals and to extract them.
poraneously until 20 different object for each image and to follow the region
signals in time, compensating automatically the background. FluoLab allows
the calcium signal extraction and analysis in a fast way, step by step in its
metabolic evolution. First of all, it computes the calcium concentration com-
bining in a single formula each pixel fluorescence intensity, the maximum and
the minimum fluorescence value of each ROI, FMax and FMin and the dissocia-
tion constant Kd, for each kind of fluorescent probe (FLUO 3-AM, RHOD-1,
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RHOD-2, TMRM). Then the software allows the filtering of calcium spurious
spikes regularizing or smoothing the signals, if chosen. The software leads to
the extraction of signals in terms of mean fluorescence intensity (MFI) with
the possibility to convert automatically them in concentration values [µM]. In
particular, in order to quantify the MFI of a cell at each time instant, thus ob-
taining a signal, in every 2D image the sum of all the pixel fluorescence values
in the related ROI was measured, the background subtracted and the resulting
value divided for the pixel total number in the ROI, in order to achieve a mean
representative fluorescence value MFI from 0 to 255. In addition, with the aim
of analyzing the cytosolic calcium concentration in different conditions, the
fluorescence data thus computed, related to the FLUO 3-AM emission inten-
sity, can be converted in calcium concentration values [Ca2+]i, for each time
instant i, as reported in literature using the equation
[Ca2+i ] = Kd
Fi − FMin
FMax − Fi
(5.19)
where Kd is the dissociation constant of the interaction between FLUO 3-AM
and Ca2+ (864 nM at 37oC), Fi is the measured representative fluorescence
MFI of the single platelet at the instant time i, FMax is the fluorescence in-
tensity of the single platelet treated with the ionophore Ca2+ A23187 (Sigma
Aldrich, 10 µM final concentration) in the presence of 2 mM of CaCl2 and FMin
is the fluorescence intensity of the unstimulated single platelet. The [Ca2+]i
of the resting state was calculated in single platelets in which the fluorescence
intensity in each of at least 10 consecutive frames was within the 15 % of
the value in the first frame and < 200 nM. At the same time, in order to
investigate the correlation of the cytosolic calcium with the mitochondrial one
and according to the different dimensional scale of their magnitude, the fluo-
rescence data related to FLUO 3-AM and RHOD 2-AM were compared and
expressed in terms of units comprised between 0 and 255. The fluorescence
intensity variations were monitored from the beginning to end of the analysis
period. The data obtained can be saved and a usable file is generated for a
fast off-line data elaboration, visualization and analysis.
A common approach to image analysis is to use imaging software to seg-
ment those regions that will be analyzed. For small data sets, this is sometimes
accomplished by simply outlining a region of interest ROI manually. This can
be cumbersome for larger sets of data, and there are a variety of automatic
methods for defining a ROI, but in this case the biologist or the physician
purposely mantains its possibility to define the extremes of the tangent ROI.
Thus, FluoLab leaves the freedom to the user to choose and define the specific
local or global ROI (e.g. groups of cells, a whole cell, nuclei, mitochondria,
granules, exosomes) from which it is possible to obtain automatically a signal
related to that region, in order to be able to decide to select and analyze objects
also sometimes overlapping (Figure 5.24a), or of different types, differently col-
ored, with a different spatial hierarchy (Figure 5.24b), at the same time. This
contemporary selection is not proper of other common computer programs.
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Once selected, these regions can thus be further analyzed or classified based
on properties such as shape and size or signal characteristics.
Figure 5.24: Advantage in the regions definition by the user. Cells overlap-
ping, not individually recognizable from common computer programs (a). Example of
a contemporary selection of active mitochondria and regions of the cytoplasm related
to a megakaryocyte (b).
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The outcomes and the numerical results will be presented, likewise in the
previous chapter, in relation to the different projects conduced. In particular,
for the first biosensor, the results regarding the real-time monitoring, detection
and prediction of the thrombotic profile will be introduced, with the evaluation
of the compatibility between volumes obtained with the optical thresholding
and from impedance measurements. Then the improvements in volumes esti-
mation accuracy due to the new algorithm will be presented, with a successive
evaluation of the uncertainties related to volume quantification from confocal
z-stacks with the optical automatic thresholding and with the new approach.
Afterwards, the results regarding the biosensor for the quality pre-analytical
controls will be highlighted with, finally, the outcomes obtained with the new
software for the live cells imaging.
6.1 Real-time individual thrombotic profile mon-
itoring and prediction
A total number of 31 perfusion experiments were performed for a duration of
300 seconds. During each experiment, the CCD camera acquired 2D images
at 1 frame per second, for a total number of 300 images and, simultaneously,
the new device acquired impedance data. At the end of perfusion, thus at t
= 300 s, a z-stack was acquired in order to evaluate the accuracy of the vol-
ume estimation provided by the new device here presented. The new device
performances are shown, starting from thrombus parameters evaluation, pass-
ing to the real-time identification of unstable thrombi, and finally showing the
comparison between the volume estimated with optical thresholding VOT and
from impedance measurements VIM, with their 3D geometrical reconstruction.
6.1.1 Thrombus geometrical and electrical parameters
estimation
Accordingly to the acquisition criteria of confocal sections along z-dimension,
the maximum height reached by the thrombi resulted Hz−stack = 43 ± 7 µm
(n = 31). Blood conductivity was estimated as σblood = 0.59 ± 0.19 S/m, at
97
6. Results
a measured hematocrit percentage of 42.60 ± 1.98 %, values that appear per-
fectly in agreement with previously published data [128, 129]. This quantity
was estimated by the analysis tool, starting from the impedance value at the
beginning of each experiment, when no thrombus was formed. The thrombus
conductivity should be, in this frequency range, ideally zero. However, throm-
bus is not a full solid geometry but it is an agglomerated structure of platelets
with many interstitial spaces filled with plasma, that is conductive. From
this observation, an experimental analysis was conducted, assigning a value to
thrombus conductivity as a fraction of blood conductivity. The best results
in terms of fit between VOT and VIM were obtained by setting the thrombus
conductivity in the order of one eighth with respect to blood conductivity. The
thrombus conductivity thus resulted to be σthrombus = 0.07 ± 0.02 S/m.
6.1.2 Real-time identification of critical events
One of the novelties of this new methodology is also represented by the possi-
bility to identify and follow in real-time the instantaneous and rapid events of
detachment of the aggregates or morphologic variation in their spatial distri-
bution. A whole or partial detachment of aggregates was intended as a quan-
titative variation, while their reorganization in space as a qualitative change.
In the attempt to monitor and control the thrombotic risk and to ana-
lyze in real-time the dynamics of thrombus formation events, Figure 6.1 shows
the ability of identifying instantaneously the structural variation and the de-
tachment of aggregates. In particular, only observing the time trend of the
impedance signal ∆|Z| [%] in Figure 6.1, it was possible to identify and quan-
tify the sudden and rapid signal falling that occurred between the time instants
t1 and t2, in Figure 6.1 268 s and 278 s, respectively. The two confocal im-
ages in Figure 6.1 show, and visibly demonstrate, the variations in terms of
aggregate detachment and morphologic variations of volume distribution. The
circles in the images point out with particular evidence the situation as it was
before and after the signal falling.
6.1.3 Classification of blood behavior and real-time pre-
diction of individual thrombotic risk
The non-invasive and real-time analysis of the impedance magnitude measured
at 150 kHz permits to monitor the adhesion and the aggregation processes
from z-stacks, not only at the end of each experiment, as always done in the
benchmark approaches, but also during the entire perfusion time. This new
way of monitoring in real-time the blood behavior under dynamic conditions
makes concretely possible to identify experimental parameters useful for a fast
evaluation and prediction of the adhesion and aggregation levels that will be
reached during the whole perfusion time. In this way, this methodologies
reveals promising to monitor each individual patient and to early predict the
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Figure 6.1: Real-time monitoring and identification of critical events.
Real-time identification of weakening and detaching aggregates and morphologic vari-
ations of their distribution based on the impedance magnitude increase in percentage
∆|Z| [%], evaluated in time. Images at time instant t = t1 (268 s) and t = t2 (278 s)
show the distribution of the aggregates before and after the event. Circles underline
the greater visible changes reflecting the signal variation.
related thrombotic risk.
Considering and representing the relative variation of impedance magni-
tude with respect to its initial value (∆|Z| [%])at 150 kHz, it was possible
to distinguish four different physiological blood behaviors in terms of platelet
adhesion and aggregation, among the 31 experiments performed. In Figure
6.2, each classification group is illustrated by three representative signals of
impedance variation in time during the perfusion, from t = 0 s to t = 300 s,
reflecting the situation represented in the 2D images on the right of Figure 6.2.
The single images were acquired at t = 300 s and they are related to the plane
of electrodes, where platelets adhered. Observing Figure 6.2, the different col-
ors indicate an interval of percentage level of ∆|Z| reached by all the signals
of the related group within the end of perfusion. The intuitive classification
has been confirmed and strengthened thanks to the extraction of quantitative
thresholds starting from each single value of ∆|Z| [%] measured at 150 kHz
and reached at t = 300 s. The extraction of the classification threshold is
illustrated in Figure 6.3a. In particular, according to the Figure 6.2 and the
Figure 6.3a, it is possible to state, with our measuring system and the pro-
posed sensor, that if a signal does not exceed the threshold ∆|Z| = 10 % within
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Figure 6.2: Classification of blood behavior. Signals, expressed as impedance
magnitude percentage increase ∆|Z| [%] at the frequency of 150 kHz, were classified
in four groups, on the basis of the levels of platelet adhesion and aggregation exhibited
during the experiment, confirmed by the representative images acquired at t = 300
s, on the right. For each group, three representative signals are shown. Group 1:
∆|Z|300 s = 7.55 ± 1.42 %, green. Group 2: ∆|Z|300 s = 16.55 ± 1.88 %, yellow.
Group 3: ∆|Z|300 s = 31.15±5.43 %, orange. Group 4: ∆|Z|300 s = 65.46±20.12 %,
red.
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300 seconds the related patient blood presents a behavior characterized by low
adhesion and weak aggregation. More frequent and physiological conditions
were found, instead, in the signals exhibiting a final value ∆|Z|300 s between
10 % and 20 % or between 20 % and 40 %, while with signals that reached
a percentage increase of over 40 % the patient should be consider at risk in
terms of tendecy to develop thrombi. In particular, for the group 1, colored in
green at the top in Figure 6.2, ∆|Z|300 s = 7.55± 1.42 %, always less that the
10 % threshold, as stated. Afterwards, for the signals of group 2, colored in
yellow in Figure 6.2, ∆|Z|300 s = 16.55± 1.88 %, while for the orange group 3
∆|Z|300 s = 31.15 ± 5.43 %. Group 4, colored in red in the Figure 6.2 repre-
sents the group with the greatest signal variability because of the divergence
and the lack of control of the platelet aggregation in this classification group,
reflecting a thrombotic real risk. For this reason, the signals belonging to this
group exhibit a final impedance magnitude increase higher than 40 %, in par-
ticular ∆|Z|300 s = 65.46 ± 20.12 %. The percentage of classification for the
groups, experimentally obtained from the experiments, resulted to be of 13 %
of occurrence for the group 1 (4 experiments out of 31), 32 % of occurrence for
the group 2 (10 experiments out of 31), 39 % of occurrence for the group 3 (12
experiments out of 31) and 16 % of occurrence for the group 4 (5 experiments
out of 31).
It is interesting and important to clarify that all the blood samples mea-
sured have been taken from completely healthy people, in the sense that they
had never manifested cardiovascular problems or diseases or related symp-
toms. Nevertheless, the results of the classification appeared, as evident from
the Figure 6.2, very heterogeneous and scattered. This aspect led to further in-
vestigations and tests with the aim of finding an explanation about the causes
of this variability among signals of equally healthy individuals. The results
were very surprising. In fact, in the individuals belonging to the group 1 cell
concentration percentage has been noticed to be lower than in the normal con-
ditions, while in the individuals of group 4 mutations of coagulation factors
have been found and reported with deepened clinical laboratory tests. It is
therefore necessary to underline the fact that healthy individuals, who have
never experienced any problems or cardiovascular symptoms, have discovered
for the first time, thanks to the measurements made with this new sensor, to
have a predisposition to the development of thrombosis. This predisposition,
once identified, will be monitored and managed with a preventive and predic-
tive approach, avoiding the occurrence of acute events, critical and dangerous
for life.
Confirming the potential of this device and this methodology, in addition
to the classification of the acquired impedance signals, for the first time a
predictive thresholds have been proposed. In particular, the threshold of the
∆|Z| = 10 %, the lowest among those considered in the classification phase, has
been maintained to extract the time instant at which each signal exceeded this
threshold. Plotting these time instants according to the classification group
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Figure 6.3: Extraction of thresholds. The overall percentage increase of
the impedance magnitude reached within 300 seconds. Group 1: ∆|Z|300 s =
7.55±1.42 %, ∆|Z|300 salways ≤ 10 %, green. Group 2: ∆|Z|300 s = 16.55±1.88 %,
10 % < ∆|Z|300 s ≤ 20 %, yellow. Group 3: ∆|Z|300 s = 31.15 ± 5.43 %,
20 % < ∆|Z|300 s ≤ 40 %, orange. Group 4: ∆|Z|300 s = 65.46 ± 20.12 %,
∆|Z|300 s > 40 %, red. These values characterize the proposed classification thresh-
olds (a). The predictive intermediate time instants of the 10% threshold over-
passing have been experimentally defined, for each group, from the corresponding
values of each experiment. Group 1: the curves did not overpass the threshold
of 10%. Group 2: t∆|Z| > 10 % = 213.83 ± 15.76 s, yellow dot at t = 240 s.
Group 3: t∆|Z| > 10 % = 159.32 ± 12.63 s, orange dot at t = 180 s. Group 4:
t∆|Z| > 10 % = 72.37 ± 29.81 s, red dot at t = 120 s. These values characterize the
proposed predictive thresholds (b).
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Figure 6.4: Real-time monitoring and prediction of individual thrombotic
profile. The dots on the horizontal axes indicate the time instants at which all the
signals of the related group passed the 10 % of impedance increase (dashed line).
Group 1: the curves did not overpass the threshold of 10%. Group 2: t∆|Z| > 10 % =
213.83 ± 15.76 s, yellow dot at t = 240 s. Group 3: t∆|Z| > 10 % = 159.32 ± 12.63
s, orange dot at t = 180 s. Group 4: t∆|Z| > 10 % = 72.37± 29.81 s, red dot at t =
120 s.
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to which they belonged, as illustrated in Figure 6.3b, maximum predictive
time instants have been found for each group, within which each signal of
that group overpassed the threshold of ∆|Z| = 10 %. These characteristic
time instants represent important predictive indices because, on the basis of
the level of ∆|Z| [%] reached by a generic signal within these time instants,
it is possible to predict the blood behavior as it will be at the end of the
experiment. The further significant aspect, as confirmed by the Figure 6.4,
is represented by the fact that, the more worrying is the condition of platelet
adhesion and aggregation, the earlier is the ability to predict it. This implies,
for the situations with high trombotic risk, the possibility to have a greater
time interval to promptly take action and choose a pharmacological treatment
avoiding critical events for the individual health and life. In detail, the colored
dots on the horizontal axes in Figure 6.4 represent useful predictive thresholds
and they indicate the time instants at which all the signals of the related
group passed the 10 % of impedance increase, represented with a black dashed
line. These predictive thresholds have been experimentally defined, for each
group, from the corresponding values of each experiment, whose distribution
is illustrated in Figure 6.3b. In particular, in group 1 the curves did not
overpass the threshold of 10% until the end of the experiment. For signals
belonging to the group 2, with a normal platelet adhesion and aggregation,
t∆|Z| > 10 % = 213.83±15.76 s and the predictive time instant for this group is
the yellow dot at t = 240 s in Figure 6.4. Afterwards, in group 3, characterized
by strong adhesion and aggregation, ∆|Z| exceeded the 10 % of increase within
t = 180 s, with a t∆|Z| > 10 % = 159.32± 12.63 s. The dot associated is colored
in orange in Figure 6.4. Finally, for signals of group 4, characterized by very
high adhesion with massive towering aggregation leading to the microchannel
occlusion, t∆|Z| > 10 % = 72.37 ± 29.81 s and the risk could be predicted until
the predictive time instant t = 120 s, represented with a red dot in Figure 6.4.
6.1.4 Compatibility between volumes obtained from impedance
measurements and from optical thresholding
Volumes comparison
The comparison between VOT and VIM, shown in Figure 6.5, reveals that they
appeared highly correlated to each other exhibiting a Pearson’s correlation co-
efficient [130] r = 0.96 (p value < 0.01). Data were obtained, as previously
explained, from 22 experiments (71 % of the total), corresponding to the ex-
periments classified as group 2 and 3, as shown in Figure6.2 and in Figure
6.4. In detail, only the experiments associated to a physiological (groups 2
and 3) and not pathological or at risk (groups 1 and 4) blood behavior have
been used to compute VIM and for the comparison with the related VOT with
the aim of validating the new method. This not because of detection limits
of the new biosensor but because the benchmark optical thresholding method
showed high limits in terms of accuracy in quantifying excessively small or
104
6.1. Real-time individual thrombotic profile monitoring and prediction
Figure 6.5: Volumes comparison. Comparison between volumes VOT and VIM
obtained at t = 300 s from optical and impedance data (n = 22). Data are highly
correlated and exhibited a Pearson’s correlation coefficient r equal to 0.96 (p value
< 0.01). The linear representation of data (black line) is shown together with the
ideal agreement condition (red dashed line).
huge volumes. Despite this distinction, the experiments classified as group 1
and 4 represent extreme blood behavior conditions that our biosensor is able to
recognize and classify in real-time, correctly and accurately, as pathological or
at risk situations, as previously described. Figure 6.6 presents, for each z-stack
of groups 2 and 3, VOT and VIM with their related uncertainty. According to
what previously described, each VOT has been expressed with its uncertainty
of 15 %, while each VIM with its 10 % of uncertainty, previously evaluated
and published in [18]. The two methodologies for the volume measurement
appeared metrologically compatible. This confirms the accuracy of our new
device measurements, whose methodology is based on fusion of 2D fluorescent
images with electrical impedance data.
3D reconstruction
It has to be remarked and highlighted the fact that the use of the confocal
microscope has proved, at this stage, to be necessary to compare and vali-
date the performances of the new biosensor. In Figure 6.7 two representative
3D reconstructions of the volumes spatial distribution are shown: on the left
the reonstruction obtained from the optical benchmark method VOT is shown,
while the one obtained from impedance measurement VIM is illustrated on the
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Figure 6.6: Compatibility evaluation between VOT and VIM. For each exper-
iment (n = 22), VOT has been expressed as the specific z-stack volume estimation
±15 % (uncertainty of thresholding benchmark method), while VIM has been expressed
as the specific z-stack volume value estimated ±10 % (uncertainty of reconstruction
from impedance data). VOT and VIM measurements appeare compatible and, for the
scopes highlighted, interchangeable.
Figure 6.7: Three-dimensional volumes reconstruction and representa-
tion. Example of a 3D reconstruction and representation of volume distributions
VOT and VIM, obtained at t = 300 s with the benchmark method of thresholding and
with impedance measurements, respectively.
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right. The two methods provided very close results.
6.2 Accuracy improvement in thrombus vol-
ume quantification and 3D reconstruction
6.2.1 Calibration of overestimation
All the measurements regarding the biomedical field require a critical inter-
pretation and confirmation of the physician, because of the high intra- and
inter-variability of the patients. With regard to the applicability of the vol-
ume measurement in clinics, it is important to remember that the biosensor
was designed to be proposed as a point of care device. Nevertheless, to be the
biosensor calibrated in reconstructing and measuring volumes, the 3D z-stacks
acquired with the confocal microscope at the end of each experiment were
needed to reconstruct the volumes with the benchmark technique, as reference
values.
Optimal factor calibration estimation
The optimal calibration factor Ĉ was estimated from n = 10 confocal images
sequences representing a single bead of known volume 4.19 µm3. In particular,
Ĉ was obtained with an iterative computation, which minimized the error
function defined as the absolute difference between the real bead volume and
the estimated one. The iterations stopped when the maximum height of each
bead was at least equivalent to its real diameter, thus satisfying a z-dimensional
condition, and when the correspondent volume was at least equal to its real
known volume, thus matching a volumetric condition. The optimum factor
resulted Ĉ = 0.10 ± 0.01.
The solid model of the spheres used and its sampled representation are
represented in Figure 6.8a and in Figure 6.8b, respectively, according to the
physical dimension of the pixels r = 0.33 µm, the conversion factor f = 0.33
µm/pixel and the real dimension of the spheres. The solid model had to be
sampled in order to associate to each x- and y-position a specific heigth h to be
added to the others to achieve an estimation of the total volume. In particular,
the matrix in the Figure 6.8c contains the half height values associated to each
pixel of the sampled model.
Calibration with fluorescent beads
In order to validate the model on a different dataset from the one used in
previous subsection, the calibration with the optimal factor Ĉ has been applied
on other n = 10 beads z-stacks, not previously used, to verify the robustness
of the method. Figure 6.9a and Figure 6.9b report the numerical estimation
and a graphical representation of single beads volume performed following
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Figure 6.8: Spheres representation. Solid model (a). Sampled representation
of the geometrical solid model (b). Half heights matrix, from which the volume can
be estimated (c).
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the procedures previously described. The results were compared with those
obtained with ImageJ and Volocity computations. As shown in Figure 6.9b,
the beads volume quantified applying the model calibration measured 5.9 ± 0.6
µm3, while the volumes calculated with ImageJ and Volocity were 25 ± 1 µm3
and 18.3 ± 0.8 µm3, respectively. All the three methods appeared significantly
different, as confirmed by the t-test: the p value, for all the comparisons, was
less than 0.001. Each single volume was evaluated assuming as reference the
real known volume, 4.19 µm3, of a single bead.
Defining the volume overestimation as the ratio between the measured value
and the real one, it has been quantified as 6.1 ± 0.3 with ImageJ, 4.3 ± 0.2 with
Volocity and only 1.4 ± 0.1 with the new proposed algorithm (Figure 6.9c). A
perfect reconstruction would yield to the optimal unitary ratio of overestima-
tion, indicated with a dashed line in the Figure 6.9c. The proposed method
permitted to reduce significantly the overestimation error and to obtain re-
alistic volume measurements and representations. The data continued to be
significantly different among each other, because each ratio was referred to the
same real absolute volume. The p value for all the population comparisons
remained less than 0.001.
Platelets small aggregates and multi-layer aggregates
The algorithm was then applied to n = 10 confocal z-stacks related to small
aggregates of platelets, that are small groups of platelets, from 3 to 10, that
adhere to the substrate as a single layer and whose number can be clearly
observed and determined. For each small aggregate, it was thus possible to
estimate a realistic absolute volume, multiplying the number of platelets ob-
served by the representative volume of a platelet, considering its semi-spherical
discoidal shape and its average diameter of 2 µm [80]. In the case of small ag-
gregates the volume overestimation was 5.5 ± 0.8 with ImageJ, 4.3 ± 0.8
with Volocity and 1.3 ± 0.2 with the proposed method, as shown in Figure
6.10a. This confirmed the robustness of the algorithm. The new value thus
obtained was significantly different to those estimated through the traditional
measurement methodology, with a related p value less than 0.001.
The last step for the proposed method was represented by its application
to n = 10 z-stacks of images of aggregates composed of a considerable number
of platelets. Because of the clear impossibility of accurately pre-estimating
a real reference volume, the measurements were expressed as the overestima-
tion achieved with benchmark methods with reference to the measurement
performed with the new algorithm. This expression of the results as overesti-
mation among the methods has been done also for the measurements presented
in the previous subsections related to beads and small aggregates (Figure 6.10b
and Figure 6.10c).
According to this approach, the accuracy and the repeatability of the cali-
bration algorithm proposed were confirmed by the maintenance of comparable
overestimation ratios. The overestimation measured with ImageJ appeared,
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Figure 6.9: Results of calibration and measurements. 3D rendering of a
representative bead (on the top, on the left), 3D reconstruction of the same bead
performed with benchmark thresholding methods (on the right) and obtained with the
new method (at the bottom, on the left) (a). Beads absolute volume quantification
performed with ImageJ (25 ± 1 µm3), Volocity (18.3 ± 0.8 µm3) and the new method
proposed (5.9 ± 0.6 µm3). Measurement techniques appear significantly different
among each other as confirmed by the t-test: p value < 0.001 (∗ ∗ ∗). The dashed
line indicates the real volume of each single bead (4.19 µm3) (b). Beads volume
overestimation, with reference to the real volume, obtained with ImageJ (6.1 ± 0.3),
Volocity (4.3 ± 0.2) and the new method proposed (1.4 ± 0.1). All the results are
expressed as mean ± standard deviation. The p value remains < 0.001 (∗ ∗ ∗). The
dashed line indicates the unitary optimum ratio, that represents the perfect matching
(c).
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Figure 6.10: Volume overestimation. Platelet small aggregates volume overes-
timation (n = 10 aggregates z-stacks), with reference to their real volume, computed
with ImageJ (5.5 ± 0.8), Volocity (4.3 ± 0.8) and the new method proposed (1.3
± 0.2). The last result was significantly different to those estimated through the
benchmark methods, with a p value < 0.001 (∗ ∗ ∗).The dashed line indicates the
unitary optimum ratio, that represents the perfect matching (a). Volume overesti-
mation with ImageJ, with respect to the volume quantified with the new method (n =
10 z-stacks), was 4.2 ± 0.2 for beads, 4.1 ± 0.5 for platelet small aggregates and 3.9
± 0.6 for large aggregates (b). Volume overestimation with Volocity, with respect to
the volume quantified with the new method (n = 10 z-stacks), measured 3.1 ± 0.2
for beads, 3.1 ± 0.6 for small aggregates and 2.9 ± 0.5 for platelet thrombi. The
results have been expressed as mean ± standard deviation. All the intervals were
metrologically compatible (c).
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in fact, 4.2 ± 0.2 for beads, 4.1 ± 0.5 for small platelet aggregates and 3.9 ±
0.6 for large platelet aggregates. This meant that the metrological compati-
bility between the measurements of overestimation was respected (Figure 5b).
Similarly, considering the ratios referred to the Volocity overestimation of each
volume, the results obtained are 3.1 ± 0.2 for beads, 3.1 ± 0.6 for small aggre-
gates and 2.9 ± 0.5 for large aggregates (Figure 6.10c). The overestimation of
the benchmark methods was thus proved by compatible intervals.
6.3 Uncertainty evaluation
Optical thresholding uncertainty
Remembering that an accurate quantification of thrombus volume with the
optical benchmark thresholding method represents an essential reference mea-
surement to validate our impedance biosensor performances, the uncertainty
u(VOT) in the computation of VOT was evaluated, from the uncertainties prop-
agation theory [82], as
u(VOT) =
(
∂VOT
∂Thr
)
u(Thr) (6.1)
where Thr is the threshold defined as described and u(Thr) is its related un-
certainty. It is possible to see that the HMax and the VOT curves shows a
stepwise behavior and the maximum step size for both of them is 3 threshold
units. This step length corresponds, in the worst case, to an error in threshold
identification of δThr = 3. Assuming an uniform distribution, the uncer-
tainty in the optimal threshold value definition can be reasonably expressed as
u(Thr) = δThr/
√
3 = 3/
√
3. The quantity ∂VOT/∂Thr in the Equation 6.1 is
shown in the Figure 6.11. Accordingly, the uncertainty u(VOT) results in the
order of 15 %.
Figure 6.11 represents the results of the sensitivity analysis of the optical
benchmark thresholding method. For n = 22 z-stacks, VOT was evaluated
for different threshold values in the range [Thr-10,Thr+10], where Thr is the
optimal value identified as threshold for a specific z-stack. Therefore, the
variation of VOT as a function of the threshold was expressed as percentage
variation of the volume quantity ∆VOT [%] with respect to the related volume
obtained with the optimal threshold value Thr
∆VOT(Thr+i) = 100
VOT(Thr+i) − VOT(Thr)
VOT(Thr)
i = −10,−9, ..., 9, 10 (6.2)
The analysis results shown in Figure 6.11, where ∆VOT(Thr−1) = 15.38 ± 3.67
% and ∆VOT(Thr+1) = −12.41 ± 2.61 %, were perfectly in agreement with
the uncertainty of 15 % obtained from the Equation 6.1. In general, it is
remarkable to notice that the volume estimation using the confocal microscope
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is highly sensitive to the intensity threshold variation. In fact, an error δThr
of few threshold units can lead to an error in volume reconstruction greater
than 100 %. The method just described allowed to establish a threshold value,
not delegating all the action to the human subjectivity of the operator, thus
increasing the accuracy in thrombus volume quantification and reconstruction.
The results in the text are expressed as mean ± standard deviation.
Figure 6.11: Sensitivity analysis of the benchmark thresholding method.
Volumes (n = 22) are expressed as percentage variation with respect to the volume
obtained with the optimal threshold value Thr (dashed line).
New algorithm uncertainty in volumes estimation
The uncertainty on the volume estimation has been evaluated by means of
propagation of uncertainty. In particular, the main contributions of uncer-
tainty are related to three uncertain quantities: the identification of the inten-
sity threshold for the binary mask, the identification of intensity thresholds d1
and d2, to obtain the distance D and the uncertainty on Ĉ. Regarding the
threshold for the binary mask, the uncertainty in extracting the pixels belong-
ing to the base area depends on the quantization of the intensities Mj,k and
b1 j,k, with j, k = 1, 2, ..., d and d = 255. Since the intensities are quantized
in 255 levels, the quantization uncertainty, assuming a uniform distribution in
[-1, 1], is given by
u(Mj,k) = u(b1 j,k) =
1√
3
j, k = 1, 2, ..., d (6.3)
Thus, the uncertainty on the volume estimation due to the uncertainty on the
binary mask u(V )|mask can be expressed as
u(V )|mask =
√
√
√
√
√


∑
j,k
∂V
∂Mj,k
u(Mj,k)


2
+


∑
j,k
∂V
∂b1 j,k
u(b1 j,k)


2
(6.4)
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with j, k = 1, 2, ..., d. In order to evaluate the two sensitivities in the Equation
6.4, the values of Mj,k and b1 j,k have been varied around the operating points
and the change in the readout of the volume estimated has been evaluated.
The two sensitivities resulted 0.02 µm3/step for beads, 0.05 µm3/step for small
aggregates and 0.95 µm3/step for large aggregates.
In the same way, for the uncertainty on height estimation, the uncertainty
of the volume related to the intensities corresponding to d1 and d2 has been
calculated. Since d1 and d2 are, again, intensities quantized in 255 levels,
their uncertainty is the same as in the Equation 6.3 and the contribution to
uncertainty on volume due to height estimation u(V )|height is thus
u(V )|height =
√
√
√
√
√


∑
j,k
∂V
∂d1 j,k
u(d1 j,k)


2
+


∑
j,k
∂V
∂d2 j,k
u(d2 j,k)


2
(6.5)
with j, k = 1, 2, ..., d. The sensitivities resulted to be 0.03 µm3/step for beads,
0.14 µm3/step for small aggregates and 1.73 µm3/step for large aggregates.
Referring to the uncertainty on volume estimation due to Ĉ extraction, this
calibration coefficient revealed a multiplying factor in the relation to obtain
the heights associated to each x- and y-position, so the uncertainty on volume
due to Ĉ can be expressed ad
u(V )|Ĉ =
u(Ĉ)
Ĉ
V (6.6)
where u(Ĉ) = 0.01 has been evaluated as the standard deviation of Ĉ, as
reported.
The overall uncertainty on volume finally results
u(V ) =
√
(u(V )|mask)2 + (u(V )|height)2 + (u(V )|Ĉ)
2 (6.7)
The last term in previous equation is prevailing, since the relative uncertainty
on Ĉ is 10 %, thus, the overall uncertainty is in the order of 10 %.
Despite the uncertainty of the proposed method seems apparently high, it
allows obtaining considerable improvements in terms of measurement reliabil-
ity and accuracy if compared to the methods traditionally used to quantify
the thrombus volume. It is important to specify that, in any case, all the mea-
surements regarding the biomedical field require the critical interpretation and
confirmation of the physician, because of the high intra- and inter-variability of
the patients. Consequently, while the inaccuracy of 400-600 % with the bench-
mark methods makes them not applicable in real medical cases, we can affirm
that the uncertainty of 10 % on volume measurements does not represent a
problem with regard to the applicability of our method in clinics.
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6.4 New perspectives for pre-analytical qual-
ity controls in clinical laboratories
6.4.1 Blood components characterization
Signals obtained with the sensing module through a simple pair of conductive
wires represent preliminary important data for the development of the sensor,
as it was described, and for the achievement of the promising results in terms
of characterization of blood components and evaluation of their quality for
clinical measurements.
Fast discrimination and quality indicators identification
Impedance signals related to the different blood components extracted with
the capacitive biosensor described are displayed in Figure 6.12 as magnitude
and phase. For each material, the average signal, with its related standard
deviation, is illustrated (n = 20). It is evident the possibility, with this new
prototype, to discriminate blood components on the basis of their impedance
magnitude and phase, that are representative of their resistance to the current
flow and depend on the amount of the capacitive contribution due to the lipidic
membrane, mostly of the red blood cells. In particular, observing the magni-
tude of impedance at the central frequencies in Figure 6.12a, from the bottom
to the top, following a decrease of conductivity, we can observe in order: white
clot, plasma, serum, white clot with hemolysis, serum with increasing levels
of hemolysis, whole blood at different densities and red clot. The properties
of blood components, revealing that the electrical conductance decreases as
the red blood cells concentration increases, can be qualitatively appreciated
also from the phase diagrams of Figure 6.12b, where it is evident that all the
blood components without red cells or containing damaged red cells have an
impedance phase distinguishable from the impedance phase of samples with
healthy red blood cells.
In addition to the visibly capability of characterizing different blood com-
ponents with electrical impedance measurements, the most promising results,
noticeable observing Figure 6.12, are represented by the curves of serum, pure
or with hemolysis, and those relative to the blood, in particular the com-
bination that comprehends whole blood, whole concentrated blood and red
clot. These results allow associating and proposing a specific quantitative
pre-analytical threshold value for a rapid control of serum and whole blood
samples quality. According to the impedance magnitude signals analyzed and
here shown, we can thus affirm that serum and whole blood samples can be
accepted for laboratory analyses and transfusions if their impedance magni-
tude at the central frequencies, measured with our sensor, does not overpass
700 Ω and 3 kΩ, respectively.
An interesting aspect that deserves attention and further experiments is
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Figure 6.12: Impedance signals representation with Bode diagrams. Elec-
trical impedance signals displayed as magnitude (a) and phase (b). Each blood com-
ponent is represented in terms of mean and standard deviation (n = 20).
represented by the white clot curves. In Figure 6.12a white clots without
hemolysis seem to be the most conductive material among those analyzed and
this is due to the fiber net highly conductive structure of fibrin, combined
with the absence of resistive cellular components inside. With this approach,
fibrin could be electrically described and its formation could be identified and
monitored in real-time during the whole physiological process of coagulation.
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Lumped elements parameters quantification
The discrimination of blood components through the impedance signals is
confirmed and enriched by the inverse analysis performed with a Complex Non-
linear Least Square (CNLS) fitting software. Thanks to this, it was possible
to quantify each single lumped elements parameter of the equivalent circuit
(C1, ψ1, R, C2, ψ2) with an uncertainty in the order of 2%. The numerical
parameters estimated, related to the equivalent circuit, are displayed in the
Table 6.13 and are expressed in terms of mean and standard deviation (n
= 20). An important aspect of the electrical characterization of a system
Figure 6.13: Extracted lumped elements according to the equivalent cir-
cuit. The values of C1, ψ1 represent the common double layer effect, while the
specific intrinsic blood components behavior can be described through the values of
C2, ψ2 and R.
is the possibility to identify and associate equivalent circuit elements with
specific physical processes occurring. In particular, the parameters of CPE1,
related to the double layer, (C1, ψ1) appear almost equal for all the blood
components analyzed. In fact, the double layer is common to all the blood
components because it is associated to the interface interaction between the
material and the metallic electrodes. For this reason, CPE1, representing a
common electrical behavior, can be compensated with the aim of evidencing
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the specific electrical properties of each biological material, dealing with the
specific electrical response of the material alone. The numerical results confirm
that the CPE2 is directly related to the presence or the absence of cells (mostly
red blood cells) and their possible membrane breaking. In particular, the values
of the CPE2 parameters (C2, ψ2) and R exhibit a significant difference if there
are cells (the higher the number or the concentration, the higher the value),
if cells are absent or if there are cells with damaged membrane (hemolysis
condition). In addition, the phase shift of CPE2, ψ2, measures exactly 1 when
cells are absent or their membrane are damaged (blood plasma and serum),
indicating that, in these cases, CPE2 behaves like an ideal capacitor, with a
very low capacitance C2.
Interpolations of frequency-points are shown in Figure 6.14, for all the blood
components analyzed, in a real-imaginary plot, without double layer compen-
sation (Figure 6.14a) and with compensation (Figure 6.14b) which highlights
the samples differences on the basis of their intrinsic characteristics. Imagin-
ing the natural extension of the compensated curves in Figure 6.14b towards
infinite frequencies, it is evident that they tend to blood plasma, in agreement
with the decreasing of capacitive behavior at high frequencies. All the results
confirm and verify the physical reasonability of the equivalent circuit chosen
and proposed.
6.4.2 Single-frequency measurements
With the aim of obtaining more accurate and informative results, measure-
ments are generally expected to be performed using a multi-frequency ap-
proach. As previously described, electrical impedance of blood components
was measured over a large frequency range, from 100 Hz to 2 MHz. Observ-
ing the signals of impedance magnitude in Figure 6.12a, we tried to identify
a frequency, among those used, that could be optimal in terms of accuracy
and capability in discriminating the different blood components with resolu-
tion, with the purpose of improving the efficiency and the performances of our
measurements.
Figure 6.15, according to the color legend of Figure 6.12 and Figure 6.14,
shows the quantitative analysis to extract the optimal frequency in the range
[100 Hz, 2 MHz]. Observing impedance magnitude signals in Figure 6.12a, it
is intuitive that the best frequency usable for a single-frequency measurement
takes place in the central interval of the frequencies used, where the distance
between signals seems to be greater than the distance at lower or higher fre-
quencies. According to this observation, we quantified, for all the possible
couples of signals belonging to adjacent blood components visible in Figure
6.12a, their percentage difference in impedance magnitude, choosing the worst
difference to represent in Figure 6.15a the minimal distance between a blood
component and its adjacent one. For example, to present the black line in
Figure 6.15a, the percentage differences were computed between each red clot
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Figure 6.14: Impedance signals representation in the complex plane. Elec-
trical impedance signals displayed without (a) and with (b) the compensation of the
double layer effect. Each blood component is represented in terms of mean and stan-
dard deviation, both for the real and the imaginary part (n = 20).
signal and each signal of whole blood concentrated, choosing, at the end, the
lowest among the signals thus quantified. At the same time we examined the
trend of impedance magnitude standard deviation for every blood component,
expressing it as percentage of its average value and illustrating them in Figure
6.15b. According to the results of Figure 6.15a and Figure 6.15b, the optimal
frequency revealed to be 104 Hz because, at this frequency, all the blood com-
ponents can be accurately and completely discriminated in terms of impedance
magnitude from the adjacent ones, also in the worst case. Figure 6.15c shows
the discrimination of blood components at 104 Hz.
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Figure 6.15: Optimal frequency quantification for single-frequency mea-
surements. Worst percentage differences in impedance magnitude between adjacent
blood components (a). Impedance magnitude standard deviation for each blood com-
ponent, expressed as percentage of the related average value (b). Impedance magni-
tude at 104 Hz (c), where each blood component is represented in terms of mean and
standard deviation (n = 20).
6.4.3 Blood hematocrit detection
Hematocrit is the volume of red blood cells as a percentage of the whole blood
volume and its value can give information about transport and storage condi-
tions quality. Hematocrit is a crucial parameter to identify and quantity den-
sity variations or aggregative states in blood samples, situations of alteration
that makes blood unsuitable for analyses and not compatible with transfusion.
The hematocrit of each whole blood sample was measured with a commercial
instrument, commonly and daily used in clinical laboratories, and compared
with the impedance magnitude of each same sample measured at 104 Hz. As
shown in Figure 6.16, measuring the impedance with the proposed sensor we
are able to rapidly achieved the related hematocrit value. In fact, the data
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appear highly correlated, with a Pearson’s correlation coefficient r = 0.89 and
the correlation can be linearly approximated with the relation y = 62.9x+6.8,
where y represents the impedance magnitude and x represents the hematocrit
values. The obtained results show that the proposed measuring system can be
used to detect rapidly the blood hematocrit level.
Figure 6.16: Quantitative comparison between impedance magnitude at
104 Hz and the hematocrit measured in laboratory, for whole blood sam-
ples. Data are highly correlated (Pearson’s correlation coefficient r = 0.89) and the
correlation is linearly represented by the equation y = 62.9x+6.8, where y represents
the impedance magnitude and x represents the hematocrit values.
6.5 Live cells imaging with FluoLab
6.5.1 Calcium signaling in mitochondria-related diseases
Early and minimally-invasive diagnostics has become a prerogative in medicine.
Platelets are circulating blood particles without a nucleus, whose activation is
characterized and identifiable by a series of cytosolic calcium ions movements
and spikes. Mitochondria are organelles whose presence in platelets influences
their metabolic physiological functions, both in healthy and pathological con-
ditions. Calcium signaling, in terms of magnitude and frequency of oscillations,
could help in revealing the platelets pathophysiology and in recognizing mi-
tochondrial diseases. Thus, invasive tests could be substituted with calcium
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signaling in platelets as an alternative and minimally-invasive diagnostic tool
to study mitochondria-related diseases.
In medical diagnostics physicians need useful tools and instruments able to
identify and discriminate normal and abnormal platelets responses. Platelets
do not possess a nucleus, for ages considered the exclusive regulator center
of cells activity. Otherwise, interestingly, they exhibit a spatiotemporal com-
plexity in calcium ions Ca2+ signaling that is typical of nucleated cells. The
release of calcium from platelet stores induces a variety of cellular responses
that can affect many biological processes, first of all the exposure of membrane
receptors that facilitate platelets adhesion and thrombus formation on differ-
ent adhesive surfaces. In the last years, mitochondria have been identified as
sensors and regulators of calcium signals in platelets and, recently, attention
moved towards the assessment of functional correlation between platelets and
mitochondria to understand the basis of several human diseases.
Herein, a specific calcium signal processing with Fluolab for the investiga-
tion of platelet response to estrogen receptors (ERs) engagement is presented.
In fact, venous thrombosis represents a factor risk in oral estrogen treatments
and platelets are involved in these processes through ERs expressed on their
membrane. Beta-ERs (ERβ) and alpha-ERs (ERα) have been detected in
human platelets and also in their mitochondria and the different response of
ERs could influence the procoagulant activity of platelets, not only in terms
of alteration and variation of platelet energy, but also in terms of modulation
of Ca2+ ions or soluble mediators release. With FluoLab it was possible for
the first time to rapidly and easily extract and analyze cytosolic Ca2+ signals
in platelets and correlated them to Ca2+ movements in mitochondria (Figure
6.17), in the specific examination of estrogen treatment effects. According to
Figure 6.17: Extraction of cytosolic Ca2+ signals in platelets and correla-
tion to Ca2+ movements in mitochondria. Example of a couple of a green and
a red image showing the FLUO 3-AM and the RHOD 2-AM fluorescence emission,
respectively. In the green image rectangular ROIs were defined around platelets,
while in the corresponding ROIs of the red image active mitochondria are visible.
the obtained results, it has been demonstrated that differences in ERs response
in platelets and, more specifically, in mitochondria lead to different metabolic
functional effects. Thus FluoLab could be seen as an alternative minimally-
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invasive tool to identify and quantitatively investigate the calcium signaling in
mitochondria-related diseases.
Various reagents were added to the blood cell suspension before perfusion.
These included the selective ERs agonists ligands propylpyrazolepriol (PPT,
10 µM final concentration) for ERα and diarylpropionitrile (DPN, 10 µM final
concentration) for ERβ. In some experiments platelets were also incubated
with 17β-estradiol (10 nM final concentration), the natural endogenous hor-
mone ligands for ERβ. Typical calcium signals related to cytosolic oscillations
are shown in Figure 6.18. The role of ERs in platelets labeled with FLUO
3-AM has been investigated analyzing the effects of ERs agonists under flow,
in terms of variation of [Ca2+] signals in single platelets. In particular the
right column of Figure 6.18 displays cytosolic calcium signals in an untreated
representative situation of control and the effects of PPT and 17β-estradiol in
terms of signal variation. In order to visibly appreciate the signal differences,
for every experimental condition only 3 representative single platelet traces
among those analyzed. Untreated platelets exhibit peaks ([Ca2+]Max) of 1.27
± 0.15 µM. While treatment with PPT seems to not have effects on cytoso-
lic calcium concentration ([Ca2+]Max = 1.26 ± 0.11 µM), with 17β-estradiol
platelets appear more activated, with a [Ca2+]Max that reaches the value of
2.12 ± 0.21 µM. One of the most interesting results is represented by the ef-
fect of DPN addition in all the three situations mentioned above, as presented
in the left columns of the Figure 6.18. DPN acts always lowering [Ca2+] lev-
els. The reduction of cytosolic calcium oscillations with DPN is thus visibly
considerable: [Ca2+] traces exhibit peaks of [Ca2+]Max = 0.65 ± 0.13 µM, com-
pared to the untreated situation of control, while calcium concentration levels
reaches values of 0.72 ± 0.15 µM and 0.68 ± 0.16 µM adding DPN to PPT and
17β-estradiol, respectively, as presented in the Figure 6.18. One of the most
interesting results is represented by the effect of DPN addition in all the three
situations mentioned above, as presented in the left columns of the Figure 6.18.
DPN acts always lowering [Ca2+] levels. The reduction of cytosolic calcium
oscillations with DPN is thus visibly considerable: [Ca2+] traces exhibit peaks
of [Ca2+]Max = 0.65 ± 0.13 µM, compared to the untreated situation of control,
while calcium concentration levels reaches values of 0.72 ± 0.15 µM and 0.68
± 0.16 µM adding DPN to PPT and 17β-estradiol, respectively, as presented
in the Figure 6.18.
It is important to notice that DPN and 17β-estradiol are different lig-
ands for the same receptor, but they show opposite effects on platelet activity.
The emerging studies about mitochondrial signaling pathways addressed us
towards the investigation of this surprising outcome through the analysis of
the functional correlation between cytosolic calcium variations and mitochon-
drial calcium movements. In the Figure 6.19 the black traces represent single
platelet cytosolic calcium fluorescence, extracted from FLUO 3-AM green im-
ages, while red traces represent single mitochondrion calcium fluorescence and
were measured from RHOD 2-AM red images. Signals magnitudes are repre-
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Figure 6.18: Cytosolic calcium concentration in platelets labeled with
FLUO 3-AM under different experimental treatments. The right column
shows calcium signals in an untreated situation of control and the effects of PPT
and 17β-estradiol on cytosolic calcium oscillations. The left column shows the effect
of DPN addition in control, PPT and 17β-estradiol. Traces are representative of a
single platelet.
sented in terms of mean fluorescence intensity (MFI), in arbitrary units (AU)
from 0 to 255. It is noticeable that mitochondrial calcium movement in terms
of shape of calcium variation in time in single mitochondria influences the cy-
tosolic calcium signal in platelets and, thus, platelet activation. In this way
the regulator role of mitochondria on platelets metabolism and activity was
confirmed. In addition, for the first time, the mitochondrial Ca2+ buffering
was identified as the key trigger in shaping amplitude and patterns of cytoso-
lic Ca2+ in platelets, as shown in the Figure 6.19. The 17β-estradiol activates
more mitochondria than the DPN and the activation persists in time sustain-
ing and feeding also the cytosolic calcium. With DPN, instead, mitochondria
are not able to remain active for a long time and, consequently, the cytosolic
calcium does not reach high levels and soon after decreases.
Platelets are considered accessible and valuable to study mitochondrial
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Figure 6.19: The effect of DPN addition on cytoplasmic and mitochon-
drial calcium oscillations. Black traces represent single platelet cytosolic calcium
fluorescence, extracted from FLUO 3-AM green images, while red traces represent
single mitochondrion calcium fluorescence and were measured from RHOD 2-AM
red images. The right and the left columns show the correlation between cytosolic
calcium signals and mitochondrial ones in platelets treated with 17β-estradiol and
DPN, respectively. The addition of DPN readly reverse the red lines. In fact, the
mitochondrial calcium heavily influence the Ca2+ cytosolic oscillation. Signals mag-
nitudes are represented in terms of mean fluorescence intensity (MFI), in arbitrary
units (AU) from 0 to 255.
functions, owing to their greater content of fully functional mitochondria com-
pared with other metabolically active organelles. Mitochondria in platelets
have functions far more than thrombogenesis regulation and, alongside this,
here we have shown a real perspective of application of calcium signaling in
the development of potential biomarkers of platelet mitochondrial dysfunction
in mitochondria-related diseases. The close relationship between mitochon-
drial and cytosolic calcium oscillations was for the first time quantified and
specifically analized. In particular, acting on the ERα, with the agonist PPT,
the cytosolic calcium variations revealed comparable to those of control, while
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17β-estradiol, which acts on ERβ, significantly increased platelet activation in
terms of cytosolic [Ca2+] peaks.
6.5.2 Discovery of new communication pathways in megakary-
ocytes (MKs)
A rectangular region of interest (ROI) was defined around each megakary-
ocyte (MK), tangent to its surface. The MFI value was thus quantified at
each temporal instant to obtain a time series or signal of MFI values for each
megakaryocyte, related to its calcium variations and characterized by a cyclic
recurrence of peaks or clusters of peaks. With the purpose of analyzing the os-
cillations of calcium movements, in the MFI signal of each megakaryocyte two
different periodicities were automatically identified and extracted. The first
periodicity, called p, was computed as the mean of all the peak-peak intervals,
while the second one, named P , was evaluated as the average time between
the first peak of a cluster of peaks and the first peak of the following cluster.
Moreover, these two temporal intervals were investigated and linked with the
number of nuclei visibly identified in each related megakaryocyte.
In addition, couples of MFI signals were analyzed with the aim of finding
possible correlations in in the calcium variations of megakaryocytes adhering
one after the other, in the flow direction, but without a physical contact.
In particular, for each couple of MFI signals, the time between the peaks in
the megakaryocyte upstream, according to the flow direction, and the peaks
that appear as an evident consequence in the following megakaryocyte was
measured. This time delay, quantified as the mean representative value of all
the time shifts calculated in the couple, was correlated to the distance, along
the flow direction, between the two megakaryocyte centroids. The ratio of the
megakaryocytes distance with the time that elapses between their peaks can
be defined as their stimulus transmission speed and, due to the fact that is
common to all the megakaryocyte couples, it reveals and demonstrates their
communication through the blood flow. Finally, for each megakaryocyte, other
ROIs were defined to study calcium movements in the cytoplasmic and nuclear
regions, separately, through a local MFI signals quantification. The MFI time
series for these regions were quantified as just described. After the automatic
identification of peaks, the time delay between each calcium peak in cytoplasm
and the consequential calcium peaks in nuclei was measured as representative
temporal parameter of calcium movement from cytoplasm to nuclei.
We noticed that p is correlated to the cellular calcium movement inside
each megakaryocyte and it varies specifically among the MKs. Differently, P
can be considered as a sort of inter-cellular communication periodicity because
it is evidently common to all megakaryocytes, have nothing to do with the sin-
gle dimension or structure of the specific MKs. This inter-cellular periodicity
measures P = 36.34 ± 3.30 s and the most surprising result is that, multiplying
every p to the number of nuclei N of each related megakaryocyte, we obtain
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p∆N = 34.52 ± 2.58 s, value evidently equal to P . This outcome allows to
discriminate and relate, at the same time, the 2 cellular communication path-
ways whose signaling contributes in megakaryocytes. In order to investigate if
downstream megakaryocytes calcium release, according to the flow direction,
could be able to influence upstream megakaryocytes calcium signal, the MFI
signal of two spatially near MKs have been analyzed and matched. Surpris-
ingly, there a real correlation between MKs was discovered and quantified for
the first time. In fact, thanks to calcium release, cells are able to communicate
and functionally influence each other. A calcium peak from a downstream cell
induces a calcium flashes sequence in the upstream near megakaryocyte, after
a specific time delay depending on the MKs distance. This aspect seemed to
be not limited in time because this lasting cyclic metabolic influence suggests
the presence of a continuous calcium reuptake, visible and measurable also in
the absence of external calcium, therefore representing the result of an inter-
cellular calcium movement. The ratio of the distance between 2 megakary-
ocytes with their peaks time delay can be defined as the stimulus transmission
speed. The MKs transmission velocity of calcium signal measures 23.03 ± 1.48
µm/s. Calcium movement in megakaryocytes was also investigated analyzing
local MFI signals of cytoplasmic and nuclear regions, as described. Calcium
moves from cytoplasm to nuclei in 303.77 ± 73.07 s. An example of a visible
communication among MKs through the flow is shown in the Figure 6.20.
Figure 6.20: Communication among megakaryocytes. Thanks to calcium re-
lease, cells are able to communicate and functionally influence each other. A calcium
peak from a downstream cell induces a calcium flashes sequence in the upstream near
megakaryocyte, after a specific time delay depending on the MKs distance.
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7. Conclusions
Medical research has moved gradually its attention to new non-invasive and
real-time devices able to assess the thrombotic risk profile by reconstructing
the dynamic of thrombus formation events and thus allowing the monitoring
of anticoagulant and antiplatelet therapies. In the specific biological field of
blood coagulation and its related diseases, the accuracy and the standard-
ization of thrombus volume measurements, starting from confocal microscope
images, have always been subject of intense investigation. However, the trans-
lation in clinical practice has been prevented because of the high costs and
dimensions. Impedance measurements applied to blood analysis have received
a considerable attention because of the possibility of monitoring in real-time
the thrombus formation in vitro.
In order to improve the thrombus measurement accuracy, perfusion ex-
periments have been performed for a total time of 300 seconds, measuring
impedance magnitude at different frequencies, choosing in a second time the
frequency of 150 kHz and simultaneously acquiring optical 2D images. At the
end of each blood perfusion a z-stack has been acquired, which elaboration
allowed to confirm the validity of the new device performances. After compar-
ing the results obtained with the optical thresholding ones and after verifying
their interchangeability, it was noticeable that the real-time monitoring of the
individual hemostatic behavior is possible also through the only acquisition of
the impedance signals and their representation in terms of relative variation
of impedance magnitude |∆Z| [%].
A fast, competitive and innovative device for the in vitro determination of
thrombus formation under flow has been described. In particular, the sensor is
capable of discriminating different hemostatic conditions as demonstrated by
the presented results. This should be helpful to evaluate in vitro the throm-
botic risk of individuals, both healthy and affected by cardiovascular diseases
or other thromboembolic disorders. However, large clinical studies should be
undertaken to investigate the impact of our in vitro methodology and thus
to contribute to a more accurate understanding of thrombosis and therapies
resistance. According to the obtained results, the biosensor can be proposed
as a point of care device to adequately monitor antiplatelet therapies and
pharmacologic treatments and for the construction of models with the aim of
optimizing the anticoagulant treatments.
The accuracy and the standardization of thrombus volume measurements,
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starting from confocal microscope images, have always been open and prob-
lematic issues. In the specific biological field of blood coagulation and car-
diovascular diseases, the possibility to reconstruct and measure the individual
platelet thrombi formed on different adhesive surfaces is of considerable impor-
tance for studying platelets functions and dynamic processes that involve them.
The proposed algorithm allows a fast and accurate compensation of distortion
effects and of the related volume overestimation. The algorithm computes a
realistic and accurate volume estimation offering new perspectives in terms of
standardization, inter-laboratory communication, calibration of other devices,
medical diagnostics and measurements reliability.
The obtained results aim at compensating the systematic error arising when
a volume is estimated from confocal z-stacks of images with benchmark com-
mercial methods like ImageJ or Volocity. The analysis indicates that the over-
estimation with all the benchmark methods is proved by compatible intervals
for all the populations of considered objects, that are beads, small platelet
aggregates and large platelet aggregates. The overestimation error could be
acceptable and treated as a common offset between measurements only in in-
vestigations about the functional effect of a substance. In medical diagnostics,
instead, this overestimation is not acceptable (i.e. in tumor mass estimation).
Hence, it should mandatory to compute a realistic and accurate volume mea-
surement. The new fast calibration algorithm presented could be applied also
to different objects even characterized by an irregular shape, or to clusters of
objects.
Strategies in the field of risk management and patient safety are aimed at
the prevention, detection and reduction of critical events through the analysis
of errors that can be measured and compensated. In clinical laboratories, the
majority of critical issues occurs in the pre-analytical phase, especially in the
activities where the human contribution is still decisive. Information provided
by clinical laboratories affects almost the totality of clinical decisions about
diagnoses and treatments. Thus, the current focus of healthcare institutions
is the improvement of patient safety having more attention in avoiding pre-
analytical mistakes and preventing laboratory errors. Improvement of pre-
analytical processes currently constitutes a challenge to be faced by clinical
laboratories. The most frequent encountered situations are serum samples with
hemolysis, in which their alteration is not highly visible and can compromise
analyses results, and blood samples unsuitable for transfusion because of their
inappropriate sampling and storage. There are different means and techniques
today available to manage to manage these conditions, but the way towards a
complete and effective rationalization of these laboratories is still long.
Another new simple impedance-based biosensor to perform fast impedance
measurements in the pre-analytical phase has been presented and described.
Different blood components have been measured and characterized in terms
of impedance magnitude and phase. In particular, observing the impedance
magnitude signals of serum and whole blood, an important outcome is rep-
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resented by the identification of their upper thresholds of 700 Ω and 3 kΩ,
respectively, as useful indicators of the quality of the samples in performing
a fast check with this sensor. In addition, each blood component has been
quantitatively described estimating the parameters of the equivalent circuit
proposed and finding some interesting and coherent correlations between the
experimental results and the physical characteristics of the system investi-
gated. All these results, together with the interpolation of frequency points in
the real-imaginary plot shown, confirmed the adequacy of the equivalent circuit
chosen. The impedance analysis also allowed the quantitative identification of
104 Hz as the optimal frequency to perform single-frequency measurements
with more efficiency and without losing accuracy. Finally, a correlation be-
tween the impedance magnitude of whole blood samples at 104 Hz and the
hematocrit percentage value, measured in laboratory, was achieved and quan-
tified. Thanks to the impedance measurements and the electrical characteriza-
tion of different components of blood samples, a further optimization of costs,
resources and means in performing quality controls, especially on serum and
blood in the pre-analytic phase, has been proven to be feasible. Through static
electrical impedance measurements and analysis, it is thus possible to carry
out very fast and automated controls for every sample, thus reducing the risk
of errors in laboratory analyses and limiting the propagation of these errors
towards the patients health.
Finally, FluoLab revealed an easy-to-use tool and it still allows a multi-cell
functional fast calcium ion signals analysis. In our laboratory it is funda-
mental and necessary to discover, discriminate and numerically characterize
substances movements and communications signals inside cells or among cells,
to discover new biological metabolic pathways and to automatize the com-
putation reducing the processing time. With FluoLab important results have
been achieved in the projects regarding the investigation of signaling pathways
in platelets. In particular, new communication processes in platelets and in
their precursors have been characterized for the first time and the signaling
of specific estrogen receptors agonists in their interaction with platelets have
been studying to investigate their effect on functionality and metabolism of
platelets, with regard to a wider research project about estrogens and their
relation with cancer development.
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