Abstract. An operator-splitting algorithm is presented for the solution of a partial differential equation arising in the modeling of deposition processes in sand mechanics. Sand piles evolution is modeled by an advection-diffusion equation, with a non-smooth diffusion operator that contains a point-wise constraint on the gradient of the solution. Piecewise linear finite elements are used for the discretization in space. The advection operator is treated with a stabilized SUPG finite element method. An augmented Lagrangian method is proposed for the discretization of the fast/slow non-smooth diffusion operator. A penalization approach, together with a Newton method, is used for the treatment of inequality constraints. Numerical results are presented for the simulation of sand piles on flat and non-flat surfaces, and for extensions to water flows.
1. Introduction. The numerical solution of a sedimentation problem is investigated. This model has initially been addressed in [1] and has been used for the analysis and simulation of deposition processes in sand mechanics, e.g. sand piles [2, 3, 6, 29, 31, 32] , beams, or networks of rivers and lakes [30] .
A variational model for sand pile evolution on open supports has been used to model shape and stability of conical piles under a point source. Corresponding experiments can be found in [3, 33] to obtain conical piles with different base shapes. Avalanches have been addressed in [30] . Such problems appear in industrial processes (emptying bunkers or silos, deformation of polymeric plastic) or natural processes (landslides or riverbeds). The effect of friction in sand piles has been addressed in [19, 20, 28] , when the sand grains pile on top of each other until friction forces are not sufficient to hold them together. The threshold for the friction force is characterized by a constraint on the gradient of the height of the sand pile.
In the present work, we address the numerical simulation of homogeneous sand piles in an advection field, typically sand dunes with wind or alluvia deposition on riverbeds. The material flow inside the pile is not taken into account (see [29] ), as well as inter-particles stresses, particle shapes or vorticities inside the material. The model does not take into account the air flow around the sand, and does not incorporate a fluid model. It therefore does not allow the formation of Barchan dunes for instance [21, 27, 37] .
The underlying advection-diffusion equation includes a fast/slow non-smooth diffusion operator reminiscent of the infinity-Laplacian [3, 10] . More precisely, the non-smooth diffusion operator depends on the local value of the gradient of the function; if the gradient is larger than a predefined value (that depends on the material considered), the diffusion is infinite, while there is no diffusion in the regions of space where the gradient is smaller than the predefined value. Existence and uniqueness of the problem without the advection operator have been addressed in [3] , by taking the limit of p-Laplacian operators when p tends to infinity, and in [31] by considering a quasi-variational inequality.
An operator splitting approach that allows to split a classical advection operator from a non-smooth fast/slow diffusion operator is proposed [25, 38] . Piecewise linear finite element methods are used for the spatial discretization of both the advection and diffusion parts. The transport equation can be solved with a wave equation approach [15] or a stabilization procedure like SUPG (see for instance [11, 12, 13] ). The latter is preferred here, since the restriction on the time step (a CFL condition) is in any case numerically required for the fast/slow diffusion step.
The discretization of the fast/slow diffusion equation is expressed as the EulerLagrange equation of a convex constrained optimization problem [24] . The constraints are point-wise and act on the norm of the gradient of the solution and on the solution itself. The first constraint is treated with a penalty method [4, 16] , while the second is treated with a projection operator. An augmented Lagrangian method is used to compute the optimal value [17, 18] and handles the non-smooth character of the optimization problem [5] . The approach taken here is a variant of the augmented Lagrangian approach advocated in [31] , that relies on [22, 34, 35] . It decouples the determination of a saddle-point of the augmented Lagrangian function into the solution of a Laplace equation and the solution of a point-wise nonlinear equation, that is addressed with a Newton method [4, 16] .
In Section 2, the advection-diffusion partial differential equation is described. An operator splitting algorithm is presented in Section 3. The treatment of the advection operator is addressed in Section 4, while an augmented Lagrangian approach for the treatment of the diffusion operator is presented in Section 5. Numerical results are finally given in Section 6 for the simulation of sand piles with and without advection, sand piles on flat and non-flat surfaces, and water on non-flat surfaces.
2.
Modeling. Let Ω ⊂ R 2 be a bounded domain, with boundary ∂Ω decoupled into partitions ∂Ω = Γ N ∪ Γ 0 (for the diffusion operator), and ∂Ω = Γ + ∪ Γ − (for the advection operator) such that Γ − ⊂ Γ 0 . The boundary Γ − denotes the inflow boundary. Notations are reported on Figure 1 .
Let T > 0 be a fixed time. Let a ∈ L ∞ (Ω×(0, T )) 2 be a given advection field, and f ∈ L 2 (Ω × (0, T )), f ≥ 0, be a given rate of added sand particles. and g ∈ L 2 (Γ 0 × (0, T )) be given functions, sufficiently smooth, corresponding to initial and boundary conditions, satisfying the compatibility conditions u 0 | Γ0 = g.
Let γ ∈ R, γ > 0, be a given coefficient. Let us define the functional spaces:
Let us denote by I K (·) the indicator functional of the set K [36] ; for all v ∈ H 1 (Ω), I K is defined by
The initial function u 0 satisfies u 0 ∈ K by assumption. The problem of interest consists in computing the function u ∈ L 2 (0, T ; K) (u(x, t) denotes the height of the sand pile at time t ∈ (0, T ) and at x ∈ Ω), satisfying :
Remark 1. Note that the inflow boundary is defined by
where n is the normal vector to ∂Ω oriented outside of Ω. The conditions Γ − ⊂ Γ 0 is required at each t ∈ (0, T ) to ensure that the value of the function u is prescribed at the inflow. A priori, Γ − = Γ 0 , since the value at the boundary Γ 0 can be prescribed in a larger set than the inflow boundary.
Indicator functionals such as I K have been used in many nonlinear variational problems [8, 17, 24] to establish the equivalence between constrained variational problems and their corresponding Euler-Lagrange equations. The subgradient of the functional I K is a fast/slow diffusion operator that is reminiscent of the infinity Laplacian. It introduces infinite diffusion when u / ∈ K, but no diffusion at all when u ∈ K. Hence this operator induces two different behaviors for (3), from pure advection to pure diffusion and appropriate numerical methods have to be designed. A natural approach is therefore to decouple the two regimes with an operator splitting algorithm.
When a(x, t) = 0, the mathematical analysis of (3) has been addressed in [1, 3, 31] . In [3] , the solution of (3) is shown to be the limit when p → ∞ of the solution of the parabolic equation with the p-Laplacian operator ∆ p as the diffusion operator.
with appropriate initial and boundary conditions. In [1] , the analytical solution of (3) has been expressed via the solution of a coupled system of ordinary differential equations. The proof uses the case when the rate of added sand particles f has the structure f = m k=1 f k (t)δ d k (x) (finite sum of time-varying point sources), and concludes with density arguments. In [31] , (3) is expressed as a quasi-variational inequality or a variational inequality. An auxiliary diffusion coefficient is introduced, that vanishes if the gradient of the solution is smaller than the prescribed value γ.
3. An Operator Splitting Algorithm. Operator splitting techniques for the efficient solution of (3) are used to decouple the advection operator from the fast/slow diffusion operator. A first order operator splitting corresponds to solving successively:
and
namely a pure transport equation and a diffusion equation associated to the infinityLaplacian, with appropriate initial and boundary conditions. Let N > 0 be given, τ = T /N be the time step, t n = nτ , n = 0, 1, . . . , N and let us denote by u n an approximation of u(t n ) for all n = 0, 1, . . . , N . The discretization of (3) with an implicit first order scheme reads as follows. Let u 0 = u 0 and, for n = 0, 1, 2, . . . , N − 1, find u n+1 ∈ K satisfying:
together with u n+1 (x) = g(x, t n+1 ) on Γ 0 .
The corresponding discretization of the time splitting scheme (4)(5) consists in finding at each time step, u n+1/2 ∈ V g satisfying:
followed by finding u n+1 ∈ K satisfying:
This operator splitting algorithm is first order accurate in time. Therefore first order numerical methods for the solution of (7) and (8) are proposed in the sequel.
The solution of the pure transport equation (4), discretized by (7) can be addressed with first order stabilized techniques, such as SUPG (Streamline Upwind Petrov-Galerkin), GaLS (Galerkin Least-Squares) [11, 12, 13] , a wave-like approach [15] , or flux-corrected algorithms (see [23] and references therein). A first order stabilized Galerkin method (SUPG) is used here for simplicity.
The non-smooth fast/slow diffusion problem (5), discretized by (8), is formulated as a variational (or quasi-variational) inequality [29, 31] . In [29] an augmented Lagrangian method is presented, that introduces a Lagrange multiplier for the inequality constraint |∇u| ≤ γ. In the present article, the stability of the algorithm is improved by coupling an augmented Lagrangian approach with a penalization of the constraint, following [16, 18] . This builds on the fact that Lagrange multipliers are easier to use for equality constraints. Moreover, the augmented Lagrangian formulation proposed here allows to decouple the two constraints |∇u| ≤ γ and u ≥ u 0 , and treat them with separate techniques.
4. Advection Operator.
Galerkin Discretization.
A SUPG stabilization method [11, 12, 13] is used for the solution of (4). In order to limit numerical diffusion, small time steps are used. The CFL condition implies a constraint on the time step that is also numerically encountered with the fast/slow diffusion step described in Section 5. Let us consider the domain Ω ⊂ R 2 , ∂Ω = Γ + ∪ Γ − , where Γ − = {x ∈ ∂Ω : a · n ≤ 0}.
weak formulation of the problem (4) consists in finding u(·, t) ∈Ṽ g , for almost every t ∈ (0, T ) such that
4.2. Finite Element Discretization. Let h > 0 be a discretization step. A family {Ω h } h of polygonal approximations of the domain Ω is introduced such that lim h→0 Ω h = Ω. Let us denote by Γ ±,h the polygonal approximation of Γ ± , and consider T h a triangulation of the domain Ω h satisfying compatibility conditions between triangles. Let us denote by N e the number of elements of T h , N n the number of vertices of T h in Ω h \Γ −,h , and N nt the total number of vertices of T h in Ω h (Γ −,h included). Let K denote a generic element (triangle) of T h .
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Let P k be the space of polynomials of degree k. The finite element spaces are defined by
Let ϕ j , j = 1, . . . , N nt and ψ i , i = 1, . . . , N e be the finite element basis functions of V 1 h and V 0 h respectively, based on the discretization T h . The functions ϕ j are ordered such that ϕ j , j = 1, . . . , N n form a basis ofṼ
where h k is the diameter of the element K. Let u n h ≃ u h (t n ) and a n ≃ a(t n ). The discretization of the time derivative with the implicit Euler formula introduced in Section 3 leads to the following problem: for n ≥ 0, find
. Relationship (13) leads to the linear system: find
5. Non-Smooth Fast/Slow Diffusion Operator.
An Augmented Lagrangian Technique.
At each time step, the discretized problem (8) is considered:
Let us denote
) . An augmented Lagrangian approach is used for the numerical solution of (15) . Following for instance [14, 24] , (15) is interpreted as the Euler-Lagrange equations corresponding to the minimization problem
whose minimizer is denoted by u n+1 . Remind that the set K is given by
and contains two point-wise constraints on the gradient and the function itself, and that the set K 0 is defined by K 0 = {v ∈ V g : v ≥ u 0 , a.e. in Ω}. The inequality constraint on the gradient in K is relaxed by penalization. Let ε > 0 be a (small) parameter. Problem (16) is relaxed into
where (p) + denotes the positive part of p, defined as
where
Based on (18), the augmented Lagrangian approach consists in searching for a saddle point of the augmented Lagrangian function defined by
where r is a positive parameter. Namely, we are looking for {u, p, λ}
The algorithm reads as follows. Let
2 be given arbitrary functions. Typically u −1 = u n and λ 0 = 0. Then, for k = 0, 1, 2, . . ..
(a) Solve
dx.
(20) Problem (20) can be solved point-wise a.e. in Ω [7, 9] . For x ∈ Ω given, it corresponds to solving a strictly convex minimization problem, namely:
, a.e. x ∈ Ω, (21) where
. This problem admits a unique minimizer. A Newton method is used to solve the first order optimality conditions relative to (21) 
The solution of this problem is addressed in Section 5.2.
until convergence is reached.
Remark 2. The initial guess of the algorithm u −1 is taken in the set K, namely to satisfy the constraint |∇u| ≤ γ on the gradient and the constraint u ≥ u 0 on the function. If these constraints were not satisfied, the first step of the augmented Lagrangian algorithm naturally projects this guess onto K.
5.2.
Solution of the Elliptic Sub-problems. The solution of the elliptic problems (22) can be addressed in various ways, due to the treatment of the inequality constraints in K 0 . When u 0 = 0, the inequality constraints are always inactive since f ≥ 0, and the first order optimality conditions relative to (22) lead to the linear variational problem: find u k ∈ V g such that, for all w ∈ V 0 :
In the general case, the inequality constraints v ≥ u 0 can be addressed by a penalization approach or by projection.
5.2.1. Penalization/Newton Approach. Let δ > 0 be a (small) parameter. Problem (22) is equivalent, in a weak sense, to
The first order optimality conditions relative to (25) read as follows: Find u k ∈ V g such that, for all w ∈ V 0 :
This problem (26) is a nonlinear system that can be solved with an appropriate Newton method as follows: set
wdx.
Then, set v (l+1) = v (l) + δv l and repeat until convergence. The iterations are stopped either after a fixed amount of iterates or when the difference between two successive iterates is smaller than a given tolerance. The converged iterate defines u k .
Projection Approach.
The projection approach consists in solving (22) on V g to obtain a solutionũ k ∈ V g , then projecting the solutionũ k on the convex subset K 0 of V g to obtain
where P K0 is the projection operator P K0 : V g → K 0 defined by P K0 u(x) = max{u(x), u 0 (x)}. These various methods are described in Section 5.3, when presenting the finite element discretization of this augmented Lagrangian algorithm.
Finite Element Approximation. Finite elements techniques are used for the numerical implementation of algorithm (20)-(23)
. Let h > 0 be a discretization step and let {Ω h } h be the family of polygonal approximations of the domain Ω introduced in Section 4.2, together with the triangulation T h of the domain Ω h . The finite element spaces V 1 h , V 0 h are defined by (10) . Moreover let us introduce
Let ϕ j , j = 1, . . . , N nt and ψ i , i = 1, . . . , N e be the finite element basis functions of V Nn j=1 A j v h (P j )w h (P j ), where P j is a vertex of T h and A j is the area of the polygonal which is the union of those triangles of T h which have P j as a common vertex.
The discrete version of the algorithm (20)-(23) consists in looking for approximations
2 and λ h ∈ (V 0 h ) 2 of u, p and λ respectively that are computed according to the following discretized algorithm. The subscripts h are omitted in the sequel.
Let 
where X k = r∇u k−1 +λ k is piecewise constant with value X k i on the i th element K i ∈ T h . Problem (29) can be solved on each element K [7, 9] . It corresponds to solving the minimization problem on each element K i :
The minimum occurs when q i = η i X k i [8] , and (30) becomes:
The stationary point is solution to the nonlinear equation:
Problem (32) is solved with a Newton method locally on each element K in order to obtain η i and set p 
until convergence is reached. This scalar problem is local on each element K and exhibits very good convergence properties. (b) Compute u k ∈ K 0,h satisfying:
When u 0 = 0 and the inequality constraint in K 0,h is inactive (since f ≥ 0), K 0,h is equivalent to V 1 g,h and the first order optimality conditions corresponds to solving the linear problem: find u k ∈ V 1 g,h such that, for all w ∈ V 1 0,h :
., this linear system corresponds to solving
This situation will be denoted in the following by the case of flat surfaces, in which sand is deposited on a initially flat surface u 0 = 0. When using the projection method, the solution of (34) is projected a posteriori on K 0,h to ensure the constraint u k ≥ u 0 point-wise, namely by setting:
When using a penalization/Newton method, and relaxing the constraint u k ≥ u 0 , the first order optimality conditions of the penalized problem read: find
Problem (36) is a nonlinear system that can be solved with Newton method that reads as follows: set v (0) = u n ∈ V 1 g,h ; we look for increments δv l :=
Then set v (l+1) (P i ) = v (l) (P i ) + δv l (P i ), for all vertex P i of the triangulation T h , and repeat until convergence. The iterations are stopped either after a fixed amount of iterates or when v (l+1) − v (l) ≤ ε, where ε > 0 is a given tolerance. The last iterate is set to be
until convergence is reached. For the elliptic problem (33), the linear formulation will be used as soon as sand is piled on a flat surface. Otherwise, on non-flat surfaces, the projection method and the penalization method are equivalent, Therefore the projection method is favored since it is less computationally expensive and does not involve the solution of a global Newton method.
6. Numerical Results. Numerical results are presented to show the efficiency and robustness of the proposed approach. When considering flat surfaces, without advection, one recovers results similar to those presented in [29] . Extensions are presented for the simulation of sand deposition on riverbeds with flow, and water deposition on non-flat profiles and show the flexibility of the augmented Lagrangian framework.
6.1. Advection Problems. The case of pure advection, without considering the non-smooth fast/slow diffusion operator (or by setting γ = +∞), is shortly presented. The advection of a bell-shaped function is addressed. The initial function is given by
where r = (x − 0.25) 2 + (y − 0.25) 2 , see [15, page 531] . The advection field is the rigid rotation field given by
The computation domain is Ω = (0, 1) × (0, 1); the triangulation is given by a regular grid of 80 × 80 square cells, each of them symmetrically split into four triangles. The time step is set to τ = 10 −3 . The parameter δ SUPG is set in the range (10 −5 , 10 −2 ). As expected, the value of δ SUPG influences the dissipation of the peak of the advected solution. Figure 2 show the advection of the function given by (39) at different times, and shows that shape is preserved, while dissipation occurs and spurious oscillations appear with small amplitudes. (20) (21) is given by tol = 10 −9 , with up to 20 iterations, and the tolerance of the augmented Lagrangian at each time step is set to tol = 10 −4 , with up to 50 iterations. The time step is given by τ = 10 −3 and γ = 1. Figure 3 illustrates the stationary solutions, for sand piles with different surface areas (square, disc and L-shaped bases with coarse meshes). The results exhibit perfect pyramids, with sharp edges induced by the boundary conditions (see also [3, 33] ). The constraint |∇u| ≤ γ is satisfied within 0.1% on each element of the triangulation T h . When considering a finite sum of point-wise sources f (x) = m k=1 f i δ Pi (x) as in [3] , several cones are interlaced together. Locally concentrated point sources produces combinations of cones, whose theoretical solutions have been described in [1] . We consider Ω = (0, 1)
2 , a regular discretization T h of 80 × 80 × 4 triangles, and natural boundary conditions on ∂Ω (Γ 0 = ∅), implying that the sand is contained in the box of base Ω and the sand level increases with deposition. A point-wise source for the right-hand side f is chosen, with m = 2, P 1 = (0.3, 0.7), P 2 = (0.7, 0.3) and f 1 = 400 and f 2 = 100. Results are illustrated in the Figure 4 at time T = 30 for a time step τ = 1. Numerical parameters are similar as in the previous cases. The constraint on the gradient of the solution is respected for all elements K ∈ T h , up to 0.3% given by the penalization approach, as illustrated in Figure 4 (right).
The penalization approach has proved to be effective to take into account the point-wise constraint on the gradient, on flat surfaces. The piecewise constant approximation of the gradient is very close to the maximal value γ, except on boundary layers at the intersection of two cones or near ∂Ω.
6.3. Static Sand Piles on Non-Flat Surfaces. Numerical results on non-flat surfaces are presented. First the simulation of sand deposition on inclined planes is addressed for various coefficients γ. The initial solution u 0 , which is also the bottom surface, is given by u 0 (x, y) = x/2. The sand rate is constant and given by f = 100 and the velocity is given by a = 0. Several coefficients γ are considered, from γ = 1/2 to γ = 2. The restriction γ ≥ 1/2 is required to ensure that u 0 ∈ K. Dirichlet boundary conditions are imposed on the whole boundary. The regular triangulation T h of Ω is composed of 80 × 80 × 4 triangles. The time step is given by τ = 10 −2 , while ε = 10 −12 and r = 100. Figure 5 shows the stationary solutions for the approximation of the sand height for various coefficients γ. Results show that the sand piles are supported by the inclined plane. The approximation of sand height belongs to the set K, meaning that the approximated solution respects both point-wise constraints (within 0.5% of the exact constraint on the gradient). Sharp edges on the cone sides are enforced by boundary conditions. A second example is given when a point-wise source for the right-hand side f is chosen concentrated within one point. Namely, consider Ω = (0.1) 2 , f (x, y) = 50 on {(x, y) ∈ Ω : |x − 0.75| ≤ 0.01 and |y − 0.25| ≤ 0.01} and zero otherwise, and u 0 (x, y) = 0.2 sin(2πx) sin(2πy). This corresponds to the filling of one of the convex regions of u 0 . Neumann boundary conditions are imposed on ∂Ω and a = 0, γ = 1.
The regular triangulation T h of Ω is composed of 80 × 80 × 4 triangles. Fifty time steps of size τ = 5 are performed. Figure 6 illustrates the sand height at different times. One can observe the formation of the small conical shape under the point source, and the sand gradually moves into the other convex region of u 0 when the first one is filled. The Neumann boundary conditions force the function to increase along the lateral walls. The second example consists in the modeling of sand deposition in riverbeds. Let us consider Ω ⊂ R 2 be the bed of a river. The advection field a is given, for instance by solving the incompressible Navier-Stokes equations on Ω with appropriate noslip boundary conditions on ∂Ω [26] ; it has maximal norm of the order of 10 m/s. The initial sand height is zero, and sand is introduced at the bottom of the channel with constant rate f = 1000. Dirichlet boundary conditions are imposed on the boundary of Ω for the diffusion part, except for the outflow boundary at the upper left part of Ω where Neumann boundary conditions are imposed. The time step is given by τ = 10 −2 and γ = 1. Numerical parameters for the augmented Lagrangian algorithm are given by r = 100 and ε = 10 −12 . Figure 8 illustrates the geometry of the domain, the advection field a, as well as the contour lines of the solution at various time steps. Results show the propagation and dispersion of the sand in the channel, together with the deposition of sand in the rounded corners. Let Ω = (0, 1) 2 be the domain discretized into 80×80 squares, each split into four triangles. A sinusoidal bottom surface given by u 0 (x, y) = 0.2 sin(6πx) sin(6πy) is considered. The rate of added water is constant and given by f = 1, and velocity is zero. The constraint on the gradient of the solution is |∇u| ≤ γ, where γ = 10 −3 . Dirichlet boundary conditions are prescribed on ∂Ω. The time step is given by τ = 1. Figure 9 illustrates the initial solution (profile of the bottom surface) and the solution after one time step. While filling the convex regions of the bottom surface u 0 with water, the algorithm provides an efficient way to detect the convex regions of u 0 . The projection step of the algorithm avoids a complete smoothing of the solution to a vanishing solution, but modifies only the convex parts of u 0 ; this provides a solution satisfying u ≥ u 0 and |∇u| ≃ 0, when u > u 0 . Figure 9 . Simulation of water filling on a non-flat surface and characterization of the convex regions of the initial function u 0 . Approximation of the height function for t = 0 (left) and t = 1 (right).
The imposition of boundary conditions allows to model various behaviors of the flow. When enforcing Dirichlet conditions the water level equals the value of the non-flat surface on the boundary ∂Ω. This setting can be used to model the flow of liquid over a non-flat surface. When enforcing Neumann boundary conditions, the domain Ω is filled with water and the water surface remains horizontal. The bottom surface is therefore immersed except at high altitudes. Figure 10 illustrates an example for u 0 (x, y) = 0.2(sin(4πx) + x)(0.2 sin(6πy) + y) and γ = 10 −8 . Figure 10 (left) shows the original bottom surface, while the flow with Dirichlet boundary conditions is shown in the middle figure and the one with Neumann boundary conditions in the right figure. Although qualitative, these results show appropriate behavior for liquid materials.
7.
Conclusions. An operator splitting scheme for the numerical simulation of advection-diffusion equations with fast/slow non-smooth diffusion operator has been proposed. In order to tackle the approximation of the non-smooth operator, an augmented Lagrangian/penalization approach has been proposed to take into account inequality constraints in a decoupled way. Numerical results have been given in the framework of sand deposition in sand mechanics. This approach has been proved to be efficient for simulations in sand mechanics on flat and non-flat surfaces, and sand advection in riverbeds. 
