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Introduction {#sec001}
============

Identifying a single dosimeter suitable for a diverse range of clinical tasks in radiation oncology can be challenging. Radiochromic film (RCF) is an attractive option due to its relatively low cost, high spatial resolution, near tissue equivalence \[[@pone.0233562.ref001]\], dose rate independence \[[@pone.0233562.ref002]\], angular independence \[[@pone.0233562.ref003]\], temperature independence up to 60°C and energy independence over a large range of therapeutic MV energies \[[@pone.0233562.ref004]--[@pone.0233562.ref008]\]. Furthermore, RCF is flexible, waterproof, can be cut to various sizes, and provides two dimensional dose measurements. These attributes have proven useful for a variety of clinical tasks such as dosimetry for total skin electron therapy \[[@pone.0233562.ref009], [@pone.0233562.ref010]\] or total body irradiation \[[@pone.0233562.ref011]\]. RCF is also used in patient specific quality assurance (QA) measurements for delivery techniques such as volumetric modulated arc therapy (VMAT) \[[@pone.0233562.ref012]\] or stereotactic radiosurgery (SRS) \[[@pone.0233562.ref013], [@pone.0233562.ref014]\] where high spatial resolution is necessary and has proven useful as a research tool in phantom and radiobiological studies to verify dosimetry in unconventional geometries that do not easily accommodate conventional dosimeters \[[@pone.0233562.ref015]--[@pone.0233562.ref021]\].

Despite the many advantages of RCF, it has perhaps not gained widespread acceptance as an accurate and reliable dosimeter since its overall accuracy can depend on subtle, yet important factors. For example, a number of variables such as film flatness \[[@pone.0233562.ref022]\], the lateral response artifact \[[@pone.0233562.ref023], [@pone.0233562.ref024]\], scanner behavior \[[@pone.0233562.ref025]--[@pone.0233562.ref027]\] and general film handling can compromise measurements and increase uncertainty. These issues can be overcome with strict adherence to protocols, calibration procedures and scanning processes, but require awareness of the potential problems, their causes, and solutions. Therefore, establishing a reliable film dosimetry practice can include substantial effort and time by the user. A condensed and straightforward description outlining a reliable and consistent process to use RCF may save the clinical physicist time by avoiding mistakes which lead to frustrating and inconsistent results.

The aim of this work is to describe a process for handling, calibrating, scanning and analyzing film, which in our experience, has allowed for accurate and consistent dosimetric measurements across a wide range of clinically relevant doses. While there are many excellent papers \[[@pone.0233562.ref006], [@pone.0233562.ref020], [@pone.0233562.ref028]--[@pone.0233562.ref034]\] and an AAPM Task Group Report \[[@pone.0233562.ref035]\] which provide a vast amount of valuable information relevant to film dosimetry, the process outlined here is meant to be a concise summary of the necessary basic fundamentals that are required for accurate RCF dosimetry. The methods described have been used in our clinic for more than six years, both in routine clinical tasks such as in vivo TSE measurements \[[@pone.0233562.ref036], [@pone.0233562.ref037]\] and IMRT QA \[[@pone.0233562.ref014]\] as well as in research in conventional x-ray \[[@pone.0233562.ref016], [@pone.0233562.ref021], [@pone.0233562.ref038]\] and proton therapy \[[@pone.0233562.ref039]\] studies. While certainly not the only approach for successful film dosimetry, they should help potential RCF users to implement RCF into clinical practice within a relatively quick timeframe. Potential sources of error that may adversely affect the film measurements and how to avoid them are described. Further, this paper outlines the process of analyzing RCF using two software packages: FilmQA Pro (Ashland, Bridgewater, NJ, USA), an advanced commercially available package involving an expedited scanning protocol \[[@pone.0233562.ref040]\] with triple-channel dosimetry \[[@pone.0233562.ref041]--[@pone.0233562.ref043]\]; and ImageJ, a freely available open source image analysis platform with single channel dosimetry (NIH, Bethesda, MD, USA)\[[@pone.0233562.ref044]\]. There are many commercially available software packages available for RCF film analysis, and developing in-house software is also common. Use of the two software packages in this report should not be considered as an endorsement of either one, but rather were chosen to illustrate that the fundamentals described are equally applicable to advanced, commercially available software (FilmQA Pro) as well as freely available packages (ImageJ). Furthermore, the methods described are also applicable to in-house software packages.

Methods {#sec002}
=======

Equipment used in this work {#sec003}
---------------------------

The basic equipment required is RCF, a guillotine paper cutter, a document scanner and analysis software. All measurements in this study utilized either Gafchromic EBT3 or EBT-XD film (Ashland, Bridgewater, NJ, USA) for doses ranging from 0--1000 cGy and 0--3000 cGy respectively. Precise cuts by a guillotine paper cutter were made to minimize damage to the edges of the film strips which can manifest by the individual layers of film separating. Alternatively, a sharp scissors may also be used. Scanning of the film was done using an Epson 10000 XL flatbed document scanner (version 3.49A) and analysis was done with both FilmQA Pro and ImageJ. RCF used to generate the calibration curves and test the accuracy of the calibration were from the same manufactured lot.

Creation of a calibration curve {#sec004}
-------------------------------

Calibration curves consisting of multiple dose points for various dose ranges were generated: 0--300 cGy with 4 dose points using EBT3; 0--1000 cGy with 7 dose points using EBT3; and 0--3000 cGy with 8 dose points using EBT-XD. Curves were generated within each software package. The films used for calibration were made by cutting a single sheet of RCF (20.32 x 25.4 cm^2^) into 16 smaller strips (approximately 2.54 x 12.7 cm^2^). Since there is known to be a directional dependence when scanning film with conventional document scanners \[[@pone.0233562.ref045]\], film orientation must be kept consistent during the cutting of each sheet so all films can eventually be scanned with the same orientation. Film orientation was indicated by placing an arrow in the top right corner of each strip, facing the same direction for the entire sheet of film. [Fig 1](#pone.0233562.g001){ref-type="fig"} depicts the cutting of one sheet of film into 16 individual strips of the same size, with arrows in the top right corner, parallel to the longer (25.4 cm) side of the film, to ensure a consistent scanning orientation.

![A diagram outlining the film cutting and orientation indicating process for a single sheet.](pone.0233562.g001){#pone.0233562.g001}

Prior to irradiating film strips used for the calibration curve, the output of the linear accelerator (Varian Truebeam) was verified using an ADCL calibrated ionization chamber. Film strips were then exposed one at a time to the desired calibration doses using 6 MV x-rays at the depth of maximum dose (1.3 cm) in solid water with 10 cm of backscatter. Other depths can be used for exposure of calibration films as long as the delivered dose at depth can be accurately verified. The plane of the film was placed perpendicular to the axis of the beam using a 10 x 10 cm^2^ field at 100 cm SSD. During exposure, the remaining film strips were kept outside of the linear accelerator vault and away from ambient light. Calibration films were scanned 24 hours after irradiation to allow for stabilization of post-irradiation growth of the active layer in the films.

Film strips were placed in the center of the document scanner with the orientation arrow on the strips pointing in the same direction ([Fig 2A](#pone.0233562.g002){ref-type="fig"}). A glass plate was placed over the films on the scanner bed to ensure the films were flat for the duration of the scan. Films were scanned in red-green-blue (RGB) format using a 48-bit scanner at 72 dpi, in transmission mode, and with no color or sharpness corrections. Three warm up scans were conducted prior to the eventual scan used for calibration. Images of the calibration strips were saved in TIFF format and then opened for analysis in both FilmQA Pro and ImageJ for analysis.

![Orientation of radiochromic film.\
A) Film aligned centrally on the flatbed scanner. B) Film placed improperly on the flatbed scanner.](pone.0233562.g002){#pone.0233562.g002}

### Calibration curve generation using FilmQA Pro {#sec005}

A region of interest (ROI), over which the response of the film is quantified, was created for each film strip. ROI's of the same size (\~2 x 4 cm^2^) were placed in the center of each calibration film and the delivered doses were entered into the software ([Fig 3A](#pone.0233562.g003){ref-type="fig"}). When employing triple channel dosimetry, discrete data points of film response and dose are fitted with a curve for the three separate color channels ([Fig 3B](#pone.0233562.g003){ref-type="fig"}). Various rational functions within the FilmQA Pro software are available to fit the film response \[[@pone.0233562.ref040]\]. The function selected to represent the calibration data is determined by visually inspecting the fit of the curve to the discrete data points as well as its performance in correctly determining known doses. FilmQA Pro provides quantitative information estimating the accuracy of the fit for each calibration function through relative consistency values. Consistency here refers to the ability of each RGB calibration function to return the same dose, i.e., to be "consistent" with each other. Consistency values for an accurate calibration are normally within 2--3 percent.

![Radiochromic film processing and calibration procedure.\
A) ROI placement on film; B) Calibration curve made with FilmQA Pro; C) calibration curve made with ImageJ.](pone.0233562.g003){#pone.0233562.g003}

### Calibration curve generation using ImageJ {#sec006}

ImageJ is able to open and analyze most common image file types such as JPEG and TIFF. The scanned in calibration film is automatically separated into each of the three color channels. While any of the three color channels can be used for dosimetry, our experience has shown the highest accuracy can be obtained up to 1000 cGy in EBT3 and up to 3000 cGy with EBT-XD film when using the red channel. Therefore, all analysis for this study was done using the red color channel data. Similar to the FilmQA Pro analysis protocol, an ROI was defined for each of the calibration films ([Fig 3A](#pone.0233562.g003){ref-type="fig"}). A mean grayscale value was measured for each film and entered into ImageJ in table format with the associated delivered doses. The relationship between mean grayscale values and dose can then be fit using a number of functions provided in the software ([Fig 3C](#pone.0233562.g003){ref-type="fig"}). The "Rodbard (NIH image)" function, defined in [Eq 1](#pone.0233562.e001){ref-type="disp-formula"}, proved to accurately quantify measured dose when comparing films exposed to known doses across multiple functions.

![](pone.0233562.e001.jpg){#pone.0233562.e001g}
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The coefficients a, b, c and d in the equation above are defined within ImageJ based on the mean grayscale values, x, and expected doses input during calibration. Future film measurements can use this calibration function by measuring the mean grayscale values and substituting each into [Eq 1](#pone.0233562.e001){ref-type="disp-formula"} to solve for dose (y). This analysis can be scripted or calculated in a spreadsheet.

Validation of the calibration curve {#sec007}
-----------------------------------

To test the accuracy of the calibration curves, additional strips of film from the same batch were cut and irradiated with known doses and then analyzed. These test films were exposed following the same setup conditions used for the calibration curves (6 MV x-rays at 1.3 cm depth in solid water with a 10 x 10 cm^2^ field at 100 cm SSD). The doses delivered to the test films covered the entire range of the calibration curve. Dose values were evenly spaced within each dose range and three films were exposed per point on three separate days ([Table 1](#pone.0233562.t001){ref-type="table"}) in order to establish the consistency of the process and also to mimic a more clinically relevant scenario where measurements are needed on a routine basis. The size of the ROIs for all test films were kept consistent for both FilmQA Pro and ImageJ analysis: W = 110 pixels; H = 53 pixels; \~2 x 4 cm^2^.

10.1371/journal.pone.0233562.t001

###### Test film information.

![](pone.0233562.t001){#pone.0233562.t001g}

  GafChromic Film Type   Dose Range \[cGy\]   Reference Film Doses \[cGy\]   Tested Dose Points \[cGy\]
  ---------------------- -------------------- ------------------------------ ------------------------------------------------------------
  EBT3                   0--300               0, 270                         0, 50, 100, 150, 200, 250, 300
  EBT3                   0--1000              0, 900                         0, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000
  EBTXD                  0--3000              0, 2700                        0, 300, 600, 900, 1200, 1500, 1800, 2100, 2400, 2700, 3000

### Analysis of the test films using FilmQA Pro {#sec008}

The same scanning technique as outlined above was followed, using an expedited scanning protocol available within the FilmQA Pro software which is described in detail elsewhere \[[@pone.0233562.ref040]\]. Briefly, the so called "single scan protocol" requires simultaneously scanning the film for which the dose is unknown along with two "reference" films: one irradiated at a known dose within approximately ±10% of the maximum expected measured dose and one unexposed film. The reference films provide data by which the calibration function can be rescaled within the software to compensate for differences in time between exposure and scanning of the films to be analyzed and the time that was allowed between exposures and scanning of the calibration films. In the single scan protocol, the reference film should be irradiated as soon as possible before or after other film measurements are completed. If all films are exposed within a narrow time window, the film analysis can be completed in as little as 20 minutes rather than having to wait 24 hours or more as is common when using other RCF protocols. Reference films were exposed either immediately before or after test films, since the order of exposure does not impact the accuracy of results. Each batch of test strips was analyzed with reference films at 0 cGy and either 270, 900, or 2700 cGy, depending on the maximum dose of each group of films.

Triple channel dosimetry \[[@pone.0233562.ref041]\] was employed for all analysis using FilmQA Pro. In triple channel dosimetry, the average dose response from the calibration curves of the red, green and blue color channels are used to separate dose dependent contributions to film response from non-dose dependent disturbances due to non-uniformity in the active layer of the film, finger prints, or noise within the scanner readout system. As the absorbed dose to the film must be independent of color channel, triple channel methods are designed to find disturbance values which minimize the difference in dose between the separate color channels. Once this disturbance value is determined, it can be used to remove or minimize the dose-independent response contributions. Triple channel methods have been shown to improve the overall accuracy of RCF dosimetry \[[@pone.0233562.ref046], [@pone.0233562.ref047]\].

After scanning the test films and application of the single scan protocol, the mean dose for each film was sampled over an approximately 2 x 4 cm^2^ area centered on the exposed region and compared against the known delivered dose. The same sized ROIs were used for each test film to measure dose.

### Analysis of the test films using ImageJ {#sec009}

The same films from the FilmQA Pro analysis were also used for ImageJ analysis by saving a TIFF file of the scanned image. Therefore, the time between exposure and scanning of 24 hours was kept constant for the test strips and matched the timing of the calibration films. The single color channel technique, the most basic methodology for RCF dosimetry, was utilized for ImageJ analysis. This technique converts any measured signal to a dose response, leaving the measurement susceptible to artifacts such as fingerprints or non-uniformities in the active layer that may ultimately translate into dosimetric errors.

Using the red channel, ROIs of the same size, as specified above, were used to take measurements of mean grayscale values for each film. The ROI dimensions were specified to match those used in the calibration curves and test film analysis for both FilmQA Pro and ImageJ. The measured mean gray scale values served as the x-value input data to the calibration function ([Eq 1](#pone.0233562.e001){ref-type="disp-formula"}), where the y-value output is given in dose (cGy). For ImageJ analysis, the reference strips were not used as ImageJ does not support a single scan protocol similar to FilmQA Pro. Consequently, users of ImageJ must wait the same amount of time between irradiation and scanning of application films as they waited between exposing and scanning the calibration films.

Data analysis for the comparison FilmQA Pro and ImageJ {#sec010}
------------------------------------------------------

In order to assess the accuracy of both film analysis tools (FilmQA Pro and ImageJ) used in this study, a comparison between measured and intended dose was plotted for both. Error bars represent ± two standard deviations from the mean of the dose sampled within the ROI on each film. Further, the percent difference from the intended dose was plotted to investigate the accuracy of each analysis tool. Finally, a Bland-Altman plot or difference plot was used to assess the agreement between two measurement tools. Bland-Altman plots are also able to identify any systematic differences between the measurements to determine if a fixed bias is present.

Results {#sec011}
=======

The average dose from three independent measurements was compared to the expected doses. Film analyses using FilmQA Pro and ImageJ both resulted in dosimetric measurements within ± 5% of the intended dose delivered with a majority of the results within ± 2% (Figs [4](#pone.0233562.g004){ref-type="fig"}--[6](#pone.0233562.g006){ref-type="fig"}). Measurements differing from expected values by 3--5% were at low doses of 100 cGy or less where signal to noise ratios become challenging for RCF analysis. Though the percentage errors at doses below 100 cGy may seem large, for an expected dose of 40 cGy a measurement of 42 cGy represents a 5% error but may be considered clinically insignificant in terms of absolute dose.

![EBT3 for the 0--300 cGy dose range.\
A) Measured vs. intended dose. The solid line has a slope of one and is meant to guide the eye, as points falling on it indicate perfect agreement. Error bars represent 3 standard deviations. B) Percent difference from intended dose. C) Bland-Altman Plot.](pone.0233562.g004){#pone.0233562.g004}

![EBT3 for the 0--1000 cGy dose range.\
A) Measured vs. intended dose. The solid line has a slope of one and is meant to guide the eye, as points falling on it indicate perfect agreement. Error bars represent 3 standard deviations. B) Percent difference from intended dose. C) Bland-Altman Plot.](pone.0233562.g005){#pone.0233562.g005}

![EBTXD for the 0--3000 cGy dose range.\
A) Measured vs. intended dose. The solid line has a slope of one and is meant to guide the eye, as points falling on it indicate perfect agreement. Error bars represent 3 standard deviations. B) Percent difference from intended dose. C) Bland-Altman Plot.](pone.0233562.g006){#pone.0233562.g006}

For the EBT3 measurements of doses ranging from 0--300 cGy, measurements were all within ± 1% of expected values using FilmQA Pro and within ± 4.7% of expected values for ImageJ. All ImageJ results from the 0--300 cGy dose range measured higher than the intended dose, with the largest discrepancy of 4.7% (2.4 cGy) between measured and intended dose being at the lowest dose point of 50 cGy ([Fig 4B](#pone.0233562.g004){ref-type="fig"}). The Bland-Altman plot showed the difference in measurements between FilmQA Pro and ImageJ, where the steep slope of the mean difference shows the two methods of analysis are not well correlated ([Fig 4C](#pone.0233562.g004){ref-type="fig"}). This is made apparent when considering the data points for the two analyses methods in [Fig 4A](#pone.0233562.g004){ref-type="fig"} are distinctively spread apart at higher doses. A line with a slope of one was included only to guide the eye and to show instances where measured data points are in perfect agreement with the intended dose.

Film results from the 0--1000 cGy dose range using EBT3 show good agreement for both FilmQA Pro and ImageJ between the average across three independent measurements and intended dose delivered ([Fig 5A & 5B](#pone.0233562.g005){ref-type="fig"}). All but one mean measured value were within ± 2% of their respective expected doses, as indicated by all data points lying on or next to the line with a slope of one. The outlier present in the ImageJ analysis was the measurement at 100 cGy, the lowest dose point in the range of tested doses, similar to results from the 0--300 cGy data ([Fig 5B](#pone.0233562.g005){ref-type="fig"}). Overall, dose measurements were similar from FilmQA Pro and ImageJ, as shown in the Bland-Altman plot, where the mean difference line was flat ([Fig 5C](#pone.0233562.g005){ref-type="fig"}).

Finally, EBTXD measurements ranging from 0--3000 cGy showed good agreement with the intended dose to within ± 1% where the majority of measurements were higher than the expected doses ([Fig 6A & 6B](#pone.0233562.g006){ref-type="fig"}). Both FilmQA Pro and ImageJ produced comparable dose readings, as illustrated in the shallow slope of the mean difference line on the Bland-Altman plot ([Fig 6C](#pone.0233562.g006){ref-type="fig"}).

Discussion and conclusions {#sec012}
==========================

A strict protocol should be followed when using RCF as an absolute dosimeter to ensure accurate and reproducible results. The protocol described in this paper uses the following basic concepts: Cut film with a guillotine cutter, or otherwise suitably sharp edge, to minimize damage to the film. Mark each piece of film cut from the same sheet so a consistent orientation on the scanner can always be maintained.Irradiate films used for calibration with a setup in which the delivered dose is well defined.Film placement in the center of the scanner, in a single row along the scan direction to avoid the influence of the lateral scan effect. Use a glass plate to keep the films flat on the scanner bed.A new calibration curve should be established and tested for each unique lot of RCF. Assess the accuracy of the calibration curve and analysis process by irradiating additional films to known doses throughout the range of the calibration and comparing expected and measured values. Single measurements are sufficient for verification of the calibration curve once a protocol is established for clinical use.

When used consistently within the parameters of an appropriately established protocol, RCF can be an accurate and clinically useful dosimeter. This work provides a relatively simple outline for film handling and analysis that resulted in accurate and consistent dosimetric measurements across a wide range of clinically relevant doses. Additionally, two analysis tools, FilmQA Pro and ImageJ, were shown to provide comparably accurate results for the studied dose ranges. It should be emphasized that the methods and fundamentals summarized at the beginning of this section are independent of the software used for RCF analysis, and are equally applicable to other commercial software packages as well as those developed in-house.

While the commercially available package FilmQA Pro has the advantage of an expedited scanning protocol and triple channel dosimetry, accurate single channel dosimetry with the freely available ImageJ software is also possible. Depending on the desired accuracy level and the application for which RCF is to be used, the purchase of a commercial software package may not be necessary. For example, simple dosimetric measurements might be carried out sufficiently with ImageJ but the analysis of patient specific IMRT QA measurements might be better suited for a more sophisticated commercial package. One main difference between the two software packages is the use of single vs. triple channel dosimetry. FilmQA Pro allows either single or triple channel options for analysis, and triple channel methods have been shown to generally be more accurate. ImageJ is limited to the single channel technique which likely contributes to the differences shown in the results where FilmQA Pro tends to provide better accuracy.

While in this work multiple calibration curves were created covering different dose ranges, users of radiochromic film may choose to create a single calibration curve which encompasses the expected dose range needed for all clinical dosimetry tasks. Martin-Viera Cueto et al. \[[@pone.0233562.ref048]\] have described universal calibration curves which are valid over wide dose ranges. These universal calibrations are valid since their parameters are related to the physical mechanism associated with film exposure, namely, the activation of the crystalline polydiacetylene molecules in the active layer. Similarly, Casolara et al. \[[@pone.0233562.ref049], [@pone.0233562.ref050]\] have shown parallels between the responses of radiochromic and photographic film and therefore the ability to describe the dynamic developing process of both through a general equation to create a universal calibration curve. As these universal calibration curves are described by parameters which depend on the response of the sensitive material in the film, and most films share the same active material, they are broadly applicable across various types of film. The methods and fundamentals described in this paper for creating and testing the accuracy of any type of universal calibration are still valid, and should be employed prior to its clinical use.

Results from this study showed the ability of RCF to produce accurate dose measurements to within ± 2% of the expected dose for a majority of the tested doses, regardless of the software used. However, the accuracy of measurements taken at doses less than 100 cGy is likely to be lower, where individual measurements deviated from expected values up to 5.5% and 7.4% for 50--100 cGy and \<50 cGy, respectively. Measurements made in the 50--100 cGy range are still useful as these uncertainties translate to differences of a few cGy. For example, the individual measured values for 100 cGy ranged from 96.6--102.3 cGy and 100.3--105.5 cGy for FilmQA Pro and ImageJ, respectively.

A versatile radiation dosimeter that is accurate, rugged, flexible, waterproof and largely independent of temperature, energy and dose rate can be very useful within the clinic for a variety of applications. We have demonstrated the accuracy of the RCF protocol outlined above across a wide range of clinical doses. Further, the resulting dosimetric measurements were similar across two data analysis software packages for the majority of measurements. Therefore, analysis software required for dependable measurements is largely dependent on the level of accuracy required for the associated task. Through careful development and adherence to protocol, RCF can be a dependable absolute dosimeter for a variety of tasks both clinically and in research.
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