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ABSTRACT 
 
Expectile regression, and more generally $M$-quantile regression, can be used to characterise 
the relationship between a response variable and explanatory variables when the behaviour of 
"non-average" individuals is of interest. The aim of this paper is to demonstrate how an 
individual's expectile-order, based on nonparametric estimation of the expectile regression 
function, can also be used to define a conditional ordering of the individual's value relative to 
the values of other members of a data set. The relationship between contextual, or "grouping", 
variables and this ordering can then be investigated. In particular, we propose five estimators 
of expectile-order, which we compare via simulation. The use of estimated expectile-order to 
investigate grouping effects is then illustrated using data on physician prescribing behaviour 
in the Midi-Pyrenees region of France during 1999. 
  
Southampton Statistical Sciences Research Institute 
Methodology Working Paper M05/01 the Midi-Pyr´ en´ ees region of France in 1999. This ordering is with respect to their
drug prescribing behaviour and conditions on the characteristics of their practice
and other relevant variables. A major problem with constructing such an order-
ing is that of heteroskedasticity in the regression relationship. In particular, the
values associated with individuals whose behaviour deviates from the mean may
just reﬂect heteroskedasticity induced by explanatory variables rather than any
intrinsic characteristics of these individuals. Such heteroskedasticity is usually
accounted for by a weighted regression ﬁt. However, such an approach typically
requires some form of parametric speciﬁcation for both the regression function
and the associated heteroskedasticity, and often assumes errors are symmetrically
distributed. There are nonparametric approaches to ﬁtting heteroscedastic models
(see Welsh, 1996), but these can be complex. In contrast, we tackle the problem
directly by modelling the conditional quantiles of the response given the explana-
tors. Quantiles are part of a general class of distributional location functionals
that Breckling and Chambers (1988) refer to as M-quantiles. Beside quantiles,
this class contains the expectiles, which generalize the expectation in the same
way as quantiles generalize the median (Newey and Powell, 1987), and we base
our ordering method on application of this method.
In ordertomotivateourapproach, weconsidertheproblemofmonitoringdrug
prescribing behaviour mentioned above. In particular, let Y be the average value
of prescriptions issued by a physician over some ﬁxed period, and assume that a
regulatorybody(e.g. theSocial Security Administrationor SSA) has an interestin
ranking all physicians in a certain region according to their values of Y . This may
be because the SSA wants to identify individual physicians whose prescribing be-
haviour is substantially different from average prescribing behaviour, or it may
be because the SSA is interested in identifying whether there are ”groupings” in
these ranks associated with particular sub-regions, indicating inequalities in sub-
regional prescription expenditure. In either case, suppose that one assumes that a
physician with average prescription value above some threshold, say y0, generates
a ”loss” for the SSA. Then the average loss per physician is:
IE((Y − y0)I(Y > y0)) (1)
while the probability of a physician exceeding this threshold is
IE(I(Y > y0)). (2)
Clearly, from an economic point of view, the SSA is more interested in (1) than in
(2). Since the value of prescriptions issued by a physician depends on his or her
personal characteristics as well as those of the clients of the practice (e.g. their
age distribution), the threshold y0 must also depend on these characteristics.
2q mLL mMPM mIRM mLC mALNW
.01 1.8239 1.7425 1.7781 2.6970 0.8712
.05 1.2641 1.1527 1.1787 1.9860 0.9757
.1 .84825 .82594 .82987 1.3145 0.9313
.2 .71979 .71043 .69274 1.1940 0.8718
.5 .61578 .61578 .59281 1.1305 0.8718
.8 .71693 .71042 .69471 1.1924 0.8917
.9 .88439 .85448 .84264 1.3061 0.9562
.95 1.2637 1.1829 1.1906 2.0011 1.0164
.99 1.8681 1.8054 1.8239 2.7129 0.9126
Table 1: Values of MASE for estimators of conditional expectiles at the values of
q in Q.
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Figure 1: Boxplots of the MADE values of the estimated conditional expectile-
orders generated by the ﬁve methods for S = 500 samples. The corresponding
means are 0.0545, 0.0544, 0.0575, 0.0708 and 0.0624.
12Z1 Mean income per capita (1996)
Z2 Density of population
Z3 % of population less than 15
Z4 % of population from 60 to 69
Z5 % of population more than 70
Z6 Number of deaths per 1000 inhabitants
Z7 Number of births per 1000 inhabitants
Z8 Retirement rate (in %)
Z9 Unemployment rate (in %)
Z10 Employment rate (in %)
Z11 Number of physicians per 1000 inhabitants
Table 3: Canton variables.
0.3206 0.1841 0.0330 0.0203 0.0134 0.0107
Table 4: Eigenvalues of SIR
ciated with the level of activity of the physician, the percentage of old persons in
the practice and the average fee per patient. In contrast EDR2 is highly associ-
ated with the percentage of young people in the practice and the percentage of the
practice aged from 60 to 69.
In an effort to improve the estimation of these expectiles and of the conse-
quent expectile-orders, we also investigatedbringing the canton variables in Table
3 into the regression model. Here we performed a SIR of the amount of drug
prescription per act on the combined set of variables X1,···,X15,Z1 ···,Z11,
with values of the variables Z1,···,Z11 replicated for each physician in a can-
ton. From an inspection of the resulting eigenvalues we again decided to retain
two indices. Both were highly correlated with the corresponding indices identi-
ﬁed from the ﬁrst SIR (correlations of .984 and .959 respectively). Consequently,
the introduction of canton level effects did not lead to any real change in the SIR
indices, and so we proceeded to estimate the expectile-orders of the physicians in
our data set conditioning only on the SIR indices EDR1 and EDR2 based on Y
and X1,···,X15.
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Figure 2: Histogram of the estimated expectile-orders for all 2801physicians.
18Figure 3: Boxplots of the estimated conditional expectile-orders for the 12 larger
cantons.
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Figure 4: Plot of Y vs. EDR1.
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Figure 5: Plot of qALNW vs. qMPM.
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