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We study superconductivity in a family of one dimensional incommensurate system with s-wave pairing inter-
action. The incommensurate potential can alter the spatial characteristics of electrons in the normal state, leading
to either extended, critical, or localized wave functions. We find that superconductivity is significantly enhanced
when the electronic wave function exhibits a critical multifractal structure. This criticality also manifests itself
in the power-law dependence of superconducting temperature on the pairing strength. As a consequence, an
extended superconducting domain is expected to exist around the localization-delocalization transition, which
can be induced by either tuning the amplitude of the incommensurate potential, or by varying the chemical po-
tential across a mobility edge. Our results thus suggest a novel approach to enhance superconducting transition
temperature through engineering of incommensurate potential.
Electronically incommensurate potential appears in many
condensed matter systems. Prominent examples include qua-
sicrystals, borken symmetry with incommensurate order pa-
rameters, and the Moire´ superlattice in twisted van der Waals
heteroustructures. Because of the incommensurability be-
tween the emergent superstructure and the underlying lattice,
the crystal momentum is no longer a good quantum number,
which invalidates the conventional band-structure description
of electronic states. More importantly, incommensurability
can have significant effects on the electron eigenstates. For
instance, incommensurate potential can render the electronic
wave functions localized or critical [1]. This has been demon-
strated in the Aubry-Andre´ model, a canonical system for
studying the incommensurability-induced electron localiza-
tion, and its variants [2–4] and of quasicrystal systems [5–7].
Collective electron behaviors are also expected to be modi-
fied by the presence of incommensurability, due to the altered
nature of single-particle wavefunction. Indeed, superconduc-
tivity [8] and unusual quantum critical state [9] have been ob-
served in quasicrystals. The recent experimental observation
of superconductivity and correlated insulating states in the
twisted bilayer graphene (TBG) with incommensurate struc-
ture is another example [10–13]. Although the single particle
physics in TBG can be satisfactorily described by a continuum
model neglecting the incommesurability of the Moire´ pattern
[14, 15], the role of incommesurability on many body states
remains unexplored [16]. Motivated by these recent experi-
mental progress, we study the superconductivity in a family
of quasi-periodic systems in one dimension.
In quasi-periodic systems, the electronic states can be cat-
egorized into extend, localized, and critical states depending
on the spatial characteristics of the wave functions. In the ex-
tended state, the wave function spreads extensively over the
whole system even in the thermodynamic limit, and are anal-
ogous to the Bloch states in crystals. The localized state, on
the other hand, exhibits a wave function that is confined to
only a finite number of lattice sites. Most interestingly, a mul-
tifractal, self-similar structure emerges in the wave function
of the critical state [17]. The different nature of these elec-
tron eigenstates also highlights a trade-off between the pairing
strength and phase coherence of superconductivity. On one
hand, although superconducting pairing can be maximized lo-
cally through confinement of electrons, superconductivity is
disrupted due to the incoherent phases of localized conden-
sates. On the other hand, while a better phase coherence
can be maintained by an extended wave function, delocal-
ized electrons in such a state do not take full advantage of
the short-range pairing interaction. As a consequence, the su-
perconducting transition temperature Tc is exponentially weak
according to the BCS theory. This implies that Tc may be
enhanced in the case of critical states by optimizing the lo-
cal pairing interaction while maintaining the long range phase
coherence. This is indeed the case as will be revealed below.
We study a one dimensional s-wave superconductor with an
incommensurate potential, described by a Hamiltonian H =
H0 + Hsc, with
H0 = −t
∑
〈i j〉,σ
c†iσc jσ −
∑
i,σ
(
Ui + µ
)
c†iσciσ, (1)
Hsc = −V
∑
i
c†i↑c
†
i↓ci↓ci↑. (2)
Here c†iσ (ciσ) is creation (annihilation) operator of electron
with spin σ on the i-th site of a periodic chain, µ is the chem-
ical potential, Ui is the on-site potential, and t is the nearest-
neighbor hopping constant, which is set to 1 for convenience
in the following discussions. The Aubry-Andre´ (AA) model
corresponds to an incommensurate Ui = J cos(2piQxi), where
Q is an irrational number and xi is position of the i-th site, so
that the local potential becomes incommensurate with the un-
derlying lattice. In this study, Q is set to be the golden ratio,
(
√
5 − 1)/2, and is approximated by the Fibonacci sequence
Q ≈ Fn−1/Fn numerically, where Fn is the n-th Fibonacci
number. Hsc describes the s-wave superconducting coupling
and V is the pairing strength. The AA model, described by H0,
exhibits a self-duality and a sharp localization-delocalization
transition driven by strength J of the incommensurability. It
displays a spectrum consisting entirely of extended states for
J < 2, and of localized states for J > 2. The quantum critical
point J = 2 is characterized by a self-similar spectrum with
all eigenstates becoming critical [18].
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2Standard Bogoliubov-de Gennes (BdG) method is used to
solve this system [19]. Applying mean-field decomposition to
the superconducting term, we obtain an effective Hamiltonian
Heff = H0 +
∑
i
(
∆ic
†
i↑c
†
i↓ + ∆
∗
i ci↑ci↓
)
, (3)
where ∆i = V〈ci↑ci↓〉 is the local pairing amplitude to
be determined self-consistently from the solution of Heff .
The quadratic effective Hamiltonian can be solved by Bo-
goliubov transformation, ciσ =
∑′
n
(
uniσγn − σvn∗iσγ†n
)
, c†iσ =∑′
n
(
un∗iσγ
†
n − σvniσγn
)
, where γ†n and γn are the creation and an-
nihilation operators for Bogoliubov quasiparticle at state n and
the prime sign means the sum is over all positive quasiparticle
state En > 0. The u and v coefficients are obtained from the
BdG equations,∑
j
(
hi j ∆i
∆∗i −h∗i j
) (
u j↑
v j↓
)
= En
(
ui↑
vi↓
)
, (4)
where hi j = −tδ〈i j〉 − (J cos(2piQxi) + µ)δi j and ∆i =
V
2
∑
n uni↑v
n∗
i↓ tanh (En/2kBT ).
Since the emergence of superconductivity requires the
phase rigidity of the Cooper-pair condensates in an inhomo-
geneous state, here we use the superfluid stiffness Ds [20] to
characterize the long-range phase coherence. It is given by
Ds
pi
= −〈Kx〉 + Πxx(q→ 0, ω = 0), (5)
where 〈Kx〉 is the averaged kinetic energy and Πxx(q, ωn) =
1
N
∫ β
0 dτ exp(iωnτ)〈Jx(q, τ)Jx(−q, 0)〉 is the retarded corre-
lation function of the particle current operator, Jx(q) =
it
∑
l exp(−iq ·xl)(c†l+s,σcl,σ−c†l,σcl+s,σ) [19, 21, 22]. In the well
localized phase, the global phase coherence is established by
a weak Josephson type coupling between superconducting is-
lands [23]. The energy of the superconducting condensate can
be approximated as E ∝ −Ds ∑〈i, j〉 cos(θi − θ j), where θi is the
phase of the superconducting order parameter at i-th island.
Although strictly speaking, there is no long-range super-
conductivity order in 1D, our mean-field approach to the su-
perconducting AA model should be viewed as a quasi-1D ap-
proximation to either 2D or 3D incommensurate superconduc-
tivity. With this understanding, superconductivity is destroyed
by suppressing either the amplitude of the order parameter or
the phase coherence. In the extended state as in the case of
conventional BCS theory, Tc is limited by the averaged am-
plitude of the order parameter over the whole system. In the
localized state, Tc is limited by phase fluctuation and is pro-
portional to the zero temperature Ds, which measures the cou-
pling between different superconducting islands. Here we de-
fine two temperature scales: Tc1 is the temperature when ∆
vanishes throughout the system, and Tc2 = Ds(T = 0) repre-
sents the energy scale of phase coherence. And we estimate
the transition temperature Tc of our system by min(Tc1, Tc2).
BdG calculation results of Tc1 and Tc2 of a system with
size L = 233 are presented in Fig. 1. Tc1 increases mono-
tonically with J. In the localized state, Tc1 corresponds to
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FIG. 1. (a) Critical temperature and zero temperature superfluid stiff-
ness as a function of J at V = 1. Tc1 determined from the averaged
amplitude of the order parameter is enhanced as J increase while
Tc2 ≡ Ds(T = 0) decrease exponentially as the system enters local-
ized region. Inset is a schematic phase diagram based on (a), which
shows the existence of a superconducting (SC) dome near the local-
ization quantum critical point (QCP). (b) Tc1 vs V for J = 0, 2, 4.
The numerical results can be fitted by Tc1 ∝ e−0.17/V for J = 0,
Tc1 ∝ V1.6 for J = 2 and Tc1 ∝ V1.1 for J = 4. The inset plot is
the log-log plot to illustrate the power law. (c) Tc2 vs V in the local-
ized region, J = 3, 4.
the highest transition temperature among all superconducting
islands. As the electronic wave functions become more local-
ized by increasing V , the electrons can take full advantage of
the local pairing interaction, and as a consequence, local su-
perconductivity is enhanced. On the other hand, Tc2 is first
enhanced with increasing J until a critical Jc, whose origin
is unclear. As J is further increased, Tc2 starts to decrease
due to the loss of phase coherence between spatially localized
superconducting islands. The dependence of Tc1 and Tc2 on
J indicates the existence of a superconducting dome near the
localization transition at J = 2, as schematically depicted in
the inset of Fig. 1(a). It is also worth pointing out the different
nature of superconducting transition on the two sides of the
dome. In the extended regime corresponding to small J, the
system undergoes a superconductivity to metal transition due
to a vanishing amplitude of Cooper pairing upon increasing
temperature. In the localized phase, there is a temperature-
3driven superconductor-to-insulator transition caused by the
phase fluctuations of the superconducting order parameter. At
finite temperature, there is no sharp distinction between met-
als and insulators and we expect a smooth crossover tween
metallic and insulating state for temperature above Tc.
The dependence of Tc1 and Tc2 on V are plotted in Fig. 1(b)
for the three different types of electron eigenstates in AA
model. For extended wave function, Tc1 has a standard BCS
exponential relation with 1/V . In the localized state, the re-
lation between Tc1 and V is almost linear. Interestingly, at
the critical point J = 2, Tc1 increases with V according to a
power law: Tc1 ∝ V1.6. On the other hand, Tc2 ∝ exp(−1/aV)
in the localized state. Therefore in the weak coupling limit
V  t, Tc is exponentially weak in 1/V both in the localized
and extended regions, while Tc is enhanced significantly near
the localization transition as it depends on V by a power law.
In the AA model, the electronic spectrum form bands for
the extended states. Both for the critical and localized states,
instead of form bands, the spectrum is point-like [24]. There-
fore, it is likely that the chemical potential locates in the gap
of the single-particle spectrum, and therefore a threshold V is
required to trigger superconductivity.
The BdG method is restricted to a large V because the su-
perconducting coherence length ξ increases exponentially fast
for a weak V [ξ ∼ exp(1/N0V) with N0 the density of state].
This would require large system size L  ξ, which is practi-
cally impossible. To reach the weak coupling limit V/t  1
and also to understand the dependence of Tc1 on V , we pro-
vide analytical description based on Anderson’s idea of pair-
ing the time-revered eigenstates of the non-interacting sys-
tem [22, 25]. The non-interacting time-reversal symmetric
Hamiltonian H0 is bilinear and can be exactly diagonalized:
H0|ψασ〉 = α|ψασ〉, where α labels the exact eigenstates of H0.
We rewrite H in this basis, d†ασ |0〉 = |ψασ〉 and only consider
the pairing interaction between time-reversed states, |ψα↑〉 and
|ψα¯↓〉:
H′ =
∑
α,σ
αd†ασdασ − V
∑
α,β
Mαβd
†
α↑d
†
α¯↓dβ¯↓dβ↑, (6)
where Mαβ =
∫
ψ∗αψ∗α¯ψβψβ¯dr. Here ψα¯ is the time reversal
partner of ψα. The linearized gap equation for ∆β = V〈cβ¯↓cβ↑〉
at temperature Tc1 is
∆α = V
∑
β
Mαβ
∆β
2β
tanh
(
β
2Tc1
)
, (7)
The characteristic of the normal state electronic wave function
is contained in the M matrix.
For the extended states J < 2, wavefunctions extend over
the entire lattice and the amplitudes of wavefunctions scale as
the inverse square root of the system size L, |ψα| ∝ 1/
√
L.
Thus, Mαβ is independent of α, β and scales as 1/L, which
leads to a gap equation with the standard BCS form and there-
fore Tc1 ∝ e−1/aV . For the localized states, the wave func-
tions are confined in small regions characterized by a local-
ization length ξl and they scale as |ψα| ∝ 1/√ξl. The wave
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FIG. 2. (a) Mαβ plotted in full range of energy. The matrix element
Mαβ is plotted as a dot at x = εα, y = εβ and the magnitude of matrix
element is indicated by the color of the dot. (b) Zoomed in with a
factor of b = 13.8. The structure of the zoomed matrix is almost
identical to the original indicating Mαβ is self-similar at different en-
ergy scale.
function has negligible overlap with wave functions of other
states. As a result, only the diagonal terms of Mαβ are im-
portant, Mαβ = δαβ/ξl, which results in a linear dependence
of Tc1 on V , Tc1 ∝ aV . The results of Tc1 vs V at J = 4
is shown in Fig.1 (b). The dependence of Tc1 on V deviates
slightly from a linear behavior because of the nonzero overlap
of wave functions at different energies when J is not large.
In critical state J = 2, the spectrum is self-similar, which
is characterized by a multifractal exponent αM and its distri-
bution fM(αM) [26]. Therefore one would also expect Mαβ to
be self-similar, i.e. Mαβ ≡ M(α, β) = b−ηM(α/b, β/b). For
simplicity, we have assumed that M is characterized by a sin-
gle exponent η. Because the spectrum is discrete, this scaling
transformation is valid only for discrete value of b, as shown
in Fig. 2. It follows immediately Tc1 ∝ V1/(1+η). The value of
η is estimated by calculating the self-similar scaling of largest
elements in each small blocks of Mαβ. For L = 1597, the
matrix can only be scaled once due to the relatively large scal-
ing factor b ≈ 13.8 and the estimated exponent is η ≈ −0.19
which gives Tc1 ∝ V1.23. The scaling analysis agrees reason-
ably well with the numerical fitting result Tc1 ∝ V1.6. The
slight deviation in the exponent could be caused by the finite
size effect because extremely large system size is required to
capture the self similarity behavior of Mαβ with a rescaling
factor b ≈ 13.8. The single exponent approximation to the
scaling relation for the Mαβ can also cause deviation.
The power law dependence of Tc1 on V is due to the self-
similarity of Mαβ, which can be demonstrated in the Fibonacci
model with an onsite incommensurate potential given by Ui =
U(Qxi) and U(x) = −J for m−Q 6 x 6 m, J for m < x < m+
1−Q, where m is an arbitrary integer. The electronic spectrum
is always critical regardless the strength of the potential [17,
24, 27, 28]. It can be seen that in this model, Tc and V always
has a power law relation provided that the Fermi level is not
in a gap of the non-interacting spectrum. [20]
In the AA model, all eigenstates have the same spatial
characteristics, and the localization-delocalization transition
4is controlled by the strength J of the incommensurability. It is
also possible in certain class of incommensurate models that
the localized and extended states coexists in the spectrum and
are separated by a mobility edge, at which the wave functions
become critical. One can thus change the wave function char-
acteristics by tuning the chemical potential µ. Therefore there
can exist a superconducting dome as a function of µ near the
mobility edge. We demonstrate this scenario explicitly using
the generalized Harper model with a modulated incommen-
surate potential Ui = J cos(2piQxνi ). Without superconduct-
ing coupling, this model exhibit a continuous spectrum with
mobility edges at ±(2 − J) for 0 < ν < 1 and J < 2 [29].
The states at the band edge are localized and the states in
the middle of the band are extended. The BdG results of a
system of L = 987 show a enhancement of superconductiv-
ity near the mobility edge forming a superconducting dome,
Fig 3. When µ = −1.0 at J = 1, superconductivity is mainly
contributed from the states near the mobility edge which are
critical. Hence, there is a power law relation between Tc and
V at µ = −1.0. Superconductivity is suppressed when the
chemical potential is tuned to localized region. Our BdG re-
sults for µ = −2.0 show that Tc1 depends on V by a power law
with a smaller exponent. This power law dependence is due to
the relatively large V required by the BdG calculations, where
both the localized state and critical states contribute to super-
conductivity. In the weak coupling limit when only localized
states participate in the pairing, Tc1 scales with V linearly ac-
cording to Eq. (7).
We next consider a model where the localized and extended
states are separated by an energy gap in the spectrum. This is
realized using Ui = J1 cos(2piQxi)+J3 cos(6piQxi) [17]. In this
case, no critical state exists, and the dependence of Tc1 and
V follows either that for the extended states or for localized
states. [20]
In the critical or localized states, the effect of Coulomb in-
teraction is also enhanced [30, 31], similar to the pairing inter-
action. The effect of Coulomb interaction can be introduced
by an energy dependent pairing strength Vαβ = V
(
α − β
)
[32]
V
(
α − β
)
=

Vp − Vc
∣∣∣α − β∣∣∣ ≤ ~ωD
−Vc ~ωD <
∣∣∣α − β∣∣∣ ≤ ~ωc
0 ~ωc <
∣∣∣α − β∣∣∣ (8)
where ωD is the Debye frequency and ωc is the frequency as-
sociated with the Coulomb interaction. Vp < 0 is the attractive
interaction and Vc > 0 is the repulsive Coulomb interaction.
We calculate Tc1 using Eq. (7) for the AA model and found
that Tc1 is enhanced when the electronic wave functions are
tuned to be critical or localized by the incommensurate poten-
tial [20].
Let us discuss the relation of our work to others. Similar
phenomenology has been discussed in superconductors with
random disorders, where a power law dependence of Tc on V
is found based on scaling analysis near the localization tran-
sition [33]. The enhancement of Tc by disorders due to the
multifractal electronic state was studied theoretically [34] and
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FIG. 3. (a) Critical temperature and zero temperature superfluid stiff-
ness as a function of µ with V = 1, J = 1, ν = 0.7. The mobility
edges are at µ = ±1.0, marked by the dotted line in the plot. A super-
conducting dome exists near the mobility edge µ = −1.0. (b) Tc vs V
for µ = −0.25, −1.0, −2.0. For µ = −0.25, µ = −1.0 and µ = −2.0,
the numerical data can be described by Tc ∝ e−0.18/V , Tc ∝ V2.4,
Tc ∝ V1.6 respectively. The inset plot is the log-log plot.
observed in experiments [35]. The effect of random disorder
on superconductivity was studied by solving the BdG equa-
tion numerically in 2D. No enhancement of superconductivity
is found because of the absence of localization transition in the
standard Anderson model in 2D. [22] A different mechanism
for the enhancement of Tc due to the enhancement of density
of state by disorders was studied in Ref. [36]. It is argued that
impurities can cause spatial modulation in the pairing poten-
tial, which enhances Tc [37]. In these cases, the single particle
spectrum is continuous, which is different from that in the AA
model. The quasi-periodic potential has weaker effect on the
localization of electronic wave function than the random dis-
orders. This allows us to study the enhancement of the super-
conductivity near the localization transition or mobility edge
in 1D models.
To summarize, we studied the effect of incommensurate po-
tential on 1D s-wave superconductors and found an enhance-
ment of superconductivity near the localization transition in a
class of quasi-periodic crystals. At the localization transition,
Tc1 depends Vsc by a power law, which gives rise to a su-
perconducting dome near the localization critical point. In the
region with extended states, superconductivity is destroyed by
the suppression of the amplitude of the superconducting order
parameter; while in the localized states, superconductivity is
killed by the fluctuations of the phase of the superconducting
order parameter. Our results suggest a promising routine to
5enhance Tc of superconductors by incommensurate potentials.
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BdG calculation results for the Aubry-Andre´ model with s-wave pairing
Here shows the Bogoliubov-de Gennes (BdG) calculation results for the 1D s-wave superconductor under incommensurate
potential Ui = J cos(2piQxi). The results of local order parameter, probability distribution of local order parameter and density
of states, are shown in Fig. 4. It can be seen that for the extended states with J = 0, the system is a standard homogeneous
s-wave superconductor. When the system is critical at J = 2, superconducting order parameter oscillates in space as evidenced
by double peaks in the distribution ρ(∆). In the localized region with J = 4, there are superconducting islands with locally
enhanced superconductivity separated by insulating regions. In all cases, the spectrum is gapped around the chemical potential
E = 0.
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FIG. 4. BdG calculation results for a system of size L = 610 with V = 1.5 and T = 0.01. (a)∼(c) local order parameters as a function of
position at J = 0, 2, 4. (d)∼(f) probability distribution function of local order parameter obtained using histogram method. (g)∼(i) total density
of states as a function of energy.
Derivation and calculation of superfluid stiffness
As explained in the main text, the superfluid stiffness of the system is necessary for the estimation of critical temperature Tc2
in the localized region. Here shows the derivation of superfluid stiffness expressed in the BdG framework. The derivation based
on the method used in Ref. [19]. Consider a general Hamiltonian,
H =
∑
i, j,σ
c†iσ
[
−ti j −
(
µ +
U
2
− U impi
)
δi j
]
c jσ + U
∑
i
ni↑ni↓ − V2
∑
i, j
nin j (9)
7We consider short range hopping. The particle current and the local kinetic energy associated with the x-oriented hopping can
be written as,
JPx (r i) = i
∑
σ
∑
j>i
(
x j − xi
)
a
ti j
(
c†jσciσ − c†iσc jσ
)
(10)
Kx (r i) = −
∑
σ
∑
j>i
(
xi − x j
)2
a2
ti j
(
c†iσc jσ + c
†
jσciσ
)
(11)
Here a = 1 is the lattice constant. The local conductivity can written in terms of these two operators,
σxx (r i, ω) =
e2
ω
e−iq·r i
∫ t
−∞
eiω(t−t
′)
〈[
JPx (r i, t) , J
P
x (−q, t′)
]〉
dt′ − ie
2
ω
〈Kx (r i)〉 , (12)
where 〈· · · 〉 is the expectation value of the operator. Average over the spatial variable r i,
σxx(q, ω) =
1
N
∑
i
σxx (r i, ω) =
e2
Nω
∫ t
−∞
eiω(t−t
′)
〈[
JPx (q, t), J
P
x (−q, t′)
]〉
dt′ − ie
2
ω
〈Kx〉 , (13)
where 〈Kx〉 = 1N
∑
i 〈Kx (r i)〉. The correlation function is only a function of the time difference t − t′, which allows a Fourier
transform to frequency domain,
σxx(q, ω) =
e2
iω
[
i
N
∫ ∞
−∞
eiωtθ(t)
〈[
JPx (q, t), J
P
x (−q, 0)
]〉
dt + 〈Kx〉
]
=
e2
iω
[−Πxx(q, ω) + 〈Kx〉] (14)
where Πxx(q, t) = − iN θ(t)
〈[
JPx (q, t), J
P
x (−q, 0)
]〉
and Πxx(q, ω) =
∫ ∞
−∞ e
iωtΠxx(q, t)dt. The superfluid stiffness Ds is given by,
Ds
pi
= − 〈Kx〉 + Πxx(q→ 0, ω = 0) (15)
Here e is set to 1 and dropped in the final expression. In the absence of spin-orbit coupling and other spin-flip scattering terms,
the dimension of the BdG equation can be reduced from 4N to 2N. In this case, the BdG transformations are
ci↑ =
′∑
n˜
(
un˜1i↑ γn˜1 − vn˜2∗i↑ γ†n˜2
)
, c†i↑ =
′∑
n˜
(
un˜1∗i↑ γ
†
n˜1 − vn˜2i↑ γn˜2
)
(16)
ci↓ =
′∑
n˜
(
un˜2i↓ γn˜2 + v
n˜1∗
i↓ γ
†
n˜1
)
, c†i↓ =
′∑
n˜
(
un˜2∗i↓ γ
†
n˜2 + v
n˜1
i↓ γn˜1
)
(17)
The prime sign above the summation indicates that only states with positive energy are included. Note that the reduction
of Hamiltonian also divides the eigenvalues into two groups and the subscript of n˜1 and n˜2 means that they correspond to
different set of eigenvalues En˜1 and En˜2 . Thus there is a set of anti-commutation relations:
{
γ†n˜1 , γm˜1
}
= δn˜1m˜1 ,
{
γ†n˜2 , γm˜2
}
= δn˜2m˜2 ,{
γ†n˜1 , γm˜2
}
=
{
γ†n˜2 , γm˜1
}
= 0. The kinetic terms can be written in terms of u and v as,
〈Kx〉 = − 1N
∑
n(en≥0)
∑
iσ
∑j>i
(
xi − x j
)
2ti j
[(
un∗iσu
n
jσ + c.c
)
f (En) +
(
vn∗jσv
n
iσ + c.c
)
(1 − f (En))
] (18)
f (E) is the Fermi function. The current-current correlation function can be written as,
Πxx(q, ω) =
2
N
∑
n˜1,m˜1
An˜1m˜1↑(q)
[
A∗n˜1m˜1↑(q) + Dn˜1m˜1↓(−q)
]
ω +
(
En˜1 − Em˜1
)
+ δi
(
f
(
En˜1
) − f (Em˜1))
 , (19)
where
An1n2σ(q) =
∑
i
e−iq·r i
∑
j>i
(
x j − xi
)
ti j
[
un1∗jσ u
n2
iσ − un1∗iσ un2jσ
]
, (20)
Dn1n2σ(q) =
∑
i
e−iq·r i
∑
j>i
(
x j − xi
)
ti j
[
vn1jσv
n2∗
iσ − vn1iσvn2∗jσ
]
. (21)
For nearest hopping, j = i + 1 and the summation
∑
j>i
(
x j − xi
)
ti j is reduced to t. Using the above equations, one can calculate
the superfluid stiffness Ds by solving the BdG equation.
8M matrix formulation
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FIG. 5. Tc vs V calculated using the M matrix formulation for system size L = 987 at (a) J = 0, (b) J = 2, (c) J = 4
Consider a 1D s-wave superconductor with an incommensurate potential described by the Hamiltonian,
H = Hsc + H0 (22)
H0 = −t
∑
i, j,σ
c†iσc jσ − J
∑
i,σ
cos(2piiQ)ciσc
†
iσ (23)
9Hsc = −V
∑
i
c†i↑c
†
i↓ci↓ci↑ (24)
where Q is an irrational number and i is the position of site. We set Q = (
√
5− 1)/2. Without superconducting pairing term Hsc,
the eigenstates are extended for J/t < 2 and localized for J/t > 2. The model has a critical point at J/t = 2. The non-interacting
Hamiltonian H0 is quadratic and can be diagonalized: H0 |ψασ〉 = α |ψασ〉. In the weak-coupling |V | /t  1, we can rewrite H in
this basis and retain pairing interaction only between time reversal partner states,
H′ =
∑
i,σ
αc†ασcασ − V
∑
α,β
Mαβc
†
α↑c
†
α¯↓cβ¯↓cβ↑ (25)
Mαβ =
∫
ψ∗αψ
∗
α¯ψβψβ¯ dr =
∫
|ψα|2
∣∣∣ψβ∣∣∣2 dr (26)
ψα¯ is the time reversal state of ψα. Using the BCS mean-field approximation, ∆β = V
〈
cβ↓cβ↑
〉
, the self-consistent equation can
be therefore written using the M matrix
∆α = V
∑
β
Mαβ
∆β
2Eβ
tanh
(
Eβ
2T
)
(27)
where Eβ =
√
∆2β + 
2
β . This formulation allows us to study the relation between the critical temperature Tc1 and the supercon-
ducting coupling strength V in the weak coupling regime which is inaccessible for the numerical BdG calculations.
For extended state, all wavefunctions extend over the entire lattice and the amplitude of wavefunctions scales as the inverse
square root of the lattice size, |ψα| ∝ 1
/√
L . Thus, Mαβ becomes independent of α and β and scale as Mαβ ∝ 1 /L . The order
parameters satisfy ∆α = ∆β = ∆, and we obtain
1
V
=
∑
β
1
L
1
2Eβ
tanh
(
Eβ
2T
)
(28)
We can transform the discrete summation over states to an integration of energy by introducing the density of state (DOS),
N() = 1L
∑
β δ
(
 − β
)
. In the weak coupling limit, we can approximate N() by the density of state at Fermi surface N0 and
rewrite equation (28) as
1
V
= N0
∫
1
2E
tanh
( E
2T
)
d (29)
where E =
√
∆2 + 2. When the temperature approaches the critical temperature from below T → T−c , the order parameter goes
to zero from above ∆→ 0+ and E ≈ . Introducing an integration cutoff ~ωc  Tc, we have
1
VN0
=
∫ ~ωc
0
1

tanh
(

2Tc
)
d = ln
(
~ωc
2Tc
)
− ln γ (30)
where γ is a constant number. Therefore, the critical temperature is given by,
Tc =
~ωc
2γ
exp
(
− 1
N0V
)
(31)
In the localized state, the wavefunctions are confined in small regions characterized by a localization length ξl and they scale
as |ψα| ∝ 1
/√
ξl . The wavefunction has almost no overlap with wavefunctions of other states, as a result, only diagonal terms of
Mαβ are important. Thus the M matrix has the form, Mαβ = δαβ/ξl. The gap equation (27) becomes,
∆ = V
1
ξl
∆
2E
tanh
( E
2T
)
(32)
where E =
√
∆2 + 2. When   ∆, this equation only has zero solutions ∆ = 0. When  ≈ 0, this equation becomes
∆ = V
1
ξl
∆
2∆
tanh
(
∆
2T
)
(33)
10
Near the critical temperature, the order parameter ∆ is small and we can obtain
∆ =
V
2
1
ξl
∆
2Tc
(34)
Therefore, the critical temperature is linearly proportional to V
Tc =
V
4ξl
(35)
In the localized state, Tc increases with J because ξl decreases with J, which is consistent with the BdG results. In general
cases, the M matrix can be calculated numerically using the wavefunctions obtained from diagonalizing the Hamiltonian. Tc
corresponds to the largest eigenvalue of the linearized gap equation. In practice, we find the corresponding V for a given Tc.
This method gives accurate Tc same as the result obtained from BdG calculation.
M matrix formulation with Coulomb interaction
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FIG. 6. Tc1 vs J of the superconducting AA model with Coulomb interaction for system size L = 987 with several Vcs at (a) Vp = 0.5 and (b)
Vp = 1.0.
Here we study the effect of Coulomb interaction on the critical temperature of 1D s-wave superconductor under an incom-
mensurate potential. The effect of Coulomb interaction is introduced by an energy dependent Vαβ = V
(
α − β
)
:
V
(
α − β
)
=

Vp − Vc
∣∣∣α − β∣∣∣ ≤ ~ωD
−Vc ~ωD <
∣∣∣α − β∣∣∣ ≤ ~ωc
0 ~ωc <
∣∣∣α − β∣∣∣ , (36)
where ωD is the Debye frequency and ~ωc is the frequency associated with the Coulomb interaction. Vp is the attractive
interaction, Vc > 0 is the repulsive Coulomb interaction. The linear gap equation becomes,
∆α =
∑
β
VαβMαβ
∆β
2β
tanh
(
β
2Tc
)
(37)
We take ~ωD = 0.3, ~ωc = 0.5. The results of Tc1 vs J of superconducting AA model with Coulomb interaction are shown
in Fig. 6. Tc1 for a given J is suppressed by the Coulomb interaction, and it is enhanced when the system is tuned to the more
localized side at a given Vc by increasing J. Note that Tc1 is determined from the amplitude of the order parameter. When
the system enters the localized region J > 2, the superconductivity is limited by superfluid stiffness, which is suppressed due
to localization. Thus, a superconducting dome around the localization transition is expected even in the presence of Coulomb
interaction.
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FIG. 7. IPR vs E for J = 1, ν = 0.7. The two dot lines at µ = ±1 indicate the mobility edges.
Additional Results of other 1D incommensurate models
Modulated cosine model
The modulated cosine model has a modulated incommensurate potential Ui = J cos(2piQxνi ). The model has two mobility
edges at µ = ±J and the spectrum is continuous as shown in Fig. 7. Here we introduce the inverse participation ratio (IPR)
In =
∑
xi |ψn(xi)|4
(∑
xi |ψn(xi)|2
)−2
, where ψn(xi) is the n-th eigenfunction of H0. In is finite for a localized state but vanishes as
1/Ld for an extended state. Here L is the linear system size and d the spatial dimension. The states near the mobility edges are
critical which leads to a power-law dependence between Tc and V when µ ≈ ±1 as shown in the main text.
Fibonacci model
The Fibonacci model has an incommensurate potential: Ui = U(Qxi) and U(x) = −J for m − Q 6 x 6 m, J for m < x <
m + 1 − Q, where m is an arbitrary integer and Q =
(√
5 − 1
)
/2. The key characteristics of this model is that it is always
critical regardless the strength of J. The spectrum exhibits self-similarity, see Fig. 8. Tc vs V has an approximately power-law
dependence as long as µ is not in the spectrum gap of the normal state, see Fig. 9.
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FIG. 8. Spectrum of Fibonacci model for system size L = 6765 and zoomed in spectrum of bands in the center.
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FIG. 9. Tc1 vs V calculated using the M matrix method with J = 1 , (a) µ = −0.4293, (b) µ = 2.06156 for the Fibonacci model with L = 987, .
Double cosine model
The double cosine model has an incommensurate potential, Ui = J1 cos(2piQxi) + J3 cos(6piQxi). This is a special case of the
general Harper model with incommensurate potential Ui =
∑
n Jn cos(2npiQxi). Unlike the general Harper model with modulated
potential mentioned in the main text, this model does not have mobility edges, therefore, the system doesn’t have bands with
critical states. The results of Tc1 and Tc2 vs µ are presented in Fig. 10. There is no superconducting dome because of the absence
of the critical states when µ is swept.
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FIG. 10. Tc1 and Tc2 vs µ for the double cosine model L = 377 with J1 = 0.75 and J3 = 0.75.
Analysis of the M matrix structure at the critical point
Here we study the structure of the M matrix and explained how to estimate the exponent η in the self-similarity scaling of M
matrix when the system is critical. The scaling property of M immediately leads to a power-law relation between Tc and V . If
the superconducting coupling strength V is scaled by a factor α, V → αV , the energy level  must also be scaled by a factor b,
 → b, to maintain the form of the gap equation unchanged. The term in tanh is dimensionless, thus the temperature T must
also be scaled by b. From this scaling argument, we can obtain the power-law dependence Tc1 ∝ V1/(1+η) .
The spectrum of AA model is self-similar at J = 2. At J = 2, the spectrum does not have any continuous bands and for a
finite system there is no one-to-one correspondence between the original M matrix and the zoomed one. Therefore, the value
of η is estimated by calculating the self-similar scaling of largest elements in each small blocks of Mαβ. The scaling exponent
of each block is then averaged to obtain the final η. For system size L = 6765, the estimated exponent is η ≈ 0.19 which
gives Tc1 ∝ V1.29.
