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ABSTRACT
Forecasting the future is a notoriously difficult task. To overcome
this challenge, state-of-the-art forecasting platforms are âĂİhy-
bridized", they gather forecasts from a crowd of humans, as well
as one or more machine models. However, an open challenge re-
mains in how to optimally combine forecasts from these pools into
a single forecast. We proposed anchor attention for this type of
sequence summary problem. Each forecast is represented by a train-
able embedding vector, and use computed anchor attention score
as the combined weight. We evaluate our approach using data from
real-world forecasting tournaments, and show that our method
outperforms the current state-of-the-art aggregation approaches.
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1 INTRODUCTION
The “wisdom of crowd effect” has been demonstrated as a successful
approach in diverse domains [22], extending to complex problem
solving tasks such as reconstructing gene regulatory networks [11]
or geopolitical forecasts [23].
Forecasting the outcome of rare events is a notoriously difficult
problem, where even experts in the domain area relevant to the
forecasting problem fail to significantly outperform a random base-
line [23]. One way to tackle these problems is to have a multitude
of forecasters working on the same problem, in effect creating a
crowdsourcing framework around these problems.
Recent attention has been devoted to producing geopolitical
forecasting systems using various crowdsourcing methods. These
efforts were impelled by the Intelligence Advanced Research Project
Agency (IARPA), who in 2011 launched a research program called
Aggregate Contingent Estimation (ACE) to enhance the accuracy
and precision of crowdsourced geopolitical forecasting systems.1
The wisdom of the crowd approach was able to generate fairly
accurate forecasts across a wide range of forecasting problems [24]
Recent efforts have sought to hybridize these forecasting en-
deavors. In hybridized forecasting, human forecasters are paired
with machine models in the effort of generating more accurate
forecasts about these events. The general idea is that humans are
more capable of reasoning over qualitative data (e.g., news articles),
while machine models are capable of processing numerical data at
1https://www.iarpa.gov/index.php/research-programs/ace
(a) What will be the long-term inter-
est rate for Hungary in July 2018?
Correct Answer: More than 2.8
(b)Will UK’s PrimeMinister Theresa
May vacate office between 6 Decem-
ber 2018 and 15 January 2019?
Correct Answer: No
Figure 1: Mean probability of daily forecasts for two sample
questions.
a scale beyond human capacity. Combining these sources should
optimally lead to an aggregated forecast that is more accurate than
that produced by either source independently.
While assessing the quality of each source is important to un-
derstanding the best way to combine them, the strategy by which
these sources of input should be combined is not clear. Previous
work [1, 19, 25] has identified linear combinations among forecaster
estimates. However, such an approach is not optimal, since it as-
signs a single static weight to each forecaster towards a variety
of forecasting problems. In the model proposed in this work, the
combination weight is conditioned on the question, forecaster, and
time, and is more flexible than a single static weight per forecaster.
The key insight to this method is the anchor attention models
learn a representation that could recall the best human and machine
forecasters for a given question. In essence, the model assesses the
quality of each source based on its past performance. Specifically,
our contributions are the following:
(1) Propose Anchor Attention, a novel attention architecture
that is not sensitive to the last input element and more suit-
able for sequence summary tasks.
(2) Experiment results on real-world forecast tournamentswhich
show Anchor Attention outperforms linear baselines[1].
2 RELATEDWORK
The general framework of crowdsourced platforms for forecast
generations consists of two main components. First, elicitation
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techniques are developed to acquired information from several
human experts regarding the predictions about future events. Elic-
iting crowd information techniques range from prediction mar-
kets [27, 28] to prediction polls [12, 24]. Second, aggregation algo-
rithms are developed to generate a prediction about future events
based on all the information gathered from the crowd. [1] presents
an experimental comparison between prediction markets and ag-
gregated prediction polls. The prediction market was more accurate
than the simple mean of forecasts from prediction polls. However,
prediction polls outperformed prediction markets when forecasts
were aggregated using a linear weighted combination with tempo-
ral subsetting and extremization. We will compare our methods to
those proposed by [1], which are described in detail in Section 5.1.
Even though linear aggregation methods are the most popular
approach for combining probability forecasts, [18] proved theoreti-
cally that this approach is sub-optimal on its own. Thus, any tech-
nique based on linear pooling requires a non-linear recalibration
or extremization to improve performance [2]. This has motivated
other methods for aggregating probabilities in a non-linear way.
[19] introduces a model-based aggregator that maps the probabil-
ities into the log-odds space, allowing to model the probabilities
using the Normal distribution. This approach has been extended in
[20] to exploit the temporal correlation between forecasts, similar
to standard time-series approaches like autoregressive integrated
moving average (ARIMA), where future forecasts are a linear com-
bination of past forecasts.
Pertaining to neural network based aggregation methods, to the
best of our knowledge, there are two relevant papers. [4] imple-
mented a network of three fully connected layers, tailored for tasks
such as data annotation or labeling, to aggregate crowd opinions.
Given the nature of the task in mind, their method is unable to learn
the temporal relation and historical performance of the forecasters.
Besides, their method requires that each participant responds to
all questions. [16] proposed a method capable of learning from his-
torical performance, but it is only able to rank individual forecasts
without aggregating them.
The attention model proposed by Vaswani et al. [26] is widely
used in NLP communities as an efficient and versatile sequence to
sequence modeling architecture. We borrow some elements from it
when designing our anchor attention sequence summary architec-
ture.
3 CROWD FORECASTING PLATFORM
In this work, we study forecasts about geopolitical events. These
forecasts are created on a forecasting platform we developed, Syn-
ergistic Anticipation of Geopolitical Events (SAGE)[15]2. Our hy-
bridized forecasting platform contains not only human input, but
also that from machine models. The system uses recruited partici-
pants from Amazon Mechanical Turk. The forecasters are paid $16
for two hours of work and are invited back each week to create new
forecasts and update existing ones. Forecasters are paid for their
forecasting effort: they are paid for participation, not for accuracy.
The dataset consists of the forecasts, as well as the forecasts gener-
ated by machine models on the same questions. Upon publication,
2https://sage-platform.isi.edu/
Table 1: High-level statistics of our data.
Name Value
Number of Questions 375
Number of Human Forecasters 2240
Number of Machine Models 3
Table 2: Summary statistics of the questions and forecasts in
our dataset. STD is the sample standard deviation.
Statistic Min Median Mean (STD) Max
Forecasts per Question 9 192 265.2 (204.6) 1029
Forecasts per User 1 32 44.4 (63.2) 1339
Users per Question 8 108 173.6 (148.9) 669
Days Question is Open 1 42 53.3 (42.2) 184
we will release an anonymized version of these forecasts as well as
the questions themselves.
3.1 Forecasting Tournament Overview
All of the forecasting problems take the following form. Each ques-
tion pertains to categorical or ordinal geopolitical events. For exam-
ple, “What will be the long-term interest rate for Hungary in July
2018?” (ordinal) or “Will UK’s Prime Minister Theresa May vacate
office between 6 December 2018 and 15 January 2019?” (categorical).
Figure 1 depicts the answer options for both questions. Questions
remain open (available for forecasting) for a predetermined amount
of time, except for “contingent stop” questions. The question about
Theresa May is contingent stop as it will close either on 15 Jan-
uary 2019 or in the case that she vacates office anytime before
that. During the time that the question is open, forecasters can
generate forecasts. Both users and machines enter their forecasts
by assigning a probability to a set of predefined answer options.
Each question contains 2 to 5 answer options. The answer op-
tions are non-overlapping and are generated based upon historical
data values for the quantity in question. Finally, the resolution cri-
teria provide the user with an explicit link to resolution criteria,
including the source that will be used to decide the correct answer
to the question. In this example, the question is resolved based on
data reported by the Organization for Economic Cooperation and
Development (OECD). Figure 1 illustrates two examples showing
the daily average forecast for reach question. Notice that in both
questions as they became closer to their resolution date, forecasters
have more and new information available, thus the consensus shifts
towards the correct answer. For this reason, a single static weight
is not optimal.
3.2 Human Forecasting
The participants of the study were recruited through the Amazon
Mechanical Turk platform as well as through advertisements con-
ducted on blogs and periodicals related to geopolitical forecasting.
Recruitment was done exclusively before the beginning of the study.
Forecasters were free to provide forecasts to any number of open
2
questions that were available. To maintain user engagement, new
questions were added to the platform each week. The duration that
a question was active varied in length from 3 days to 184 days,
and some contingent stop questions closed early when the event
occurred before the close date. Forecasters are allowed and encour-
aged to update their predictions as they receive new information
over time. If a user updates his/her forecasts over time, both old
and new forecasts by the user on the question are used.
Overall, we had 2, 240 participants producing 98, 258 forecasts
over 375 questions. Table 1 shows a summary of the data we col-
lected. There was a wide variance in the number of forecasts a
given question received. This was due to difficulty, which primarily
stems from the amount of research required to generate a forecast.
3.3 Machine Predictions
Given that questions covered a broad set of geopolitical topics and
different data sources, we used a general approach to forecast time
series to produce machine forecasts from the historical data rele-
vant to each question. Specifically, we used three types of machine
models: 1) AutoRegressive Integrated Moving Average (ARIMA) [6];
2) M4-Meta [10]; and 3) Arithmetic Random Walk (RW).
4 METHODOLOGY
4.1 Preliminary
We consider a set ofQ (|Q | = q) multiple-choice questions. For each
question i ∈ Q , it has ni answer options, and these answers may be
categorical or ordinal. There is exactly one correct answer oi . Each
question has a start date and an end date. The system needs to make
an aggregated forecast each day between the start and end date.
The questions are posed to a set ofU (|U | = u) participants. Each
participant j ∈ U assigns probabilities for all answer options in a
question of their choice, denoted as vector Pi j . A forecaster may
enter and update his/her estimate at any time while the question is
open. The same procedure applied to machine- generated forecasts.
In the rest of the paper, we use forecasters to refer to both human
forecasters and machine models.
The target is to recover the correct answer, which is represented
as a one-hot vector with weight on the correct answer option. This
could be recovered from a series of noisy observations coming
from the human forecasters and machine models. At time t ′, the
aggregator needs to make a prediction Ot ′ = f (Pt |t ≤ t0). The
number of aggregated forecasts to be made is usually much smaller
than the number of individual forecasts.
As mentioned above, we consider several additional features
when training the model. These include static features and time-
variant features. Examples of static features include the question’s
high-level category (e.g., politics, economics), and the number of
answer options. Examples of time-variant features include linear
and sinusoidal position embedding[26], the number of forecasters,
and the variance of the average forecast. [26].
4.2 Attention Model
Attention model[26] has shown to be an efficient and versatile
sequence modeling architecture. But to make it works in forecasts
aggregation task, some modification is needed, especially on its
self-attention layer. Otherwise, it’s prone to overfit and oscillating
during training.
4.2.1 Issue with Self Attention. Following the notation in [26],
we denote the input vector asX , and three trainable weight matrices
asWQ ,W K ,WV . The common practice in self-attention models is
to use the last hidden state Hi as a representation of information
in X until time step i .
Q = X ·WQ ,K = X ·W K ,V = X ·WV . (1)
αi j = aliдn(Qi ,Kj ) =
exp(Qi · KTj /
√
dk )∑
j′ exp(Qi · KTj′/
√
dk )
. (2)
Hi = (V1,V2, · · · ,Vi ) · (αi1,αi2, · · · ,αii )T , (3)
We can see Hi is most influenced by Xi (the last input), more
specifically its projection Qi , because Qi will be used as the query
vector to compute the alignment score with input from previous
time steps. For language tasks, this is desired, as the last token
usually contains important information (e.g., “?” implies a sentence
is a question). In the task of forecast aggregation, this is not desired.
Any forecast can be the last forecast at the moment of making an
aggregated forecast. The output of the aggregation system should
not be oversensitive to the last forecast.
4.2.2 Anchor Attention. Anchor attention use an anchor vector
A, which is independent of input sequence X, to replace the query
vector Q . Here A is the sentence embedding of question text that
captures the semantics of question. Now the alignment score is
calculated as:
αi j = aliдn(A,Kj ) =
exp(A · KTj /
√
dk )∑
j′ exp(A · KTj′/
√
dk )
. (4)
With this modification, we didn’t give forecasts at a particular
position any advantages.
[P1, U1, F1] [P2, U2, F2] [P3, U3, F3] … [Pi, Ui, Fi]
K1 K2 K3 … Ki V1 V2 V3 … Vi
[A, I1] [A, I2] [A, I3] … [A, Ii] 𝜶𝟏 𝜶2 𝜶3 … 𝜶i
WvWk
Dot
D1
D1
𝜎
Dot
Dot
Wo
O1
𝜎
Figure 2: Overview of proposed model.
4.2.3 Walk through of the model. Denote Pi ∈ R5 is i-th forecast
for a question.Ui is its corresponding forecaster embedding. Fi is its
corresponding additional feature vector. (eg: number of forecasters,
and variance of the forecast) Pi ,Ui , Fi are concatenated to formulate
a rich representation of that forecast.Wk ,Wv are two trainable
matrix, Ki ,Vi are two different projections of X, Ki = Xi ·W K ,Vi =
Xi ·WV . A is the sentence embedding of that question. Ii is the
3
time embedding of the moment making a aggregated forecast. Ki
and [A, Ii ] have the same dimension. αi ∈ R = Ki · [A, Ii ]T . Similiar
to the look backward attention [17], if an aggregated forecast is
made at time D j , only forecast occurred before D j will be selected.
Note that i, j are index for individual forecasts and aggregated
forecasts, respectively. They are not aligned, for example. when
the first aggregation is made at D1, it’s possible that there are 3
individual forecasts have occurred. Then the first aggregation result
O1 = σ (σ ([α1,α2,α3]) · [V1;V2;V3] ·Wo ), whereWo is an trainable
matrix in fully connected layer. In general, it could be described
as Oi = σ (σ ([α1,α2, · · ·αk ]) · [V1;V2; · · ·Vk ] ·Wo ), where Pk is the
last forecasts occurred before Di .
4.3 Brier Score Loss
We adopt a loss function that is based on the Brier score [3], which
is naturally used to assess the quality of a probabilistic forecast.
First, we define the Brier score and continue to describe how we
adapt it as a loss function in our approach.
Definition 4.1 (Unordered Brier Score). Given a forecast Pi j =
(p1,p2, . . . ,pn ), and the actual outcome oi ∈ ∆n , we use the Brier
score B(p) as a measure of accuracy:
B(p) =
n∑
i=1
(pi − oi )2 . (5)
While the above scoring is only for categorical questions, to
address the fact that some questions have ordered outcomes, i.e.
pk−1 is more favorable to pk−2 if the actual outcome index is k ,
we use the ordered Brier score, which is a variant that uses the
cumulative probabilities instead of the densities [7].
Definition 4.2 (Ordered Brier Score). Applying the cumulative
sum to the unordered Brier score yields the ordered Bothrier score.
B(p) = 1n−1
∑n−1
i=1
[(∑i
j=1 pj −
∑i
j=1 oj
)2
+
(∑n
j=i pj −
∑n
j=i oj
)2]
(6)
Given a question j of durationTj , and daily aggregated forecasts
Pt , t = 1, 2, . . . ,Tj , the score of the question is the mean daily Brier
score (MDB), which is an unweighted average of the Brier score
across days within a question. Finally, the overall evaluation for the
forecast quality of a method is the mean of mean daily Brier scores
(MMDB), i.e., the unweighted average of MDB among all questions.
We implemented MMDB as our loss function. E The ordered scoring
rule is used for ordered categorical questions. Using the ordered
Brier score enables the model to learn the ordinal relation between
answer options.
4.4 Embedding of question text and forecaster
id
The nature of the question may influence the performance of fore-
casters. We use word embeddings Mikolov et al. [14] to represent
the semantic meaning of the question’s text. We use pre-trained
embeddings from fastText [13]. For each wordwi in the question
text, we find a vector vi ∈ R300 as its representation. Then we take
the average of the respective vi for each word in the question as
the question embedding, which will be used as anchor vector A for
that question.
To build an embedding that considers the forecasters’ identity
and their similarity, we add a trainable embedding as part of the
network. The embedding is randomly initialized with uniform noise
between (−√3,√3) with zero mean, unit variance, and is trained
jointly with the entire network. For each forecaster id ui , we learn
a vectorUi as its embedding.
4.5 Model Configuration Detail
This model has an adaptive learning rate decay and weight reset
mechanism. If the validation set loss continues to increase for 5
epochs, we multiply the current learning rate by 0.95. If the valida-
tion set loss keeps increasing for 20 epochs, we reset the network
weight to the last state having the lowest validation set loss.
To avoid overfitting, we utilize dropout [21], Leaky ReLU [9]
in our implementation. Other configuration parameters are listed
below.
Table 3: Hyper parameters and training details.
Name Value
Embedding Dimension 300
Key, Value Dimension 64
Batch size 256
Training epoch 100 epochs, with weight reset
Learning rate 10−4, with adaptive decay
Optimizer Adam
5 EXPERIMENTAL RESULTS
We utilized human and machine forecasts on a wide range of fore-
casting problems from a hybrid forecast competition in our evalua-
tion. Some statics of this dataset are listed in Table 1.
5.1 Baseline Methods
We compare our approach to [1], who proposed an aggregation
method using temporal decay, differential weighting based on past
performance, and extremization. The approach outlined by [1] pro-
vides a simple yet strong performance baseline that outperforms
prediction markets for distilling the wisdom of crowds. The ap-
proach is the weighted aggregation of individual predictions for
each question into a single forecast:
pt,q ∝
∑
t,i
dt ×wγt,i × pt,i,q ,
where, pt,q is the weighted aggregate forecast for question q across
all individual forecasts. pt,i,q coming from user i at time t for ques-
tion q; dt is a temporal decay parameter which gives more weight
to recent forecasts;wt,i are individual weights for each forecaster i
and time t based on their past performance; and γ is the exponent
parameter for the individual weights. Finally, the aggregate fore-
cast pt is extremized based on Karmarkar’s equation [8] by a linear
transformation in the log-odds scale to move the distribution away
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Table 4: Results of 5-fold cross-validation across different
methods. We report the mean Brier score as well as the
quantile range (e.g., for our proposed anchor attention based
model, the forecast at the 25th percentile has a Brier score
of 0.037).
Method Mean (Variance) 25% 50% 75%
M0 0.321 (0.075) 0.126 0.249 0.432
M1 0.319 (0.100) 0.088 0.212 0.422
M2 0.304 (0.103) 0.073 0.192 0.419
Attention 0.251 (0.071) 0.037 0.173 0.382
from the uniform distribution 1/a, as follows:
log
(
(a − 1)pˆt,k
1 − pˆαt,k
)
= α
( (a − 1)pt,k
1 − pt,k
)
,
where pˆt is the final forecast probability distribution; α is the ex-
tremization parameter; a is the number of answer options, such that
k ∈ {1, 2, 3, · · · ,a}. For ordinal questions, we use the cumulative
probabilities instead of the densities.
We consider three variants based on [1]:
M0: Unweighted average with temporal decay.
M1: Weighted average with temporal decay and extremization.
M2: Weighted averagewith temporal decay, differential weight-
ing based on past performance and extremization.
All parameterswere trained using the training data: accuracyweights
for each participant were set to the inverse of their average Brier
across the questions they answered; the rest of the parameters were
estimated using grid search.
5.2 Performance Comparison
5.2.1 Average Brier score comparison. We perform 5-fold cross-
validation. Cross-validation is done at the question level, meaning
that all of the forecasts for a particular question are constrained
within their respective fold. We record the mean and standard
deviation of the Brier score across folds, and the quantile range
of all Brier scores in Table 4. Our proposed model has the lowest
average Brier score and quantile scores, along with the lowest
variance, suggesting our model is very stable.
We performed a one-sided test between M2 (strongest baseline)
and the proposed anchor attention method. The null hypothesis is
that the population mean Brier score of the Attention method is not
lower than the M2 method. Both methods have N = 375 questions.
According to Table 4, we could compute final test statistic is z=2.445
which translates to p = 0.0071. This p-value allows us to reject the
null hypothesis at alpha=0.01. This test concludes the proposed
anchor attention-based method gets a lower Brier score than M2
methods, so our results are significant.
5.2.2 Analysis of the Distribution of Brier Scores. Figure 3 shows
a violin plot depicting the distribution of Brier scores of each
method. We evaluate the Brier score distribution of aggregated
forecasts. The width of each violin is proportional to the ratio of
forecasts having that Brier score. The dotted line represents 25%,
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Figure 3: The distribution of the Brier scores for each
method.
50%, and 75% quantile. We observed that our proposed achieving
the lowest average Brier scores and quantile scores. Also, the high-
est (worst) Brier score is also comparable to the baseline model,
which means our model is robust.
Appendix Figures 9 and 10 provide alternative ways, that are
independent of Brier, to compare the methods based on calibration
and discrimination (AUC and ROC Curve) which are common in
classification tasks. The deep aggregation methods have better
discrimination with an AUC of 0.9, while the baseline methods
have 0.85.
5.2.3 Percentile of aggregated forecast among all individual fore-
casters. Next, we use the quantile metric [5] to compare the perfor-
mance of each ensemble method by their relative position on the
cumulative distribution of the corresponding individual scores. We
rank each aggregated forecast among all the individual forecasts.
The percentile of the ranking is plotted.
In Figure 4 we plot the distribution of the ranking of aggregated
forecasts among all individual forecasts. The smaller the ranking,
the lower the Brier score. We observe that for our proposed ag-
gregation methods, the aggregated forecasts are better than most
individuals. For example, half of the time, the proposed model beats
70% of the individual forecasters, while baseline methods beat ap-
proximately 50% of the individual forecasters.
5.2.4 Performance over time. We also compare the performance
of our methods as a function of how much time a question has
been open. As expected, the closer we are to the resolution date,
the better all aggregation methods perform. However, our methods
converge to the correct solution faster. Figure 5 shows the average
Brier score across all questions as a function of time.
We normalize the progress in the forecast period as 0 to 1 and
calculate the average Brier score across all questions along with
the forecast progress. We use 100 bins and the results are smoothed
with Gaussian kernel, sigma = 5. Figure 5 shows the average Brier
score across all questions along with the forecast progress, for each
method. As expected, the longer a question is being open (i.e., closer
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Figure 4: The distribution of ranks. A method that has more
forecasts in lower positions is better than one that has more
forecasts in higher ones.
Figure 5: Average Brier score across all questions along the
forecast progress, for eachmethod. Average Brier score over
progress of question, normalized from 0 to 1.
to the resolution date), all the aggregation methods perform better.
However, we observed that our models quickly reduce their Brier
score at the early stages of the question, and its overall Brier score is
also lower. The insight is our model could learn to find similarities
between questions and forecasters, so when a new question arrives,
it could quickly find the right forecasters to trust.
5.3 Visualization of Question Embedding
From the first figure, we find questions are not uniformly distributed
in the embedding space, they form various clusters. So we made the
second figure zoom in to the red rectangle region in the first figure.
We find those closely located questions are actually similar, they are
all asking about the closing price of some subject on different dates.
Figure 6: Question Embedding with t-SNE dimension reduc-
tion
It demonstrates that our model could find a good representation of
questions, and is aware of the similarity between them.
5.4 Visualization of User Embedding
Figure 7: User embedding with t-SNE dimension reduction
We find the forecasters are also not uniformly distributed, they
roughly formed two clusters. Interestingly, two machine models,
Auto ARIMA and Arithmetic RW are closely located in the embed-
ding space, while they are intrinsically similar (Arithmetic RW is a
special case of Auto ARIMA model). If we define good forecasters
as its top 10% Brier score is smaller than 0.1, we find these good
forecaster are mostly located in the upper cluster. It demonstrates
that our model could learn a good representation of forecasters.
6
Figure 8: Relation between attention score to Brier score.
The trend line shows a downward trend, indicating that
higher attention scores are given to forecasts with lower
Brier scores.
5.5 Analysis of Attention Scores
Figure 8 shows forecasts’ attention scores against their Brier scores.
We observe that attention score is negatively (coef=-0.089, p=1.2e-
195) correlated to Brier score, which means good forecasts (low
Brier) have higher weights in aggregation. Also, we observe there
are no points in the upper right corner, which means forecasts
with a high Brier score do not receive a high attention score. This
suggests that the model is learning representations that are useful
to distinguish good forecasts from bad ones.
6 CONCLUSION
In this work, we proposed a novel approach based upon deep neu-
ral networks to aggregate a hybrid set of forecasts. Using data
from real-world forecasting competitions, we have demonstrated
that this approach outperforms the current state-of-the-art in fore-
cast aggregation. Moreover, we showed preliminary evidence that
through learning an embedding of question and forecaster, the pro-
posed approach learns to pay attention to more accurate forecasts
while simultaneously combining human forecasters with machine
models (See Appendix Table 5).
While this work is undeniably focused on identifying quality
forecasters in a geopolitical event forecasting context, the results
here can be applied in other settings. For example, this approach
could be used to identify which workers are most appropriate to
choose for a given task in a micro tasking environment. Future
work will be to better understand the implications of this method in
other environments and to adapt our approach to identify quality
workers with a minimal amount of data.
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A ABLATION STUDY
This section is devoted to answering the following questions
(1) To what extent the machine forecasts help the aggregation?
(2) Does knowing the past performance of forecasters help?
We restrict the analyses to the subset of questions that have both
machine and human forecasts available (even in configurations that
only use humans or machine models). This subset is different from
the set of questions used in previous experiments. We conducted a
2x3 factorial design experiment. The first factor is whether or not
we can identify (with an id) when different forecasts are produced
by the same forecaster; the second factor is the type of forecasts
use as the input of the aggregation: only human forecasts, only
machine forecasts and both.
Figure 5 compares the Brier scores for this experiment. First, the
model’s performances are improved with the addition of forecaster
id, suggesting that the model learns to accurately weigh forecasters
based on their past performance. Second, with humans only or
machine models only, the score is not as good as having both,
however, this is only true if the model can differentiate a human
forecast from a machine based on the ids.
Table 5: Performance results for different inputs.
Feature Forecaster type Brier score
None Human 0.303
None Machine 0.319
None Human + Machine 0.303
Forecaster id Human 0.297
Forecaster id Machine 0.318
Forecaster id Human + Machine 0.290
B CALIBRATION AND DISCRIMINATION
Calibration refers to the ability to make forecasts that coincide
with the observed empirical frequencies of events being predicted.
Calibration error would be zero if the events with predicted proba-
bilities p actually occur about p percentage of the time. Therefore,
any deviation from the diagonal line suggests poor calibration. Fig-
ure 9 shows the calibration curves for each method. The x-axis is
divided into 10 bins, each spanning 10% on the probability scale.
The y-axis denotes the observed proportion of events that fall in
each bin.
Discrimination refers to the capacity to distinguish between true
positive outcomes and true negative ones. We use the AUC (Area
Under The Curve) ROC (Receiver Operating Characteristics) curve
to evaluate the discrimination of the models. The ROC curve plots
the probability of a true positive against that of a false positive.
Perfect resolution means all of the probability mass is under the
curve. Figure 10 shows the ROC curves for all methods.
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