Introduction
Solving systems of equations over free groups has been a very important topic in group theory. A major achievement was the algorithm due to Makanin and Razborov [11, 14] which gives a complete description of the solution set of an arbitrary finite system of equations over a free group. However, due to the inherent complexity of the structure of solutions of systems of equations, one cannot in general expect to be able to make sensible claims about some class of systems of equations. Nonetheless, there is hope for systems of equations in two unknowns.
In 1971, Hmelevskiȋ gave in [5] an algorithm to decide solvability as well as a description of the solutions of equations in unknowns x, y with coefficients in a free group F of the form w(x, y) = u, and t(x, F ) = u(y, F ). In 1983 Ozhigov [13] gave an algorithm and description of solutions of a general system of equations in two unknowns, but already here this description is excessively complicated.
In this paper, the first in a series on systems of equations in two variables over a free group, we reprove Hmelevskiȋ's result for equations of the form w(x, y) = u (see Theorem 2.16 ), but the proof we give is algebraic. We use the theory of fully residually free groups, which were shown by Remeslennikov to be key in studying solutions of systems of equations. These groups coincide with Sela's limit groups and have been the object of much recent interest. We give a nontrivial example of the use of techniques developed by Kharlampovich and Miasnikov [7, 8, 9] , and independently by Sela [17] . Namely we make explicit use of the properties of JSJ decompositions, describe canonical automorphisms, and construct so-called Hom or Makanin-Razborov diagrams to give solutions as nicely structured sets of pairs words. To our knowledge this is the first nontrivial application of this theory to a concrete problem.
F -groups and Algebraic Geometry
A complete account of the material in this section can be found in [2] . Fix a free group F . An equation in variables x, y over F is an expression of the form E(x, y) = 1 where E(x, y) = f 1 z 1 m1 . . . z n mn f n+1 ; f i ∈ F, z j ∈ {x, y} and m k ∈ Z. By an equation of the form w(x, y) = u we mean an equation
where u ∈ F, z j ∈ {x, y}. We view an equation as an element of the group F [x, y] = F * F (x, y). A solution of an equation is a substitution
so that in F the product E(g 1 , g 2 ) = F 1. A system of equations in variables x, y; S(x, y) = S; is a subset of F [x, y] and a solution of S(x, y) is a substitution as in (1) so that all the elements of S(x, y) vanish in F .
Definition 1.1. A group G equipped with a distinguished monomorphism i : F ֒→ G
is called an F -group we denote this (G, i). Given F -groups (G 1 , i 1 ), (G 2 , i 2 ) we define an F −homomorphism to be a homomorphism of groups f such that the following diagram commutes:
We denote by Hom F (G 1 , G 2 ) the set of F -homomorphisms from (G 1 , i 1 ) to (G 2 , i 2 )
In the remainder the distinguished monomorphisms will in general be obvious and not explicitly mentioned. It is clear that every mapping of the form (1)
is induced from such a mapping. It follows that we have a natural bijective correspondence
Let S = S(x, y) be a system of equations. The subset
We have a natural bijective correspondence
The radical of S is the normal subgroup
and we denote the coordinate group of S
It follows that there is a natural bijective correspondence Hom
of algebraic varieties. An F -group G is said to be fully residually F if for every finite subset P ⊂ G there is some f P ∈ Hom F (G, F ) such that the restriction of f P to P is injective.
Theorem 1.4. [15] S is irreducible if and only if F R(S)
is fully residually F .
Rational Equivalence
We refer the reader to [10] for details on Nielsen theory.
such that the restriction φ| F is the identity. Two systems of equations S, T are said to be rationally equivalent if φ(S) = T , for some φ ∈ Aut F (F [x, y]).
is generated by the elementary Nielsen transformations on the basis {F, x, y} that fix F elementwise.
(ii) If S, T are rationally equivalent via φ ∈ Aut F (F [x, y]), then the natural map φ in the commutative diagram below is an isomorphism.
, then there exist words X(F, z) and Y (F, z) such that the set of solutions of w(x, y) = u is
Proof. Let S = {w(x, y)u}. By assumption there is φ ∈ Aut F (F [x, y]) that sends w(x, y) to x and φ extends to an F automorphism of F [x, y]. This means that S is rationally equivalent to T = {xu −1 }. The first thing to note is that F R(T ) is a free group, hence so is F R(S) . Hom F (F R(T ) , F ) is given by {(x, y) ∈ F × F |x = u, y ∈ F } the result now follows by precomposing with φ −1 , as defined in Proposition 1.6. Lemma 1.8. Let w ∈ F (x, y) and suppose that there is a presentation 
Splittings
We assume the reader is familiar with Bass-Serre theory, so we only describe enough to explain our notation. Definition 1.9. A graph of groups G(A) consists of a connected directed graph A with vertex set V A and edges EA. A is directed in the sense that to each e ∈ EA there are functions i : EA → V A, t : EA → V A corresponding to the initial and terminal vertices of edges. To A we associate the following:
• To each v ∈ V A we assign a vertex group G v .
• To each e ∈ EA we assign an edge group G e .
• For each edge e ∈ EA we have monomorphisms
we call the maps σ e , τ e boundary monomorphisms and the images of these maps boundary subgroups.
A graph of groups has a fundamental group denoted π 1 (G(A)). We say that a group splits as the fundamental group as a graph of groups if G = π 1 (G(A)) and refer to the data D = (G, G(A)) as a splitting.
We say that an element (or a subgroup) is elliptic if it is conjugable into a vertex group. Otherwise it is said to be hyperbolic. Definition 1.10 (Moves on G(A)). We have the following moves on G(A) that do not change the fundamental group.
• Change the orientation of edges in G(A), and relabel the boundary monomorphisms.
• Conjugate boundary monomorphisms, i.e. replace σ e by γ g • σ e where γ g denotes conjugation by g and g ∈ G i(e) .
• Slide, i.e. if there are edges e, f such that σ e (G e ) = σ f (G f ) then we change X by setting i(f ) = t(e) and replacing σ f by τ e • σ −1
A, replace G e by a copy of A and change the boundary monomorphism accordingly.
• Collapse, i.e. for some edge e ∈ EA, i(e) = w, deformation retract the edge e to some vertex w associate to w the group G w * Ge G t(e) or G w * Ge the definition of the new boundary monomorphisms follows naturally.
• Conjugation, i.e. for some g ∈ G replace all the vertex groups by G g v and postcompose boundary monomorphisms with γ g (which denotes conjugation by g).
1.4
The cyclic JSJ decomposition Definition 1.11. An elementary cyclic splitting D of G is a splitting of G as either a free product with amalgamation or an HNN extension over a cyclic subgroup. We define the Dehn twist along D, δ D , as follows. 
The following is proved in [16] :
Let G be an F -group. We say that a splitting of G is modulo F if F ≤ G is contained in a vertex group. A splitting D is almost reduced if vertices of valency one and two properly contain the images of edge groups, except vertices between two MQH subgroups that may coincide with one of the edge groups. 
modulo F , we define the group ∆ of canonical F −automorphisms of F R(S) to be generated by the following:
• Perhaps after refining D to D ′ by further splitting a QH subgroup along a cyclic, for each edge e in D ′ we can collapse the whole graph until until e is the only remaining edge and do a Dehn twist as in Definition 1.11.
• Automorphisms of the abelian vertex groups that fix edge groups.
The following Theorem is proved in [7, 17] . Theorem 1.18. If F R(S) = F and is freely indecomposable (modulo F ) then it admits a non trivial cyclic JSJ decomposition modulo F .
The Structure of Hom
A Hom diagram consists of a finite directed rooted tree T Hom such that the root, v 0 , has no incoming edges and otherwise every vertex has at most one incoming edge along with the following data:
• To each vertex, except the root, v of T Hom we associate a fully residually F group F R(Sv ) .
• The group associated to each leaf of T Hom is a free product F * H 1 * . . . * H n , where the H i are isomorphic to subgroups of F .
2
• To each edge e with initial vertex v i and terminal vertex v t we have a proper F -epimorphism π e :
We point out that in the work of Sela, the Hom diagram is called a MakaninRazborov diagram (relative to F) and that our fully residually F groups are limit groups (relative to F). The following theorem describes the solutions of systems of equations, with a finite amount of data. Theorem 1.20 ( [7, 17] from the root v 0 to a leaf v m+1 such that
where the σ vj are canonical F -automorphisms of F R(Sv j ) , the π j are epimorphisms π j : F R(Sv j ) → F R(Sv j+1 ) associated to T Hom , and ρ is any F -homomorphism ρ :
Figure 1: Hom diagrams corresponding to cases 1., 2., and 3. of Corollary 2.8, π 1 , π 2 , π 3 are given in Proposition 2.9, and Φ 0 is defined in Section 2.3.
2 The "system of equations" S = {w(x, y)u If all solutions of S are of rank 1, then V (S) is easy to describe and is given in Section 2.1. If S has solutions of rank 2, then there will be infinitely many such solutions. For this case we will prove that the Hom diagram for Hom F (F R(S) , F ) correspond to one of three cases (see Figure 1 .) We will moreover describe the possible vertex groups and associated canonical automorphisms. This description along with Theorem 1.20, will enable us to describe V (S) as a set of pairs of words in F (see Theorem 2.16).
Easy Cases and Reductions
By Proposition 1.6 we need only concern ourselves with the case where w(x, y) is not primitive. We can make some further simplifications. If u = 1 then this means that for any solution φ the images of φ(x) and φ(y) satisfy a relation in F . This means that the subgroup φ(x), φ(y) is cyclic, φ(x), φ(y) are powers of a common element f ∈ F . Let σ x (w) and σ y (w) be the exponents sums of x and y respectively in the word w(x, y). Then we have that
We may also assume that w(x, y) is not a proper power, since otherwise for there to be a solution u must also be a proper power and we can take roots of both sides. Suppose that u but not w(x, y) is a proper power, then we can apply the following: Theorem 2.2 (Main Theorem of [1] ). Let w = w(x 1 , x 2 , . . . , x n ) be an element of a free group F freely generated by x 1 , x 2 , . . . , x n which is neither a proper power nor a primitive. If g 2 , g 2 , . . . , g n , g are elements of a free group connected by the relation
then the rank of the group generated by g 1 , g 2 , . . . , g n is at most n − 1.
In particular every solution φ will send x, y to Z(u) ≤ F , the centralizer of u. Let Z(u) = r with u = r n . This means that V (S 1 ) = V (S) and
Possible cyclic JSJ splittings of F R(S) and canonical automorphisms
From now on we assume that S has solutions of rank 2, and that neither w or u are proper powers. We first determine F R(S) .
Lemma 2.3. If w(x, y) = u, u ∈ F admits a solution in F (where u is not a proper power) such that the images of x, y do not commute, i.e.
is fully residually free.
Proof. Let x → x 0 , y → y 0 be a rank 2 solution. Let F 1 = F, t|t −1 ut = u , F 1 is a rank one free extension of a centralizer of F , and therefore is fully residually F . By definition F −subgroups are also fully residually F . Let H = x 0 , y 0 and let H ′ = t −1 Ht. By Britton's Lemma we see that H ′ ∩ F = u and that
so this gives an F −embedding F * u=w(x,y) x, y ֒→ F 1 and the result follows.
So by Theorem 1.4, have obtain the extremely useful equality:
and since w(x, y) ≤ x, y is assumed not to be primitive we have that F R(S) = F * u=w(x,y) x, y is freely indecomposable modulo F . We wish to refine this decomposition to a cyclic JSJ decomposition modulo F . By the Freiheitzsatz, the subgroup x, y ≤ F R(S) is free of rank 2. 
proof of Lemma 2.4. (i) Let D be a splitting of G. If G splits as a free product with amalgamation G = G 1 * γ G 2 then if γ is not trivial, Corollary 2.6 forces one of the factors to be cyclic, contradicting almost reducedness. It follows that if the underlying graph of D is simply connected, then we can collapse D to a free product decomposition G 1 * G 2 with nontrivial factors, and with w lying in one of the vertex groups, by Grushko's Theorem we must have rank(G 1 ) = rank(G 2 ) = 1 and our assumption that w is elliptic in D and not a proper power forces w to be primitive -contradiction.
This means that the underlying graph of D cannot be simply connected. On the other hand if the underlying graphs has two cycles (and a nontrivial vertex group), then we would have a proper epimorphism G → F (a, b) which contradicts the Hopf property. Claim: If G = H, t|t −1 pt = q , then H is a free group of rank 2. By Theorem 2.5 (B) and conjugating boundary monomorphisms we can arrange so that
Theorem 2.5 (B) moreover gives us that without loss of generality we can assume that q is a free factor of H 2 . This means that
Letting H ′ = H 1 * H ′ 2 we get that H = H ′ * q so combining (3) and (4) gives us a presentation G = H ′ , t, q|t −1 pt = q which via a Tietze transformation gives us
which forces H ′ to be cyclic which means that H has rank 2, so the claim holds. On the other hand, by previous arguments, further refining a HNN decomposition will force one of the vertex groups to be cyclic, contradicting almost reducedness.
(ii) Not every punctured surface gives a QH subgroup. In [6] , the possible QH subgroups are described. From (i) we have that the only possible splittings of G containing a QH subgroup are either a one vertex splitting with a single QH subgroup or an HNN extension of a QH subgroup. Killing boundary subgroups in the latter possibility gives the free product of the fundamental group of a (non-exceptional) surface group and Z, which has rank at least 3. Otherwise the only allowable rank 2 QH subgroup is the fundamental group of the punctured torus. The result now follows from Lemma 1.8.
Another useful fact was proved here: Proposition 2.7. If a free group G of rank 2 admits a decomposition H, t|t
We denote by ∆ the group of canonical F −automorphisms of F R(S) . From Lemma 2.4 and Definition 1.17 we immediately get: 1. F R(S) ≈ F * u=w(x,y) x, y and ∆ = γ w , where γ w is conjugation by w applied to x, y .
F R(S)
≈ F * u=w(x,y) H, t|t −1 pt = q and ∆ = γ w , τ where these are the automorphisms that extend the mappings:
Q where Q is a QH subgroup and, up to rational equivalence, Q = x, y, w|[x, y]w −1 . ∆ is generated by the automorphisms extending the mappings:
x → yx identity on F ∪ {y} ; δ y : y → xy identity on F ∪ {x}
Solutions of rank 1
We consider the situation V (S 1 ) = ∅, where S 1 = {w(x, y)u −1 , [x, y]}, and we are assuming that u is not a proper power. Let Φ 1 be the set of solutions corresponding to V (S 1 ) and let Φ 0 be the solutions corresponding to the open subvariety V (S) − V (S 1 ). Then we have a partition Hom F (F R(S) , F ) = Φ 0 ∪ Φ 1 . There is a natural action of ∆ on Φ 0 ∪ Φ 1 , via precompositions. We note that Φ 0 , Φ 1 are ∆-invariant. It follows that the epimorphisms outgoing from F R(S) in the Hom diagram associated to S are partitioned into two sets: rank 1 and rank 2 solutions.
We denote by σ x (w), σ y (w) the exponent sums of x, y in w(x, y). It is easy to see that:
Let p, q be integers such that pσ x (w) + qσ y (w) = 1 (7) then doing some linear algebra we have that n 1 , n 2 in (6) are given by
Consider the F −epimorphism π 1 :
On one hand we see that π 1 is surjective which gives an injection
via pullbacks f → f • π 1 . On the other hand F 1 , a free rank 1 extension of a centralizer, is fully residually free. On the third hand the group ∆ 1 of canonical F automorphisms of F 1 is generated by the automorphism given by:
and if we consider the F −epimorphism π 2 : F 1 → F given by π 2 (t) = u then we immediately see that the set
of images of (x, y) via the mappings π 2 • σ • π 1 , σ ∈ ∆ 1 coincides with V (S 1 ). And since Hom F (F 1 , F ) = {π 2 • σ|σ ∈ ∆ 1 } we get that the correspondence (9) is in fact a bijective correspondence. It follows that F R(S1) ≈ F F 1 . 
where 
where σ ∈ ∆ and π 3 = π 2 • π 3
Proof. We first note that if F R(S) corresponds to case 3. of Corollary 2.8, then the equality (7) is impossible. In both possible cases we have epimorphisms
And we saw that all solutions in Φ 1 factor through π 1 . If F R(S) is as in 1. in Corollary 2.8 then ∆ is generated by γ w , now since π 1 • γ w = π 1 we have that solutions in Φ 1 must factor through F 1 and are parametrized by ∆ 1 . If F R(S) is as in 2. in Corollary 2.8, then we have that w ∈ H is elliptic and by Proposition 2.7 we may assume that H = t, q = x, y . Since [π 1 (x), π 1 (y)] = 1, we also have that [π 1 (t), π 1 (q)] = 1. Let π 1 (t) = t, π 1 (q) = q. Since π 1 is surjective we have that q, t generate the free abelian subgroup u, s ≤ F 1 . We consider u = w ′ (t, q). σ t (w ′ ) = 0 implies σ q (w ′ ) = 1 which means that π 1 (w ′ ) = π 1 (q) = u. We must therefore have that t = u r1 s ±1 u r2 . We note that for the Dehn twist τ , which sends t → tq, we have π 1 • τ = δ • π 1 , where δ is the generator of ∆ 1 . It follows that the canonical F -automorphisms of F 1 in (12) can be "lifted" to F R(S) and the branch (11) gives us a parametrization of Φ 1 .
Solutions of rank 2
We now consider the "other part" of the Hom diagram, i.e. solutions in Φ 0 , corresponding to
Definition 2.10. Let ∆ ≤ Aut(F R(S) ) be the group of canonical F −automorphisms of F R(S) associated to the cyclic JSJ decomposition modulo
Suppose that there are only finitely many minimal solutions f 1 , . . . f n . Then this means that every solution of w(x, y) = u is of the form f i • σ; 1 ≤ i ≤ n, σ ∈ ∆. In particular we will have a Hom diagram of height 1. This argument also holds if we only consider solutions in Φ 0 . An immediate consequence of Corollary 2.8 is the following: Lemma 2.11. ∆ maps x, y into itself. It follows that there is an injective map
This k is bounded by a function of u(X) and w(x, y). To each minimal solution (x 0 , y 0 ) we associate the automorphism
where the t i come from a chain as in (14) . We now prove the Proposition:
(⇐) Suppose we have infinitely many minimal solutions. Since there are only finitely many terminal pairs and terminal words, there must be infinitely many solutions with terminal pair (x ′ , y ′ ) and terminal word w ′ . Let M = {φ i |i ∈ N} be the set of minimal solutions with terminal pair (x ′ , y ′ ) and terminal word w ′ . We write
and from (15) we get the mapping φ i → τ i from M to Aut( x, y ). From (x ′ , y ′ ) and the automorphism τ i we can recover the associated minimal solution (x i , y i ). Let µ ∈ Aut( x, y ) be the automorphism of minimal length such that µ(w) = w ′ . We have a set of automorphisms
that fix w. Moreover these η i cannot be congruent modulo ∆ x,y . Suppose, to the contrary, that for some η i , η j there is a σ ∈ ∆ x,y such that
On one hand, σ ∈ Aut( x, y ) can be decomposed into Nielsen moves s 1 , . . . , s r on pairs. On the other hand letting (x i , y i ), (x j , y j ) being the minimal solutions associated to τ i , τ j . Letτ i ,τ j ,σ be the sequences of Nielsen moves on pairs corresponding to the automorphisms τ i , τ j , σ respectively. Then we get the following commutative diagram:
contradicting the ∼ ∆ −minimality of either (x i , y i ) or (x j , y j ). It follows that τ i and τ j cannot be congruent modulo ∆ x,y . Since they were chosen arbitrarily we get [stab(w(x, y)) : ∆ x,y ] = ∞.
(⇒) Suppose now that [stab(w(x, y)) : ∆ x,y ] = ∞, then we have infinitely many η 1 , η 2 , . . . in stab(w(x, y)) such that for all i, j there is no σ ∈ ∆ x,y such that η i • σ = η j . This gives us infinitely many automorphisms λ i = µ • η i such that λ(w(x, y)) = w ′ (x, y). Taking the associated sequence of Nielsen moves on pairsλ i gives infinitely many pairs
and we see that F −morphisms ψ i induced by the mapping
Which means there are infinitely many minimal solutions.
Proving finite index
Proposition 2.13. [stab(w) : ∆ x,y ] < ∞ Although this result essentially follows from the description of outer automorphisms of fully residually free groups given in [3] , the Theorem as stated does not cover outer automorphisms modulo a subgroup F . We therefore prove this fact directly. The main pillars of the argument are that the JSJ decomposition is canonical in the sense of (4) Suppose that for some g ∈ x, y we have the equality
Proof. Since p, q are not conjugate in H, g ∈ H so there must be an occurrence of the letter t ±1 in the normal form of g. Britton's lemma states that for any h, k ∈ H, the letters t, t −1 cancel in the products
if and only if h ∈ p , k ∈ q respectively. We write g = h 1 t ǫ1 . . . t ǫn h n+1 , where ǫ i = ±1, and assume this is a normal form. We note that p ≤ H is malnormal which means that there is cancellation in
if h 1 ∈ p . By our normal forms assumption this is the case only if h 1 = 1 and ǫ 1 = 1. If n = 1 then we must also have h 2 ∈ q and we are done and the result follows.
Suppose, towards a contradiction, otherwise. Then we must have that t
−ǫ2
and t ǫ2 cancel in (16) which is possible only if h −1 2 qh 2 ∈ q and ǫ 2 = −1. By malnormality this implies that h 2 ∈ q , but by normal forms and our conditions on t ǫ1 , t ǫ2 , this means that h 2 = 1, which means that t ǫ1 , t ǫ2 cancel in g -contradiction.
Proof of Proposition 2.13. If w is conjugate to either [x, y] or [y, x] then the result follows immediately since the stabilizers coincide with the automorphisms given in Corollary 2.8. 6 We first concentrate on the case where the JSJ of F R(S) is as in case 2. of Corollary 2.8. The other case is similar but easier.
The induced splitting of x, y is therefore of the form
Let α ∈ stab(w) ≤ Aut( x, y ), then we can extend α to α : F R(S) → F R(S) . We wish to understand the action of α on F R(S) . First note that α restricted to F is the identity and α( x, y ) = x, y On the other hand, α gives another cyclic JSJ decomposition D 1 modulo F :
with w ∈ α(H). By Theorem 1.16 (4), D 1 can be obtained from D by a sequence of slidings, conjugations and modifying boundary monomorphisms. α(H) ∩ F = w , and H must be obtained from α(H) as in (4) of Theorem 1.16, i.e. by slidings, conjugating boundary monomorphims and conjugations. The only inner automorphism of F R(S) that fixes w is conjugation by w (use Bass-Serre theory and properties of free groups) and since α(H) and H are attached to F at w , slidings will have no effect. It follows that α(H) = H. Applying Theorem 1.16 again forces p, q to be conjugate in H to α(p), α(q) [either respectively or disrespectively]. We now have strong information enough on the dynamics of stab(w) to apply Theorem 2.14.
Indeed since α(H) = H, we have a natural homomorphism ρ : stab(w) → stab(w) ≤ Aut(H) given by the restriction α → α| H . Moreover we see that any cyclic splitting of H modulo { w , p , q } must be trivial, otherwise contradicting Lemma 2.4. Let π : Aut(H) → Out(H) be the canonical map. It therefore follows from Theorem 2.14 that the image π • ρ(stab(w)) = stab(w) must be finite. First note that Inn(H) ∩ stab(w) = γ w which means that stab(w) ≈ stab(w)/ γ w and this isomorphism is natural. Let α ∈ ker ρ then we must have that α| H = 1 in particular we have α(t) −1 pα(t) = q which by Lemma 2.15 implies that α(t) = tq j it follows that ker(ρ) ≤ τ , the other inclusion is obvious so ker(ρ) = τ
There is a bijective correspondence between subgroups of stab(w) and subgroups of stab(w) that contain τ given by K → ρ −1 (K), moreover this correspondence sends normal subgroups to normal subgroups. It follows that ker(π•ρ) = τ, γ w and so we get: stab(w)/ τ, γ w ≈ stab(w) which is finite, it follows that [stab(w) : τ, γ w ] < ∞.
In the case where D, the cyclic JSJ of F R(S) modulo F is as in case 1. of Corollary 2.8 then again elements of α ∈ stab(w) will give new splittings F R(S) = F * u=w(x,y) α(H). Arguing as before, we get that α(H) = H and we can apply Theorem 2.14 with A = { w }. We get that Out(H; A) ≈ stab(w)/ γ w must be finite, otherwise H could split further, contradicting the fact that D was a JSJ splitting, and the result follows.
A description of
We now have a description of the possible Hom diagrams corresponding to equations w(x, y) = u with rank 2 solutions (see Figure 1 ). With our knowledge of the canonical automorphisms of the vertex groups we can now describe V (S) as collections of words in
By Proposition 2.12 and Proposition 2.13 there are finitely many minimal solutions
in Φ 0 . These solutions correspond to triplets of terminal pairs, terminal words, and cosets in stab(w)/∆ x,y .
Theorem 2.16. Suppose F R(S) has rank 2 solutions, let φ i , i ∈ I be as in (18) , then we have the following possibilities:
and if the exponent sums σ x (w), σ y (w) of x, y respectively in w are relatively prime, then V (S 1 ) is non empty and is given by (6) .
3. F R(S) ≈ F * u=w(x,y) Q where Q is a QH subgroup and, up to rational equivalence, Q = x, y, w|[x, y]w
where the words σ(x) = X σ (x, y), σ(y) = Y σ (x, y) ∈ x, y .
Proof. This follows immediately from Theorem 1.20, our descriptions of the Hom diagrams, the canonical automorphisms given in Section 2.3, the canonical automorphisms given in Corollary 2.8, and Proposition 2.7.
We finally note that unless w(x, y) = u is orientable quadratic, then solutions are given by "one level parametric" words.
An Interesting Example
The Hom diagrams given for w(x, y) = u were very simple. In particular every solution could be described as π i • σ • π j , where π i , π j are epimorphisms in the Hom diagram (we may allow π i = 1) and σ is a canonical automorphism. It is natural to ask if arbitrary equations in two variables over a free group have such simple solution sets. We answer this negatively: We now form a double, i.e. x = x s , y = y s and let H = x, y . By Britton's Lemma we have that H ∩ F 1 = u and it follows that F, x, y is isomorphic to G. Since Chains of extensions of centralizers of F are fully residually F .
We have that our equation (19) is an irreducible system of equations, we write F R(S) = G. We note that we have the nontrivial cyclic splitting D : F R(S) ≈ F 1 * u=w(x,y) x, y moreover since w(x, y) = [x, y] 2 x cannot belong to a basis (see [4] ) of x, y we have that F R(S) is freely indecomposable modulo F 1 . On the other hand, if we take the Grushko decomposition of F R(S) modulo F F R(S) = F * K 1 * . . . K n ; F ≤ F we see that we must have F 1 ≤ F since [t, a] = 1 ⇒ t ∈ F . It follows that F R(S) is actually freely indecomposable modulo F . It follows that D can be refined to a cyclic JSJ decomposition modulo F .
Suppose towards a contradiction that the Hom diagram for Hom F (F R(S) , F ) had only one level. This means that there are finitely minimal solutions φ : F R(S) → F . On one hand the element t must be sent to arbitrarily high powers of a, since F R(S) is fully residually F . On the other hand, for there to be a canonical automorphism of F R(S) that sends t → ta n , there must be a splitting D ′ of F R(S) with some conjugate of a as a boundary subgroup, but u would have to be hyperbolic in such a splitting, and since a is elliptic in D, we would have an elliptic-hyperbolic splitting which by Theorem 1.14 would contradict free indecomposability modulo F .
