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Введение 
 
Настоящая работа представляет собой компактное изложение вопро-
сов курса  математики, предусмотренных учебными программами боль-
шинства инженерно-технических направлений бакалавриата в первом 
семестре. Учебный материал структурирован на 23 лекции, каждая из ко-
торых носит законченный характер, строго выверена по объему на реаль-
ное лекционное время, имеет четкую внутреннюю структуру, что являет-
ся важным для системного восприятия курса. 
Стиль изложения учебного материала соответствует типу работы, по-
этому в ней нет глав и параграфов, нет громоздких числовых обозначе-
ний определений, теорем, формул. Особое внимание уделяется обеспече-
нию согласованности терминологии и обозначений с базовыми задачни-
ками. 
Данное пособие предназначено, главным образом, для студентов, но 
может быть полезным и для молодых преподавателей высшей школы с 
методической точки зрения. 
Приложением к учебному пособию является CD-ROM, содержащий 
электронную версию конспекта лекций. Последняя пронизана системой 
гиперссылок различных уровней, поэтому особенно удобна к использо-
ванию в период подготовки к экзаменам. Электронный конспект по срав-
нению с традиционным обладает повышенной информационной функци-
ей, открыт для оперативных изменений и дополнений, что является важ-
ным для преподавателей и студентов в организации самостоятельной ра-
боты, может быть использован в системе дистанционного образования. 
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I. Алгебра матриц 
 
 
Лекция 1. Матрицы и определители, их характеристики 
 
Содержание 
1. Понятие матрицы. 
2. Определители второго, третьего, n -го порядка. 
3. Свойства определителей. 
4. Разложение определителя по элементам строки или столбца. 
5. Вычисление определителей -го порядка (2 метода). 
 
 1.1. Понятие матрицы 
 
Определение 
Матрицей размера  nm  называется прямоугольная таблица чисел ,ija  
где 1, 2, ...,i m  – номер строки, 1, 2, ...,j n  – номер столбца, таких, на 
пересечении которых расположены числа ija , 













mnmmm
n
n
aaaa
aaaa
aaaa
...
...............
...
...
321
2232221
1131211
 
 
Пример 







654
321
 – матрица размера  32 . 
Какое число матрицы   соответствует элементу 13a ? 
Этот элемент стоит в первой строке  1i  и третьем столбце  3j .  
Таким образом, 313 a . 
 
Определение 
Если nm  , матрица называется квадратной порядка n . 
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Пример 







43
21
 – квадратная матрица второго порядка. 
Определение 
Главная и побочная диагональ квадратной матрицы – 
 















nnnn
n
n
aaa
aaa
aaa
...
............
...
...
21
22221
11211
  
побочная диагональ главная диагональ 
 
 
Частные случаи квадратных матриц 
а) треугольная матрица – выше или ниже главной диагонали все эле-
менты равны нулю. 
 
Пример 
,
600
540
321










  











765
032
001
 
 
б) диагональная матрица – выше и ниже главной диагонали – нули, на 
главной диагонали произвольные числа. 
 
Пример 











000
020
001
 
 
в) единичная матрица – диагональная матрица, на главной диагонали 
которой – единицы. 
 
Пример 
 1  – единичная матрица первого порядка. 
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






10
01
 – единичная матрица второго порядка. 











100
010
001
 – единичная матрица третьего порядка. 
Таким образом,  ija , 






.,0
,,1
ji
ji
aij  
 
Определение 
Транспонированная матрица – матрица ,  построенная из матрицы А, 
путем замены строк на столбцы и наоборот (строки и столбцы меняются 
ролями). 
 
Пример 











333231
232221
131211
aaa
aaa
aaa
,   











332313
322212
312111
aaa
aaa
aaa
. 
 
Пример 











987
654
321
,   











963
852
741
 
 
1.2. Определители второго, третьего, n-го порядка 
 
Рассмотрим квадратную матрицу 2-го порядка 







2221
1211
aa
aa
 
 
 
11 
Определение 
Определителем второго порядка, соответствующим квадратной матри-
це второго порядка, называется число, обозначаемое det  или 
2221
1211
aa
aa
, 
равное 
12212211
2221
1211det aaaa
aa
aa
 . 
 
Правило 
Определитель второго порядка равен произведению элементов, стоящих 
на главной диагонали, минус произведение элементов на побочной диа-
гонали. 
 
Пример 
1 2
det 1 4 3 2 2.
3 4
         
 
Рассмотрим квадратную матрицу третьего порядка 











333231
232221
131211
aaa
aaa
aaa
 
 
Определение 
Определителем третьего порядка, соответствующим квадратной мат-
рице третьего порядка, называется число 

333231
232221
131211
det
aaa
aaa
aaa
 
 
331221112332132231133221312312332211 aaaaaaaaaaaaaaaaaa  . 
 
Правило треугольника 
В выражение определителя со знаком '' входят произведение элементов, 
стоящих на главной диагонали, и произведения элементов, расположен-
 
 
12 
ных в вершинах треугольников, основания которых параллельны главной 
диагонали; со знаком '' ... (то же про побочную диагональ). 
 
Пример 
1 2 3
det 4 5 6 1 5 9 2 6 7 4 8 3 7 5 3 4 2 9 1 6 8 0.
7 8 9
                      
 
Определителем n-го порядка, соответствующим матрице n -го порядка, 
называется число, равное сумме всевозможных произведений элементов 
матрицы, взятых по одному из каждой строки и из каждого столбца и 
снабженных знаками «+» или «–» по некоторому определенному правилу 
(строгое определение этого понятия можно найти в учебной литературе, 
в данном курсе оно не требуется). 
 
1.3. Свойства определителей 
(уметь доказывать для определителей третьего порядка) 
 
1. При транспонировании матрицы ее определитель не меняется: 
 detdet . 
 
Доказательство 
Вычислить левую и правую части равенства по правилу треугольника и 
сравнить результаты. 
 
2. Перестановка любых двух строк (столбцов) меняет знак определите-
ля: 
321
321
321
321
321
321
ccc
aaa
bbb
ccc
bbb
aaa
  
 
3. Определитель с двумя равными строками (столбцами) равен нулю: 
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1 2 3
1 2 3
1 2 3
0.
a a a
a a a
c c c
  
 
Доказательство 
Рассмотрим 
321
321
321
ccc
aaa
aaa
  Переставим в этом определителе первую  
и вторую строки. По предыдущему свойству 
 
1 2 3 1 2 3
1 2 3 1 2 3
1 2 3 1 2 3
.
a a a a a a
a a a a a a
c c c c c c
     
Следовательно, 02  . Отсюда 0.   
 
4. Общий множитель строки (столбца) можно выносить за знак опреде-
лителя: 
321
321
321
321
321
321
ccc
bbb
aaa
k
ccc
bbb
kakaka
  
 
Пример 
Найти определитель матрицы 
16 32 48
5 5 6
7 8 9
 
 
   
 
 
 
 
Как это сделать? Мы знаем, что для того чтобы найти определитель, со-
ответствующий квадратной матрице третьего порядка, можно воспользо-
ваться правилом треугольника. Заметим, что в данном случае вначале 
рационально воспользоваться свойством 4. 
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Таким образом, 
16 32 48 1 2 3 1 2 1
det 5 5 6 16 5 5 6 16 3 5 5 2
7 8 9 7 8 9 7 8 3
       
 16 3 1 5 3 2 2 7 5 8 1 7 5 1 5 2 3 1 2 8 48 2 96                       
Чтобы избежать основной ошибки, которую часто допускают при вычис-
лении определителей, используя это свойство, нужно учесть следующее: 
если общий множитель имеют несколько строк (столбцов), то его от-
дельно выносят из каждой строки (каждого столбца). 
 
5. Определитель, у которого две строки (2 столбца) пропорциональны, 
равен нулю: 
1 2 3
1 2 3
1 2 3
0.
ka ka ka
a a a
c c c
  
 
6. Определитель, в некоторой строке которого каждый элемент равен 
сумме двух слагаемых, равен сумме двух определителей: 
321
321
321
321
321
321
321
321
332211
ccc
bbb
aaa
ccc
bbb
aaa
ccc
bbb
aaaaaa 




 
 
Пример 
Найти определитель матрицы 











987
654
13119
 
Можно вычислить определитель, используя уже известные нам приемы. 
Но чтобы упростить задачу, полезно применять вначале свойства, сфор-
мулированные выше, а затем воспользоваться известным алгоритмом. 
9 11 13 8 10 12 1 2 3 1 2 3
det 4 5 6 6 4 5 6 4 5 6 5 0 4 5 6 0.
7 8 9 7 8 9 7 8 9 7 8 9
        
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7. Величина определителя не изменится, если ко всем элементам неко-
торой строки (столбца) прибавить соответствующие элементы другой 
строки (столбца), умноженные на число k: 
321
321
332211
321
321
321
ccc
bbb
kbakbakba
ccc
bbb
aaa 
  
 
Замечание 
В новом определителе без изменения записывается строка, которую 
умножали на k  (рабочая строка). 
 
1.4. Разложение определителя по элементам строки или столбца 
 
Определение 
Минором ij  элемента квадратной матрицы ija  называется определи-
тель, полученный из данного путем вычеркивания i-й строки и j-го 
столбца. 
 
Пример 











987
654
321
 
 
87
54
13  ,   22
1 3
12.
7 9
     
 
Определение 
Алгебраическим дополнением ij  элемента квадратной матрицы ija  
называется число  1 .
i j
ij ij

     
 
Пример 
 
1 3
13 13 131 .

      
 
2 3
23 23 231 .

       
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8. Величина определителя равна сумме произведений элементов некото-
рой строки (столбца) на их алгебраические дополнения: 



3
1
11131312121111
333231
232221
131211
j
jjaaaa
aaa
aaa
aaa
 – 
– формула разложения определителя третьего порядка по первой строке. 
 
Для определителя n-го порядка: 



n
i
ijija
1
det  – формула разложения по элементам j-го столбца; 
 



n
j
ijija
1
det  – формула разложения по элементам i-й строки. 
 
Замечание 
В формулах разложения ij  выражается через определители порядка 
1,n  т. е. на единицу меньше исходного. 
 
9. Сумма произведений элементов некоторой строки (столбца) на соот-
ветствующие алгебраические дополнения элементов другой строки 
(столбца) равна нулю: 
0231322122111  aaa . 
 
10. Величина определителя треугольной матрицы равна произведению 
элементов, стоящих на главной диагонали: 
332211
33
2322
131211
00
0 aaa
a
aa
aaa
 . 
 
Доказательство 
Разложим определитель по элементам первого столбца: 
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   
33
2322
1111
11
11111131211111 0
100det
a
aa
aaaa  
332211 aaa . 
Замечание 
Перечисленные свойства используются при вычислении определителей. 
 
1.5. Вычисление определителей n-го порядка (2 метода) 
 
I. Понижение порядка по свойству 8 (формулы разложения). 
II. Приведение определителя к треугольному виду (алгоритм на основе 
свойства 7). 
 
Пример  
Вычислить определитель матрицы 















2983
79102
1231
1452
 
 
 
 
Воспользуемся первым методом – понижение порядка определителя. 
Разложим определитель по элементам первого столбца: 
   
1 1 2 1
2 5 4 1
3 2 1 5 4 1
1 3 2 1
det 2 1 10 9 7 1 1 10 9 7
2 10 9 7
8 9 2 8 9 2
3 8 9 2
 
        
       
3 1 4 1
5 4 1 5 4 1
2 1 3 2 1 3 1 3 2 1 2 45 63
8 9 2 10 9 7
 
          
   2 6 3 12 3      . 
Особое внимание при использовании данного метода следует уделить 
множителю  1 .
i j
  
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Рассмотрим второй метод – приведение определителя к треугольному 
виду.  
Для удобства использования данного метода  выберем в качестве рабочей 
строки вторую строку, так как ее первый элемент равен единице и  пере-
ставим первую и вторую строки. Обратите внимание, что при переста-
новке строк знак определителя изменяется на противоположный. 
 
2 5 4 1 1 3 2 1
1 3 2 1 2 5 4 1
det
2 10 9 7 2 10 9 7
3 8 9 2 3 8 9 2
      
Какова цель первого этапа вычислений?  
Необходимо получить нули в первом столбце во второй, третьей и чет-
вертой строчках, то есть всюду под элементом 1. Для этого домножаем 
каждый элемент рабочей строки на 2  и поэлементно складываем  со 
второй строкой, получая, таким образом, ноль на первой позиции второй 
строки. Аналогично домножаем каждый элемент рабочей строки на 2  
и поэлементно складываем  с третьей строкой, получая, таким образом, 
ноль на первой позиции третьей строки; домножаем каждый элемент ра-
бочей строки на 3  и поэлементно складываем  с четвертой строкой, 
получая, таким образом, ноль на первой позиции четвертой строки. 




1310
5540
1010
1231
 
Какова цель второго этапа вычислений?  
Необходимо получить нули во втором столбце в третьей и четвертой 
строчках. Для этого домножаем каждый элемент второй рабочей строки 
на 4  и поэлементно складываем  с третьей строкой, получая, таким обра-
зом, ноль на второй позиции третьей строки. Аналогично домножаем 
каждый элемент рабочей строки на 1  и поэлементно складываем  с чет-
вертой строкой, получая, таким образом, ноль на второй позиции четвер-
той строки. 
Обратите внимание, что первая строка остается без изменений. 
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


0300
1500
1010
1231
 
После проделанных преобразований можно заметить, что переставив 
третий и четвертый столбцы, мы приведем определитель к треугольному 
виду. При этом знак определителя вновь меняется на противоположный!  



3000
5100
0110
2131
 
Таким образом,  определитель можно вычислить перемножив элементы, 
стоящие на главной диагонали. 
 
1 3 1 2
0 1 1 0
1 1 1 3 3.
0 0 1 5
0 0 0 3
 
       
 
Лекция 2. Алгебра матриц 
 
Содержание 
1. Основные операции над матрицами и их свойства. 
2. Обратная матрица. 
3. Решение матричных уравнений. 
4. Невырожденные системы n  линейных уравнений с  неизвестными. 
 
2.1. Основные операции над матрицами и их свойства 
 
Определим несколько отношений и операций над матрицами. 
Рассмотрим матрицы  ija  размера   ,m n   ijb  –  nm . 
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Равенство матриц 
 
      ij ija b , 1i ,… m ; 1j ,… n . 
 
Сложение матриц 
 
Результатом сложения матриц   и   называется матрица С, элементы 
которой являются суммой соответствующих элементов исходных мат-
риц. 
C   .ij ij ijc a b   
 
 
 
Умножение матрицы на число 
 
 kC   .ij ijc k a   
 
Умножение матриц 
 
Пусть  ija  размера   ,m p   ijb  –   ,p n  
тогда их произведением называется матрица  ijcC  размера  nm : 
C   
1
.
p
ij ik kj
k
c a b

  
 
Правило умножения матриц 
1. Перемножать можно лишь матрицы согласованных размеров (число 
столбцов матрицы  равно числу строк матрицы В). 
2. Размер матрицы C  равен произведению числа строк матрицы  на 
число столбцов матрицы , т. е. . 
3. Чтобы получить элемент матрицы произведения ijc , расположенный на 
пересечении i-й строки и j-го столбца следует перемножить соответству-
ющие элементы i-й строки матрицы  и j-го столбца матрицы  и найти 
сумму полученных произведений. 
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Пример 











987
654
321
,   











003
012
100
 
1. 











9810
666
421
 
2. 











006
024
200
2  
3. C,   C  –  33 . 
11 1 0 2 2 3 3 13,c         
12 1 0 2 1 3 0 2,c         
...13c  
… 











.........
......28
1213
C  
 
Свойства операции сложения 
Рассмотрим матрицы  ija ,  ijb ,  ijcC  – размера  .m n  
1.   (коммутативность сложения). 
2.    CC   (ассоциативность сложения). 
 
Свойства операций умножения матрицы на число 
и умножения матриц 
(Напоминаем о необходимости согласования размеров перемножаемых матриц). 
1.   (коммутативность умножения в общем случае не выполня-
ется). 
Если  , то матрицы   и   называются перестановочными. 
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Примеры перестановочных матриц: 
а) ;    
б) ;    
в) ;   
  – нулевая матрица (все элементы равны нулю). В общем случае мат-
рица  может иметь произвольный размер, но в данном примере ее раз-
мер согласован  с размером матрицы  . 
 
2.    C C     (ассоциативность умножения). 
3.  C C     (дистрибутивность). 
4.    kkk  (дистрибутивность умножения на число относи-
тельно сложения матриц). 
5.      k k k       . 
6.     . 
7.    detdetdet , если  и   – квадратные матрицы. 
 
2.2. Обратная матрица 
 
Определение 
Матрица 1  называется обратной матрице , если 1 1 .        
 
Отсюда следует, что  и  – квадратные. 
 
Определение 
Если 0det  , матрица  называется невырожденной, в противном 
случае  называется вырожденной матрицей. 
 
Теорема (существования и единственности обратной матрицы) 
Для всякой невырожденной матрицы существует и единственна обратная 
матрица 
  


det
11 , 
где   – присоединенная матрица (составлена из алгебраических допол-
нений элементов матрицы А: каждый элемент матрицы   является ал-
гебраическим дополнением соответствующего элемента матрицы ). 
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Доказательство 
1) Существование 
По условию,   – невырожденная матрица, следовательно, числовой 
множитель в формуле определен. Составление матрицы   и ее 
транспонирование возможно для любой квадратной матрицы. Таким 
образом, матрица  
det
1
 существует для любой невырожден-
ной матрицы. 
Является ли построенная матрица обратной к ? 
Рассмотрим произведение     1 1det det
 
         
  
 
11 21 1 11 12 1
12 22 2 21 22 2
1 2 1 2
... ...
... ...1
... ... ... ... ... ... ... ...det
... ...
n n
n n
n n nn n n nn
a a a
a a a
a a a
       
    
       
    
           
. При умноже-
нии i-й строки первой матрицы на j-й столбец второй получим  






 ji
ji
akj
n
k
ki ,0
,det
1
 
(воспользовались свойствами 8, 9 определителей, см. kекцию 1). 
Окончательно получим 
 
det 0 ... 0
0 det ... 01 1
.
... ... ... ...det det
0 0 ... det


 
 
             
 
 
 
Аналогично вычисляется произведение  
1
det

    
 
. 
Таким образом, 
   
1 1
det det
 
              
    
     1
det
1  

 
(по определению обратной матрицы). 
2) Единственность 
Допустим, что кроме 1  существует 1
1 ,
  построенная отличным от 
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указанного выше способом (ясно, что при использовании формулы 
  


det
11  получается одна единственная матрица). Соста-
вим выражение  111
  . Преобразуем его, используя свойства 
операций над матрицами и определение обратной матрицы 
 1 1 1 11 1 .             
Таким образом,  1 11 .      
Умножим это равенство слева на обратную матрицу, например, на 
1 : 
 1 1 1 11 ,           преобразуем 
 1 11 ,      
1 1
1 ,
     
1
1
1   , что и требовалось доказать. 
 
Пример 







43
21
, 1  – ? 
Решение 
1. det  – ? 
02det     существует единственная 1.  
2.   – ? 









12
34
 
3.    – ? 
  









13
24
 
4.  – ? 



















2
1
2
3
12
13
24
2
11  
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2.3. Решение матричных уравнений 
 
Пусть   – известная квадратная матрица порядка n, 
   – неизвестная матрица размера   ,n m  
   – известная матрица размера  .n m  
  – 
– матричное уравнение относительно X. 
Если  – невырожденная матрица, то существует и единственно реше-
ние уравнения .   
Чтобы найти решение, умножим обе части уравнения слева на 1 : 
1 1 .       
Получим 
1 .     
Откуда следует 
1X A B. . 
Аналогично ставятся и решаются задачи для уравнений вида: 
    1 , 
CBXA    11C   . 
 
Пример 
Решить матричное уравнение ,    
где 






43
21
, 






54
73
B  
Поставленная задача требует нахождения матрицы X. То есть, надо так 
преобразовать данное уравнение, чтобы искомое оказалось уединен-
ным (без множителей). Это возможно, если для матрицы существует 
обратная. 
Найдем матрицу 1 : 



















2
1
2
3
12
13
24
2
11 (см. выше). 
Далее обе части уравнения умножаем на полученную матрицу слева 
(только так можно записать множители  и 1 рядом): 
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





































54
73
2
1
2
3
12
43
21
2
1
2
3
12
2221
1211
xx
xx
 





 












85,2
92
10
01
2221
1211
xx
xx
 
и получаем ответ: 





 







85,2
92
2221
1211
xx
xx
X
 
2.4. Невырожденные системы n линейных уравнений 
с n неизвестными 
 
Рассмотрим систему 
 










....
...
,...
,...
2211
22222121
11212111
nnnnnn
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
 (*) 
Обозначим 















nx
x
x
...
2
1
 –  1n  – столбец неизвестных, 















nnnn
n
n
aaa
aaa
aaa
...
............
...
...
21
22221
11211
 –  nn  – матрица коэффициентов перед неиз-
вестными, 















nb
b
b
...
2
1
 –  – столбец свободных членов. 
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Тогда система уравнений (*) может быть записана в форме матричного 
уравнения 
  . (**) 
Если 0det  , существует и единственно решение матричного уравне-
ния (**) 
  1 , (1) 
или в поэлементной записи 
 ,


 iix  (2) 
где  det  – главный определитель системы; i  – определитель, по-
лученный из главного путем замены i-го столбца столбцом свободных 
членов (формулы (2) называются формулами Крамера). 
Подробнее 
nnnn
n
n
aaa
aaa
aaa
...
............
...
...
21
22221
11211
 ,   
nnnn
n
n
aab
aab
aab
...
............
...
...
2
2222
1121
1   
 
Вывод 
Если главный определитель системы n  линейных уравнений с  неиз-
вестными отличен от нуля, то существует и единственно решение такой 
системы. Оно может быть найдено одним из трех способов: 
1) матричным способом; 
2) по формулам Крамера; 
3) методом Гаусса (приведение системы к треугольному виду). 
Алгоритм реализации последнего совпадает с алгоритмом приведения 
определителя к треугольному виду. 
 
Пример 
Решить систему линейных уравнений: 











.12233
,24358
,4234
,222
4321
4321
4321
4321
xxxx
xxxx
xxxx
xxxx
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Найдем решение первым – матричным способом. 
Обозначим: 















4
3
2
1
x
x
x
x
, 



















2233
4358
2134
1122
, 















1
2
4
2
,  
тогда наша система сводится к уравнению вида  , которое ре-
шать мы уже умеем. 



















25,05,14
05,05,11
05,05,01
15,05,01
1  
















































 
1
3
3
0
1
2
4
2
25,05,14
05,05,11
05,05,01
15,05,01
1  
Таким образом? 
















1
3
3
0
, то есть 1 2 3 40, 3, 3, 1x x x x      – реше-
ние системы линейных уравнений. 
Воспользуемся вторым способом –  по формулам Крамера. 
Что необходимо в этом случае?  Необходимо вычислить 5 определите-
лей. Какие? Главный определитель системы и четыре определителя (по 
числу неизвестных системы), полученные из главного путем замены i-го 
столбца столбцом свободных членов.  
2233
4358
2134
1122
det




  – главный определитель системы. 
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














1
2
4
2
 – столбец свободных членов. 
Любым известным нам способом находим det .  
det 2.  
0
2231
4352
2134
1122
1 




  – определитель, полученный из главного путем 
замены первого столбца столбцом свободных членов. 
6
2213
4328
2144
1122
2 




  – определитель, полученный из главного путем 
замены второго столбца столбцом свободных членов. 
6
2133
4258
2434
1222
3   – определитель, полученный из главного путем за-
мены третьего столбца столбцом свободных членов. 
4
2 2 1 2
4 3 1 4
2
8 5 3 2
3 3 2 1


   


 – определитель, полученный из главного путем 
замены четвертого столбца столбцом свободных членов. 
Мы получили все необходимое, чтобы записать ответ, пользуясь форму-
лами Крамера: 
1
1
0
0,
2
x

  

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2
2
6
3,
2
x

  

 
3
3
6
3,
2
x

  

 
4
4
2
1.
2
x
 
   

 
Рассмотрим третий способ решения системы – методом Гаусса. 
Для этого выпишем расширенную матрицу 
~
 для данной системы ли-
нейных уравнений и приведем ее к треугольному виду относительно ос-
новной матрицы A, составленной из коэффициентов при неизвестных.  
В процессе приведения матрицы   к треугольному виду в составе  
столбец свободных членов «участвует» в преобразованиях строк матри-
цы A. 
Особое внимание при применении этого метода стоит уделить следую-
щему: решение системы линейных уравнений не зависит от перестановки 
строк матрицы, но зависит от перестановки столбцов. Если в ходе реше-
ния появилась необходимость перестановки столбцов, необходимо сле-
дить и за перестановкой неизвестных. 






























































3
6
0
2
0011
0020
0110
1122
3
6
0
2
0011
0130
0110
1122
1
2
4
2
2233
4358
2134
1122
~
4321 xxxx
 
На данном этапе, чтобы привести матрицу  к треугольному виду, ме-
няем местами третью и четвертую строки, а также первый и второй 
столбцы. При этом первый столбец, который отвечал за 1x  отвечает за 
коэффициенты при неизвестном 2 ,x  а второй за 1.x  























6
3
0
2
0002
0011
0101
1122
4312 xxxx
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Приведя матрицу   к треугольному виду, выполним обратный переход к 
системе линейных уравнений: 











.62
,3
,0
,222
2
12
32
4312
x
xx
xx
xxxx
 
Решая полученную систему, двигаясь снизу вверх, находим искомые зна-
чения неизвестных: 
2 1 3 43, 0, 3, 1x x x x     . 
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II. Алгебра векторов 
 
Лекция 3. Векторы, линейная зависимость векторов 
 
Содержание 
1. Вектор. Линейные операции над векторами. 
2. Линейная зависимость векторов. 
 
3.1. Вектор. Линейные операции над векторами 
 
Определение 
Вектор – направленный отрезок; 
его характеристики – длина, направление. 
 
Следующие базовые понятия: нулевой вектор; коллинеарные векторы; 
компланарные векторы, равные векторы (см. школьный курс). 
 
Линейные операции над векторами 
I. Сложение векторов 
Геометрическое определение операции сложения векторов – обобщение 
правила треугольника и правила параллелограмма: 
Суммой векторов 1a

, 2a

, …, na

 называется вектор, идущий из начала 1a

 
в конец вектора na

 при условии: конец предыдущего вектора совпадает с 
началом последующего. 
 2a

1a
 na

naaa

 ...21
 
 
II. Умножение вектора на число 
Определение – геометрическое 
Произведением вектора a

 на число   называется вектор ,b  удовлетво-
ряющий условиям: 
33 
 
1) длина вектора b

 равна произведению длины вектора a

 на модуль чис-
ла   
|||||| ab

 ; 
2) направление вектора b

 (при 0

a ): сонаправлен с ,a  если 0,   и 
направлен в противоположную сторону, если 0.   
 
a

2
1
a

a

4
 
 
Замечание 
aa

||  (в случае 0  следует непосредственно из пункта 2) данного 
определения; при 0  или 0

a  – из определения коллинеарных векто-
ров). 
 
Свойства линейных операций над векторами 
(следуют из определений) 
1) Сложение 
а) abba

  (коммутативность сложения); 
б)    cbacba 

  (ассоциативность); 
в)* a

  aa

  ( a

 – противоположный вектор), такой, что 
0.a a   
г) a

  0 .a a   
 
2) Умножение вектора на число 
Пусть     – произвольные действительные числа. 
а) baba

  (дистрибутивность умножения на число отно-
сительно сложения векторов); 
б)   aaa

  (дистрибутивность умножения на вектор отно-
сительно сложения чисел); 
в)    aa

  (ассоциативность относительно чисел); 
г)* aa

1  (особая роль числового множителя 1). 
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3.2*. Линейная зависимость векторов 
 
Определение 1 
Линейной комбинацией векторов 1,a  2 ,a  ..., na

 называется выражение 
вида nnaaa

 ...2211 , где i  – действительные числа. 
 
Определение 2 
Линейная комбинация называется тривиальной, если 
0...21  n  (все коэффициенты равны нулю). 
Если среди коэффициентов в линейной комбинации есть хотя бы один, 
отличный от нуля, то она называется нетривиальной. 
 
Определение 3 
Система векторов называется 
линейно зависимой (ЛЗ), если для нее существует нетривиальная линей-
ная комбинация, равная 0;  
линейно независимой (ЛНЗ), если для нее не существует нетривиальной 
линейной комбинации, равной 0.  
 
Свойства линейной зависимости 
1. Если среди векторов 1a

, 2a

, ...,  есть нулевой, 
 то такая система – ЛЗ. 
 
Доказательство 
Рассмотрим систему векторов 1 2, ,..., ,na a a  2a

, …, na

, где, например, 
01

a . 
Составим выражение 0...2211

 nnaaa , 
где 01  , 02  , 03  , ..., 0n . 
Очевидно, что такая система является ЛЗ (определение 3). 
 
2. Если часть векторов системы 1a

, 2a

, ..., na

 ЛЗ, 
 то вся система ЛЗ. 
 
Доказательство 
Пусть , , ..., ka

 ( nk  ) – ЛЗ. Тогда, по определению ЛЗ, для нее су-
ществует нетривиальная линейная комбинация. 
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Составим нулевую комбинацию: 
 1 1 2 2 ... 0,k ka a a      (*) 
где среди 1 , 2 , ..., k  есть ненулевые. 
Рассмотрим 1 1 2 2 1 1... ... ,k k k k n na a a a a         где 1 , 2 , ..., 
k  удовлетворяют (*) (т. е. те же самые, что в (*)), а остальные коэффи-
циенты равны нулю. Тогда 1 1 2 2 ... 0,n na a a      а среди i  есть 
ненулевые, таким образом, вся система ЛЗ по определению 3. 
 
3. Система векторов 1a

, 2a

, ..., na

 является ЛЗ тогда и только тогда, ко-
гда один из векторов системы является линейной комбинацией осталь-
ных. 
 
Замечание 
"тогда и только тогда"   "в том и только в том случае"   "необходимым 
и достаточным условием ЛЗ является"   "критерий ЛЗ"   "Т. 1 + Т. 2", 
где Т. 1 – прямая теорема (необходимое условие), Т. 2 – обратная теорема 
(достаточное условие). 
 
Доказательство 
Прямая теорема 
Если система , , ...,  является ЛЗ, 
то один из векторов системы является линейной комбинацией остальных. 
 
Доказательство 
По условию существует 0...2211

 nnaaa , где есть 0i . 
Пусть 01   (аналогично для любого другого i ), тогда 
n
n aaaa

1
3
1
3
2
1
2
1 ...








  или 
nnaaaa

 ...33221 , где 
1

 ii . 
Что и требовалось доказать. 
Обратная теорема 
Если один из векторов системы является линейной комбинацией 
 остальных, 
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то 1a

, 2a

, ..., na

 – ЛЗ. 
 
Доказательство 
По условию 
nnaaaa

 ...33221 , 
1 2 2 3 3β β ... β 0.n na a a a      
Получили нулевую линейную комбинацию. Ее коэффициенты: 
1, 2 , 3 , …, n  – среди них есть ненулевой   1a

, 2a

, …, na

 – ЛЗ. 
 
Геометрические критерии линейной зависимости векторов 
 
1. Необходимым и достаточным условием линейной зависимости двух 
векторов является их коллинеарность. 
 
Доказательство 
Необходимое условие (прямая теорема) 
Если a

, b

 – ЛЗ, 
то a

 и b

 – коллинеарны. 
 
Доказательство 
По условию существует α β 0,a b   где, например, 0 . Разделим ра-
венство на   и выразим a

. 
ba



    коллинеарность векторов a

 и b

 
(см. определение умножения вектора на число и определение равенства 
векторов). 
 
Достаточное условие (обратная теорема) 
Если a

, b

 – коллинеарны, 
то ,  – ЛЗ. 
 
Доказательство 
Из коллинеарности  и    ba

  (доказать самостоятельно). 
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Последнее равенство является линейной комбинацией векторов a

 и b

 с 
коэффициентами 1 и   ( 01 ). Отсюда следует, что a

 и b

 – ЛЗ. 
 
Следствие 
Если два вектора неколлинеарны, то они ЛНЗ. 
 
 1 
ЛНЗ 
a

  
b

  
2 
ЛЗ 
b

  
a

  
 
 
2. Необходимым и достаточным условием линейной зависимости трех 
векторов является их компланарность. 
 
Доказательство 
Рассмотрим самый общий случай: среди ,a  ,b  c

 нет нулевых и коллине-
арных векторов, когда ЛЗ является очевидной. 
 
Необходимое условие 
Если ,a  ,b  c

 – ЛЗ, 
то ,a  ,b  c

 – компланарны. 
 
Доказательство 
Из условия ЛЗ следует существование нетривиальной нулевой линейной 
комбинации 0

 cba  где, например, 0 . Тогда, bac






 , 
bac

 , 


 , 


 . 
 
Геометрическая интерпретация 
Параллелограмм – плоская фигура (по определениям линейных операций 
над векторами)     – компланарны. 
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a

  a

   
b

  
b

   
c

  
 
 
Достаточное условие 
Если ,a  ,b  c

– компланарны, 
то ,a  ,b   – ЛЗ. 
 
Доказательство 
Доказательство легко выполнить, начиная рассуждения с рассмотрения 
предыдущего рисунка. 
 
Следствие 
Некомпланарная тройка ,a  ,b   – ЛНЗ. 
 
Теорема 
Любые четыре вектора ,a  ,b  , d

 являются ЛЗ. 
 
Доказательство 
Рассматриваем самый общий случай: среди ,a  ,b  , d

 нет нулевых, нет 
коллинеарных и компланарных векторов (см. свойства и геометрические 
критерии ЛЗ). Дальнейшие рассуждения строятся в той же последова-
тельности, что и при доказательстве достаточного условия компланарно-
сти трех векторов, то есть от чертежа. 
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a

  
d

  
b

  
c

  
O
  
C
  
A
EB
D   
 
 
 
Лекция 4. Линейные операции над векторами 
 
Содержание 
1. Базис. Координаты вектора. 
2. Линейные операции над векторами, заданными в координатной форме. 
3. Проекция вектора на ось. 
 
4.1. Базис. Координаты вектора 
 
0пределение 1 
Базисом множества векторов на плоскости называются два ЛНЗ векто-
ра, взятых в определенном порядке. 
 
Следствие из определения 1 и геометрического критерия 1 (лекция 3) 
Любая пара неколлинеарных векторов может служить базисом на плоско-
сти. 
 
Определение 2 
Базисом множества векторов в пространстве называются три ЛНЗ век-
тора, взятых в определенном порядке. 
 
Следствие из определения 2 и критерия 2 (лекция 3) 
Любая тройка некомпланарных векторов может служить базисом в про-
странстве. 
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Теорема (о единственности разложения вектора по базису) 
Любой вектор d

 может быть представлен в виде линейной комбинации 
базисных векторов (разложен по базису) единственным образом. 
 
Доказательство 
1. Начнем с доказательства возможности разложения. 
Рассмотрим тройку { , , }a b c  – базис векторов в пространстве. Пусть d

 – 
любой вектор в пространстве. 
 
Чертеж: a

 и b

 задают плоскость α. Из точки D  проводим линию, па-
раллельную вектору c

, до пересечения с плоскостью   в точке Е. 
 
a

  
d

  
b

  
c

  
O
  
C
  
A
EB
D   
 
Далее OEDC || , OCOEd 

, OBOAOE  , 
cbaOCOBOAd

 . 
λ μ γ .d a b c    
 
2. Требует доказательства и единственность разложения. 
Предположим, что можно разложить d

 по базису { , , }a b c  двумя спосо-
бами: cbad

  и cbad

111  . 
Из одного равенства вычтем другое: 
–
cbad
cbad


111 

 
      cba

1110    
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– нулевая тривиальная линейная комбинация ( a

, b

, c

 – ЛНЗ) с коэффи-
циентами  1 ,  1 ,  1 . Все они равны нулю ( a

, b

, c

 – ЛНЗ) 
  1 , 1 , 1  – что означает единственность разложения. 
 
Определение 
Числа  ,  ,   в разложении d

 по базису { , , }a b c , т. е. cbad

 , 
называются координатами (компонентами) d

 в базисе { , , }a b c . 
 
Замечание 
Допустима запись  λ, μ, γd  . 
 
Следствие 
Два вектора, заданные в одном и том же базисе, равны тогда и только то-
гда, когда равны их соответствующие координаты. 
21 dd

    111 ,,  . 
 
Замечание 
Аналитическое сравнение векторов возможно только в том случае, когда 
векторы заданы в одном базисе. 
 
4.2. Линейные операции над векторами, заданными 
в координатной форме 
 
I. Сложение 
 
Теорема 
Если  1 1 1 1λ , μ , γd  ,  2 2 2 2λ , μ , γd   – в одном базисе, 
то 
 1 2 1 2 1 2 1 2λ λ , μ μ , γ γd d      в том же базисе. 
 
Доказательство 
Пусть базис – { , , }a b c . 
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По условию: 
+
cbad
cbad


2222
1111


 
      cbadd

21212121    
т. е.  21212121 ,,  dd

. 
 
II. Умножение вектора на число 
 
Теорема 
Если  λ, μ, γd   в базисе { , , }a b c , 
то  α α λα, μα, γαd d   в базисе { , , }a b c . 
 
Условие коллинеарности двух векторов 
 
Теорема (критерий коллинеарности) 
Два вектора, заданные в одном базисе, коллинеарны тогда и только тогда, 
когда пропорциональны их соответствующие координаты 
2
1
2
1
2
1








. 
 
Доказательство 
Необходимость 
Если 1d

 и 2d

 – коллинеарны, 
то 
2
1
2
1
2
1








. 
где  1 1 1 1λ , μ , γd  ,  2 2 2 2λ , μ , γd  . 
 
По условию 21 dd

  или 
   1 1 1 2 2 2λ , μ , γ α λ , μ , γ , 
   1 1 1 2 2 2λ , μ , γ αλ , αμ , αγ , 
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21
21
21



   
2
1
2
1
2
1








 . 
 
Обратную теорему предоставляется сформулировать и доказать самосто-
ятельно. 
 
Определение 
Декартовым прямоугольным базисом на плоскости называется пара 
упорядоченных перпендикулярных (ортогональных) векторов единичной 
длины – },{ ji

. 
 
 
X
Y
i

j

x
y
d

 
jyixd

 , x , y  – декартовы координаты вектора d

. 
 yxd ,

 в базисе . 
 
Определение 
Декартовым прямоугольным базисом в пространстве называется упо-
рядоченная тройка взаимно ортогональных векторов единичной длины – 
},,{ kji

. 
 
kzjyixd

 , здесь , , z  – декартовы координаты вектора . 
 zyxd ,,

 в базисе . 
 
Пример 
На плоскости даны векторы:  2,11 e

,  1,22 e

,  2,0 a

. 
Является ли пара векторов  21, ee

 – базисом векторов плоскости?  
Если ответ положительный,  разложить вектор  по векторам базиса. 
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Что называется базисом? Базисом множества векторов на плоскости 
называются два ЛНЗ вектора, взятых в определенном порядке. Таким об-
разом, необходимо показать, что векторы 21, ee

 являются ЛНЗ. 
Какие векторы называются ЛНЗ?  Система векторов называется линейно 
независимой, если для нее не существует нетривиальной линейной ком-
бинации, равной 0

.  
Можно ли напрямую воспользоваться этим определением? Нет.  
Что  можно использовать еще? Критерий линейной зависимости векто-
ров: необходимым и достаточным условием линейной зависимости двух 
векторов является их коллинеарность.  
Как проверить, являются ли векторы коллинеарными? Воспользоваться 
критерием коллинеарности: два вектора, заданные в одном базисе, кол-
линеарны тогда и только тогда, когда пропорциональны их соответству-
ющие координаты. 
 2,11 e

,  1,22 e


1
2
2
1


. 
Так как не выполняется пропорциональность координат, следовательно, 
векторы неколлинеарны. Таким образом  21, ee

 – базис. 
Если  – базис,  можно разложить вектор  2,0 a  по векторам 
базиса.  
Что значит разложить вектор по векторам базиса?  Это значит предста-
вить его в виде линейной комбинации базисных векторов 21 eea

  , 
где  ,  – коэффициенты разложения – координаты вектора a

 в базисе 
. 
Пользуясь этим условием можно записать следующее равенство: 
     0, 2 α 1, 2 β 2, 1    . 
Выполнив действия умножения вектора на число и сложения векторов, 
получаем:    0, 2 α 2β, 2α β     . 
В каком случае справедливо это равенство? Два вектора, заданные в од-
ном и том же базисе, равны тогда и только тогда, когда равны их соответ-
ствующие координаты. 
Приравнивая координаты, получаем систему 
0 α 2β,
2 2α β.
  

  
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Решая систему, находим: 4 2α , β
5 5
    . 
Итак, вектор a

 раскладывается по векторам базиса  21, ee

 следующим 
образом: 1 2
4 2
.
5 5
a e e    
 
4.3. Проекция вектора на ось 
 
Определение 
Проекцией вектора a

 на ось U  называется «величина» направленного 
отрезка BA   (длина отрезка со знаком (см. рисунок)). 
 
 
)(осьUA B
B
A
C
a


 
 
Теорема 
Проекция вектора a

 на ось U  равна числу 
cosα.Unp a a  
 
Доказательство 
См. ABC  (прямоугольный). 
 
 
Геометрический смысл декартовых координат 
Пусть вектор  zyxd ,,

 в базисе { , , }.i j k  
kzjyixd

  – разложение вектора по базису (разложение по трем 
векторам). 
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Рассмотрим рисунок: 
 
XA
O
C
H
D
B
Y
Z
i

j
k

d

 
kzjyixOCOBOAd

 : 
dnpdnpOCz OZk

  , 
dnpdnpOBy OYj

  , 
dnpdnpOAx OXi

  . 
 
Вывод 
Декартовы координаты вектора являются проекциями этого вектора на 
соответствующие координатные оси (подчеркнем, что высказывание 
справедливо только для декартовых координат). 
 
Пусть 
),( OXd



, 
),( OYd



, 
 ),( OZd



  
– углы между вектором d

 и координатными осями. 
По теореме о проекции вектора на ось 
 cos|| ddnpx OX

, 
 cos|| ddnpy OY

, 
 cos|| ddnpz OZ

. 
Из чертежа видно, что 
222|| zyxODd 

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– формула вычисления длины вектора по его декартовым координатам 
(справедлива только для декартовых координат). 
Тогда 
222
cos
zyx
x

 , 
222
cos
zyx
y

 , 
222
cos
zyx
z

   
– направляющие косинусы вектора d

. 
При возведении в квадрат и почленном сложении последних равенств 
получается основное тождество для направляющих косинусов 
1coscoscos 222  . 
 
Вывод 
Декартовы координаты вектора позволяют аналитически найти все его 
характеристики: длину и направление. 
 
 
Лекция 5. Скалярное и векторное произведения векторов 
 
Содержание 
1. Скалярное произведение векторов. 
2. Векторное произведение двух векторов. 
 
5.1. Скалярное произведение двух векторов 
 
Определение 
Скалярным произведением вектора a

 на вектор b

 называется число 
( , ) | | | | cos( , )a b ab a b a b

  . 
 
По теореме о проекциях из определения скалярного произведения следу-
ет: 
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bnpaba a

||),(  , 
 
 anpbba
b

||),(  . (*) 
 
Алгебраические свойства скалярного произведения 
(все, за исключением 3, следуют из определения) 
1. ),(),( abba

 ; 
2. ),(),(),( bababa

 ; 
3. ),(),(),( cbcacba

  (доказывается с помощью формул (*)); 
4.  







.0,0
,0,||
,
2
2 


a
aa
aaa  
Перечисленные свойства позволяют выполнять операции скалярного 
произведения векторов по правилам умножения многочленов. 
 
Геометрические и механические свойства скалярного произведения 
(применение скалярного произведения к вычислению геометрических и 
механических характеристик) 
 
1.  aaa

,||   – длина вектора; 
2. 
||||
),(
arccos),(
ba
ba
ba 



  – угол между векторами; 
3. 
||
),(
a
ba
bnpa 



  – проекция вектора на вектор;  
4. ba

    0),( ba

 – ортогональность векторов (перпендикуляр-
ность), при условии, что 0,0

 ba . 
5. ),( SFA

  – работа силы F

 по перемещению на S

. 
 

F

S

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Формула для вычисления скалярного произведения векторов, 
заданных декартовыми координатами 
 
Теорема 
Если  111 ,, zyxa 

,  222 ,, zyxb 

 в базисе },,{ kji

, 
то 
212121),( zzyyxxba 

. 
 
 
 
Доказательство 
kzjyixa

111  , kzjyixb

222  . 
Вычислим 
1 1 1 2 2 2
алгебраические свойства
( , ) ( , )
скалярного произведения
a b x i y j z k x i y j z k        
 ...),(),(),(),(),( 2121212121 jjyyijxykizxjiyxiixx

 
212121212121 ),(),(),( zzyyxxkkzzjjyyiixx 

. 
 
Следствия 
1. 21
2
1
2
1|| zyxa 

; 
2. 0212121  zzyyxx    ba

 . 
 
Пример 
Найти  a b 2np a b  , если известно, что 1||||  ba

, 

120),( 

ba . 
Как можно найти  a b 2np a b  ? Во-первых – по определению, во-вторых, 
пользуясь геометрическими свойствами скалярного произведения, а 
именно: 
||
),(
a
ba
bnpa 

  .  
Пользоваться напрямую определением проекции вектора на ось невоз-
можно, так как неизвестны длины векторов 2a b , a b и угол между 
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ними.  Остается воспользоваться геометрическими свойствами скалярно-
го произведения 
 
 
a b
2 ,
2
a b a b
np a b
a b

 
 

. 
Дальнейшие вычисления 
         
 
 
 








22
2
,2
1,0cos2
,
,,2,,2,2
bbaa
baa
ba
bbbaabaa
ba
baba





 
 
2
1
1
1
2
1
2


 . 
Таким образом, для решения задач об отыскании длины вектора, угла 
между векторами, проекции вектора на вектор требуется вычисление ска-
лярного произведения.     
 
5.2. Векторное произведение двух векторов 
 
Определение 
Тройка векторов ( , , )a b c  называется правой, если кратчайший поворот 
первого вектора ко второму вектору виден из конца третьего вектора 
осуществляющимся против часовой стрелки. 
 
 
c

b

a

 
 – правая тройка векторов, ( , , )b a c  – левая тройка векторов. 
 
51 
 
 
c

b

a

 
( , , )b a c  – правая тройка векторов, ( , , )a b c  – левая тройка векторов. 
 
Замечание 
Перестановка местами двух векторов тройки меняет ее ориентацию. 
Циклическая перестановка векторов тройки ( , , )a b c    ( , , )b a c  не меня-
ет ориентации тройки. 
 
Определение 
Векторным произведением вектора a

 на вектор b

 называется вектор c

: 
1. 







babac

,sin|||||| ; 
2. ac

 , bc

 ; 
3. ( , , )a b c  – правая тройка векторов. 
 
Обозначение 
],[][ babac

 . 
 
Пример 
 
k

i
 j

 
0][

 ii , jki

 ][ , kji

 ][ . 
Отметим, что базис { , , }i j k  является правым. 
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Алгебраические свойства векторного произведения 
 
1. ][][ abba

 . 
2. ][][][ bababa

 . 
3. ][][])[( cbcacba

 . 
4. a

  0][

aa . 
Геометрические и механические свойства векторного произведения 
 
1. раммапараллелог|][| Sba 

, построенного на векторах a

, b

. 
2. ba

||    0][ ba

 – критерий коллинеарности двух векторов. 
3. ][ rwv

  – связь линейной и угловой скорости вращения точки A  
вокруг оси (см. рисунок). 
 
A 

r

v

 
 
Здесь r

 – радиус-вектор точки , 
v

 – линейная скорость точки , 


 – угловая скорость вращения. 
4. ][ FrM

  – формула для вычисления момента силы (см. рисунок). 
 
A
M

r

F

O
 
 
Здесь  – точка приложения силы, 
 – радиус-вектор точки , 
M

 – момент силы F

. 
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Пример 
В ABC : nmAB

 2 , nmBC

3 . 
2|| m

, 4|| n

, 
3
),(



nm

. 
Найти длину высоты, опущенной из вершины C . 
 
A C
B
D
 
Решение 
Рассмотрим систему 










.
2
1
|,][|
2
1
ABCDS
BCABS
ABC
ABC
 
Из нее следует 
AB
BCAB
CD
|][| 
 . 
Осталось выполнить необходимые вычисления. 
1.  )]3()2[(][ nmnmBCAB

 
][7][3][6][]2[ mnnnnmmnmm

 , 
328
3
sin247|][|7|][| 

 mnBCAB

. 
2.   34161616442|2||| 222  nnmmnmnmAB

. 
Ответ: 7CD . 
 
Формула вычисления векторного произведения 
в декартовых координатах 
 
Теорема 
Если  111 ,, zyxa 

,  222 ,, zyxb 

 в базисе },,{ kji

, 
54 
 
то 
222
111][
zyx
zyx
kji
ba


 . 
 
Доказательство 
Рассмотрим правую часть формулы, выполнив разложение определителя 
по элементам первой строки. 
     122112211221
222
111 yxyxkzxzxjzyzyi
zyx
zyx
kji



. 
Вычисление левой части с использованием алгебраических свойств век-
торного произведения приводит к тому же результату. 
 
 
Лекция 6. Смешанное произведение трех векторов 
 
Содержание 
1. Смешанное произведение трех векторов. 
2. Предмет аналитической геометрии. 
 
6.1. Смешанное произведение трех векторов 
 
Определение 
Смешанным произведением векторов a

, b

, c

 называется число 
)]([ cbacba

 . 
 
Теорема (о геометрическом смысле смешанного произведения) 
 объем параллелепипеда, построенного на cba

,,  
(если тройка правая), 
если cba

,,  компланарны, 
 для левой тройки. 










V
V
cba
0

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Доказательство 
Пусть a

, b

, c

 – правая тройка векторов. Рассмотрим рисунок. 
 
b

c

H
][ ba


a

 
([ ] ) | [ ] | | | cosφ |[ ] | .ОСНabc a b c a b c a b H S H V          
 
Следствие 
Необходимым и достаточным условием компланарности трех векторов 
является равенство нулю их смешанного произведения. 
 
Формула вычисления смешанного произведения 
в декартовых координатах 
 
Теорема 
Если  111 ,, zyxa 

,  222 ,, zyxb 

,  333 ,, zyxc 

 в базисе },,{ kji

, 
то 
333
222
111
zyx
zyx
zyx
cba 

. 
 
Следствие 1 
Необходимым и достаточным условием компланарности трех векторов 
является равенство нулю определителя третьего порядка (см. теорему). 
 
Следствие 2 
Необходимым и достаточным условием линейной зависимости трех век-
торов, заданных декартовыми координатами, является равенство нулю 
того же определителя. 
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Свойство смешанного произведения 
Перестановка местами двух сомножителей меняет его знак, а цикличе-
ская перестановка сомножителей не меняет знака смешанного произведе-
ния. 
 
Пример 
Даны четыре точки:  1,2,1 A ,  5,1,0B ,  ,1,2,1C  3,1,2D .  
Выяснить, принадлежат ли они одной плоскости? 
Когда четыре точки принадлежат одной плоскости?  Тогда, когда векторы  
, ,AB AC AD  компланарны. 
Как определить, является ли тройка векторов компланарной?  С помощью 
смешанного произведения этих векторов. Для этого: 
1. Найдем координаты тройки векторов:  
 6,1,1 AB ,  2,0,2AC ,  4,1,1 AD . 
2. Вычислим их смешанное произведение: 
  08202120
411
202
611




ADACAB . 
Так как смешанное произведение трех векторов равно нулю, следова-
тельно, из необходимого и достаточного условия компланарности трех 
векторов – векторы ADACAB ,,  компланарны, то есть лежат в одной 
плоскости. Значит, точки DCBA ,,,  принадлежат одной плоскости. 
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III. Аналитическая геометрия 
 
 
Лекция 6 (продолжение). Начала аналитической геометрии 
 
6.2. Предмет аналитической геометрии 
 
Предмет аналитической геометрии – изучение геометрических объектов 
средствами аналитического метода. 
Геометрические объекты: точка, линия, поверхность, тело. 
 
Простейший геометрический объект – точка – аналитически задается 
набором чисел (одного для точки на прямой, двух для точки на плоско-
сти, трех – в пространстве). Эти числа называются координатами точки. 
В аналитической геометрии используется много различных систем коор-
динат: декартова, полярная, цилиндрическая, сферическая, … Наиболее 
употребительна декартова прямоугольная система координат. 
 
Определение 
Декартова система координат – совокупность точки O  и декартова 
прямоугольного базиса },,{ kji

; OX , OY , OZ  – координатные оси. 
 
 
X
Y
Z
O
M
i

j

k

 
 
Рассмотрим точку M . Ее можно задать вектором ОMrM 

 (радиус-
вектор точки ),  zyxrM ,,

. 
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Определение 
Декартовыми координатами точки M  называются декартовы коорди-
наты ее радиус-вектора. 
 , ,Mr x y z     zyxM ,, . 
 
Рассмотрим две точки:  1 1 1 1, ,M x y z  и  2222 ,, zyxM . Сконструируем 
вектор 21MM . 
 
O
2M1Mr

2M
r

1M
 
     12121211122221 ,,,,,,12 zzyyxxzyxzyxrrMM MM 

; 
 12121221 ,, zzyyxxMM     
– правило нахождения вектора по координатам начала и конца (из коор-
динат конца вычесть координаты начала вектора). 
Последнее справедливо только для декартовых координат. 
Более сложные геометрические объекты задаются уравнениями (или не-
равенствами), связывающими координаты точек, образующих эти объек-
ты. 
 
Линия на плоскости 
Пусть   – некоторая плоскость. На ней задана декартова система коор-
динат. L  – некоторая линия на плоскости π. 
  yxM , . Рассмотрим уравнение 
   0,  yx . (*) 
 
Уравнение вида (*) задает на плоскости линию , если для любой точки 
, принадлежащей , уравнение (*) верно, а для любой точки LM  , 
уравнение (*) не верно: 
  LyxM  ,      0,  yx , 
  LyxM  ,      0,  yx . 
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Линия L  – геометрическое место точек, удовлетворяющих уравне-
нию (*). 
 
Пример 
Уравнение : 0222  ryx  задает на плоскости окружность с центром 
в начале координат и радиусом r . Точка   LrA 0, , точка  0, 0 .O L  
 
Замечание 
Не всякое уравнение (*) задает на плоскости линию. 
 
Например, уравнение 022  yx  задает точку, а уравнение 
0222  ryx  вообще не имеет геометрического образа. 
 
 
Поверхность в пространстве 
Пусть Q  – некоторая поверхность в пространстве, где введена декартова 
система координат OXYZ . 
 zyxM ,,  – точка пространства. 
 
Уравнение 
   0,,  zyx  (**) 
задает в пространстве поверхность , если для любой точки 
  QzyxM ,,  уравнение (**) обращается в верное равенство, и для лю-
бой точки QM   уравнение (**) не верно. 
 
Пример 
Уравнение : 02222  rzyx  задает в пространстве сферу с цен-
тром в начале координат и радиусом . Точка   QrA 0,0, , точка 
 0, , 0B r Q , точка  0, 0, 0O Q . 
 
Замечание 
Не всякое уравнение (**) задает в пространстве поверхность. 
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Линия в пространстве 
Рассмотрим систему уравнений 
 
 
 




.0,,:
,0,,:
22
11
zyxQ
zyxQ
 (***) 
Система (***) – задает геометрическое место точек, принадлежащих и 
1Q , и 2Q , в частном случае – линию пересечения двух поверхностей. 
 
Пример 
Система 





0:
,0:
2
2222
1
zQ
rzyxQ
 
задает окружность с центром в начале координат и радиусом r , лежащую 
в плоскости OXY  и являющуюся линией пересечения сферы 1Q и плос-
кости 2Q . 
 
Параметрические уравнения линии и поверхности 
Линию L  можно трактовать как траекторию движения точки  zyxM ,,  
 
 
 






,
,
,
:
tzz
tyy
txx
L  t  – время – параметр (один!), 
т. е. геометрическое место положений точки, осуществляющей движение 
в пространстве (движение осуществляется за счет изменения парамет-
ра ). 
 
Пример 
Определить линию, заданную системой уравнений с параметром , 








.0
,sin
,cos
:
z
try
trx
L  
Если возвести в квадрат первые два уравнения и сложить их почленно, то 
система принимает вид 





 ,0
,
:
222
z
ryx
L  
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из которого становится очевидным, что речь идет об окружности с цен-
тром в начале координат и радиусом r, лежащей в плоскости OXY . 
Аналогично поверхность Q  – геометрическое место положений точки, 
одновременно участвующей в двух независимых движениях 
 
 
 






.,
,,
,,
:
qpzz
qpyy
qpxx
Q  p , q  – параметры (два!). 
 
Пример 
Определить геометрический объект, задаваемый системой уравнений с 
параметрами p, t  








.
,sin2
,cos2
:
pz
ty
tx
Q  
Данная система задает поверхность, которая является геометрическим 
местом положений точки, участвующей в двух независимых движениях: 
движении по окружности в плоскости, параллельной плоскости , и 
поступательном движении в направлении оси OZ, что в итоге порождает 
боковую поверхность кругового цилиндра с осью OZ  и радиусом 2. 
 
O Y
X
Z
2
 
 
 
Лекция 7. Плоскость и прямая в пространстве 
 
Содержание 
1. Плоскость в пространстве. 
2. Прямая в пространстве. 
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7.1. Плоскость в пространстве 
 
 
M

n

0M
 
Пусть точка  0000 ,, zyxM  – фиксированная точка плоскости   ( 0M ). 
Вектор  CBAn ,,

, n

 ( n

 – нормальный вектор плоскости). 
 zyxM ,,  – произвольная точка плоскости  ( M ). 
Как получить уравнение плоскости? 
Искомое уравнение – реализация условия принадлежности произвольной 
точки M  плоскости . 
Условие принадлежности точки  плоскости π: 
nMM

0  
  
 0),( 0 nMM

  (1) 
– векторное уравнение плоскости, проходящей через точку 0M  перпен-
дикулярно вектору . 
С учетом  0000 ,, zzyyxxMM  ,  CBAn ,,

, (1)   
       0000  zzCyyBxxA   (2) 
– каноническое уравнение плоскости, проходящей через точку 0M  пер-
пендикулярно вектору . 
(2)  
 0 DCzByAx   (3) 
– общее уравнение плоскости ( 000 CzByAxD  ). 
Если 0D , то плоскость  проходит через точку  0, 0, 0O . 
(3)  
 1
c
z
b
y
a
x
  (4) 
– уравнение плоскости "в отрезках" (
A
D
a  , 
B
D
b  , 
C
D
c  ). 
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Легко убедиться, что точки  0,0,1 aP ,  0,,02 bP ,  cP ,0,03  принадлежат 
плоскости, задаваемой уравнением (4). 
 
x
y
z
1P
2P
3P
a
b
c
 
Из рисунка видно, что a, b, c  – "отрезки", отсекаемые плоскостью на ко-
ординатных осях. 
Форма (4) особенно удобна для графического изображения плоскости. 
 
Пример 
Уравнение 424  zyx  задает плоскость, отсекающую на осях OX , 
OY , OZ  «отрезки» 1, 2 и 4 соответственно, что устанавливается приве-
дением уравнения к форме (4) при помощи деления обеих частей уравне-
ния на 4 
1
421

zyx
. 
 
Угол между двумя плоскостями 
Пусть заданы уравнения двух плоскостей: 
0: 11111  DzCyBxA , 
0: 22222  DzCyBxA . 
Тогда угол между плоскостями можно вычислить, используя угол между 
их нормальными векторами 
2
2
2
2
2
2
2
1
2
1
2
1
212121cos
CBACBA
CCBBAA


 . 
 
Условие ортогональности двух плоскостей 
21     0212121  CCBBAA . 
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Условие параллельности двух плоскостей 
21 ||     
2
1
2
1
2
1
C
C
B
B
A
A
 . 
 
7.2. Прямая в пространстве 
 
 
a

L
M
0M
 
 
Пусть L  – некоторая прямая. 
 0 0 0 0, ,M x y z  – фиксированная точка прямой. 
 , ,M x y z  – произвольная точка прямой. 
 , ,a l m n  – направляющий вектор прямой: La ||

. 
Условие принадлежности точки  , ,M x y z  прямой : 
aMM

||0 . 
Связь коллинеарных векторов 
 atMM

0   (*) 
– векторное уравнение прямой. 
Отсюда следует 
 atrr MM


0
  (**) 
– другая форма векторного уравнения прямой. 
Условие коллинеарности двух векторов приводит к уравнениям 
n
zz
m
yy
l
xx 000 



  
– канонические уравнения прямой. 
Условие равенства двух векторов приводит к уравнениям 








ntzz
mtyy
ltxx
0
0
0
,
,
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– параметрические уравнения прямой. 
Следующая система:  
 





0
,0
2222
1111
DzCyBxA
DzCyBxA
 (***) 
задает общие уравнения прямой, по которой пересекаются две плоско-
сти, при условии их непараллельности, т.е. 21 ntn

 , где  1111 ,, CBAn 

, 
 2 2 2 2, ,n A B C . Последнее неравенство означает непропорциональность 
соответствующих коэффициентов в уравнениях системы (***). 
 
Угол между двумя прямыми 
 
||||
|,|
cos
21
21
aa
aa



 . 
Если  1 1 1 1 1, , ||a l m n L ,   22222 ||,, Lnmla 

, то 
2
2
2
2
2
2
2
1
2
1
2
1
212121cos
nmlnml
nnmmll


 . 
 
Угол между прямой и плоскостью 
Пусть 
 , ,n A B C  – нормальный вектор некоторой плоскости  , 
 , ,a l m n  – направляющий вектор прямой L . 
Тогда, определяя угол между прямой и плоскостью как острый угол меж-
ду прямой и ее проекцией на плоскость, можно получить формулу для его 
вычисления 
222222
sin
nmlCBA
CnBmAl


 . 
 
Условие параллельности двух прямых 
21 || LL    21 || aa

   
2
1
2
1
2
1
n
n
m
m
l
l
  
 
Условие перпендикулярности двух прямых 
21 LL    21 aa

   0212121  nnmmll  
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Условие параллельности прямой и плоскости 
||L    na

   0 CnBmAl . 
 
Условие перпендикулярности прямой и плоскости 
L   na

||   
C
n
B
m
A
l
 . 
 
Условие скрещиваемости двух прямых 
 
Определение 
Две прямые называются скрещивающимися, если они не лежат в одной 
плоскости. 
 
Если точка 11 LM  , а точка 22 LM  , то условием скрещиваемости 1L  и 
2L  является выполнение неравенства 
02121 aaMM

, 
означающего некомпланарность указанной тройки векторов. 
 
Пример 
Выяснить взаимное расположение прямой и плоскости:  
1 8 5
:
8 5 12
x y z
l
  
 

, : 2 3 18 0x y z     .  
В случае если они пересекаются найти угол между прямой и плоскостью. 
Что необходимо знать, чтобы выяснить взаимное расположение прямой и 
плоскости? Достаточно знать нормальный вектор плоскости и направля-
ющий вектор прямой. Найдем их из канонических уравнений прямой и 
общего уравнения плоскости. 
 3,2,1 n

,  125,,8 la

. 
Каковы возможные варианты взаимного расположения прямой и плоско-
сти? Они могут пересекаться (в частности быть перпендикулярными), 
быть параллельными друг другу и прямая может лежать в плоскости. 
1. Прямая и плоскость параллельны? Воспользуемся условием па-
раллельности прямой и плоскости. Для этого выясним, перпендикулярны 
ли нормальный вектор плоскости и направляющий вектор прямой, – 
найдем их скалярное произведение:   
  0624108, lan

 . 
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Так как скалярное произведение отлично от нуля, векторы не перпенди-
кулярны, а значит прямая и плоскость не параллельны. 
2. Прямая и плоскость перпендикулярны? Воспользуемся условием 
перпендикулярности прямой и плоскости. Для этого выясним, параллель-
ны ли нормальный вектор плоскости и направляющий вектор прямой, – 
проверим условие коллинеарности двух векторов: 
 3,2,1 n

,  125,,8 la

, тогда 
4
1
2
5
8
1
 .  
Условие коллинеарности двух векторов не выполняется, следовательно, 
прямая и плоскость не перпендикулярны. 
3. Прямая лежит в плоскости? Нет, так как  прямая и плоскость пе-
ресекаются. 
Найдем угол между данными прямой и плоскостью: 











 
9411442564
24108
,sin
222222 nmlCBA
CnBmAl
l   
3262
6
14233
6
 , тогда 
3262
6
arcsin, 




 l . 
 
Лекция 8. Кривые второго порядка на плоскости 
 
Содержание 
1. Основные понятия. 
2. Исследование формы кривых второго порядка по их каноническим 
уравнениям. 
3. Приведение уравнений кривых второго порядка к каноническому виду. 
 
8.1.  Основные понятия 
 
Определение 
Уравнением данной кривой на плоскости называется такое уравнение с 
двумя переменными 
   0, yxF , (1) 
которому удовлетворяют координаты каждой точки, принадлежащей этой 
кривой, и не удовлетворяют координаты никакой точки, не принадлежа-
щей этой кривой. 
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Кривая, определенная данным уравнением, есть геометрическое место 
точек, координаты которых удовлетворяют этому уравнению. 
 
Определение 
Алгебраической кривой второго порядка называется кривая  , уравне-
ние которой в декартовой системе координат имеет вид 
 02 22  FEyDxCyBxyAx , (2) 
где не все коэффициенты A , B , C  равны одновременно нулю (в против-
ном случае  – прямая, т. е. алгебраическая кривая первого порядка). 
 
В зависимости от значений коэффициентов возможны случаи, когда 
уравнение (2) определяет вырожденную кривую (пустое множество, точ-
ку, прямую, пару прямых). 
Например, уравнение 0122  yx  не имеет решений и задает пустое 
множество, уравнение 022  yx  задает точку с координатами  0,0 , 
уравнение 0122  xx  задает на плоскости прямую 1x , уравнение 
022  yx  задает на плоскости пару прямых yx   и yx  . 
Далее будем рассматривать только невырожденные кривые. 
 
Теорема 
Всякое уравнение (2), задающее невырожденную кривую путем преобра-
зования координат, можно привести к каноническому виду (одному из 
трех): 
 I. 12
2
2
2

b
y
a
x
, где 0 ba ; 
 
 II. 12
2
2
2

b
y
a
x
, где 0, ba ; 
 
 III. pxy 22  , где .0p  
 
Замечание 
В канонических уравнениях каждая переменная содержится только в од-
ной степени, либо только в первой, либо только во второй. 
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8.2. Исследование формы кривых второго порядка 
по их каноническим уравнениям 
 
Последовательно рассмотрим канонические уравнения кривых второго 
порядка. 
 
1. Эллипс 
 
Определение 
Эллипсом называется кривая второго порядка с каноническим уравне-
нием 
1
2
2
2
2

b
y
a
x
. 
 
В этом уравнении обе переменные содержатся во второй степени. Следо-
вательно, если точка   00 , yx  (  – эллипс), то и точки  00 , yx , 
 00 , yx  ,    00 , yx . 
Таким образом, прямые 0x  и 0y  являются осями симметрии эллипса 
(уравнения  и  задают координатные оси OY  и OX  соответ-
ственно). Отсюда следует, что достаточно исследовать форму кривой и 
построить ее часть в области 0x , 0y  (первая четверть координатной 
плоскости), достроив затем остальные части путем зеркального отраже-
ния найденных фрагментов кривой относительно координатных осей. 
Заметим также, что так как для любой точки  00 , yx , принадлежащей эл-
липсу , существует точка  00 , yx  , также принадлежащая , эллипс, 
задаваемый каноническим уравнением (I), имеет центр симметрии 
 0,0O , совпадающий с началом декартовой системы координат. 
 
В первой координатной четверти каноническое уравнение эллипса равно-
сильно следующему: 
2
2
1
a
x
by  . 
Построим соответствующую дугу эллипса по точкам, координаты кото-
рых можно вычислить по этому уравнению, и затем используем свойство 
симметрии для завершения построения всей кривой. Дополним чертеж 
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эллипса некоторыми точками и линиями, важными при обсуждении фор-
мы эллипса. 
 
 Y
Xa
b  yxM ,
2F1F
1R 2R


a
x


a
x
 
 
Характеристики эллипса 
1. a  – большая полуось; b  – малая полуось. 
2. Точки  0,a ,  0,a ,  b,0 ,  b,0  – вершины. 
3. Точка  0,0O  – центр. 
4. Точки  0,1 cF  ,  0,2 cF  – фокусы, где 
222 bac  , 0c . 
5. 1R , 2R  – фокальные радиусы точки эллипса. 
6. Число 
a
c
  – эксцентриситет эллипса. Чем больше значение  , тем 
больше вытянут эллипс. 
7. Прямые 


a
x  – директрисы. 
 
Замечание 
Если Rba  , каноническое уравнение принимает вид 
222 Ryx   
и задает окружность радиуса R  с центром в начале координат . 
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Вычислим значение       22222221 ycxycxRR  . После 
возведения в квадрат, подстановки 222 bac   и необходимых упроще-
ний получаем 
aRR 221  . 
 
Вывод 
Эллипс является геометрическим местом точек, сумма расстояний от ко-
торых до двух фиксированных точек плоскости есть величина постоян-
ная. 
 
Замечание 
Последнему высказыванию можно придать статус определения эллипса и 
тогда, воспользовавшись рисунком, получить каноническое уравнение 
эллипса. 
 
2. Гипербола 
Определение 
Гиперболой называется кривая второго порядка с каноническим уравне-
нием 
1
2
2
2
2

b
y
a
x
. 
 
В этом уравнении вновь обе переменные содержатся во второй степени. 
Следовательно, прямые 0x  и 0y  (координатные оси OY  и OX  со-
ответственно) являются осями симметрии гиперболы. Отсюда, как и в 
случае эллипса, появляется возможность использования зеркального от-
ражения основного фрагмента кривой, построенного в первой координат-
ной четверти, относительно координатных осей. 
Гипербола так же, как и эллипс, имеет центр симметрии  0,0O , совпа-
дающий с началом декартовой системы координат. 
 
В первой координатной четверти каноническое уравнение гиперболы 
равносильно следующему уравнению: 
1
2
2

a
x
by . 
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Построим график этой функции в области ее определения ( ax  ). При 
ax   значение функции 0y . С увеличением x  значения y  возрастают. 
Если  неограниченно возрастает ( x ), 1
2
2

a
x
, откуда следует 
x
a
b
y  . Другими словами, дуга гиперболы при больших значениях  
приближается к прямой x
a
b
y  , причем снизу! На рисунке показана вся 
кривая, полученная с использованием симметрии гиперболы относитель-
но координатных осей. 
 
X   
Y   
1F   2F   
b   
b   
a   a   
1R   
2R   
 yxM ,   


a
x   


a
x   x
a
b
y    x
a
b
y    
 
Выполним необходимые для обсуждения формы гиперболы дополнения 
чертежа некоторыми точками и линиями. 
 
Характеристики гиперболы 
1. a  – действительная полуось; b  – мнимая полуось. 
2. Точки  0,a ,  0,a  – вершины. 
3. Точка  0,0O  – центр. 
4. Точки  0,1 cF  ,  0,2 cF  – фокусы, где 
222 bac  , 0c . 
5. 1R , 2R  – фокальные радиусы точки гиперболы. 
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6. Число 
a
c
  – эксцентриситет эллипса. Заметим, что 1 . 
7. Прямые 


a
x  – директрисы. 
8. Прямоугольник со сторонами ax  , by  , параллельными коорди-
натным осям, – основной прямоугольник. 
9. Прямые x
a
b
y   – асимптоты гиперболы (диагонали основного пря-
моугольника). 
 
Замечание 
Если в каноническом уравнении гиперболы положить правую часть рав-
ной нулю 
0
2
2
2
2

b
y
a
x
, 
то результирующее уравнение будет определять вырожденную гиперболу 
(пару прямых , являющихся асимптотами данной канонической 
гиперболы). 
 
Вычислим значение       22222221 ycxycxRR  . После 
возведения в квадрат, подстановки 222 bac   и необходимых упроще-
ний получаем 
aRR 221  . 
 
Вывод 
Гипербола является геометрическим местом точек, модуль разности рас-
стояний от которых до двух фиксированных точек плоскости есть вели-
чина постоянная. 
 
Алгоритм построения чертежа гиперболы 
1. Построение основного прямоугольника. 
2. Построение асимптот – диагоналей. 
3. Определение вершин гиперболы (выяснение вопроса о том, какую ко-
ординатную ось гипербола пересекает). 
4. Построение гиперболы. 
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3. Парабола 
 
Определение 
Параболой называется кривая второго порядка с каноническим уравне-
нием 
pxy 22  . 
 
В этом уравнении лишь переменная y  содержится во второй степени. 
Следовательно, прямая 0y  (координатная ось ОХ) является единствен-
ной осью симметрии и возможно использование зеркального отражения 
дуги параболы, построенной в первой четверти, только относительно оси 
OX  для построения всей параболы. 
Центр симметрии у параболы отсутствует. 
 
В первой координатной четверти каноническое уравнение параболы рав-
носильно следующему уравнению: 
pxy 2 . 
 
Построим график этой функции в области ее определения, воспользуемся 
симметрией параболы относительно оси абсцисс и дополним чертеж не-
обходимыми элементами. 
 
 0,2/pF   
 yxM ,   
2/p   
R   
d   
X   
Y   
2/px    
 
 
Характеристики параболы 
1. Точка  0,0O  – вершина. 
2.  – ось. 
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3. Точки  0,2/pF  – фокус. 
4. R  – фокальный радиус точки параболы. 
5. Прямая 
2
p
x   – директриса. 
 
Пусть d  – расстояние от точки параболы до директрисы. Вычислим зна-
чение . Получим 
Rd  . 
 
Вывод 
Парабола является геометрическим местом точек, равноудаленных от 
фиксированной точки плоскости и фиксированной прямой, принадлежа-
щей той же плоскости. 
 
Канонические уравнения кривых второго порядка 
со смещенным центром (вершиной) 
 I*. 
   
2 2
0 0
2 2
1,
x x y y
a b
 
   где 0 ba ; 
 
 II*. 
   
2 2
0 0
2 2
1,
x x y y
a b
 
   где 0, ba ; 
 
 III*.    
2
0 02 ,y y p x x    где 0p . 
 
Для построения чертежа выполним замену переменных 
0
0
,
.
x x x
y y y
  
  
 
Тогда уравнения I*–III* перейдут в уравнения вида I–III относительно 
переменных x , y . Введение новых переменных эквивалентно введению 
новой системы координат YXO  , которая получается из старой OXY  
путем параллельного переноса на вектор  00 , yx , при котором точка 
 0,0O  переходит в точку  00 , yxO , а новые оси координат параллельны 
соответствующим старым осям. 
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Пример 
Определить тип кривой, заданной уравнением 
   
1
9
1
4
1 22



 xy
. 
Сделать чертеж. 
 
Решение 
Данное уравнение является каноническим уравнением гиперболы со 
смещенным центром. Построение чертежа начинаем с построения коор-
динатных осей двух систем координат. Из уравнения следует, что 
 1,1O  . Далее в осях YXO   строим основной прямоугольник с полу-
основанием 3 и полувысотой 2. Проводим диагонали основного прямо-
угольника – асимптоты искомой гиперболы. Вершины гиперболы или 
точки пересечения гиперболы с осями координат расположены на оси 
YO  ! Окончательный результат представлен ниже. 
 
X    
Y    Y   
X
  
O  
O  3  
2  
 
 
8.3. Приведение уравнений кривых второго порядка 
к каноническому виду 
 
Напомним, что общее уравнение кривой второго порядка имеет вид 
 02 22  FEyDxCyBxyAx . (3) 
Следует отметить два признака неканоничности уравнения второго по-
рядка: 
1. В уравнении (3) коэффициент 0B  (присутствует слагаемое Bxy2 ). 
2. Коэффициенты A  и D  ( C  и E ) не равны одновременно нулю, т. е. 
переменная присутствует в уравнении и в первой и во второй степени. 
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Первый признак неканоничности устраняется при помощи преобразова-
ния 
 
.cossin
,sincos


yxy
yxx
 (4) 
Геометрический смысл этой замены переменных заключается в переходе 
от системы координат OXY  к системе YXO   путем поворота вокруг 
точки O  на угол α, который выбирается из условия отсутствия в преобра-
зованном уравнении слагаемых, содержащих произведение yx  . 
Второй признак неканоничности устраняется преобразованием 
 
.
,
0
0
yyy
xxx


 (5) 
Преобразование (5) осуществляет переход к системе координат YXO   
параллельным переносом системы координат YXO  , при котором центр 
новой системы координат занимает положение  00 , yxO  . Для поиска 
координат 0x , 0y  проводится процедура выделения полного квадрата по 
соответствующей переменной (см. примеры). 
Покажем, что формулы (4) определяют преобразование поворота. Рас-
смотрим рисунки: 
 
 
X
Y
X 
Y 
i

j

i 


j

 
 
X
Y
X 
Y 
x
y
x
y 
 yxM ,
 
 
Точке  yxM ,  соответствует радиус-вектор 
 jyixrM

 , (6) 
где i

, j

 – базисные орты системы координат . С другой стороны, 
 jyixrM 

, (7) 
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где i 

, j 

 – базисные орты системы координат YXO  . 
Из рисунков видно, что 
 sin cos jii

, 
 cos sin jij

. 
Подставим последние равенства в (7). После упрощений получим 
     jyxiyxrM

 cossin sincos . (8) 
Сравнивая (6) и (8), получаем 


cossin
,sincos
yxy
yxx
 
и убеждаемся в справедливости доказываемого утверждения о характере 
преобразования по формулам (4). 
С использованием обозначений 







y
x
, 








y
x
, 








cossin
sincos
 
формулы (4) можно записать в компактной матричной форме 
  . (9) 
Здесь   – матрица преобразования поворота на угол   вокруг начала 
координат. Первый столбец матрицы   – координаты вектора i 

. Этот 
вектор – образ вектора i

, т. е. результат поворота вектора  на угол . 
Второй столбец – координаты вектора j 

, который является образом век-
тора j

. 
Обратное преобразование (поворот на угол  ) задается обратной мат-
рицей 









cossin
sincos1 . 
Обращение связи старых и новых координат дается матричной формулой 
  1  (10) 
или в поэлементной записи 
 
.cossin
,sincos


yxy
yxx
 (11) 
Пример 1 
Определить тип кривой, заданной уравнением 1xy , сделать чертеж. 
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Решение 
Для ответа на поставленный вопрос требуется, прежде всего, привести 
заданное уравнение к каноническому виду. Затем по каноническому 
уравнению определить тип кривой и сделать чертеж. 
Используем преобразование поворота. После подстановки в заданное 
уравнение формул (4) получаем 
  1sincossincossincos 2222  yxyx . 
Угол   найдем из условия 
0sincos 22     02cos  . 
Одно из решений этого уравнения 
4

 . 
При таком значении  исходное уравнение становится каноническим 
1
22
22



 yx
. 
Это уравнение задает гиперболу, пересекающую ось XO  . Чертеж пред-
ставлен ниже. 
 
 
X    
Y    Y   
X   
 
 
Пример 2 
Определить тип кривой, заданной уравнением 12  yxx , 
сделать чертеж. 
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Решение 
Неканоничность заданного уравнения связана с тем, что переменная x  
присутствует в уравнении и во второй, и в первой степени. Выделим пол-
ный квадрат по этой переменной 
2 2 2 2
2 2 1 1 1 1 12
2 2 2 2 2
x x y x x y x y
        
                           
 
уравнение принимает вид 













4
5
2
1 2
yx . 
Получено каноническое уравнение параболы с вершиной, смещенной в 
точку 






4
5
,
2
1
O . 
 
4/5   
X
  
Y   Y    
2/1
  
 
 
 
Лекция 9. Поверхности второго порядка 
 
Содержание 
1. Основные понятия. 
2. Исследование формы поверхностей второго порядка по их канониче-
ским уравнениям. 
3. Решение типичных задач. 
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9.1. Основные понятия 
 
Определение 
Уравнением данной поверхности называется такое уравнение с тремя 
переменными 
  , , 0F x y z  , (1) 
которому удовлетворяют координаты каждой точки, принадлежащей этой 
поверхности, и не удовлетворяют координаты никакой точки, не принад-
лежащей этой поверхности. 
 
Поверхность, определенная данным уравнением, есть геометрическое 
место точек, координаты которых удовлетворяют этому уравнению. 
 
Определение 
Алгебраической поверхностью второго порядка называется поверх-
ность Q , уравнение которой в декартовой системе координат имеет вид 
 0222222  KIzHyGxFyzExzDxyCzByAx , (2) 
где не все коэффициенты при членах второго порядка равны одновре-
менно нулю (в противном случае  – алгебраическая поверхность перво-
го порядка, т. е. плоскость). 
 
В зависимости от значений коэффициентов возможны случаи, когда 
уравнение (2) определяет вырожденную поверхность (пустое множество, 
точку, плоскость, пару плоскостей). 
Например, уравнение 01222  zyx  не имеет решений и задает пу-
стое множество; уравнение 0222  zyx  задает точку с координата-
ми  0, 0, 0 ; уравнение 012
2  xx  задает плоскость 1x ; уравнение 
022  yx  задает пару плоскостей yx   и yx  . 
Далее будем рассматривать только невырожденные поверхности. 
 
Теорема 
Всякое уравнение (2), задающее невырожденную поверхность путем пре-
образования координат, можно привести к каноническому виду, при ко-
тором каждая переменная содержится в уравнении только в одной степе-
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ни, либо только в первой, либо только во второй, а смешанные произве-
дения отсутствуют. 
 
9.2. Исследование формы поверхностей второго порядка 
по их каноническим уравнениям 
 
Основным методом исследования формы поверхности по ее уравнению 
является метод сечений, когда о форме поверхности судят по форме кри-
вых, которые получаются при пересечении данной поверхности плоско-
стями 
constx , consty , constz . 
Последовательно рассмотрим канонические уравнения поверхностей вто-
рого порядка. 
 
1. Эллипсоид 
 
Определение 
Эллипсоидом называется поверхность второго порядка с каноническим 
уравнением 
1
2
2
2
2
2
2

c
z
b
y
a
x
. 
 
Рассмотрим сечение эллипсоида плоскостью 0z . Линия пересечения 
эллипсоида и плоскости задается системой уравнений 








0
,1
: 2
2
2
2
2
2
z
c
z
b
y
a
x
 
или 








.0
,1
: 2
2
2
2
z
b
y
a
x
 
Очевидно, что   – эллипс с полуосями a  и b . 
Рассмотрим сечение эллипсоида плоскостью hz  . Линия пересечения 
задается системой уравнений 
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







hz
c
z
b
y
a
x
,1
: 2
2
2
2
2
2
 
или 








,
,1
:
2
1
2
2
1
2
hz
b
y
a
x
 
где 
2
1 2
1
h
a a
c
  , 
2
1 2
1 .
h
b b
c
   
Таким образом, если ch 0 , то   – эллипс с полуосями aa 1 , bb 1 . 
Если ch  ,  – точка с координатами  0, 0, c . Если ch  , система ре-
шений не имеет, т. е. исследуемая поверхность не имеет общих точек с 
рассматриваемой плоскостью. 
Далее, так как переменная z  содержится в уравнении во второй степени, 
плоскость 0z  является плоскостью симметрии эллипсоида. Отсюда 
следует, что достаточно исследовать форму поверхности и построить ее 
часть в области 0z , достроив затем остальную часть путем зеркального 
отражения найденного фрагмента поверхности относительно координат-
ной плоскости OXY . 
Аналогично рассматриваются сечения поверхности Q  плоскостями 
constx , consty . 
Выполненное исследование завершается построением чертежа. 
 
X   
Z   
Y   
a   
b   
c   
O   
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Вывод 
Эллипсоид – замкнутая ограниченная поверхность, имеющая три плоско-
сти симметрии 0x , 0y , 0z . 
 
Замечание 
Если ba  , каноническое уравнение эллипсоида принимает вид 
1
2
2
2
2
2
2

c
z
a
y
a
x
. При этом линиями пересечения эллипсоида с плоско-
стями hz  , где chc  , являются окружности, центры которых лежат 
на оси OZ , и, следовательно, в этом случае эллипсоид является фигурой 
вращения с осью . 
Если Rcba  , каноническое уравнение принимает вид 
2222 Rzyx   и задает сферу с центром в начале координат и радиу-
сом R . 
 
2. Гиперболоиды 
Однополостный гиперболоид 
 
Определение 
Однополостным гиперболоидом называется поверхность второго поряд-
ка с каноническим уравнением 
1
2
2
2
2
2
2

c
z
b
y
a
x
. 
 
Линия пересечения гиперболоида и плоскости 0z  задается системой 
уравнений 








,0
,1
: 2
2
2
2
2
2
z
c
z
b
y
a
x
 
определяющей эллипс с полуосями a  и b . 
В сечении плоскостью  имеем кривую 








,
,1
:
2
1
2
2
1
2
hz
b
y
a
x
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являющуюся также эллипсом, но с большими, чем в предыдущем случае 
полуосями 
2
1 2
1
h
a a
c
   и 
2
1 2
1 .
h
b b
c
   
Рассмотрим сечение поверхности Q  плоскостью 0x . Уравнения линии 
пересечения 








0
,1
: 2
2
2
2
x
c
z
b
y
 
задают гиперболу, пересекающую ось OY . Сечение  плоскостью 0y  
задает гиперболу, пересекающую ось OX . 
 
X   
Z   
Y   a   b   O   
 
 
Вывод 
Однополостный гиперболоид – поверхность, имеющая вид расширяю-
щейся трубки с тремя плоскостями симметрии 0x , 0y , 0z . 
 
Замечание 
Если ba  , каноническое уравнение однополостного гиперболоида при-
нимает вид: 1
2
2
2
2
2
2

c
z
a
y
a
x
. Соответствующая поверхность является 
однополостным гиперболоидом вращения с осью OZ . 
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Двуполостный гиперболоид 
 
Определение 
Двуполостным гиперболоидом называется поверхность второго порядка 
с каноническим уравнением 
1
2
2
2
2
2
2

c
z
b
y
a
x
. 
 
Линия пересечения гиперболоида и плоскости 0z  задается системой 
уравнений 








,0
,1
: 2
2
2
2
z
b
y
a
x
 
определяющей пустое множество. 
В сечении плоскостью hz   имеем кривую 








,
,1
:
2
1
2
2
1
2
hz
b
y
a
x
 
где 
2
1 2
1
h
a a
c
  , 
2
1 2
1
h
b b
c
  . 
Если ch  ,   – эллипс с полуосями 1a , 1b . Если сh  ,  – точка 
 0, 0, c . Для chc   сечение – пустое множество. 
Сечение Q  плоскостью 0 :x   








0
,1
: 2
2
2
2
x
c
z
b
y
 
задают гиперболу, пересекающую ось OZ . Сечение Q  плоскостью 0y  
также задает гиперболу, пересекающую ось . 
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 Z   
X   
Y   
c
  O
  c
  
 
 
Вывод 
Двуполостный гиперболоид – поверхность, имеющая вид двух бесконечно 
расширяющихся чаш с тремя плоскостями симметрии 0x , 0y , 0z . 
 
Замечание 
Если ba  , каноническое уравнение двуполостного гиперболоида при-
нимает вид: 1
2
2
2
2
2
2

c
z
a
y
a
x
. Соответствующая поверхность является 
двуполостным гиперболоидом вращения с осью OZ . 
 
3. Конус 
 
Определение 
Конусом второго порядка называется поверхность с каноническим урав-
нением 
0
2
2
2
2
2
2

c
z
b
y
a
x
. 
 
Метод сечений позволяет составить представление о форме этой поверх-
ности. 
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X   
Z   
Y   
O   
 
 
Можно отметить, что конус является вырожденным гиперболоидом точно 
так же, как пара пересекающихся прямых, заданных уравнением 
0
2
2
2
2

b
y
a
x
, считается вырожденной гиперболой в сравнении с гипербо-
лой, определяемой каноническим уравнением 1
2
2
2
2

b
y
a
x
. Осью конуса, 
заданного рассматриваемым каноническим уравнением, является ось 
OZ . Поперечные сечения являются эллипсами. Если ba  , конус стано-
вится фигурой вращения. 
 
4. Параболоиды 
Эллиптический параболоид 
 
Определение 
Эллиптическим параболоидом называется поверхность с каноническим 
уравнением 
pz
b
y
a
x

2
2
2
2
, 0p . 
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X   
Z   
Y   O   
 
 
Гиперболический параболоид 
 
Определение 
Гиперболическим параболоидом называется поверхность с канониче-
ским уравнением 
pz
b
y
a
x

2
2
2
2
, 0p . 
 
Применение метода сечений приводит к тому, что в плоскостях hz  , где 
0h , обнаруживаются гиперболы, а в плоскостях hx   и hy   – пара-
болы. Отсюда и название исследуемой поверхности. 
 
X   
Z   
Y   
O   
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5. Цилиндры второго порядка 
Эллиптический цилиндр 
 
Определение 
Эллиптическим цилиндром называется поверхность с каноническим 
уравнением 
1
2
2
2
2

b
y
a
x
. 
 
Осью цилиндра является координатная ось OZ , поперечные сечения – 
эллипсы. 
 
X   
Z   
Y   
O
  
a
  
b
  
 
 
Гиперболический цилиндр 
 
Определение 
Гиперболическим цилиндром называется поверхность с каноническим 
уравнением 
1
2
2
2
2

b
y
a
x
. 
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X
  
Z   
Y   
O
  
a
  
a
  
 
 
Параболический цилиндр 
 
Определение 
Параболическим цилиндром называется поверхность с каноническим 
уравнением 
pxy 22  , 0p . 
 
 
X   
Z   
Y   O   
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Заметим, что признаком рассмотренных цилиндрических поверхностей 
является отсутствие одной из переменных в каноническом уравнении. 
 
9.3. Решение типичных задач 
 
Задача 1 
Установить тип поверхности, заданной уравнением 
04222  zyx . 
 
Решение 
Перенесем константу в правую часть уравнения и разделим обе части 
уравнения на число 4. Получим 
1
44
2
22
 y
zx
. 
Это уравнение задает двуполостный гиперболоид вращения с осью OY. 
 
Задача 2 
Установить тип поверхности, заданной уравнением 
222  zyx  
 
Решение 
Преобразуем уравнение к виду 
 222  zyx , 
являющемуся канонической формой уравнения параболоида вращения с 
осью OZ , вершина которого находится в точке  0, 0, 2 ,  а выпуклость 
обращена вверх. 
 
Задача 3 
Составить уравнения проекций на координатные плоскости сечения эл-
липтического параболоида 
22 zyx   
плоскостью 
02  zyx . 
 
Решение 
Сечение параболоида плоскостью задается системой уравнений 
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




.02
,22
zyx
zyx
 
Этой системе соответствует некоторая линия в пространстве. Чтобы 
найти проекцию этой линии на координатную плоскость OXY , следует 
исключить из этой системы переменную z . В результате получаем 
054 22  xyxyx . Аналогично находятся остальные проекции. 
Ответ: 
На плоскость OXY : 054 22  xyxyx , на плоскость OXZ : 
0452 22  xzxzx , на плоскость OYZ : 0222  zyzy . 
 
Задача 4 
Составить уравнение поверхности, образованной вращением кривой 





0
,2
y
xz
 
вокруг оси OX . 
 
Решение 
Сечение искомой поверхности плоскостью 0xx  , перпендикулярной оси 
вращения, есть окружность с центром в точке  0,0,0xC  радиуса 
 0xzR  . Уравнение этой окружности 
4
0
22 xzy  . Для произвольного 
0x  получаем уравнение поверхности вращения 
422 xzy  . 
Ответ: 
. 
 
Введем дополнительное определение. 
Цилиндрическая поверхность является результатом перемещения пря-
мой (образующей) по некоторой линии (направляющей) параллельно 
самой себе. 
 
Задача 5 
Составить уравнение цилиндра, образующие которого параллельны век-
тору  4,3,2 l

, а направляющая дана уравнениями 
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




.1
,922
z
yx
 
 
Решение 
Множество точек искомой поверхности образовано точками, лежащими 
на прямых, проходящих через некоторую точку направляющей парал-
лельно вектору l

. Составим канонические уравнения этих прямых: 
4
1
32





 zYyXx
. Здесь  zyxM ,,  – произвольная точка прямой, а 
 1,,YXN  – фиксированная точка направляющей, через которую прохо-
дит прямая, называемая образующей. Отсюда  zxX  21
2
1
, 
 zyY 343
4
1
 . Подставим эти выражения в уравнение 922 YX , 
которому удовлетворяют координаты точек направляющей, и получим 
искомое уравнение цилиндрической поверхности. 
Ответ: 
1312624162416131616 222  zyxyzxzzyx . 
 
Дополнительное определение. 
Коническая поверхность является результатом движения прямой (обра-
зующей), проходящей через фиксированную вершину и переменную точ-
ку направляющей. 
 
Задача 6 
Составить уравнение конуса с вершиной в точке  5,0,0S  и направляю-
щей 







.0
,1
4
2
2
z
y
x
 
 
Решение 
Множество точек искомой поверхности образовано точками, лежащими 
на прямых, проходящих через некоторую точку направляющей, и 
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точку S . Составим канонические уравнения этих прямых: 
5
5



z
Y
y
X
x
. 
Здесь  zyxM ,,  – произвольная точка прямой, а  0,,YXN  – фиксиро-
ванная точка направляющей, через которую проходит прямая, называе-
мая образующей. Отсюда 
5
5


z
x
X , 
5
5


z
y
Y . Подставим эти выра-
жения в уравнение 1
4
2
2
Y
X
, которому удовлетворяют координаты 
точек направляющей, и получим искомое уравнение конической поверх-
ности. 
Ответ: 
 
25
5
4
2
2
2 

z
y
x
. 
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IV. Элементы линейной алгебры 
 
 
В ходе рассмотрения данной части конспекта лекций в качестве приме-
ров, иллюстрирующих ее, будут представлены выдержки из работы, по-
священной анализу возможностей использования модели линейного про-
странства в теоретической химии. Эта математическая модель наиболее 
разработана и широко применяется в естественных науках. 
 
Лекция 10. Линейные пространства 
 
Содержание 
1. Линейные пространства. 
2. Примеры линейных пространств. 
3. Примеры нелинейных пространств. 
4. Линейная зависимость элементов линейного пространства. 
 
10.1. Линейные пространства 
 
Определение 1 
Множество R  элементов любой природы x , y , …, z  называется линей-
ным пространством, если: 
I. Имеется правило, по которому любым двум элементам Ryx ,  ставит-
ся в соответствие Rz , называемый суммой x  и y , 
.z x y   
II. Имеется правило, по которому Rx  и    ставится в соответ-
ствие Ru  , называемый произведением x  на   
xu   или λ.u x  
III. Правила (I), (II) обладают восемью свойствами: 
1. xyyx  ; 
2.    zyxzyx  ; 
3. 0 : x  xx  0 ; 
4.  x  : 0 xx , где xx   – противоположный элемент; 
5.   yxyx  ; 
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6.   xxx  ; 
7.     xx ; 
8. xx 1  x . 
 
 
 
10.2. Примеры линейных пространств 
 
Пример 1 
Множество всех геометрических векторов (см. лекцию 3). 
Его элементами являются геометрические векторы 
xx

 . 
Выполняется ли правило I определения линейного пространства? 
Рассмотрим, в частности, множество 2R  (геометрические векторы плос-
кости). Если 2Ra

, 2Rb

, то 2)( Rba 

 (см. определение суммы век-
торов). Следовательно, правило I – выполняется. 
Выполнение правил II, III также является очевидным. 
 
Вывод 
1R  – множество всех геометрических векторов на прямой; 
2R  – множество всех геометрических векторов на плоскости; 
3R  – множество всех геометрических векторов в пространстве – являются 
линейными пространствами. 
 
Пример 2 
Координатное пространство nR  (пространство строк). 
Элемент nRx ,  nxxxx ,...,, 21 , ix . 
Числа 1x , 2x , …, nx  – координаты элемента x ,  – строка. 
 nxxxx ,...,, 21 ,  nyyyy ,...,, 21 . 
Введем правило I следующим образом: 
 nn yxyxyxyx  ,...,, 2211 . 
Следовательно, nRyx  . 
Введем правило II: 
 nxxxx  ,...,, 21 , 
nRx . 
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Правило III выполняется, в частности: 
0 ,  0,...,0,00  , 
xx 0  x . 
x  ,  nxxxxx  ,...,, 21 , 
 0 xx . 
 
Вывод 
Пространство строк является линейным. 
 
Пример 3 
Множество n  многочленов, степень которых не превосходит нату-
рального n . 
Пусть для определенности 3n . 
321 ttx  , ty 2 . 
nx  , ny  . 
Правила I, II – обычные алгебраические правила. 
Правило I: 
tttyx 21 32  , nyx  . 
Правило II: 
32 ttx  , nx  . 
Правило III – выполняется. 
 
Вывод 
Таким образом,  – линейное пространство. 
 
Пример 4 
Множество  baC ,  всех функций  tf , непрерывных на  ba, . 
Правила I и II введены по законам математического анализа. 
Выполнение правила III очевидно. 
 
Пример 5 
Множество nm,  всех матриц размера  nm . 
Элементы – матрицы размера , то есть Ax  . 
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Правила I и II введены в лекции 2: правило суммирования матриц одного 
размера и правило умножения матрицы на число. Для этих правил вы-
полняются 8 свойств, в том числе 















0...00
............
0...00
0...00
0  (в матрице m  строк, n  столбцов): 
xx 0 , 
xx  . 
 
Пример 6 
Возможность применения модели линейного пространства в химии обу-
словлена одним из основных постулатов этой науки: свойства химиче-
ской системы закономерно связаны с ее составом. Поэтому при решении 
ряда химических проблем состояние системы достаточно определить че-
рез вектор состава: 
  iernnnn ...,,, 21 , где in  – число (количество) базисного объекта ie . В 
качестве базисных объектов в химии обычно принимаются химические 
элементы или индивидуальные химические вещества. В первом случае 
вектор состава (элементного) дает химическую формулу соединения или 
атомный состав соответствующей молекулы.  
Например:  122 , ClCClC 414   (здесь числа  in  вы-
ражают мольные соотношения элементов). 
Во втором случае вектор состава дает химический состав смеси, раствора 
или иной композиции, т. е. указание веществ, входящих в систему, и их 
количественные пропорции.  
Например:   237% 0,37 0,63соляная кислота Cl      (здесь числа 
 in  выражают массовые доли веществ). 
 
10.3. Примеры нелинейных пространств 
 
Пример 1 
Множество R  всех геометрических векторов за исключением векторов, 
коллинеарных некоторой прямой. 
100 
 
 
L   
x

  
x 

   
Рассмотрим 
Rx  , Rx  . 
x

, x

 – векторы, симметричные относительно L . 
  Lxx ||      Rxx    R  не является линейным пространством, 
так как не выполняется правило I. 
 
Пример 2 
Множество n  всех многочленов, степень которых точно равняется n . 
Так, для 3n : 
32 ttx  , nPx  ; 
352 tty  , ny  . 
nttyx 
2253 . 
Следовательно,  не является линейным пространством, так как не вы-
полняется правило I. 
 
Пример 3 
Множество n   многочленов степени меньшей или равной  с положи-
тельными коэффициентами. 
Вновь для : 
321 ttx  , nx   . 
32 5555 ttx  , nx   5 . 
Следовательно, не выполняется правило II и  не является линейным 
пространством. 
 
10.4. Линейная зависимость элементов линейного пространства 
(см. лекцию 3, вопрос 2) 
 
Рассмотрим линейное пространство R . 
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Определение 2 
Линейной комбинацией элементов x , y , …, z  называется выражение 
вида 
zyx  ... , 
где  ,  , …,   – произвольные вещественные числа. 
 
Определение 3 
Элементы , , …, z  называются линейно независимыми, если равен-
ство 
0...  zyx  
выполняется лишь в случае, когда все коэффициенты , , …,  равны 
нулю. 
 
Определение 4 
Элементы называются линейными зависимыми, если равенство 
 
возможно, когда среди коэффициентов , , …,  имеется хотя бы 
один, отличный от нуля. 
 
Свойства линейной зависимости 
1º. Если среди элементов , , …, z  есть нулевой – система элементов 
линейно зависима. 
2º. Если часть элементов , , …, z  линейно зависима, то и все элемен-
ты линейно зависимы. 
3º. Элементы , , …, z  линейно зависимы тогда и только тогда, когда 
один из них является линейной комбинацией остальных. 
 
Пример 
Рассмотрим матрицу 











1540
1102
2123
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Ее строки –  2,1,2,31 e ,  1,1,0,22 e ,  1,5,4,03 e  – элементы коорди-
натного пространства 4R  (пространства строк). Являются ли 1e , 2e , 3e  
линейно зависимыми? 
Нетрудно убедиться, что 213 32 eee  . Далее, так как 3e  является линей-
ной комбинацией 1e , 2e , то по свойству (3) строки 1e , , 3e  линейно 
зависимы. 
 
 
Лекция 11. Размерность и базис линейного пространства 
 
Содержание 
1. Ранг матрицы. Базисный минор. 
2. Элементарные преобразования матрицы. 
3. Размерность и базис линейного пространства. 
4. Примеры базисов конкретных линейных пространств. 
5. Переход от одного базиса к другому. 
6. Связь координат элемента линейного пространства в старом и новом 
базисе. 
 
11.1. Ранг матрицы. Базисный минор 
 
Определение 
Рассмотрим матрицу   размера  nm  – совокупность m  строк, каждая 
из которых содержит n  чисел. Зафиксируем в ней произвольные k  строк 
и k  столбцов. Элементы, стоящие на их пересечении, образуют квад-
ратную матрицу порядка k . Определитель такой матрицы называется 
минором k -го порядка матрицы  и обозначается символом k . 
 
Пример 1 











1
1
2
5
1
1
4
0
2
0
2
3
 
11  , 51  , 01   и так далее. 
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02
23
2  , 54
10
2

 , 
540
102
123
3  , 
154
110
212
3   
 
Определение 
Ранг матрицы – наивысший порядок миноров, отличных от нуля. 
 
Обозначение  r . 
 
В предыдущем примере все 03  . 
04
02
23
2       2r . 
 
Определение 
Минор порядка  r , отличный от нуля, называется базисным минором. 
 
В примере: 
02
23
2   – базисный минор. 
 
Определение 
Строки и столбцы матрицы, на пересечении которых расположен базис-
ный минор, называются базисными. 
 
В примере:  2,1,2,31 e ,  1,1,0,22 e  – базисные строки. 
 
 
Теорема 1 (о базисном миноре) 
Базисные строки линейно независимы. 
 
Доказательство 
Рассмотрим матрицу   размера  nm . Пусть rr )( , D  – базисный 
минор, расположенный в левом верхнем углу матрицы . 
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rrrr
r
r
aaa
aaa
aaa
...
............
...
...
D
21
22221
11211
  
0D  , так как D  – базисный минор (определение базисного минора). 
Нужно доказать, что базисные строки линейно независимы. 
Предположим противное. Пусть базисные строки линейно зависимы. 
Тогда 
112211 ...  rrr eeee , где  iriii aaae ,...,, 21 . 
Преобразуем D . 
Из последней строки вычтем первую, умноженную на 1 , затем вторую, 
умноженную на 2 , и так далее; предпоследнюю, умноженную на 1r . 
Определитель D  примет вид 
0...00
...
......
...
......
...
D
11211
22221
11211
rrrr
r
r
aaa
aaa
aaa

  
По свойствам определителей, с одной стороны 0D   (есть нулевая стро-
ка), но с другой стороны, определитель не изменил своего значения, то 
есть . Получили противоречие. Значит действительно, базисные 
строки матрицы являются линейно независимыми, что и требовалось до-
казать. 
 
Теорема 2 
Небазисные строки являются линейной комбинацией базисных. 
 
Доказательство 
Пусть   rr  , D  – базисный минор, расположенный в левом верхнем 
углу  . Составим определитель   (путем окаймления D  любыми стро-
кой и столбцом , не входящими в D ) и разложим его по элементам по-
следнего столбца. 
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11 12 1 1
21 22 2 2
1 1 2 2 1
1 2
1 2
...
...
... ... ... ... ... ... 0.
...
...
r l
r l
l l rl r kl r
r r rr rl
k k kr kl
a a a a
a a a a
a a a a
a a a a
a a a a
           
 
(так как   – минор порядка 1r , а ранг матрицы равен r , значит все 
миноры порядка, большего чем , равны 0). В разложении символом i  
обозначено алгебраическое дополнение элемента ila . 
0D1  r  
Последнее равенство поделим на 1r , после чего получим, что 
rl
r
llkl aaaa D
...
DD 2
2
1
1 



 . 
1 1 2 2α α ... α .kl l l r rla a a a     
Следовательно, 
rrk eeee  ...2211 , 
где ke  – строка матрицы   с номером rk  ; 
1e , 2e , …, re  – базисные строки. 
 
Пример 2 
Пусть известны два состояния вещества – начальное и конечное. В про-
странстве составов обоим состояниям соответствуют векторы 0n

 и 1n

 
или их изображающие точки. В этом случае химическому превращению 
естественно сопоставить вектор сдвига 10n

, соединяющий изобража-
ющие точки, поскольку выполняется простое правило: 1100 nnn

  . 
При этом проекции вектора сдвига на координатные оси будут показы-
вать изменения количества химических веществ (числа молей) в данном 
превращении, так как каждая конкретная проекция относится к опреде-
ленному веществу, а разные проекции – к разным веществам. 
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Любое химическое превращение может рассматриваться как суперпози-
ция нескольких химических реакций, а его вектор сдвига может быть за-
дан координатным набором 
 rnnnn  ,...,, 21

. 
 
 
Следствие 1 
Ранг матрицы равен максимальному числу линейно независимых строк. 
 
Следствие 2 
Необходимым и достаточным условием равенства нулю определителя 
является линейная зависимость его строк. 
 
Находить ранг матрицы по определению трудно. Проще пользоваться 
методом элементарных преобразований. 
 
11.2. Элементарные преобразования матрицы 
 
Под элементарными понимают следующие преобразования матриц. 
1. Умножение строки на любое вещественное число, не равное нулю. 
2. Сложение двух строк. 
3. Перестановка местами двух строк. 
4. Те же преобразования над столбцами. 
 
Теорема 
Элементарные преобразования матрицы не меняют ее ранга. 
107 
 
 
С помощью элементарных преобразований любую матрицу   можно 
привести к квазитреугольному виду: 
 























0...000...00
........................
0...000...00
*...**~...00
*...***.........
*...***...~0
*...***...*~
22
11
rra
a
a
 
Здесь все 0~ iia , * – элементы, вид которых не важен. 
Очевидно, что ранг такой матрицы равен числу ненулевых элементов, 
стоящих на главной диагонали, то есть r . 
 
Пример 










































0000
3250
2231
~
96150
3250
2231
~
1405
1021
2231
~
1540
1102
2123
 
 
    2r . 
 
11.3. Размерность и базис линейного пространства 
 
Определение 
Размерностью линейного пространства называется максимальное чис-
ло линейно независимых элементов, содержащихся в нем. 
 
Различают пространства 
а) конечномерные: 
1) 1R  ( 1n ), 
 2R  ( 2n ), 
 3R  ( 3n ); 
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2) n :  21, , ,..., nt t t  – линейно независимые элементы, размерность – 
1n . 
б) бесконечномерные: 
 baC , . 
 tfx   – непрерывна на  ba, . 
 
Определение 
Базисом n -мерного линейного пространства называется упорядоченная 
совокупность  линейно независимых элементов этого пространства. 
 
Теорема 
Любой элемент x  линейного пространства nL  может быть разложен по 
базису единственным способом. 
 
Доказательство 
Пусть  – линейное пространство размерности . 
В = neee ,...,, 21  – базис, nLx . 
1. Возможность разложения. 
Рассмотрим систему 1e , 2e , …, ne ,  (  элементов), которая является 
линейно зависимой. Возможна нулевая линейная комбинация этих эле-
ментов 
0...2211  xeee nn , 
при наличии ненулевых коэффициентов (в том числе 0 , так как в 
противоположном случае 1e , 2e , …, ne  были бы линейно зависимыми). 
После очевидных преобразований получаем 
n
n eeex








 ...2
2
1
1  
или 
nnexexexx  ...2211 . 
2. Единственность (от противного). 
Пусть возможно и другое (с другими коэффициентами) разложение 
nnexexexx  ...2211 . 
Почленное вычитание этих разложений приводит к равенству 
      0...222111  nnn exxexxexx , 
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которое возможно лишь при условии 11 xx  , 22 xx  , …, nn xx  , так как 
 neee ,...,, 21  – базис (состоит из линейно независимых элементов). 
 
Определение 
Коэффициенты разложения элемента по базису называются координа-
тами элемента в данном базисе. 
 
11.4. Примеры базисов конкретных линейных пространств 
 
Пример 1 
1R , 1n , B = 1e , ie

1 . 
2R , 2n , B = 21,ee , ie

1 , je

2 . 
3R , 3n , B = 321 ,, eee , , , ke

3 . 
 
Пример 2 
m , 1 mn , B = 121 ,...,, meee , 
11 e , te 2 , 
2
3 te  , …, 
m
n te  . 
 
Пример 3 
Располагая некоторым базисным набором химических элементов или ин-
дивидуальных веществ, можно построить линейное пространство, эле-
менты которого (т. е. векторы состава) будут изображать все возможные 
состояния системы, различающиеся элементным или химическим соста-
вом. Такое  линейное пространство целесообразно обозначить термином 
«пространство составов» (ПС). Например, располагая двумя чистыми ве-
ществами ( A  и B ), всегда можно приготовить бесконечно много смесей 
( S ), причем каждой конкретной смеси будет соответствовать вектор или 
изображающая точка двумерного ПС, которое можно наглядно описать 
посредством обычной плоскости (см. рис.). Заметим, что реально дости-
жимые составы системы соответствуют только некоторой подобласти 
бесконечного ПС из-за очевидного условия: 0in . Это, однако, не толь-
ко не ограничивает применимости модели, но, напротив, позволяет ис-
пользовать для промежуточных вычислений некоторые «мнимые хими-
ческие объекты», нереализуемые практически, но легко представимые 
математически. 
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11.5. Переход от одного базиса к другому 
 
Очевидно, что в n -мерном линейном пространстве nL  можно составить 
много базисов. 
Рассмотрим один базис: 
B = neee ,...,, 2  – старый базис. 
Рассмотрим другой базис: 
B= 321 ,...,, eee   – новый базис. 
По теореме разложения любой элемент нового базиса можно разложить 
по старому базису 
nnkkkk etetete  ...2211 , nk ,...,2,1 . 
Этому элементу взаимно однозначно соответствует матрица-столбец 
ke     















nk
k
k
k
t
t
t
...
2
1
. 
 
Матрица 
 →'













nnnn
n
n
ttt
ttt
ttt
...
............
...
...
21
22221
11211
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– матрица перехода от базиса B к базису B (от старого к новому). 
Матрица перехода записывается по столбцам. Каждый столбец этой мат-
рицы является столбцом координат образа соответствующего базисного 
элемента, то есть первый столбец – столбец координат элемента 1e  , вто-
рой – столбец координат 2e  , n -й столбец – столбец координат ne   в ста-
ром базисе. 
 
Так как элементы , , …,  – линейно независимые (это базис), зна-
чит столбцы матрицы  →' линейно независимы. Отсюда 
det →' 0.  
(лекция 11 (п. 1) следствие 2 из теоремы о базисном миноре). 
 
11.6. Связь координат элемента линейного пространства 
в старом и новом базисе 
 
Рассмотрим nL : B= neee ,...,, 21 , nLx , nLy . 
nnexexexx  ...2211 , 
 nxxxx ,...,, 21 , 
 nyyyy ,...,, 21 . 
 
Замечание 1 
Элементы, заданные в одном и том же базисе, можно сравнивать. 
yx  , если 
11 yx  , 22 yx  , …, nn yx  . 
 
Замечание 2 
Элементы, заданные в одном и том же базисе, можно складывать 
 nn yxyxyxyx  ,...,, 2211 . 
 
Замечание 3 
 nxxxx  ,...,, 21 . 
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Если x  и y  заданы в разных базисах, то прежде чем выполнять действия, 
нужно задать эти элементы в одном базисе. 
Пусть B= neee  ,...,, 21  – новый базис. 
nnexexexx  ...2211 . 
 nxxx  ,...,, 21  – ? 
  nnnn etetetxexexexx 122111112211 ......  
    nnnnnnnn etetetxetetetx ......... 221122221122  
     ......... 2222212111212111 extxtxtextxtxt nnnn  
  nnnnnnnn exexexextxtxt  ...... 22112211 . 
По теореме единственности разложения 










nnnnnn
nn
nn
xtxtxtx
xtxtxtx
xtxtxtx
...
...
,...
,...
2211
22221212
12121111
  
– формулы, связывающие старые и новые координаты элемента . 
Обозначим 















nx
x
x
...
2
1
 – столбец старых координат; 


















nx
x
x
...
2
1
 – столбец новых координат. 
С учетом этих обозначений возможна матричная форма записи формул 
перехода 
  →' , 
 
 
→' .
1     
 
→' →' Последнее имеет смысл, так как 
1     ( 0det  ).  
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Лекция 12. Евклидовы пространства 
 
Содержание 
1. Евклидовы пространства. 
2. Примеры конкретных евклидовых пространств. 
3. Простейшие свойства евклидова пространства. 
4. Ортонормированный базис конечномерного евклидова пространства. 
5. Примеры ортонормированных базисов. 
6. Метод ортогонализации линейно независимых элементов евклидова 
пространства. 
 
12.1. Евклидовы пространства 
 
Определение 
Линейное пространство   называется евклидовым, если выполнены два 
требования: 
I. Имеется правило, по которому  yx,  ставится в соответствие веще-
ственное число, называемое скалярным произведением элемента x  на 
элемент y : 
 yx, . 
II. Правило (I) обладает следующими четырьмя свойствами: 
1.    xyyx ,,  ; 
2.      yxyxyxx ,,, 2121  ; 
3.    yxyx ,,     ; 
4.  






.0,0const
,0,0
,
x
x
xx  
 
12.2. Примеры конкретных евклидовых пространств 
 
Пример 1 
1R , 2R , 3R . 
xx

 , yy

 . 
Правило (I): 
   yxyx

,,   – см. лекцию 4. 
114 
 
Правило (II): 
Четыре свойства для  yx

,  выполняются (лекция 4). 
Значит, 1R , 2R , 3R  – евклидовы пространства. 
 
Пример 2 
 baC ; . 
 tfx 1 ,  tfy 2 ,  baCyx ;,  . 
Правило (I): 
      dttftfyx
b
a
 21, . 
Правило (II): 
Все 4 свойства выполняются (свойства интегралов). 
 baC ;  – евклидово пространство. 
 
Пример 3 
Рассмотрим линейное пространство nR  – пространство строк. 
  nn Rxxxx  ,...,, 21 , 
  nn Ryyyy  ,...,, 21 . 
Правило (I): 
  nn yxyxyxyx  ..., 2211 . 
Правило (II): 
4 свойства выполняются. 
 – евклидово пространство. 
 
Пример 4 
 – пространство строк. 
По сравнению с предыдущим примером введем другое правило (I): 
  
 

n
i
n
k
kiik yxyx
1 1
C, , где ikC  – элементы матрицы  ikCC  , nki ,...2,1,  : 
а) C  – квадратная матрица порядка n . 
б) kiik CC   ( – симметричная матрица). 
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в) C – такова, что 






  0,0const
,0,0
C
1 1 x
x
xx
n
i
n
k
kiik   
(положительно определенная квадратичная форма). 
Правило (II): 
(1):   
n
ki
kiik yxyx
,
C, . 
   
n
ki
ikki
n
ki
kiik xyxyxy
,,
C
иясуммирован
индексы
чимпереобозна
C, . 
Так как ikki CC  , то    xyyx ,,  . 
(2), (3): очевидны. 
(4):   
n
ki
kiik xxxx
,
C,  – положительно определена и равна 





.0,0const
,0,0
x
x
 
 
Вывод 
nR  со скалярным произведением   
 

n
i
n
k
kiik yxyx
1 1
C,  является евклидо-
вым пространством. 
 
12.3. Простейшие свойства евклидова пространства 
 
Свойство 1 
Любые два элемента евклидова пространства x  и y  удовлетво-
ряют следующему неравенству: 
    yyxxyx ,,, 2  , 
называемому неравенством Коши-Буняковского. 
 
Доказательство 
Зафиксируем любое вещественное 0 . 
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Рассмотрим        yyyxxxyxyx ,,2,, 2   – квадратный трех-
член с коэффициентами  xx, ,  yx,2 ,  yy, . Условием неотрицательно-
сти (свойство (4) скалярного произведения) квадратного трехчлена явля-
ется неположительность его дискриминанта 
     0,,4,4 2  yyxxyxD . 
Откуда следует неравенство Коши-Буняковского 
    yyxxyx ,,, 2  , 
что и требовалось доказать. 
 
Норма элемента 
 
Определение 
Нормой (длиной) элемента x  называется число  xxx , . 
Свойства нормы 
1. 
0, 0 ,
const 0, 0 .
x
x
x
 
 
   
 
2. xx   x   . 
Свойства (1) и (2) – следствия свойств скалярного произведения. 
 
Свойство 2 
Неравенство треугольника: для любых двух элементов евклидова про-
странства x , y  справедливо неравенство: 
yxyx  . 
 
Доказательство 
       yyyxxxyxyxyx ,,2,,  . 
По неравенству Коши-Буняковского 
               yyyyxxxxyyyxxx ,,,2,,,2,  
         yxyyxxyyxx  ,,,, 2 , 
что и требовалось доказать. 
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Определение 
Углом между двумя элементами евклидова пространства x  и y  
называется такой угол   (  0,π ), что 
 ,
cosφ
x y
x y


. 
 
Определение 
Элементы евклидова пространства x  и y  называются ортогональными, 
если их скалярное произведение равно 0. 
  0, yx  ( 0cos     
2

 ). 
 
 
 
Определение 
Элемент x  называется нормированным, если его норма (длина) рав-
на 1. 
 
12.4. Ортонормированный базис конечномерного евклидова 
пространства 
 
Рассмотрим евклидово пространство n  размерности n . 
 
Определение 
Базис B0 = neee ,...,, 21  пространства  называется ортонормирован-
ным, если скалярное произведение  






.,1
,,0
,
ji
ji
ee ji  
 
Базисные элементы ортонормированного базиса попарно ортогональны и 
длина каждого из них равна 1. 
 
Теорема 
Если B = nfff ,...,, 21  – произвольный базис , то элементы 
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 kk
k
k
gg
g
e
,
 , где  



1
1
,
k
i
iikkk eeffg , nk ,...,3,2,1  (*) 
образуют ортонормированный базис B0= neee ,...,, 21 пространства n . 
 
Доказательство 
Нужно доказать, что элемент ke , найденный по формуле (*), удовлетво-
ряет следующему условию: 
 






.,1
,,0
,
ik
ik
ee ik  
1. Пусть 1k . 
11 fg  , 01 g , так как в противном случае система  nfff ,...,, 21  была бы 
линейно зависимой. 
   существует ненулевой элемент 
 11
1
1
, gg
g
e  , 
причем   1, 11 ee . 
2. Пусть 2k , тогда   11222 , eeffg  . 
02 g  ( 2g  – линейная комбинация элементов 2f  и 1e , эти элементы ли-
нейно независимы. В этой комбинации один из коэффициентов не ра-
вен 0, поэтому )  существует ненулевой элемент 
 22
2
2
, gg
g
e  . 
Этот элемент обладает следующими свойствами: 
  1, 22 ee ; 
  0, 12 ee , так как   0, 12 eg . 
Дальнейшее рассуждение проводится аналогично (такой способ доказа-
тельства лежит в основе метода математической индукции: от частного к 
общему). 
 
12.5. Примеры ортонормированных базисов 
 
1. 3R , B0= kji

,, . 
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2. nR ,  nxxxx ,...,, 21 . 
B0= neee ,...,, 21 , 
 где  0,...,0,0,11 e , 
  0,...,0,1,02 e , 
 … 
  1,...,0,0,0ne . 
 
12.6. Метод ортогонализации линейно независимых элементов 
евклидова пространства 
 
Рассмотрим евклидово пространство n . Пусть 1f , 2f , …, mf  – линей-
нонезависимые элементы этого пространства, причем nm  . 
 
 
 
 
Теорема 
Элементы 
 
 
 



1
1 ,
,k
i
i
ii
ik
kk eee
ef
fe , mk ,...,1 , (**) 
построенные по формуле (**) из линейно независимых элементов 
1f , 2f , …, mf , являются ортогональными. 
 
Доказательство 
Аналогично доказательству предыдущей теоремы. 
 
Последняя теорема дает метод ортогонализации любых линейно незави-
симых элементов . 
 
Пример 
Рассмотрим пространство 4R . 
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 
 
 
1
2
3
1,0, 1,0 ,
2,1,2, 1 ,
0, 1,4, 3 .
f
f
f
  

 

  
 – линейно независимы. 
Ортогонализовать эту систему элементов. 
 
Решение 
По формуле (**) 
 0,1,0,111  fe . 
 
 
 
  
   
 
2 1
2 2 1
1 1
, 1 2 0 1 1 2 0 1
2,1,2, 1 1,0, 1,0 .
, 1 1 0 0 1 1 0 0
f e
e f e
e e
      
     
       
 
 2 2,1,2, 1 .e    
 
 
 
 
 
 
 
3 2 3 1
3 3 2 1
2 2 1 1
, , 10 2,1,2, 1 4
0, 1,4, 3 1,0, 1,0 .
, , 10 2
f e f e
e f e e
e e e e
 
          
 3 0, 2,0, 2 .e     
 
 
Лекция 13. Линейные операторы 
 
Содержание 
1. Линейные операторы. 
2. Матричная запись линейных операторов. 
 
13.1. Линейные операторы 
 
Рассмотрим nL  и mL . 
 
Определение 
Оператором, переводящим пространство nL  в mL , называется отображе-
ние вида 
mn LLA :

, 
ставящее в соответствие элементу nLx  элемент mLy . 
 
Обозначения 
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yxA 

 или   yxA 

, y  – образ элемента x . 
 
Определение 
Оператор mn LLA :

 называется линейным, если выполнено два требо-
вания: 
1)      yAxAyxA

  nLyx  , ; 
2)    xAxA

  nLx  и  . 
 
Примеры линейных операторов 
1. 1A

 – оператор растяжения. 
33
1 : RRA 

. 
xkxA

1 , любому вектору 
3Rx

 ставится в соответствие вектор 3Rxk 

. 
Проверим линейность оператора . 
Пусть 3, Ryx 

. 
Вычислим     yAxAykxkyxkyxA

111  , 
    xAxkxkxkxA

11  . 
 – линейный оператор. 
2. 2A

 – оператор зеркального отражения векторов плоскости относитель-
но некоторой оси. 
22
2 : RRA 

, 
2Rx

, xxA 

2 , 
2Rx 

. 
Линейность оператора  смотри на чертеже. 
  yxyx 

, 
  xx 

. 
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 yx


x

y

 yx 

y 

x 

 
2A

 – линейный оператор. 
3. 3A

 – оператор поворота векторов плоскости на угол     20  во-
круг начала координат. 
2Rx

, xxA 

3 , 
2Rx 

. 
2 2
3 : .A R R  
Убедиться в линейности 3A

 можно, рассматривая чертеж. 
4. 4A

 – оператор ортогонального проектирования векторов обычного 
трехмерного пространства на координатную плоскость. 
3Rx

; xxA 

4 , 
2Rx 

. 
3 2
4 : .A R R  
Линейность 4A

 – смотри чертеж. 
 
yx


x

y

  yxyx 

y 
x 

 
5. 5A

 – оператор, действующий по закону: 
 xaxA

,5  , 
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где a

– фиксированный вектор, 3Rx

, ( 1), Rxa 

. 
3 1
5 : .A R R  
Линейность: 
1)   yAxAyaxayxayxA

555 ),(),(),(  ; 
2) xAxaxaxA

55 ),(),()(  . 
5A

 – линейный оператор. 
6. D

 – оператор дифференцирования, действующий в пространстве nP  
(множество всех многочленов степени n ). 
  nPtx  ,     1 nPtxtxD

. 
1: .n nD P P   
D

 – линейный оператор (см. свойства производных). 
 
Пример нелинейного оператора 
33
6 : RRA 

. 
axkxA

6 , k  – фиксированное число, a

 – фиксированный вектор. 
3Rx

, 3Raxk 

. 
Выясним, является ли оператор 6A

 линейным. 
      yAxAykxAykaxkayxkyxA

6666     
  6A

 – нелинейный оператор. 
 
13.2. Матричная запись линейных операторов 
 
Определение 
Линейный оператор A

, переводящий пространство nL  в себя, 
nn LLA :

, 
называется линейным преобразованием пространства . 
 
Теорема 1 (T1) 
Каждому линейному преобразованию пространства  с заданным бази-
сом  однозначно соответствует квадратная матрица порядка . 
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Доказательство 
Рассмотрим пространство nL  с заданным базисом B=  neee ,...,, 21 . 
ni Le  , ni LeA 

. 
Разложим образ элемента ie  по базису B 
nniiii eaeaeaeA  ...21211

. 
Здесь ia1 , ia2 , …, nia  – координаты образа базисного элемента с номе-
ром i . 
ieA

   














ni
i
i
a
a
a

2
1
, ni ,...,1 . 
Составим матрицу  ika , nki ,...,1,  , записывая ее по столбцам: 
1 столбец – координаты 1eA

; 
2 столбец – координаты 2eA

; 
… 
n  столбец – координаты neA

. 
Однозначность матрицы   следует из единственности разложения ieA

 
по базису. 
 
 
Определение 
Матрица , nki ,...,1,  , построенная, как в теореме 1, называется 
матрицей линейного преобразования A

 пространства  с заданным 
базисом B. 
 
Рассмотрим линейное преобразование A

 пространства  с заданным 
базисом B = . 
nLx , nLyxA 

. 
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С одной стороны: 



n
k
kk eyy
1
. 
C другой стороны: 
 
1 1 1 1 1 1 1
.
n n n n n n n
i i i i i i i ki k ki i k
i i i i k k i
y Ax A x e A x e x Ae x a e a x e
      
   
        
   
      
 
В силу единственности разложения элемента пространства по базису ко-
эффициенты перед одинаковыми базисными элементами равны, т. е. 
 


n
i
ikik xay
1
. (*) 
Обозначим 
y
y
y
y
n

















2
1
, x
x
x
x
n

















2
1
. 
Тогда (*)   
  . (**) 
Последнее равенство является матричной записью оператора A

, пере-
водящего пространство nL  с заданным базисом B в себя. 
По формуле (**), зная координаты исходного элемента x  в базисе B и 
матрицу   оператора A

 в том же базисе, можно найти координаты обра-
за x , т.е. координаты элемента y  в базисе B. 
 
Теорема 2 (T2) 
Каждой квадратной матрице порядка n  однозначно соответствует линей-
ное преобразование пространства nL  с заданным базисом B. 
 
Теорема ( T2T1 ) 
Множеству всех линейных преобразований пространства nL  с заданным 
базисом B взаимно однозначно соответствует множество всех квадрат-
ных матриц порядка . 
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Пример 1 
В пространстве 3R  задан базис B = kji

,, . Найти матрицу оператора 
растяжения xkxA

1 . 
 
Решение 











0
01
k
ikiA

, 











0
0
1 kjkjA

, 











k
kkkA 0
0
1

 











ko
k
ok
0
00
0
1  
 
Пример 2 
В пространстве 2R  задан базис B = ji

, . Найти матрицу оператора по-
ворота векторов плоскости на угол   вокруг начала координат. Найти 
образ вектора )32( ji

 . 
 
Решение 
Найдем образы базисных векторов: 
 
iA

2
jA

2


j

i

 
  sin,cos2iA

,   cos,sin2 jA

. 
Составим матрицу оператора 2A

: 









cossin
sincos
2  
Найдем образ заданного вектора: 























cos3sin2
sin3cos2
3
2
cossin
sincos
2y

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  cos3sin2,sin3cos2y

, 
    jiy

 cos3sin2sin3cos2 . 
 
Лекция 14. Действия с линейными операторами 
 
Содержание 
1. Действия с линейными операторами вида nn LLA :

. 
2. Свойства линейных операторов вида . 
3. Преобразование матрицы линейного оператора при переходе от одного 
базиса к другому. 
4. Линейный оператор в евклидовом пространстве (сопряженный, само-
сопряженный, ортогональный). 
 
14.1. Действия с линейными операторами вида nn LLA :

 
 
I. Сложение линейных операторов 
Определение 
Суммой операторов A

 и B

 называется оператор BA

 , определенный 
соотношением 
  xBxAxBA

 . 
Из определения и теоремы о взаимно однозначном соответствии следует 
 BA

, 
где матрицы   и   заданы в одном базисе B. 
 
II. Умножение линейного оператора на число 
Определение 
Произведением оператора  на число   называется оператор A

 , опре-
деляемый соотношением 
   xAxA

   A

 в B. 
III. Произведение линейных операторов 
Определение 
Произведением линейного оператора  на линейный оператор  назы-
вается линейный оператор BA

, определяемый соотношением 
   xBAxBA

     BA

 в B. 
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Операторы I-III также линейные. 
 
14.2. Свойства линейных операторов вида nn LLA :

 
 
Определение 1 
Тождественным (единичным) называется оператор E

, определяемый 
соотношением 
nLxxxE 

  .E   
 
Определение 2 
Обратным оператором 1A

 к линейному оператору A

 называется опера-
тор, для которого справедливо равенство 
EAAAA

  11 . 
 
Определение 3 
Невырожденным линейным оператором называется такой оператор, ко-
торому соответствует невырожденная квадратная матрица. 
 
Теорема 1 
Для всякого невырожденного линейного оператора A

 с матрицей   су-
ществует единственный обратный оператор 1A

 с матрицей 1 . 
1 1.A    
(  и 1  в одном базисе ) 
Доказательство 
По условию A

, 0det     1  – единственная. 
EAAAA

  11      11   
– по теореме о взаимно однозначном соответствии. 
Существование и единственность обратного оператора следует из теоре-
мы о взаимно однозначном соответствии. 
 
14.3. Преобразование матрицы линейного оператора 
при переходе от одного базиса к другому 
Рассмотрим пространство nL  с базисом B = neee ,...,, 21 . В этом простран-
стве задан линейный оператор 
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nn LLA :

, A

 в базисе B. 
Пусть B= neee  ,...,, 21  – другой базис этого же пространства. 
A

 в базисе B. 
Установим связь матриц оператора в исходном (старом) и новом базисах: 
  и  . 
 
Теорема 2 
1
в в в в

  
     
 
(без доказательства) 
1
в в в в

  
      
 
 
Пример 1 
Рассмотрим систему с единственной реакцией и последовательность ее 
состояний, для которых значения химической переменной отличаются на 
единицу. Все эти состояния можно получить последовательным приме-
нением оператора сдвига: 
0 1 2 ...
F F F
n n n    
  
    
Ясно, что действие этого оператора сводится к прибавлению к вектору-
прообразу одного и того же вектора сдвига  , в результате чего конец 
вектора состава постепенно перемещается вдоль прямолинейной траекто-
рии (оси  ) реакции. Легко видеть, что каждому направлению (оси) в 
пространстве составов можно сопоставить такой оператор сдвига.  
 
Пример 2 
Рассмотрим один из типов оператора сдвига – оператор эволюции U , 
осуществляющий сдвиг вдоль оси времени: ...20


U
t
U
t
U
t nnn  
Если выбрать достаточно малый промежуток времени  , то таким способом 
можно построить траекторию химического превращения весьма точно. Таким 
образом, с помощью оператора эволюции можно описывать химические пре-
вращения во времени, и, следовательно, он заключает в себе (в свернутом ви-
де) информацию о кинетике химического превращения.  
Чтобы можно было применять оператор эволюции для описания химиче-
ских реакций, необходимо знать его явный вид. Для этого обычно ис-
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пользуют матричные представления: всякому оператору, действующему в 
линейном пространстве, можно сопоставить квадратную матрицу, осу-
ществляющую преобразование координат вектора-прообраза в координа-
ты вектора-образа. Соответственно, оператору эволюции, действующему 
в пространстве составов, можно сопоставить квадратную матрицу, кото-
рая преобразует друг в друга векторы состава 
trrrr
r
tr
n
n
UU
UU
n
n

































...
...
.........
...
...
1
1
1111
 
Здесь следует подчеркнуть важный момент: матрица оператора эволюции 
может быть найдена посредством специальной статистической обработки 
экспериментальных кинетических данных. 
 
14.4. Линейный оператор в евклидовом пространстве 
(сопряженный, самосопряженный, ортогональный) 
 
Пусть nE  – евклидово пространство размерности n . 
 
1. Сопряженный оператор 
Определение 
Оператор *A

 называется сопряженным к линейному оператору A

, если 
   yAxyxA *,,

  nEyx  , . 
 
 
Теорема 1 
Для любого линейного оператора nn EEA :

 существует единственный 
сопряженный оператор , причем если   – матрица оператора  в ор-
тонормированном базисе B0, то 
  – матрица оператора  в B0. 
 
Доказательство 
По условию nE  – евклидово пространство, где задан ортонормированный 
базис B0= neee ,...,, 21 : 
 






.,1
,,0
,
ki
ki
ee ki  
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Вычислим: 
     knniiiki eeaeaeaeeA ,..., 2211

 
      kiknnikiki aeeaeeaeea  ,...,, 2211 . 
  kiki aeeA ,

 
Рассмотрим матрицу 
~
, которой соответствует некоторый опера-
тор A

. 
Вычислим: 
      
 ~
...,, 2211 nknkkiki eaeaeaeeAe  
      kiniknikik aeeaeeaeea  ,...,, 2211 . 
 , .i k kie A e a   
Таким образом, для любых базисных элементов справедливо равенство 
    kiki eAeeeA 

,,  nki ,...,2,1,  . (*) 
Нетрудно показать, что аналогичное равенство имеет место для любых 
элементов евклидова пространства: 
nEyx  , . 
  
 

n
i
n
k
kkii eyyexx
1 1
; . (**) 
(*), (**)  
   yAxyxA 

,,   таким образом, оператор A

, соответствующий мат-
рице  , является сопряженным к оператору A

 (по определению). 
Единственность оператора AA 

*  следует из теоремы о взаимно одно-
значном соответствии матрицы и оператора: 
*A

 . 
 
Теорема 2 
*A

 – линейный оператор. 
 
Доказательство 
Пусть nEzyx ,, ,  ,   – вещественные числа. 
Вычислим:     zyAxzyxA  *,,

 (по определению *A

). 
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С другой стороны: 
           zAyAxzAxyAxzxAyxAzyxA **** ,,,,,,

 . 
Следовательно, 
  zAyAzyA ***

    *A

 – линейный оператор. 
 
Простейшие свойства сопряженных операторов 
1. EE

* . 
2.   AA


** . 
3.   *** BABA

 . 
4.   ** AA

 . 
5.   .*** ABBA

  
6. Если 1A

, то     1**1   AA

. 
 
2. Самосопряженный оператор 
Определение 
Линейный оператор nn EEA :

 называется самосопряженным, если 
*AA

 . 
 
Теорема 3 
Всякому самосопряженному линейному оператору A

 в ортонормиро-
ванном базисе соответствует симметричная матрица. 
 
Доказательство 
Рассмотрим пространство nE  с ортонормированным базисом B0. 
     в базисе B0. 
    в B0. 
Так как *AA

     ( kiik aa  ). 
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Пример симметричной матрицы 











893
972
321
. 
 
Теорема 3* (обратная) 
Всякий линейный оператор, имеющий в ортонормированном базисе сим-
метричную матрицу, является самосопряженным. 
 
Обе теоремы дают простой способ установления факта самосопряженно-
сти исследуемого оператора. 
 
Свойства самосопряженных операторов 
1. E

 – самосопряженный оператор (ССО). 
2. BA

  – ССО, если A

 и B

 – ССО. 
3. A

  – ССО, если A

 – ССО. 
4. BA

  – ССО, если  – ССО, B

 – ССО. 
5. 1A

 – (обратный оператор) – ССО, если  – ССО. 
 
3. Ортогональный оператор 
Определение 
Линейный оператор nn EEP :

 называется ортогональным, если 
   yxyPxP ,, 

 nEyx  , . 
 
Смысл определения: ортогональный оператор сохраняет скалярное произ-
ведение, а значит, сохраняет углы между элементами и длины. 
Если B= neee ,...,, 21  – ОНБ, то nePePeP

,...,, 21  – ОНБ. 
Таким образом, ортогональный оператор переводит один ОНБ в другой 
ОНБ. 
 
Теорема 4 
Для того чтобы 
 линейный оператор P

 был ортогональным, 
необходимо и достаточно существование *1 PP

 . 
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Доказательство 
Прямая теорема (необходимость) 
Условие: P

 – ортогональный оператор. 
Утверждение: *1 PP

  . 
Рассмотрим    yPPxyPxP

*,,  ; c другой стороны,    yxyPxP ,, 

   
    yxyPPx ,, * 

. 
yyPP 

* , yEyPP

* , 
EPP

* . (1) 
Аналогично, рассматривая  yPxP ** ,

  
 EPP

* . (2) 
(1), (2)  *1 PP

 . 
Существование 1P

 обеспечено существованием *P

. 
 
Обратная теорема (достаточность) 
Условие: . 
Утверждение:  – ортогональный оператор. 
Рассмотрим          yxyExyPPxyPPxyPxP ,,,,, 1*  

. 
 
Определение 
Квадратная матрица   порядка n  называется ортогональной, если 
1  . 
 
Теорема 5 
Для того чтобы 
 линейный оператор  был ортогональным, 
необходимо и достаточно, чтобы 
 его матрица  была ортогональной в ОНБ пространства nE . 
 – ортогональный оператор    – ортогональная матрица в ОНБ 
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Алгоритм установления ортогональности оператора 
1. Фиксируем ОНБ B0. 
2. Строим   в B0. 
3. Находим  . 
4. Вычисляем   и  . 
5. Если       – ортогональная матрица, P

– ортогональ-
ный оператор. 
 
Лекция 15. Системы линейных уравнений 
 
Содержание 
1. Системы m линейных уравнений с n неизвестными. 
2. Однородные системы линейных уравнений. 
 
15.1. Системы m линейных уравнений с n неизвестными 
 
Рассмотрим 
 










mnmnmm
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
...
...
,...
,...
2211
22222122
11212111
  (*) 
– общий вид системы. 
Обозначим 















mnmm
n
n
aaa
aaa
aaa
...
............
...
...
21
22221
11211
 – основная матрица системы (составлена из ко-
эффициентов при неизвестных) размера  nm . 















nx
x
x

2
1
 – матрица неизвестных размера  1n . 
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










mb
b

1
 – матрица свободных членов размера  1m . 
С учетом введенных обозначений система (*) равносильна матричному 
уравнению 
 . 
 
Основная терминология 
Определение 1 
Решением системы (*) называется совокупность значений 1x , 2x , …, nx , 
обращающих каждое уравнение системы в верное равенство (тождество). 
 
Обозначение 
 nxxxe ,...,, 21     . 
 
Определение 2 
Система называется совместной, если решение существует, и несов-
местной в противном случае. 
 
Замечание 
Совместная система может быть определенной – решение единственно, 
или неопределенной, когда решений множество. 
 
Определение 3 
Матрица 















mmnm
n
n
baa
baa
baa
...
............
...
...
~
1
2221
1111
 размера   1 nm  
называется расширенной матрицей системы (*). 
 
Теорема Кронекера-Капелли 
Для того чтобы система (*) была совместной, 
необходимо и достаточно, чтобы 
 выполнялось условие 
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    ~rr . 
 
Необходимость предоставляется доказать самостоятельно. 
Достаточность 
Условие: )
~
()(  rr . 
Утверждение: система (*) – совместна. 
Доказательство 
Пусть     rrr  ~ . Тогда существует базисный минор r , целиком 
расположенный в  . В этом случае столбец свободных членов   – неба-
зисный и может быть представлен в виде линейной комбинации базисных 
столбцов матрицы . Более того, столбец  может быть представлен в 
виде линейной комбинации всех столбцов матрицы  (путем приписы-
вания остальных небазисных столбцов с нулевыми коэффициентами): 
nnccc  ...2211 . 
Здесь 1c , 2c , …, nc – вещественные числа, 1 , 2 , …, n  – столбцы 
матрицы . 
Сравнение поэлементной записи выделенного матричного равенства 
 










nnmnmm
nn
nn
bcacaca
bcacaca
bcacaca
...
...
,...
,...
2211
22222121
11212111
 (**) 
с данной системой уравнений (*) позволяет сделать вывод о том, что 
 nccce ,...,, 21  – решение системы (*), а следовательно, система (*) – 
совместна, что и требовалось доказать. 
 
15.2. Однородные системы линейных уравнений 
 
Определение 
Система (*) называется однородной, если  . 
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









.0...
...
,0...
,0...
11
2121
1111
nmnm
nn
nn
xaxa
xaxa
xaxa
 (***) 
Для однородной системы всегда выполняется равенство 
    ~rr  
(нулевой столбец не меняет ранг матрицы). 
Поэтому однородная система всегда совместна. 
 
 0,...,0,00 e  – тривиальное или нулевое решение однородной системы. 
 
Теорема 1 
Для того чтобы 
 однородная система (***) имела ненулевое решение, 
необходимо и достаточно, чтобы 
 выполнялось неравенство   nr  . 
 
Необходимость 
Условие: 0ee  . 
Утверждение:   nrr  . 
Доказательство 
Ранг матрицы   не может быть больше n : ранг не превышает числа 
столбцов или строк. 
Ранг матрицы  не может быть равен : если nr   главный определи-
тель системы 0 , существует единственное решение системы, которое 
может быть найдено по формулам Крамера 
  00 


 ii
i
i xx . 
То, что это решение тривиальное, противоречит условию, следовательно, 
доказательство завершено. 
 
Теорема 2 (следствие Теоремы 1) 
Для того чтобы 
 однородная система линейных уравнений имела ненулевое 
решение, 
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необходимо и достаточно, чтобы 
 выполнялось равенство 
0 . 
 
Свойства решений однородной системы 
1. Линейная комбинация решений системы (***) является решением 
(***). 
2. Система (***) имеет rn  линейно независимых решений ( n  – число 
неизвестных, r  – ранг матрицы). 
 
Доказательство 
По условию nr  . Пусть r  – базисный минор, расположенный в левом 
верхнем углу матрицы  . Возьмем первые  уравнений системы. В ле-
вой части оставим первые  неизвестных – базисные неизвестные (соот-
ветствующие базисным столбцам). 
Остальные (свободные) неизвестные перенесем в правую часть. В даль-
нейшем такую систему будем называть укороченной. 













.......
...
,......
,......
1111
21122121
11111111
nrnrrrrrrr
nnrrrr
nnrrrr
xaxaxaxa
xaxaxaxa
xaxaxaxa
 
Присвоим свободным переменным определенные значения: 11 rx , 
02 rx , …, 0nx . Вычислим значения базисных переменных, которые 
составят единственное решение укороченной системы  r ,...,, 21 . Та-
ким же образом получаем единственное решение укороченной системы 
для другого набора значений свободных переменных 01 rx , 12 rx , 
…,  (обратите внимание на позицию значения 1)  r ,...,, 21 .  
В итоге имеем следующие решения системы (***): 
 0,...,0,1,,...,, 211 re  , 
 0,...,1,0,,...,, 212 re  , 
… 
 1,...,0,0,,...,, 21 rrn jjje  . 
Решения 1e , 2e , …, rne   являются линейно независимыми, так как ранг 
соответствующей матрицы равен rn  (смотри блок из единиц и нулей). 
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Определение 
rn   линейно независимых решений однородной системы линейных 
уравнений называются фундаментальной системой решений. 
 
Теорема 
Любое решение системы (***) можно представить в виде линейной ком-
бинации решений из фундаментальной системы. 
 
Доказательство 
Свойство 1   множество решений e  – линейное пространство. 
Свойство 2  размерность пространства решений равна rn . 
Свойство 3  фундаментальная система решений – базис про-
странства решений. 
Любое решение можно разложить по базису! 
1 1 2 2α α ... αn r n re e e e      
Что и требовалось доказать. 
 
Определение 
Общим решением системы (***) называется решение вида 
rnrn ececece  ...2211 , 
где 1c , 2c , …, rnc   – произвольные постоянные, 1e , 2e , …, rne   – фунда-
ментальная система решений. 
 
Любое конкретное (частное) решение содержится в общем и соответству-
ет конкретным значениям 1c , 2c , …, rnc  . 
Метод нахождения фундаментальной системы решения описан в доказа-
тельстве Свойства 2. 
 
Пример 
Решить систему 








.052
,05724
,0752
4321
4321
4321
xxxx
xxxx
xxxx
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Так как ранг матрицы коэффициентов равен двум, неизвестные распреде-
ляются на две базисных и две свободных. Система имеет множество ре-
шений, все они содержатся в общем решении 
2211 ecece  . 
Для отыскания базисных решений 1e , 2e  (фундаментальная система ре-
шений) выбираем ненулевой минор второго порядка, например, 
74
52
2  . 
Составим соответствующую укороченную систему 





.5274
,752
4231
4231
xxxx
xxxx
 
Найдем фундаментальную систему решений. 
: 12 x , 04 x . 





.274
,152
31
31
xx
xx
 
Последняя система имеет единственное решение (для базисных неизвест-
ных) 
2
1
1 x , 03 x . 
Таким образом, первое из решений фундаментальной системы найдено 






 0,0,1,
2
1
1e . 
Аналогично находится второе решение. 
: 02 x , 14 x . 





.574
,752
31
31
xx
xx
 
41 x , 33 x . 
 2 4,0, 3,1 .e    
Ответ:  1,3,0,40,0,1,
2
1
21 





 cce . 
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Лекция 16. Неоднородные системы линейных уравнений 
 
Содержание 
1. Неоднородные системы линейных уравнений. 
2. Собственные значения и собственные векторы линейного оператора A

. 
3. Свойства собственных векторов и собственных значений линейного 
оператора . 
 
16.1. Неоднородные системы линейных уравнений 
 
Рассмотрим систему линейных уравнений 
 










....
...
,...
,...
2211
22222121
11212111
mnmnmm
nn
nn
bxaxaxa
bxaxaxa
bxaxaxa
 (*) 
 
Определение 
Система (*) называется неоднородной, если среди чисел 1b , 2b , …, mb  
имеется хотя бы одно, не равное нулю. 
 
Обозначим 
 
jia  –  nm , 















nx
x
x

2
1
 –  1n , 















mb
b
b

2
1
 –  1m . 
Тогда система (*) может быть представлена одним матричным уравне-
нием 
 . 
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Схема решения неоднородной системы 
1. Вычислим и сравним  r ,  ~r : 
а) если     ~rr , система (*) несовместна (система решений не 
имеет); 
б) если     rrr  ~ , система (*) совместна. 
 
2. Сравниваем r  и n  (число неизвестных): 
а) если nr  , то существует единственное решение, которое может 
быть найдено, например, по формулам Крамера 












 nx ,...,, 21 , 
где   – главный определитель системы ( 0 ), i  – определитель, 
полученный из главного заменой i -го столбца столбцом свободных 
членов; 
б) если nr  , то существует множество решений, все они содержатся 
в общем решении (*). 
 
Теорема (о структуре общего решения неоднородной системы) 
Общее решение x  системы (*) равняется сумме частного решения систе-
мы (*) e~  и общего решения  rnrn ececec  ...2211  соответствующей 
однородной системы (система (*)), где все 0ib ). 
 1 1 2 2 ... .n r n rx e c e c e c e       
 
Доказательство 
Осуществляется непосредственной подстановкой x  в (*). 
 
Метод отыскания частного решения e~  
Запишем  укороченную систему из r  базисных уравнений. Оставим в 
левой части только r  базисных неизвестных. Всем свободным неизвест-
ным (их rn ) присвоим нулевые значения. Решение полученной систе-
мы есть искомое e~ . 
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16.2. Собственные значения и собственные векторы линейного 
оператора A

 
 
Рассмотрим пространство nL  с базисом B= neee ,...,, 21 . 
nLx ,  nxxxx ,...,, 21 , 
nL0 ,  0,...,0,00  . 
Пусть nn LLA :

 – линейный оператор. 
 
Определение 
Пусть число   и элемент 0x  таковы, что имеет место связь 
 xxA 

. (1) 
Тогда  называют собственным значением, а элемент x  собственным 
вектором линейного оператора . 
 
Запишем уравнение (1) в другой форме 
   0 xEA

, (2) 
здесь E

 – тождественный оператор. По теореме о взаимно однозначном 
соответствии оператора и матрицы операторному уравнению (2) соответ-
ствует матричное 
   .  (3) 
Поэлементная запись уравнения (3) приводит к однородной системе ли-
нейных уравнений 
 
 
 
 









.0...
...
,0...
,0...
2211
2222121
1212111
nnnnn
nn
nn
xaxaxa
xaxaxa
xaxaxa
 (4) 
Необходимым и достаточным условием существования ненулевых реше-
ний этой системы является равенство нулю ее главного определителя 
   0det  . (5) 
Равенство (5) является уравнением относительно  и называется харак-
теристическим уравнением оператора A

. Его левая часть называется 
характеристическим многочленом. 
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Корни характеристического уравнения 1 , 2 , …, n  являются соб-
ственными значениями оператора A

 и называются спектром оператора 
. 
Чтобы найти собственные векторы, отвечающие конкретному собствен-
ному значению, нужно решить систему (4), подставив вместо   это кон-
кретное значение. 
 
Теорема (об инвариантности характеристического многочлена) 
Характеристический многочлен не меняется при переходе к другому-
базису. 
 
Доказательство 
Рассмотрим оператор nn LLA :

. Пусть   и   – матрицы этого опе-
ратора в базисах B и B соответственно. 
Рассмотрим характеристический многочлен в базисе B 
      1 1в в в вdet λ det λ det λ                   
      detdetdetdetdetdet 11  
   det1detdetdet 11  . 
Последнее выражение является характеристическим многочленом в бази-
се B. Что и требовалось доказать. 
 
Пример 
Найти собственные значения и собственные векторы оператора с матри-
цей: 







11
91
 
 
Решение 
Составим матрицу 








11
91
 
Характеристическое уравнение 
  091 2   
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имеет корни 21  , 42   – искомые собственные значения операто-
ра A

. 
Найдем собственные векторы, отвечающие собственному значению 
21  . 
 
По матрице 







31
93
1  
составляем однородную систему 





.03
,093
21
21
xx
xx
 
Ранг основной матрицы этой системы 
  11 r . 
Поэтому общее решение системы, в котором содержатся все собственные 
векторы, отвечающие собственному значению 1 , имеет вид 
 
11
1 ecx  . 
Базисное решение 1e  найдем, используя укороченную систему 
21 3xx  . 
Присвоим свободной переменной 2x  значение 1 и вычислим значение 
базисной переменной 1x . В итоге получаем 
 1,31 e  и 
   1,31
1  cx . 
Аналогично 
   1,32
2 cx  . 
 
16.3. Свойства собственных векторов и собственных значений 
линейного оператора A

 
 
1. Собственные векторы линейного оператора , соответствующие раз-
личным собственным значениям, линейно независимы. 
 
Доказательство 
Пусть 1 , 2  – собственные значения оператора , причем 21  . 
147 
 
)(
1
1 x  – собственный вектор, отвечающий собственному значе-
нию 1 ; 
)(
2
2 x  – собственный вектор, отвечающий собственному значе-
нию 2 . 
 
Составим нулевую линейную комбинацию 
0)()( 21   xx . 
Подействуем на равенство оператором A

. Результат для левой части 
        )()()()()()( 212121 xAxAxAxAxxA

 
)(
2
)(
1
21   xx . 
Результат для правой части 
00 A

. 
Окончательный результат воздействия оператора на линейную комбина-
цию 
0)(2
)(
1
21   xx . 
Если выполнить почленное вычитание из этой линейной комбинации ис-
ходной, умноженной на , получим равенство 
  0)(21
2  x , 
из которого следует 
0 , 
так как 0)( 2 x  (собственный вектор) и 021   (по условию). 
Аналогично (умножая исходную линейную комбинацию на ): 
0 . 
Таким образом, линейная комбинация обращается в ноль лишь тогда, ко-
гда 
0 . 
Откуда следует, что )( 1x  и )( 2x  – линейно независимы, что и требова-
лось доказать. 
 
Обобщение свойства 1 
Собственные векторы, отвечающие попарно различным собственным 
значениям линейного оператора, линейно независимы. 
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2. Матрица   линейного оператора A

 в базисе из его собственных век-
торов диагональна. 
 
Доказательство 
Пусть 1 , 2 , …, n  – собственные значения nn LLA :

. 
Пусть 1e , 2e , …, ne  – соответствующие собственные векторы. 
Если 1e , 2e , …, ne  – линейно независимы, то они могут рассматриваться 
в качестве базиса. Найдем матрицу   оператора A

 в этом базисе. Для 
этого найдем образы каждого из базисных элементов. 















0
0
1
111 

eeA  
















0
0
2
222 

eeA  
…………. 
















n
nnn eeA 
 0
0
 
1
2
λ 0 0
0 λ 0
0 0 λ ,n
A
 
 
   
 
 
 
 
что и требовалось доказать. 
Подчеркнем, что не всегда построение базиса из собственных векторов 
возможно. 
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3. Собственные векторы линейного самосопряженного оператора A

, 
соответствующие различным собственным значениям, ортогональны. 
 
Доказательство 
Пусть 1 , 2  – собственные значения оператора , причем 21  . 
11 x  – собственный вектор, отвечающий собственному значению ; 
22 x  – собственный вектор, отвечающий собственному значению . 
Рассмотрим скалярное произведение 
     21121121 ,,, xxxxxxA 

. 
Аналогично 
     21222121 ,,, xxxxxAx 

. 
Так как для самосопряженного оператора справедливо равенство 
   2121 ,, xAxxxA

 , 
можно записать 
   212211 ,, xxxx  . 
Отсюда следует 
   0, 2121  xx . 
Далее, так как , получаем   0, 21 xx , что и означает ортогональ-
ность собственных векторов. 
 
Обобщение свойства 3 
Собственные векторы, отвечающие попарно различным собственным 
значениям самосопряженного оператора, ортогональны. 
 
4. Корни характеристического многочлена линейного самосопряженно-
го оператора  вещественны. 
 
Перечисленные свойства собственных векторов и собственных значений 
позволяют заметить преимущества базиса, построенного из собственных 
векторов линейного или линейного самосопряженного оператора. 
 
Пример 
Собственные векторы оператора F

 (см. пример 1 из 14 лекции), дей-
ствующего в линейном пространстве, можно определить с помощью 
150 
 
«уравнения на собственные значения»: fffF

 . Запись этого урав-
нения означает, что действие оператора F

 на собственный вектор f

 
сводится к умножению этого вектора на некоторое число f , которое и 
является собственным значением, ассоциированным с данным собствен-
ным вектором. На самом деле каждый собственный вектор – это лишь 
конкретный представитель некоторого одномерного подпространства 
(ось, луч), поскольку умножение его на произвольный числовой множи-
тель   не нарушает равенства в «уравнении на собственные значения»: 
   μ μF f f f   . Поэтому правильнее говорить о собственных подпро-
странствах оператора. Любой вектор, принадлежащий собственному под-
пространству, при действии оператора эволюции (см. пример 2 из 14 лек-
ции) остается внутри этого подпространства. За исключением некоторых 
особых случаев число собственных подпространств оператора эволюции 
равно размерности ПС. Таким образом, с каждым оператором эволюции 
можно связать набор собственных векторов и собственных значений.  
При этом всякому собственному вектору соответствует координатная ось 
в ПС (прямолинейная траектория), поэтому временную эволюцию любо-
го собственного вектора можно рассматривать как особую разновидность 
химической реакции.  
Собственные векторы оператора образуют специальный базис в про-
странстве состояний, удобный для представления произвольных состоя-
ний в виде линейных комбинаций.  
 
Лекция 17. Теория квадратичных форм и ее геометрические 
приложения 
 
Содержание 
1. Квадратичные формы. 
2. Приложения теории квадратичных форм к геометрическим задачам в 
пространствах 2R  и 3R . 
 
17.1. Квадратичные формы 
 
Определение 1 
Квадратичная форма – выражение вида 
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   


n
ji
jiijn xxaxxxk
1,
21 ,...,, . (1) 
 
Здесь  ija  – матрица квадратичной формы, удовлетворяющая усло-
вию   (симметричная матрица). 
Рассмотрим матрицы 















nx
x
x

2
1
,  nxxx ...21
 . 
(1)   (1*) 
    k  (1*) 
 
 n1  nn  1 .n  
 
Таким образом, квадратичная форма – матрица размера  11 . 
 
Пример 
Составить матрицу квадратичной формы 
3132
2
2
2
1321 6457),,( xxxxxxxxxk  . 
 
Решение 













023
250
307
 
 
Рассмотрим евклидово пространство nL  с ортонормированным бази-
сом B0. 
nLx  ,  nxxxx ,...,, 21 . 
Если *AA

  (самосопряженный оператор), то 
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A

     в B0. 
 
Определение 2 
Квадратичной формой  xk  называется скалярное произведение  xAx

, . 
   , .k x x Ax  
 
Теорема 
Определение 1 и определение 2 эквивалентны. 
 
Доказательство 
Рассмотрим      
 

n
ji
jiij
n
j
jij
n
i
n
i
iii xxaxaxxxxxxAx
1,11 1
,,

, что и тре-
бовалось доказать. 
 
Определение 
Если матрица   квадратичной формы диагональна, то квадратичная 
форма называется канонической. 
 
Теорема 
Всякую квадратичную форму можно привести к каноническому виду пу-
тем перехода к ортонормированному базису из собственных векторов со-
ответствующего самосопряженного оператора. 
 
Пример 
Для неканонической квадратичной формы   2221
2
121 565, xxxxxxk   с 
матрицей 









53
35
 
выполнить: 
1) переход к каноническому виду; 
2) указать преобразование, с помощью которого осуществляется переход. 
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Решение 
1. Строим ортонормированный базис из собственных векторов самосо-
пряженного оператора A

, с матрицей   в исходном ортонормированном 
базисе, определяющем направление осей координат 1Ox , 2Ox . 
а) Находим спектр оператора . 
0
53
35



, 
  095 2  , 
21  ; 82   – простой спектр ( 21  ). 
б) Находим собственные векторы оператора . 
1λ λ .  









33
33
1 , 





.033
,033
21
21
xx
xx
 
Ранг полученной однородной системы линейных уравнений равен 
единице. 
Соответствующая укороченная система имеет вид 
21 33 xx  . 
Здесь 2x  – свободная переменная, 1x  – базисная переменная. 
Присваиваем свободной переменной значение 12 x , значение базис-
ной переменной вычисляем как 11 x . Таким образом найдено базис-
ное решение 
 1,11 f  
для множества решений системы, которое является множеством соб-
ственных векторов оператора , соответствующих собственному 
значению 1 . 
2λ λ .  









33
33
2 , 
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1 2
1 2
3 3 0,
3 3 0.
x x
x x
  

  
 
21 33 xx  . 
Присваиваем свободной переменной значение 12 x , значение базис-
ной переменной вычисляем 11 x . Таким образом найдено базисное 
решение 
 1,12 f  
для множества решений системы, которое является множеством соб-
ственных векторов оператора A

, соответствующих собственному 
значению 2 . 
Заметим, что 1f , 2f  – ортогональны, что и следовало ожидать, так 
как 21  . 
в) Нормируем найденные собственные векторы. 
 







2
1
,
2
1
2
1,1
1e , 
 









2
1
,
2
1
2
1,1
2e . 
Искомый ортонормированный базис из собственных векторов опера-
тора : 
B0= 21,ee  . 
Матрица оператора в этом базисе имеет диагональный вид 







80
02
A , 
а квадратичная форма становится канонической (исчезло смешанное 
произведение). 
  2 21 2 1 2, 2 8 .k x x x x      
2. Преобразование перехода от базиса B0 к базису B0 описывается орто-
гональной матрицей 
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













2
1
2
1
2
1
2
1
U  
Геометрический смысл этого ортогонального преобразования – поворот 
векторов плоскости на угол 45 против часовой стрелки вокруг начала 
координат. 
 
17.2. Приложения теории квадратичных форм к геометрическим 
задачам в пространствах 2R  и 3R  
 
Вернемся к задачам приведения к каноническому виду уравнений кривых 
и поверхностей второго порядка. Рассмотрим для определенности урав-
нение 
02 21
2
2212
2
11  cybxbyaxyaxa . 
Эквивалентная матричная форма имеет вид 
0 c , 
где 






y
x
,  yx . 







2212
1211
aa
aa
,  21 bb  – матрицы квадратичной и линейной формы в 
ортонормированном базисе B0= ji, , которому соответствует исходная 
система координат .OXY  
Процедура канонизации уравнения второго порядка состоит, вообще го-
воря, из двух этапов. 
 
1-й этап. Приведение к каноническому виду квадратичной формы 
2
2212
2
11 2),( yaxyaxayxk   
Цель – убрать смешанное произведение xya122 . 
Метод – переход к новому ортонормированному базису B0 из собствен-
ных векторов соответствующего самосопряженного оператора. Пусть U  
– матрица перехода от старого базиса к новому. Перепишем исходное 
матричное уравнение в равносильном виде 
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0UUUUUU   c . 
Используя известные формулы перехода от одного базиса к другому для 
матрицы оператора, для координат вектора получим 
0 c . 
Здесь 







 
y
x
U , 







 
2
1
0
0
UU ,  21U bb  . 
Итог 
021
2
2
2
1  cybxbyx . 
Геометрический смысл – переход к новой системе координат YXO   с 
помощью ортогонального преобразования (поворот, зеркальное отраже-
ние), которое не меняет длин и углов между векторами и, следовательно, 
не искажает форму исходного геометрического объекта (кривой или по-
верхности). 
 
2-й этап. Завершение процедуры канонизации (в случае необходимо-
сти, если 01  , 01 b  (или 02  , 02 b )) 
Цель – убрать в уравнении xb 1  ( yb 2 ). 
Метод – процедура выделения полного квадрата по переменной x  ( y ). 
Геометрический смысл – переход к системе координат YXO   с помо-
щью параллельного переноса. 
Итог – каноническое уравнение. 
 
Пример 
Определить тип кривой 
01812225125 22  yxyxyx  
и построить чертеж. 
 
Решение 
1-й этап 
Квадратичная форма   22 5125, yxyxyxk  . 
Матрица квадратичной формы 






56
65
, матрица линейной формы 
 1222   в исходном базисе B0= ji

, . 
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Спектр соответствующего самосопряженного оператора: 
.11
,1
2
1


 
Собственные векторы: 
1     1,11 f  
2    1,12 f . 
Матрица перехода к новому ортонормированному базису из собственных 
векторов соответствует повороту исходной системы координат на угол 
4

 
по часовой стрелке вокруг начала координат: 








11
11
2
2
U . 
Матрицы квадратичной и линейной формы в новом базисе: 







110
01
,  3410
2
2
 . 
Итог первого этапа: 
0182172511 22  yxyx . 
Так как уравнение остается неканоническим требуется переход ко второ-
му этапу канонизации. 
 
2-й этап 
После процедуры выделения полного квадрата по обеим переменным по-
лучаем 
0
2
1
11
17
2
25
18
22
2
1711
2
2
5
2
2
22






















 yx . 
Остается ввести новые обозначения 
yy
xx


22
2
17
2
2
5
 
и записать итоговое каноническое уравнение 
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1
11/
22




c
x
c
y
, 
где 






2
1
11
17
2
25
18
2
2
с . 
Полученное каноническое уравнение задает гиперболу, пересекающую 
ось YO  . 
 
X
Y
X 
Y 
X 
Y 
 
YXOOXY 
U
 
поворот на  45  
 
Подводя итоги рассмотрения примеров возможностей использования 
модели линейного пространства в теоретической химии, можно выделить 
следующее: 
 появляется возможность введения некоторых новых понятий, до- 
полняющих известные характеристики химических объектов и процес-
сов: «вектор состава», «вектор сдвига», «траектория превращения»;  
 ряду важных классических химических понятий можно дать новую 
интерпретацию и новые простые определения с точки зрения математи-
ческого оперирования этими понятиями. Например, химические элемен-
ты – базисные объекты, необходимые и достаточные для описания любых 
веществ посредством их элементного состава; 
 введение модели линейного пространства в химию дает новые опе-
рационные средства, расширяющие возможности теоретического описа-
ния систем и процессов, а свойства линейного пространства позволяют 
оптимизировать описание сложных систем. 
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V. Введение в математический анализ 
 
 
Лекция 18. Числовая последовательность и ее предел 
 
Содержание 
1. Множества вещественных чисел (частные случаи). 
2. Числовая последовательность, ее предел. 
 
18.1. Множества вещественных чисел (частные случаи) 
 
1. Отрезок  ba, : 
bxa  . 
2. Интервал  ba, : 
bxa  . 
3. Окрестность точки C  – любой интервал, содержащий точку . 
4.   – окрестность точки  – интервал ),(  СС . 
 
C
 
)(
 
 
Верхние и нижние грани множества вещественных чисел 
 
Определение 
Множество элементов  x  называется ограниченным сверху, если суще-
ствует число  xxM :    Mx  . 
M  – верхняя грань множества . 
 
Примеры 
1.    5,3,2,11 x . 5M ; 6M ; 7M ; … 
2.    2,12 x . 2M ; 3,5M ; … 
3.    5,3 x . ; 4,6M ; ;… 
 
Теорема 
Любое, ограниченное сверху, множество имеет бесконечное число верх-
них граней. 
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Определение 
Наименьшая из всех верхних граней  x  называется точной верхней 
гранью множества  и обозначается 
 xx sup  («супремум»). 
 
В рассмотренных примерах: 
1. 5x ; 
2. 2x ; 
3. . 
 
Определение 
Множество  называется ограниченным снизу, если 
  mxxxm  : , 
где m  – нижняя грань . 
 
В рассмотренных примерах  1x ,  2x  ограничены снизу. 
 
Определение 
Наибольшая из всех нижних граней называется точной нижней гранью 
и обозначается 
 xx inf  («инфимум»). 
 
В примерах: 
1. 2x ; 
2. 1x . 
 
Теорема (о существовании точной грани) 
Если множество вещественных чисел ограничено сверху (снизу), 
то  xx . 
 
Определение 
Множество  называется ограниченным, если оно ограничено сверху и 
снизу, то есть если   MxxxM  :0 . 
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Примеры 
1.     ,54x  – неограниченное множество, так как является ограни-
ченным только снизу. 
2.     ;5x  – неограниченное множество. 
3.    7,26 x  
   
   7,2
7,2
8
7


x
x
 – ограниченные множества. 
   7,29 x  
 
18.2. Числовая последовательность, ее предел 
 
Определение 
Если каждому числу n  натурального ряда поставлено в соответствие 
число nx , то множество занумерованных чисел  nx  называется последо-
вательностью. 
 
Все определения и теоремы, сформулированные для ограниченных мно-
жеств и их граней, справедливы и для последовательностей. 
 
Примеры 
1.   n1  – ограниченная последовательность, 1x , 1x . 
2. 






n
1
 – ограниченная последовательность, 1x , 0x . 
3.  n  – неограниченная последовательность, 1x . 
Определение 
Последовательность называется бесконечно малой (сходящейся к нулю), 
если для любого сколь угодно малого 0  существует номер  N  та-
кой, что    nxNn . 
 
Обозначение 
0lim 

nn
x . 
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Пример 






n
1
 – бесконечно малая последовательность, так как для любого поло-
жительного   можно указать  N  такой, что будет выполняться нера-
венство nx . 
Действительно, из неравенства 
n
1
 следует 
n
1
   


1
n . 
Таким образом, найдена формула для номера : 






1
)(N , 
где  x  – целая часть числа x  (наибольшее целое число, не превосходя-
щее ). 
Пусть 001,0 , тогда   1000N . 
 
Определение 
Последовательность  nx  называется сходящейся к числу a , если 
0       axNnN n: . 
Число  называется пределом последовательности . 
 
 
Обозначение 
axnn lim . 
То есть, для любого 0  существует номер , начиная с которого 
все элементы числовой последовательности попадают в -окрестность 
точки . 
 
a
2
)(
 
 
Пример 1 
 





 

n
n
xn
1
, 1
1
1lim
1
lim 







 nn
n
nn
. 
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Докажем, что 1a  – предел рассматриваемой последовательности. 
 
Доказательство 
Доказать требуемое – означает найти формулу для  N . 
Для этого следует для произвольного 0  рассмотреть неравенство 


1
1
n
n
. 
Разрешить его относительно n : 

n
1
, 


1
n . 
Результат позволяет указать формулу для искомого номера 
  1
1





N . 
Подчеркнем, что  определяется не единственным образом, напри-
мер,   2
1





N , … 
 
 
Определение 
Последовательность  nx  называется бесконечно большой, если 
0A      AxANnAN n  : . 
 
 
Обозначение 


nn
xlim . 
 
Свойства сходящихся последовательностей 
1. Сходящаяся последовательность  с пределом a  может быть пред-
ставлена в виде 
nn ax  , 
где  n  – бесконечно малая последовательность. 
 
Доказательство 
По условию 0lim 

axnn      NnN :     axn . 
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Рассмотрим axnn  , тогда 
0   N :   Nn    n   
0lim 

nn
, 
что и требовалось доказать. 
 
2. Сходящаяся последовательность имеет только один предел. 
 
Доказательство 
Используем метод доказательства от противного. Пусть a  и b  – два пре-
дела сходящейся последовательности  nx . 
Свойство 1  
–
0lim,
0lim,




nnnn
nnnn
bx
ax
,
 
abnn    
ab   – константа, не зависящая от n , но, с другой стороны, 
nnab   зависит от . Полученное противоречие подтверждает 
единственность предела сходящейся последовательности ba  . 
 
Пример 1 
Доказать, что 0
1
lim
2

 nn
. Найти  N  для 01,0 . 
 
Решение 
а) Фиксируем произвольное .0  
Рассмотрим неравенство, задающее  -окрестность точки 0a . 
 axn , 

2
1
n
, 

2
1
n
, 


12n , 
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

1
n . 
В результате появляется возможность указать формулу для номера 






1
)(N . 
б) Если 01,0 , соответствующий номер принимает значение   10N . 
 
Пример 2 
Доказать, что 0
2
2
lim
2

 n
n
n
. 
 
Решение 
Фиксируем произвольное 0 . 
Рассмотрим неравенство, задающее  -окрестность точки 0a . 

 2
2
2n
n
, 


 1
2
22
n
n
, 
0
2
22 


n
n , 
2
11
22,1




n . 
  .2
11
2 









N  
Найденная формула завершает доказательство. 
 
 
Лекция 19. Число e 
 
Содержание 
1. Монотонные последовательности. 
2. Число e. 
3. Подпоследовательности и их свойства. 
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19.1. Монотонные последовательности 
 
Определение 
Если каждый последующий член последовательности  nx : 
а) не меньше предыдущего 
 nn xx     1,n nx x   
последовательность называется неубывающей. 
б) больше предыдущего 
  1,n nx x   
последовательность называется возрастающей. 
в) не больше предыдущего 
  1,n nx x   
последовательность называется невозрастающей. 
г) меньше предыдущего 
  1,n nx x   
последовательность называется убывающей. 
Общее название – монотонные последовательности. 
 
Пример 1 
1, 2, 3, …, n , … – возрастающая последовательность. 
 
Пример 2 
1, 
22
1
, 
22
1
, 
23
1
, 
23
1
, …, 
2
1
n
, 
2
1
n
, … – невозрастающая последователь-
ность. 
 
Теорема 1 
Если неубывающая последовательность  ограничена сверху, 
то она сходится. 
 
Доказательство 
 ограничена сверху   имеет супремум x . 
Покажем, что существует xxnn lim . 
Так как  nxx sup , то 
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1) n  xxn  ; 
2) 0  найдется элемент  xxN , N  – номер. 
Nn     nN xx   (по условию  nx  – неубывающая), то есть 
xxxx nN  , 
xxx n  , 
 nxx0 , 
 xxn , то есть 
nn
xx

 lim , что и требовалось доказать. 
 
Теорема 2 
Если невозрастающая последовательность ограничена снизу, 
то она имеет предел. 
 
Доказательство 
Аналогично доказательству теоремы 1. 
.lim xxnn   
 
Замечание 1 
Любая неубывающая последовательность ограничена снизу первым эле-
ментом. Любая невозрастающая последовательность ограничена сверху 
первым элементом. 
 
Теорема 3 
Любая монотонная ограниченная последовательность имеет предел. 
 
Доказательство 
Теорема 3 эквивалентна теореме 1 и теореме 2, так как для того, чтобы 
невозрастающая последовательность стала ограниченной, необходимо и 
достаточно, чтобы она была ограничена снизу, так как сверху она всегда 
ограничена. 
Аналогичное рассуждение проводится для неубывающей последователь-
ности. 
 
Замечание 2 
Сходящаяся последовательность может и не быть монотонной. 
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Пример 
 nx : 
 
2
1
1
n
x
n
n

 . 
,1lim 

nn
x  
 – немонотонная последовательность. 
 
Теорема 4 
Неограниченная монотонная последовательность является бесконечно 
большой. 
 
Доказательство 
Пусть  – невозрастающая, неограниченная (не ограничена снизу) по-
следовательность   
0A  (сколь угодно большого) найдется элемент Nx  ( N ): 
AxN  . 
Nn   Axn   по определению. 
Axn    

nn
xlim , что и требовалось доказать. 
Аналогично для неубывающей последовательности. 
 
19.2. Число e 
 
Рассмотрим , 
n
n n
x 






1
1 . 
1. Докажем, что  – возрастающая. 
Формула бинома Ньютона: 
 
 


  2210
!2
1
ba
nn
bnababa nnnn  
 
         nn ba
n
nnnnn
ba
nnn 033
!
1...21
...
!3
21 


  . (*) 
Рассмотрим 
      











n
n
n nn
nnnn
n
nn
n
n
n
x
1
!
1...1
...
1
!2
11
1
1
1
2
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




 































n
n
nnnnnn
1
1...
2
1
1
1
!
1
...
2
1
1
1
!3
11
1
!2
1
2 . 
Аналогично: 





















 1
2
1
1
1
1
!3
1
1
1
1
!2
1
21 nnn
xn …+ 























1
1
1...
1
2
1
1
1
1
!
1
n
n
nnn
 
 
























1
1...
1
2
1
1
1
1
!1
1
n
n
nnn
. 
Почленно сравним nx  и 1nx : 
22  , 
1
1
1
1
1


nn
   













nn
1
1
!2
1
1
1
1
!2
1
. 
Аналогично для остальных  1n  слагаемых. Кроме того, в  есть еще 
 2n -е слагаемое. Поэтому 1 nn xx . 
2. Докажем, что  nx  – ограничена сверху. 
В (*) все множители 11 






n
k
. 
1
1
22...221...21! 

 k
k
kk  . 
12
1
!
1


kk
, 

  



1
12 2
1
...
2
1
2
1
2
n
nn
x  
По формуле суммы убывающей геометрической прогрессии (
2
1
1 b , 
11 2
1


nn
b , 
2
1
q , 
q
qbb
S n


 
1
11 ): 
1
1
121 2
1
1
2
1
2
1
2
1
2
1
2
1
...
2
1
2
1






n
n
nn
S ; 1lim 1 

nn
S . 
170 
 
3 . 
3nx     nx  – монотонная, ограниченная последовательность  
e
n
n
n








1
1lim . 
 
Замечание 
1) 32  e . 
2) Число e  играет важную роль в математике, физике, электротехнике. 
 
 
19.3. Подпоследовательности и их свойства 
 
Определение 
Пусть   ,...,...,, 21 nn xxxx   – произвольная последовательность. 
Рассмотрим произвольную возрастающую последовательность натураль-
ных чисел 
1k , 2k , …, nk , … 
Выберем из  элементы с номерами nk : 
  ,...,...,,
21 nn kkkk
xxxx   
 
nk
x  называется подпоследовательностью последовательности . 
 
Пример 1 
Рассмотрим последовательность 
 





 
n
n1
: 
а) для нечетных номеров 1, 3, 5, 7, …,  12 n , … – подпоследователь-
ность 1 , 
3
1
 , 
5
1
 , … 
б) для четных номеров 2, 4, 6 , 8 , …, n2 , … – подпоследовательность 
2
1
, 
4
1
, 
6
1
, … 
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Пример 2 
Задача нахождения наибольшей общей подпоследовательности – задача 
поиска последовательности, которая является подпоследовательностью 
нескольких последовательностей (обычно двух). Часто задача определя-
ется как поиск всех наибольших подпоследовательностей. Это классиче-
ская задача информатики, которая имеет приложения, в частности, в за-
даче сравнения текстовых файлов (утилита diff – утилита сравнения фай-
лов, выводящая разницу между двумя файлами), а также в биоинформа-
тике, которая представляет собой новую ветвь науки, в которой исполь-
зуются методы прикладной математики, статистики и информатики для 
решения биологических задач. 
 
Теорема 
Если  nx  сходится к a , 
то и любая ее подпоследовательность сходится к . 
 
Доказательство 
axnn lim       N    Nn    axn . 
Пусть  
nk
x  – некоторая подпоследовательность . 
Выберем NkN    начиная с номера Nk  элементы  удовлетворяют 
неравенству  ax
nk
  
ax
nkn


lim , 
что и требовалось доказать. 
 
Теорема (Больцано-Вейерштрасса) 
Из любой ограниченной последовательности можно выбрать сходящуюся 
подпоследовательность. 
 
Пример 1 
   













n
x nn
1
21 . 
33  nx . 
Последовательность ограниченная, немонотонная (из-за множителя 
 n1 ). 
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2lim 2 

nn
x , 2lim 12 

nn
x . 
 
Пример 2 
 





 

3
sin
n
yn . 
11  ny . 
Покажем, что 
2
3
limlim 2616  



nnnn
yy . 
Действительно, 
 





 


 3
2sin
3
16
sin16 n
n
y n , 
 





 
 ,...3
sin,
3
sin16ny . 
Следовательно, 
2
3
limlim 2616  



nnnn
yy . 
Аналогично 
0limlim 636 



nnnn
yy , 
2
3
limlim 5646  



nnnn
yy . 
 
Лекция 20. Функция и ее предел 
 
Содержание 
1. Определение функции. 
2. Предел функции. 
3. Односторонние пределы. 
4. Ограниченные функции. 
5. Бесконечно малые функции и их свойства. 
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20.1. Определение функции 
 
Определение 
Если каждому значению переменной x  из множества  x  ставится в со-
ответствие по некоторому закону число y , то говорят, что на множестве 
 задана функция  xyy   или  xfy  . 
 
Определение 
Множество  называется областью определения функции . 
Число , соответствующее данному значению аргумента , называется 
частным значением функции в точке . Совокупность всех частных 
значений образует множество значений  y  функции . 
 
Пример 1 
21 xy  . 
   1 xxx , 
   10  yyy . 
 
Пример 2 
xy  . 
    xxx , 
    yyy 0 . 
 
Пример 3 
 xy  . 
, 
 – множество целых чисел. 
График функции  
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-1 
1 2 
 xy    1 
2 
-1 3 x  
y  
 
 
Пример 4 









0,1
,0,0
,0,1
sgn
x
x
x
xy  – знак x . 
    xxx , 
   1,0,1y . 
 
-1 1 2 3 
-1 
1 
2 
xy sgn   
x  
y  
 
 
Пример 5 






ое,рациональн,1
,ьноеиррационал,0
x
x
y  – функция Дирихле. 
, 
   1,0y . 
 
Пример 6 
В экономике многие зависимости могут быть заданы как функции одной 
переменной  xfy  .   
Сумма денежного вклада в Сбербанке y  – функция от времени , в тече-
ние которого хранится вклад. 
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Спрос на товар y – функция от цены товара x . 
 
20.2. Предел функции 
 
Определение 
Пусть точка a  такова, что в любой ее  -окрестности содержатся точки 
области определения  x  функции  xyy  . В этом случае точка  
называется неизолированной. 
 
Далее всюду точку  будем считать неизолированной. 
 
Определение 1 
Число b  называется пределом функции  xfy   при x , стремящемся к 
a  ( ax  ), если для любой сходящейся к  последовательности  nx  
значений аргумента  из области определения  ( axn  ) соответству-
ющая последовательность значений функции  1xf ,  2xf ,  3xf , … 
сходится к . 
 
Обозначение 
  bxf
ax


lim . 
Замечание 
При рассмотрении предела функции при  сама точка  не рассмат-
ривается. 
 
Пример 1 
Рассмотрим функцию xy  . 
  axn          axxy nn  . 
Таким образом, в соответствии с определением предела функции 
ax
ax


lim . 
 
Пример 2 
Функция Дирихле не имеет предела, так как: 
а) для рациональных точек: ,    1nxy ; 
б) для иррациональных точек: ,   0nxy . 
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Определение 2 
Число b  называется пределом функции  xfy   в точке a , если 0  
  0  такое, что из неравенства  ax  ( ax  ) следует 
  bxf . 
 
Таким образом, для любой  -окрестности точки  можно найти 
 -окрестность точки  такую, что все значения функции для x  из 
-окрестности точки  попадают в -окрестность точки . 
 
Из определения 2 следует, что чем ближе точка  расположена к точ-
ке , тем ближе значение  xf  расположено к . 
 
Теорема 
Определения 1 и 2 эквивалентны. 
 
Доказательство 
Покажем, что из определения 2 следует определение 1. 
Пусть выполняется определение 2: 
 :  ax    . 
Докажем, что из этого следует определение 1: 
  axn       bxf n  . 
Действительно, если   axn  , то   N : Nn     axn . 
Но по определению 2, тогда   bxf n , то есть   bxf nn lim , что и 
требовалось доказать. 
Аналогично из определения 1 следует определение 2. 
 
Пример 1 
Экспериментально была установлена зависимость между ценой одного из 
товаров x  и спроса на него 
2
200


x
y . Исследовать поведение функции 
спроса от цены товара  при неограниченном увеличении цены  x . 
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Решение 
Поскольку 0
2
200
lim 
 xx
, при неограниченном росте цен спрос приближа-
ется к нулю. 
 
Пример 2 
Экономические исследования показывают, что спрос y  на товары первой 
необходимости и спрос z  на предметы роскоши зависят от дохода x  сле-
дующим образом:  
    ,, 1
1
11 ax
cx
axb
xy 



 
    ,,, 121
2
22 aaax
cx
axxb
xz 



 
где 21, aa  – уровни доходов, при которых начинается приобретение тех 
или иных товаров.  
Функции  xy  и  xz  называются функциями Л. Торнквиста.  
Найдем, как меняются  и  при x :  
    1
1
1
1
1
11
1
1
limlimlim b
x
c
x
a
b
cx
axb
xy
xxx






















, 
    




2
22limlim
cx
axxb
xz
xx
. 
Таким образом, при неограниченном увеличении доходов спрос на това-
ры первой необходимости растет до определенного предела, равного 1b . 
Миллионеры не покупают для себя хлеба больше, чем съедят. Поэтому 
число 1b  называется уровнем насыщения. Спрос же на предметы роскоши 
не имеет уровня насыщения. Он растет даже при неограниченном росте 
доходов. 
 
Определение 3 
Число b  называется пределом функции  xf  при x , если 
   nx       bxf n  . 
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Определение 4 
Число b  называют пределом функции  xf  при x , если 
0    0A : Ax       bxf . 
 
Теорема 
Определения 3 и 4 эквивалентны. 
 
Доказательство 
Аналогично предыдущему. 
 
Замечание 
В определениях 1–4 одновременно две величины стремятся к двум значе-
ниям (два неравенства). 
 
Покажем, как пользоваться определениями 2 и 4 для доказательства су-
ществования предела функции. 
 
Пример 1 
2xy  , доказать, что 
1lim 2
1


x
x
. 
 
Доказательство 
Чтобы доказать факт bxf
ax


)(lim , следует для любого   найти формулу 
для вычисления   . 
Фиксируем произвольное 0 . Рассмотрим неравенство 
 21 x   
    xx 11 , 
x
x



1
1 . 
Так как нам надо найти такую область вблизи точки 1a , чтобы выпол-
нялось это неравенство, будем считать, что 20  x . 
Тогда 
3
1

 x . Взяв  
3

 , закончим доказательство. 
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Пример 2 
x
x
y
1
 , доказать, что 1
1
lim 

 x
x
x
. 
 
Доказательство 
Фиксируем произвольное 0 . Рассмотрим неравенство 

1
1
x
x
. 
После упрощения подмодульного выражения получаем 


1
x , то есть 
возможно установление формулы  


1
A , что и завершает доказатель-
ство. 
 
20.3. Односторонние пределы 
 
Определение 5 
Число b  называется правым пределом  xf  в точке ax  , если для лю-
бой сходящейся к a  последовательности  nx , элементы которой больше 
, последовательность   nxf  сходится к , или, на другом языке, 
0    0 :  ax0      bxf . 
  .lim
0
bxf
ax


 
 
Определение 6 
Число  называется левым пределом  в точке , если для любой 
сходящейся к  последовательности , элементы которой меньше , 
последовательность  сходится к , или на другом языке, 
 :  xa0   . 
  .lim
0
bxf
ax


 
 
Пример 
sgn :y x  
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-1 1 2 3 
-1 
1 
xy sgn   
x  
y  
 
  1lim
00


xf
x
,   1lim
00


xf
x
. 
 
Определение 7 
Число b  называется пределом  xf  при x , если 
0    0A :   Ax      bxf . 
 
Определение 8 
Число  называется пределом  при x , если 
 :   Ax   . 
 
Теорема (о равенстве односторонних пределов) 
Если правый и левый пределы функции совпадают: 
   xfxf
axax 00
limlim

 , 
то 
   xfxf
axax 0
limlim

 . 
 
Доказательство 
Фиксируем произвольное 0 . Из определения 5 следует, что 
   1 : 10  ax   . 
Из определения 6 следует, что для того же     2 : 20  xa   
. 
Выберем    21,min  . 
Тогда для этих  и   : 
 ax       bxf
ax


lim , что и требовалось доказать. 
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Пример 
xy sgn  
 
-1 1 2 3 
-1 
1 
xy sgn   
x  
y  
 
      1limlimlim
20202


xfxfxf
xxx
. 
 
20.4. Ограниченные функции 
 
Определение 
Функция  xf  называется ограниченной сверху на множестве  x , если 
M :  xx      Mxf  . 
 
Определение 
Функция  xf  называется ограниченной снизу на множестве , если 
m :    xfm  . 
 
Определение 
Функция  называется ограниченной, если она ограничена и сверху, 
и снизу. 
 
Пример 
Функция xy tg : 
а) на промежутке 



 
2
,0  не ограничена сверху, следовательно, не ограни-
чена на указанном промежутке; 
б) на промежутке 



 
4
,0  является ограниченной; 
в) на промежутке 



 
 0,
2
 не ограничена снизу, следовательно, вообще не 
ограничена. 
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Теорема 
Если существует  xf
ax
lim , 
то существует некоторая окрестность точки a  такая, что при любом x  
из этой окрестности  xf  ограничена. 
 
Доказательство 
Пусть  xfb
ax
 lim    0  0 :  ax     bxf . Послед-
нее неравенство равносильно системе неравенств 
   bxfb . 
Обозначим  bm0 ,  bM0 , то есть для любого  из 
 -окрестности точки  ( ax  ): 
  00 Mxfm  . 
Если  xa , теорема доказана. 
Если  xa , то есть  af , тогда   afmm ,min 0 ,   afMM ,max 0 . 
Тогда   Mxfm   для всех точек -окрестности, включая точку . 
 
 
20.5. Бесконечно малые функции и их свойства 
 
Определение 
Функция  называется бесконечно малой при ax , если 
  0lim 

xf
ax
. 
 
Свойство 1 
Если     0limlim 

xx
axax
, 
то      0lim 

xx
ax
. 
 
Доказательство 
Из условия следует:   axn       0 nx ,    0 nx . 
Покажем, что      0 nn xx . 
Фиксируем произвольное 0 . 
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  1N : 1Nn       2

 nx . 
  2N : 2Nn      2

 nx . 
Пусть    21,max NNN  , тогда 
Nn             nnnn xxxx . 
Что и означает      0 nn xx  при   axn  . 
 
Свойство 2 
Если   0lim 

x
ax
, а  xf  является ограниченной в окрестности точки a , 
то     0lim 

xfx
ax
. 
 
Доказательство 
Пусть   0 x  при ax   и   Mxf  . 
Покажем, что     0lim 

xfx
ax
, то есть 
0  0 :  ax        xfx . 
Действительно, так как , остается лишь доказать, что 
 
M
x

 . 
Последнее выполняется, так как  :   , 
что и требовалось доказать. 
 
Свойство 3 
Если   0lim 

bxf
ax
,   0lim 

x
ax
, 
то 
 
 
0lim 

 xf
x
ax
. 
 
Лекция 21. Непрерывность функции в точке 
 
Содержание 
1. Арифметические операции над функциями, имеющими предел. 
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2. Переход к пределу в неравенствах. 
3. Непрерывность функции в точке. 
4. Свойства непрерывной функции. 
5. Классификация точек разрыва. 
 
21.1. Арифметические операции над функциями, имеющими 
предел 
 
Теорема 
Если 
 1.  xf ,  xg  определены на  x , 
 2.   bxf
ax


lim ,   cxg
ax


lim , 
то 
 1.      cbxgxf
ax


lim , 
 2.     cbxgxf
ax


lim , 
 3. 
 
  c
b
xg
xf
ax


lim , ( 0c !). 
 
Доказательство 
1. По условию 0 : 
а) 01  : 1 ax      2

bxf ; 
б) 02  : 2 ax     2

 cxg . 
Из а) и б) следует: 
            cxgbxfcbxgxf   
  21,min  :  ax           cbxgxf . 
То есть  (предел суммы равен сумме пределов), 
что и требовалось доказать. 
 
Утверждения 2 и 3 доказываются аналогично. 
Так как предел функции связан с пределом последовательности, из тео-
ремы автоматически следуют несколько утверждений. 
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Следствие 1 
  nnnnnnn
zyzy

 limlimlim . 
 
Следствие 2 
  nnnnnnn
zyzy

 limlimlim . 
 
Следствие 3 
nn
nn
n
n
n z
y
z
y




lim
lim
lim  ( 0lim 

nn
z ). 
 
21.2. Переход к пределу в неравенствах 
 
Теорема 
Если 
 1. nn xlim , nn ylim , 
 2. nn yx   n , 
то 
nnnn
yx

 limlim . 
 
Следствие 1 
Если  bxn  , то bxnn lim . 
 
Следствие 2 
Если 
 1.  nnn zyx  , 
 2. azx nnnn   limlim , 
то 
aynn lim . 
 
Доказательство 
nn yx     nnnn yx   limlim , nn ya  lim . 
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nn zy     nnnn zy   limlim , aynn lim . 
Отсюда следует, что aynn lim . 
 
Теорема 
Если 
 1.  xf ,  xg ,  xh  – заданы в некоторой окрестности точки a , 
 2.      xhxgxf   x  из этой окрестности (кроме, быть может, са-
мой точки ), 
 3.     bxhxf
axax


limlim , 
то 
  bxg
ax


lim . 
 
Доказательство 
Возьмем некоторую последовательность  nx : axn  ,   axn  . 
     nnn xhxgxf  . 
При ,      nn xhbxf  . 
По следствию 2 из предыдущей теоремы   bxg nn lim , а так как последо-
вательность  – произвольная, то по первому определению предела 
функции . 
21.3. Непрерывность функции в точке 
 
Пусть точка  не является изолированной точкой области определе-
ния . 
 
Определение 1 
Функция  называется непрерывной в точке , если 
1.  af , 
2.  xf
ax
lim , 
3.    afxf
ax


lim . 
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При нарушении любого из этих трех условий  xf  называют разрывной 
в точке a , а точку  точкой разрыва функции . 
 
Определение 2 
Функция  называется непрерывной в точке  справа, если 
   afxf
ax

 0
lim . 
 
Определение 3 
Функция  называется непрерывной в точке  слева, если 
   afxf
ax

 0
lim . 
 
Определение 1 означает, что 
0    :  ax         afxf . 
 
Пример 1 
  xxf  , 
a :    afaxxf
axax


limlim . 
  xxf   – непрерывна в любой точке  по определению непрерывности. 
 
Пример 2 
 






.0,1
,0,2
x
xx
xf  
 
-1 1 2 3 
-1 
1 
2 
-2 
-2 
3 
x  
y  
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 xf  – непрерывна в любой точке 0a . 
 – непрерывна справа в точке 0a . 
 
Пример 3 
Гидроразрыв нефтяного пласта. 
Гидравлическим разрывом называется процесс, при котором давление 
жидкости (функция  xf ) воздействует непосредственно на породу пла-
ста вплоть до ее разрушения и возникновения трещины (точка a ). Про-
должающееся воздействие давления жидкости расширяет трещину вглубь 
от точки разрыва (таким образом, нарушается первое условие из опреде-
ления непрерывной функции – функция давления  xf  прекращает свое 
существование в точке ). В закачиваемую жидкость добавляется рас-
клинивающий материал, например, песок, керамические шарики или аг-
ломерированный боксит. Назначение этого материала – удержать создан-
ную трещину в раскрытом состоянии после сброса давления жидкости. 
Так создается новый, более просторный канал притока. Канал объединяет 
существующие природные трещины и создает дополнительную площадь 
дренирования скважины. Жидкость, передающая давление на породу 
пласта, называется жидкостью разрыва. 
 
Замечание 
Для непрерывной в точке  функции  справедливо 
)lim()()(lim xfafxf
axax 
 . 
 
 
Теорема 
Пусть  и  xg  – непрерывны в точке . 
Тогда 
1.     xgxf  , 
2.    xgxf  , 
3. 
 
 xg
xf
 при   0xg  
непрерывны в точке . 
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Доказательство 
Для доказательства достаточно сослаться на теорему об арифметических 
операциях под знаком предела: 
            agafxgxfxgxf
axaxax


limlimlim , 
           lim lim lim
x a x a x a
f x g x f x g x f a g a
  
  , 
 
 
 
 
 
 ag
af
xg
xf
xg
xf
ax
ax
ax



 lim
lim
lim , если   0ag  
и определение непрерывности функции в точке. 
 
Следствие 
Любая дробно-рациональная функция непрерывна в точке, где знамена-
тель не равен 0. 
 
Доказательство 
Функция   xxf   – непрерывна в любой точке x . 
Функция nxy   – непрерывна, как произведение непрерывных функций. 
Любой многочлен nn
nn axaxaxa  

1
1
10 ...  – непрерывная функция, 
как сумма непрерывных функций. 
Дробно-рациональная функция 
mm
mm
nn
nn
bxbxbxb
axaxaxa






1
1
10
1
1
10
...
...
 – непрерыв-
на в любой точке , где знаменатель не равен нулю. 
 
21.4. Свойства непрерывной функции 
 
Определение 
Величина    afxfy   называется приращением функции в точке a . 
 
Теорема 
Функция непрерывна в точке  
тогда и только тогда, когда 
бесконечно малому приращению аргумента соответствует бесконечно 
малое приращение функции. 
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Доказательство 
Необходимость 
Условие    afxf
ax


lim . 
Утверждение 0x    0y . 
По условию: 0    0 :  ax        afxf , то есть 
0  : x   y   0lim
0


y
x
. 
 
Определение 
Функция, непрерывная в любой точке  x , называется непрерывной на 
множестве . 
 
Теорема (об устойчивости знака непрерывной функции) 
Если  xf  непрерывна в точке a  и   0af , 
то существует такая  -окрестность точки , что для всех значений x  
из этой окрестности   0xf  и имеет знак, совпадающий со зна-
ком  af . 
 
Доказательство 
По условию  0 :   . 
       afxfaf , когда  axa , но если взять  af , 
числа   af  и   af  будут одного знака, поэтому в  -окрестности 
точки , соответствующей этому , функция  будет иметь знак 
числа  af . 
 
21.5. Классификация точек разрыва 
 
Рассмотрим точку разрыва  функции . 
 
Определение 
Точка  называется точкой разрыва первого рода функции , если 
существуют конечные пределы  xf
ax 0
lim

 и  xf
ax 0
lim

. При этом 
если    xfxf
axax 00
limlim

  – разрыв неустранимый (конечный скачок); 
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если    xfxf
axax 00
limlim

  – разрыв устранимый. 
В противном случае точка a  называется точкой разрыва второго рода. 
 
Пример 1 
 
x
xfy 1
21
1

  
Точка 0x  – точка разрыва (функция в этой точке не определена). 
Так как 0
21
1
lim
100



x
x
, 1
21
1
lim
100



x
x
, 
10     разрыв первого рода, неустранимый. 
 
Пример 2 
 









.2,5
,2,
2
42
x
x
x
x
xf  
Точка 2x  – точка разрыва, так как    2lim
2
fxf
x


: 
  4lim
02


xf
x
,   52 f . 
По определению это разрыв первого рода, устранимый. 
Его можно устранить, то есть рассмотреть другую функцию 
 
 
 







,,lim
,,
1 axxf
axxf
xf
ax
  
построенную из данной функции и непрерывную в точке a . 
В примере  









.2,4
,2,
2
42
1
x
x
x
x
xf  
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1 2 3 
5 
2 
4 
3 
1 
x  
y  
 
 xf1  – непрерывна всюду. 
Пример 3 
 
x
xf
1
 . 
Точка 0x  является точкой разрыва второго рода. 
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Лекция 22. Замечательные пределы 
 
Содержание 
1. Монотонные функции. Обратные функции. 
2. Непрерывность основных элементарных функций. 
3. Сложная функция и ее непрерывность. 
4. Гиперболические функции. 
5. Замечательные пределы. 
 
22.1. Монотонные функции. Обратные функции 
 
Определение 
Пусть  xf  задана на  x . 
Если  xxx  21, : 21 xx   
1.    21 xfxf  , функция  xf  неубывающая, 
2.    21 xfxf  , функция  возрастающая, 
3.    21 xfxf  , функция  невозрастающая, 
4.    21 xfxf  , функция  убывающая 
на множестве . 
 
В случаях 1–4 функции называются монотонными. В случаях 2, 4 функ-
ции – строго монотонные. 
 
Пример 1 
  xxf   – возрастающая на множестве   , . 
 
Пример 2 
 
x
xf
1
  – убывающая для 0x . 
Определение 
Пусть 
1.  ba,  – область определения функции  xfy  , 
2.  ,  – область значений , 
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3. Любому значению функции   ,y  соответствует одно значение ар-
гумента  bax , . 
Тогда 
1.  ,  – область определения новой функции x  аргумента y , 
2.  ba,  – область значений функции  аргумента , 
Обозначение для новой функции  yfx 1 . 
Функция  называется обратной для функции  xfy  . 
 
Замечание 1 
Аналогичные определения можно сделать для интервалов  ba, ,  , . 
В частности, для     ,,ba ,     ,, . 
 
Замечание 2 
Если  обратная к  xfy  , то  – обратная к , 
то есть обе функции взаимообратные. 
   yyff 1 ,    xxff 1 . 
 
Пример 
  xxfy 3 , где    1,0x . Соответствующая обратная функция 
  yxyf
3
11  , где    3,0y . 
 
Замечание 3 
Для строго монотонных функций всегда существует обратная, так как 
любому  соответствует одно значение . 
 
Теорема 
Пусть 
1.  – строго монотонная, непрерывная на  функция, 
2.  af ,  bf . 
Тогда  yfx 1  – строго монотонная, непрерывная на . 
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22.2. Непрерывность основных элементарных функций 
 
К основным элементарным функциям относятся следующие функции: 
 xy , xa , xalog , xsin , xcos , xtg , xctg , xarcsin , xarccos , xarctg , 
xarcctg . 
 
Теорема 
Основные элементарные функции непрерывны в каждой точке их обла-
сти определения. 
 
Доказательство (для   xxf sin ) 
1. Лемма 
При 
2
0

 x  справедлива система неравенств 
xxx tgsin0  . 
Рассмотрим рисунок 
 
O   N   A   
M   
B   
x   
x  
y  
 
Здесь 1 ROA , x  – длина дуги 

AM , xMN sin , xON cos , 
xAB tg . 
OMA  – часть сектора OMA . 
Сектор OMA  – часть OBA . Следовательно, площади указанных плос-
ких фигур удовлетворяют системе неравенств 
OBAсекOMAOMA SSS   , 
 
отсюда 
x
x
x tg
2
1
2
sin
2
1
 , 
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xxx tgsin0  . 
2. Докажем, что 0sinlim
00


x
x
. 
Рассмотрим любую последовательность  0nx  ( 0nx ). 
По лемме nn xx  sin0 . Устремим n , тогда по теореме о переходе к 
пределу в неравенствах 
0sinlim 

nn
x . 
Отсюда следует (см. определение предела и определение непрерывности 
функции) 
0sin0sinlim
00


x
x
 
– непрерывность функции xsin  в точке 0x  справа. 
Пусть   00nx  ( 0nx ). 
0sin  nn xx    
0sin0sinlim
00


x
x
 
– непрерывность функции xsin  в точке  слева. 
По теореме о равенстве односторонних пределов 0sin0sinlim
0


x
x
. 
 
Вывод 
Функция   xxf sin  непрерывна в точке . 
 
3. Рассмотрим любую точку 0 ax . 
Покажем, что ax
ax
sinsinlim 

, то есть 
  0sinsinlim 

ax
ax
. 
Рассмотрим равенство 
2
sin
2
cos2sinsin
axax
ax

 . Для завершения 
доказательства выполним переход к пределу 
  0
2
sin
2
coslim2sinsinlim 




 


axax
ax
axax
. 
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Этот переход возможен, так как 
2
cos
ax 
 – величина ограниченная, а 
2
sin
ax 
 – бесконечно малая и стремящаяся к 0, значит, и все произведе-
ние, по соответствующей теореме, стремится к 0. 
Используем полученный результат для обоснования непрерывности эле-
ментарной функции xy arcsin . 
Рассмотрим функцию xy sin  на 


 

2
,
2
. Так как эта функция строго 
монотонна и непрерывна, то по соответствующей теореме она имеет не-
прерывную обратную функцию yx arcsin  на  1,1 . После переобозна-
чения переменных, при котором переменные меняются ролями, получим 
. 
 
-1 
2

  
xy sin   
xy    
xy arcsin   
1 
-1 
1 
2

 
2

 
 
x  
y  
 
Смена ролей переменных приводит к тому, что графики прямой и обрат-
ной функций симметричны относительно прямой xy  . 
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22.3. Сложная функция и ее непрерывность 
 
Определение 
Пусть 
1.  tx   задана на  t  и имеет множество значений  x , 
2.  xfy   задана на  x . 
Тогда на множестве  задана сложная функция ,  или 
    tftFy  . 
 
Пример 1 
xy sin , 2tx  . 
 x0 ,  t . 
  2sin tty   – сложная функция. 
 
Пример 2 
1 xy , 2tx  . 
,    0,x . 
Сложная функция  ty  не может быть определена. 
 
Теорема 
Если 
1.  – непрерывна в точке at  , 
2.  – непрерывна в точке  abx  , 
то   tfy   – непрерывна в точке . 
 
Доказательство 
Докажем, что        bfaftf
at


lim . 
  atn        batn   (из условий 1, 2). 
 nn tx       bxn  . 
    bfxf n   (из условия 2). 
Но     nn tfxf  , то есть        aftf n  . 
Следовательно,   tf   – непрерывна в точке , что и требовалось 
доказать. 
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Замечание-вывод 
Если исходные функции непрерывны, то в результате их сложения, вычи-
тания, умножения, деления (если знаменатель не равен нулю), перехода к 
обратной и сложной функции получаются непрерывные функции. 
 
Пример 
Функция   1sinarctg 2  xx  – непрерывна всюду. 
 
22.4. Гиперболические функции 
 
Гиперболический синус 
2
sh
xx ee
x

 . 
 
-1 -2 1 
1 
2 
3 
2 
-1 
-3 
-2 
x  
y  
 
Гиперболический косинус 
2
ch
xx ee
x

 . 
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-1 -2 1 
1 
2 
3 
2 
-1 
x  
y  
 
Гиперболический тангенс 
xx
xx
ee
ee
x




th . 
 
 
-1 -2 1 
1 
2 
-1 
x  
y  
 
 
Гиперболический котангенс 
xx
xx
ee
ee
x




cth . 
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-1 -2 1 
1 
2 
-1 
2 
3 
4 
-2 
-3 
-4 
x  
y  
 
Все рассмотренные в этом разделе функции непрерывны всюду, кроме 
точки 0x  для xcth . 
 
Матрицы вида  






 xx
xx
cossin
sincos
 
описывают повороты двумерного евклидова пространства, матрицы  






 chxshx
shxchx
 
описывают повороты в простейшем двумерном пространстве Минковско-
го (псевдоевклидово пространство, предложенное в качестве геометриче-
ской интерпретации пространства-времени специальной теории относи-
тельности). В связи с этим гиперболические функции часто встречаются в 
теории относительности. 
В отличие от тригонометрических гиперболические функции не являются 
периодическими. Функция гиперболического тангенса имеет симметрич-
ную кривую с характерными ограничениями. Поэтому она широко ис-
пользуется для моделирования передаточных характеристик (зависимость 
выходного сигнала от входного) нелинейных систем с ограничением вы-
ходного параметра при больших значениях входного параметра. 
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22.5. Замечательные пределы 
 
Первый замечательный предел 
 
.1
sin
lim
0

 x
x
x
 
 
Доказательство 
При 
2
0

 x  (по лемме) справедлива система неравенств 
xxx tgsin0  . 
После почленного деления на xsin  получаем 
xx
x
cos
1
sin
1  , 
1
sin
cos 
x
x
x . 
Система неравенств справедлива и для 0x , так как   xx coscos  , 
 
x
x
x
x sinsin



. Далее, элементарная функция xcos  является непрерыв-
ной, следовательно 
0x    10coscos x . 
Переходя к пределу в неравенствах, получаем 
1
sin
lim
0

 x
x
x
, 
что и требовалось доказать. 
 
Второй замечательный предел 
 
 .
1
1lim e
x
x
x








 (*) 
 
Это утверждение является следствием доказанной ранее теоремы  
о числе e . 
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Замечание 
В равенстве (*) x  может стремиться как к  , так и к  . 
 
Следствие 
  .1lim
1
0
ex x
x


 
 
Доказательство 
Сделаем в (*) замену 
x
x
1
 , 
x
x


1
. 
  e
x
x
x
x
x
x










1
1lim1lim
1
0
, что и требовалось доказать. 
 
В первом замечательном пределе имеет место неопределенность 



0
0
. 
Во втором – ]1[  . 
 
Пример 1 
2
sin
lim2
2
2sin
lim2
2sin
lim
000




 x
x
x
x
x
x
xxx
. 
 
Пример 2 
    







































x
x
x
x
x
x xx
x
x
x
22
3
1lim
22
2122
lim1
22
12
lim  



































 xxx
x
x
x
x
x
x
x
x
1
1
1
1lim
1
1lim
2
23
,
3
22 2
3
2
23
  
2
32
3
2
3
1
1lim
1
1lim
1
1lim e
xxx
x
xx
x
x






































. 
 
Пример 3 
 
    1ln1limln1lnlim
0
01ln
lim
1
0
1
00




 






exx
x
x x
x
x
xx
. 
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Лекция 23. Эквивалентные бесконечно малые функции 
 
Содержание 
1. Сравнение бесконечно малых функций. 
2. Некоторые эквивалентные бесконечно малые функции при 0x . 
3. Раскрытие неопределенностей. 
4. Свойства функций, непрерывных на отрезке. 
 
23.1. Сравнение бесконечно малых функций 
 
Определение 
Пусть  x  и  x  – бесконечно малые при ax  . 
Тогда 
1. Функция  x  называется бесконечно малой более высокого порядка 
малости, чем , если 
 
 
0lim 


 x
x
ax
. 
Обозначение 
  o . 
2. Функции  x  и  x  называются бесконечно малыми одного поряд-
ка, если 
 
 
c
x
x
ax




lim , 0c . 
3. Функции  и  x  называются эквивалентными, если 
 
 
1lim 


 x
x
ax
. 
Обозначение 
   xx  ~ . 
 
Пример 1 
  2xx  ,   xx   – бесконечно малые при 0x . 
 
 
0lim
0



 x
x
x
     o . 
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1 
2x  
x  
1 0 x  
y  
 
Пример 2 
  22xx  ,   2xx   – бесконечно малые при 0x . 
 
 
2lim
0



 x
x
x
    ,   – бесконечно малые при  одного порядка. 
 
Пример 3 
  xx sin ,   xx   – бесконечно малые при . 
 
 
1
sin
limlim
00



 x
x
x
x
xx
   ,  – эквивалентные бесконечно малые при 
. 
 
Теорема 
Для того чтобы 
 бесконечно малые при ax  функции  x  и  x  были эквива-
лентными, 
необходимо и достаточно, чтобы 
      xoxx  . 
 
Доказательство 
Необходимость 
Условие: ,  – эквивалентные бесконечно малые при ax . 
Утверждение:   o . 
По условию 
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 
 
1lim 


 x
x
ax
   
 
 
 x
x
x



1 ,        xxxx  . 
Разделим последнее равенство на  x  и устремим ax     0 x , 
тогда 
   
 
0


x
xx
        xoxx  , что и требовалось доказать. 
Достаточность 
Условие: бесконечно малые при    и   удовлетворяют равенству 
  o . 
Утверждение: ,   – эквивалентные бесконечно малые при . 
Разделим равенство, фигурирующее в условии, на : 
 
 
 
 x
o
x
x





1 . 
При ax   
 
0

o
  
 
 
1lim 


 x
x
ax
, что и требовалось доказать. 
 
Теорема 
При вычислении предела при  бесконечно малые множители 
можно заменять на эквивалентные. 
 
Доказательство 
Пусть    xx  ~  при . 
Рассмотрим 
    
 
 
   
 
 
   
α α
lim α lim β lim limβ
β βx a x a x a x a
x x
x f x x f x x f x
x x   
 
      
 
 
   limβ
x a
x f x

 , что и требовалось доказать. 
 
23.2. Некоторые эквивалентные бесконечно малые функции 
при 0x  
 
1. xx ~sin . 
2. xx ~tg . 
3. xx ~arctg . 
207 
 
4. xx ~arcsin . 
5. nn xx
2
1
~11  . 
6.   nn xx   ~11  ( ,n  – числа). 
7.   xx ~1ln  . 
8. xex ~1 . 
9. axa x ln~1 . 
10. 
2
~cos1
2x
x . 
 
Доказательство некоторых соотношений 
4. 1
sin
lim0,0,sin
arcsin
lim
00

 y
y
yxyx
x
x
yx
 . 
5. 
  
   
1
2
1
11
lim
11
2
1
1111
lim
2
1
11
lim
000







 nn
n
xnn
nn
xn
n
x
xx
x
xx
xx
x
x
. 
6. 
 
    1ln1limln1lnlim
1ln
lim
1
0
1
00



exx
x
x
x
x
x
xx
. 
 
 
23.3. Раскрытие неопределенностей 
 
В ряде случаев вычисление пределов затрудняется тем, что появляются 
неопределенные выражения   , 



0
0
, 





,  0 ,  1 ,  00 ,  0 . 
Для устранения неопределенностей используются специальные приемы. 
Некоторые из них будут продемонстрированы на примерах, разобранных 
далее. 
 
Пример 1 












n
nn
m
mm
x bxbxb
axaxa
...
...
lim
1
10
1
10  
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














.,0
,,
,,
lim
...
...
lim
0
0
0
0
1
0
1
0
nm
nm
b
a
nm
x
x
b
a
x
b
x
b
b
x
a
x
a
a
x
x
n
m
x
n
n
m
m
n
m
x
 
 
Пример 2 
      



 xx
xxxx
xx
xx 2
22
lim2lim
2
22
2  
0
2
2
lim
2
2
lim
22
22






 xxxx
xx
xx
. 
    

yyxyxx
yx
2limобозначим2lim 22  . 
Пример 3 
      






 2
ctglim1
2
tglim0
2
tg1lim
001
x
xxxzz
xxz
 













2
2
lim
2
~
2
tg
0
0
2
tg
lim
00 x
xxx
x
x
xx
 . 
 
Пример 4 
 
ax
a
x
a
x
a
x
x
a
x
x
axa
xxx
1
lim~1ln
1ln
lim
0
0lnln
lim
000












 







 . 
 
23.4. Свойства функций, непрерывных на отрезке 
 
Свойство 1 
Если функция  xf  непрерывна на  ba, , 
то она ограничена на этом отрезке. 
 
Доказательство 
Докажем методом от противного, что  – ограничена сверху (снизу – 
аналогично). 
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Пусть  xf  не является ограниченной сверху. 
Тогда n   baxn , :   nxf n  , то есть    nn xflim . 
Так как справедливо bxa n  , последовательность  nx  ограничена, 
следовательно, по теореме Больцано–Вейерштрасса из нее можно выде-
лить сходящуюся подпоследовательность 
  
nk
x ,  ba, . 
Но, так как    nxf    
    
nk
xf . (*) 
С другой стороны, так как  xf  непрерывна, из условия   
nk
x   
следует 
      fxf
nk
. (**) 
Высказывания (*) и (**)противоречивы. Следовательно, предположение 
неверно и  xf  является ограниченной сверху. 
 
Замечание 
Требование непрерывности на отрезке обязательно, так как функция, 
непрерывная на интервале, может и не быть ограниченной. 
 
Пример 
 
x
xf
1
  непрерывная на  1,0 , не является ограниченной. 
 
Свойство 2 
Если  xf  непрерывна на отрезке  ba, , 
то она достигает на нем своих точной верхней и точной нижней гра-
ней. 
 
Дополнительное определение (см. л. 20 п. 4) 
 xf  называется ограниченной сверху на  x , если  xx    Mxf  , 
где M  – верхняя грань. 
 
Верхних граней M  сколь угодно много. 
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Определение 
Наименьшее из  M  называется точной верхней гранью. 
  xfM sup ,  xx . 
 
Пример 
  xxy sin ,   xx . 
1M . 
 
Определение 
 xf  – называется ограниченной снизу на  x , если  xx ,  xfm  , 
где m  – нижняя грань. 
 
Определение 
Наибольшее из  m  называется точной нижней гранью. 
  xfm inf , . 
 
Пример 1 
,   xx . 1m . 
 
Пример 2 
  xxy  ,  1,1 . 0m . 
 
Доказательство 
Докажем, что  bax ,1 :   Mxf 1 ;  bax ,2  :   mxf 2 . 
Воспользуемся методом от противного. Предположим, что точек 1x  – 
нет. Тогда 
x    Mxf  ,   0 xfM . 
Рассмотрим вспомогательную функцию  
 xfM
xF


1
. 
Функция  xF  – непрерывна на  ba,  (    0 xfM   bax , ). 
Из непрерывности  xF  следует ее ограниченность на . 
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Следовательно, 
 
 
B
xfM
xF 


1
    
B
Mxf
1
 , то есть 
B
M
1
  – также верхняя 
грань, причем M
B
M 
1
 ( 0B )  M  – не является точной верхней 
гранью. 
Для точек 2x  – аналогично. 
Это противоречие доказывает теорему. 
 
Замечание 1 
Для интервалов  ba,  и полуинтервалов  ba, ,  ba,  теорема не справед-
лива. 
 
Пример 
xy  ,  1,0x . Значения 
  1sup x ,   0inf x  не достигаются. 
 
Замечание 2 
Так как для непрерывных на  ba,  функций точные верхние и нижние 
грани достигаются, их можно назвать наибольшим и наименьшим зна-
чениями функции. 
 
Свойство 3 (о прохождении непрерывной функции через любое проме-
жуточное значение) 
Пусть 
1.  xf  непрерывна на ; 
2.   Aaf  ,   Bbf  ; 
3. BCA   ( C  – промежуточное значение функции). 
Тогда 
 ba, :   Cf  . 
 
Лемма 
Пусть 
1.  непрерывна на ; 
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2.  af  и  bf  разных знаков. 
Тогда 
 ba, :   0f . 
 
Доказательство 
Пусть   0af ,   0bf . 
Рассмотрим множество  x :   0xf . 
 x  – ограничено сверху, например, числом b       xsup  – точная 
верхняя грань (число). 
Покажем, что . 
Если бы выполнялось   0 cf , то по теореме о сохранении знака не-
прерывной функции   ,x     0xf . 
Но тогда   не является  xsup , где . 
Аналогично для   0 cf . 
Окончательно , что и требовалось доказать. 
 
Доказательство свойства 3 
Если BA  , то не существует промежуточного числа C : BCA  . 
Пусть для определенности BA  . Рассмотрим любое значение C : 
. 
Составим разность 
    CxfxF       0aF ,   0bF . 
Тогда, по Лемме 
 ba, :   0F     0 Cf     Cf  , что и требовалось до-
казать. 
 
Замечание 
Свойство 3 применяется на практике для отыскания корней уравнений 
вида 
  0xF  
методом половинного деления отрезка. 
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Программа курса 
I. Определители и матрицы 
Понятие матрицы. Виды квадратных матриц. Транспонирование мат-
рицы. Определители второго, третьего, n-го порядка. Свойства определи-
телей. Основные операции над матрицами и их свойства. Обратная мат-
рица. Теорема существования и единственности обратной матрицы. Мат-
ричные уравнения. Невырожденные системы n  линейных уравнений с n  
неизвестными. Три способа их решения: матричный, по формулам Кра-
мера, метод Гаусса. 
II. Алгебра векторов 
Вектор, линейные операции над векторами. Свойства линейных опе-
раций над векторами. Линейная зависимость векторов. Свойства линей-
ной зависимости векторов. Геометрические критерии линейной зависи-
мости векторов. 
Базис, координаты вектора. Теорема о единственности разложения 
вектора по базису. Линейные операции над векторами, заданными в ко-
ординатной форме. Критерий коллинеарности двух векторов. Декартов 
прямоугольный базис на плоскости и в пространстве. Проекция вектора 
на ось. Геометрический смысл декартовых координат. Направляющие 
косинусы вектора. Ортогональные векторы. 
Скалярное произведение двух векторов. Алгебраические, геометриче-
ские и механические свойства скалярного произведения. Формула вычис-
ления скалярного произведения векторов, заданных декартовыми коор-
динатами. Важные следствия (длина вектора, критерий ортогональности 
двух векторов). Правая и левая тройки векторов. Векторное произведение 
двух векторов. Алгебраические, геометрические и механические свойства 
векторного произведения. Формула вычисления векторного произведения 
векторов, заданных декартовыми координатами. Смешанное произведе-
ние трех векторов. Теорема о геометрическом смысле смешанного произ-
ведения. Формула вычисления смешанного произведения векторов, за-
данных декартовыми координатами. 
III. Аналитическая геометрия 
Предмет аналитической геометрии. Аналитическое задание точки, 
линии, поверхности. Параметрические уравнения линии и поверхности. 
Плоскость в пространстве. Различные формы уравнения плоскости. Угол 
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между двумя плоскостями. Условие ортогональности двух плоскостей. 
Прямая в пространстве. Различные формы уравнения прямой. Угол меж-
ду двумя прямыми. Взаимная ориентация двух прямых: параллельность, 
пересечение, скрещивание. Угол между прямой и плоскостью. 
Кривые второго порядка на плоскости. Их канонические уравнения. 
Исследования формы кривых второго порядка по их каноническим урав-
нениям. Канонические уравнения кривых второго порядка со смещенным 
центром (вершиной). Канонизация уравнений кривых второго порядка 
путем поворота системы координат и ее параллельного переноса. 
Поверхности второго порядка. Их канонические уравнения. Исследо-
вания формы поверхностей второго порядка по их каноническим уравне-
ниям методом параллельных сечений. 
IV. Элементы линейной алгебры 
Линейное пространство. Линейная зависимость элементов линейного 
пространства. 
Ранг матрицы. Базисный минор. Теорема о базисном миноре. Нахож-
дение ранга матрицы методом элементарных преобразований. Размер-
ность и базис линейного пространства. Теорема о единственности разло-
жения элемента по базису. Координаты элемента. Матрица перехода от 
одного базиса к другому. Изменение координат элемента при переходе к 
другому базису. 
Евклидовы пространства. Простейшие свойства евклидова простран-
ства (неравенство Коши–Буняковского, неравенство треугольника). Ор-
тонормированный базис (ОНБ). 
Линейные операторы. Матричная запись линейных операторов. Тео-
рема о взаимнооднозначном соответствии линейного оператора и матри-
цы. Действия с линейными операторами. Тождественный и обратный 
оператор. Преобразование матрицы линейного оператора при переходе к 
другому базису. 
Линейные операторы в евклидовом пространстве. Сопряженный опе-
ратор. Определение и три теоремы. Самосопряженный оператор. Опреде-
ление и теорема о матрице самосопряженного оператора в ОНБ. Ортого-
нальный оператор. Определение и критерии ортогональности линейного 
оператора. Системы линейных уравнений (общий случай). Теорема Кро-
некера–Капелли (критерий совместности системы линейных уравнений). 
Однородные системы линейных уравнений (ОСЛУ). Тривиальное реше-
ние ОСЛУ. Условие единственности тривиального решения ОСЛУ. Кри-
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терий существования нетривиальных решений ОСЛУ. Свойства решений 
ОСЛУ. Фундаментальная система решений ОСЛУ. Теорема о структуре 
общего решения ОСЛУ. Неоднородные системы линейных уравнений 
(НСЛУ). Теорема о структуре общего решения НСЛУ. Алгоритм поиска 
общего решения ОСЛУ и НСЛУ. 
Собственные векторы и собственные значения линейного оператора. 
Характеристическое уравнение и спектр линейного оператора. Свойства 
собственных векторов и собственных значений линейного оператора. 
Собственные векторы и собственные значения самосопряженного опера-
тора. 
Квадратичная форма. Матрица квадратичной формы. Приведение 
квадратичной формы к каноническому виду. Приложения теории квадра-
тичных форм к задачам аналитической геометрии. 
V. Введение в математический анализ 
Множества вещественных чисел. Верхняя и нижняя грани множества. 
Ограниченное множество. Точная верхняя и точная нижняя грань. Число-
вая последовательность и ее предел. Определения сходящейся, бесконеч-
но малой и бесконечно большой последовательностей. Свойства сходя-
щихся последовательностей. Монотонные последовательности. Теоремы 
о сходимости монотонных последовательностей. Число e. 
Подпоследовательности и их свойства. Теорема Больцано-Вейер-
штрасса. Определение функции. Предел функции. Четыре определения 
предела и теоремы об их эквивалентности. Односторонние пределы. Тео-
рема о равенстве односторонних пределов. Бесконечно малые функции. 
Свойства бесконечно малых функций. Арифметические операции под 
знаком предела. Переход к пределам в неравенствах. Непрерывность 
функции в точке. Свойства функций, непрерывных в точке (три теоремы, 
критерий непрерывности, ограниченность и сохранение знака в окрестно-
сти точки непрерывности). Классификация точек разрыва. Непрерыв-
ность на множестве. Обратная функция и ее непрерывность. Непрерыв-
ность элементарных функций (доказательство непрерывности функции 
xsin ). Сложная функция и ее непрерывность. Гиперболические функции. 
Замечательные пределы. Сравнение бесконечно малых функций. Соот-
ношения эквивалентности. Раскрытие неопределенностей. Свойства 
функций, непрерывных на отрезке (ограниченность, достижение точных 
граней, прохождение через промежуточные значения). 
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