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This thesis deals with applied mathematics with wavelets as a joint subject. There
is an introduction and two extensive papers, of which one is already published
in an international journal. The introduction presents wavelet theory including
both the discrete and continuous wavelet transforms, the corresponding Fourier
transforms, wavelet packets and the uncertainty principle. Moreover, it is aguide to
applications. We consider applications that are strongly connected to the thesis and
other too, but more brieﬂy. Also, the connection to both of the papers is included
in the introduction.
Paper 1 considers irregular sampling in shift-invariant spaces, such as for in-
stance the spaces that are connected to a multiresolution analysis within wavelet
theory. We set out the necessary theoretical aspects to enable reconstruction of an
irregularly sampled function. Unlike most previous work in this area the method
that is proposed in Paper 1 opens up for comparatively easy calculations of exam-
ples. Accordingly, we give a thorough exposition of one example of a sampling
function.
Paper 2 contains derivation and comparison of several different vibration anal-
ysis techniques for automatic detection of local defects in bearings. An extensive
number of mathematical methods are suggested and evaluated through tests with
both laboratory and industrial environment signals. Two out of the four best meth-
ods found are wavelet based, with an error rate of about 10%. Finally, there are
many potentially performance improving additions included.
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vPreface
This thesis consists of an introductory part ”Introduction - Some Wavelet Theory
and a Guide to Applications” and the following papers:
• Paper 1
E. Johansson, “Sampling in Shift-Invariant Spaces”, research report, Depart-
ment of Mathematics, Lule˚ a University of Technology, 2005 (21 pages).
• Paper 2
S.Ericsson, N.Grip, E.Johansson, L.E.Persson, R.Sj¨ oberg, J.O.Str¨ omberg,
“Towards automatic detection of local bearing defects in rotating machines”.
Mechanical Systems and Signal Processing, Vol. 19 (2005), 509-535.
Remark: Paper 2 is the result of a cooperation between KTH, LTU and SKF
Condition Monitoring Center Lule˚ a, formerly N˚ aiden Teknik AB.
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ixIntroduction - Some Wavelet
Theory and a Guide to Applications
This introduction is an overview of wavelets and a theoretical support and comple-
ment to the articles in the thesis.
The mathematical tool wavelet transform, and the theoretical framework for
wavelets in general, has been widely developed since its breakthrough in the mid
eighties and used in a variety of areas of sciences.
We will start by describing the frequency analysis tool Fourier transform in
Section 1. Analyzing a signal with the Fourier transform leads to information
about the frequency spectrum, i.e. which frequencies and how much of each fre-
quency the signal contains. However, the standard form to analyze the Fourier
transform is to study the behavior of | ˆ f(ω)|, which does not refer to at what time
the phenomenon that cause the frequency peak(s) occur. Also, small transient out-
bursts give almost not noticeable contribution to the frequency spectra since it is
the average of the frequencies that is measured.
Wavelet analysis, on the other hand, supplies information about both time and
frequency, although both parameters cannot be exactly determined simultaneously
due to the Heisenberg uncertainty relation. This is presented in Section 2.
Analytically, one can use the continuous version of various mathematical trans-
forms, but computer aided analysis require sampled signals and consequently the
discrete versions of the transforms. Therefore, both continuous and discrete trans-
forms will be presented. Also, an introduction to the special case wavelet packets
is given in Section 2.5.
At a number of points, there will be some historical notes and an orientation to
applications.
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1 Frequency Analysis
This section describes the most common frequency analysis method, the Fourier
transform, in its different shapes. For stationary signals, it is an optimal method to
analyze the frequency content. The Fourier transform is named after its inventor
Joseph Fourier and is dated to the early 1800’s.
Deﬁnition 1 (Continuous Fourier Transform) TheContinuous Fourier Transform
(CFT) of a function f is deﬁned by
ˆ f(ω)=
 
R
f(x)e−iωxdx,
and its inverse Fourier transform by
f(x)=
1
2π
 
R
ˆ f(ω)eiωxdω.
We conclude that ˆ f(ω) gives the amplitude of each sinusoidal wave eiωt in the
function f(t).
In addition to its frequency analysis properties the Fourier transform has some
useful mathematical relations, e.g. convolution in the time domain corresponds to
multiplication in the frequency domain. Hence, the CFT may be used in mathe-
matical derivations, such as for instance in Section 6, Paper 1.
For discrete signals f[n], sampled from f(x) in Deﬁnition 1, we need the Dis-
crete Fourier Transform (DFT).
Deﬁnition 2 (Discrete Fourier Transform) The discrete Fourier transform ˆ f[k]
of a N-periodic signal f[n] is deﬁned by
ˆ f[k]=
1
N
N−1  
n=0
f[n]e−i2πkn/N,
and the inverse transform by
f[n]=
N−1  
k=0
ˆ f[k]ei2πkn/N.
Note that the DFT is adapted to signals from real applications, which always
have ﬁnite length. To avoid difﬁculties in the ends, the signal is repeated, thus
made periodic. There is a famous method to calculate the DFT. This method isINTRODUCTION -S OME WAVELET THEORY AND A GUIDE TO APPLICA-
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called the Fast Fourier Transform (FFT) and it calculates the DFT with as little as
O(N lnN) operations when the period N meets the requirement N =2 m.
A concluding remark is that the Fourier transform is a method very well suited
for stationary signals, but not as well for signals including transient phenomena.
It is, however, an important part of signal processing and has been used in almost
every application imaginable, including the bearing monitoring system that was
aimed to be improved by wavelet techniques in Paper 2.
For a more thorough description of the Fourier transform, see for instance [1,
4, 13, 18].
2 Time-frequency Analysis
The decomposition of a function when a time perspective is preferred in addition
to information about frequency content is called time-frequency analysis. A good
example of a device that performs such analysis is the human ear, see [9], which
gives information about what happens, and when, in the surroundings. Also in
[10, 12] there are examples connected to music and hearing to give an intuitive
understanding of time-frequency analysis.
2.1 Short Time Fourier Transform
One possible way to estimate the frequency contents of f(x) at an arbitrary time
x = t is to cut off a piece of f and compute the Fourier transform of this piece
only. This is called Short Time Fourier Transform (STFT), as in [10], or sometimes
Windowed Fourier Transform, as in [13]. Both notations are easily argued for since
it is a Fourier transform on a short piece of the function, i.e. during a short period
of time and the restriction in time may be viewed as a translated window.
In Figure 1 the cutting is done, as described in [8, 10], by multiplication with a
window function g(x − t), located at x = t. Here, overlining denotes the complex
conjugate.
Deﬁnition 3 (Short Time Fourier Transform) TheShort TimeFourier Transform
of a function f with respect to g is deﬁned as
Vgf (t,ξ)=
 
R
f (x)gt,ξ (x)dx, for t,ξ ∈ R,
where gt,ξ (x)=eiξxg (x − t) and g  =0is a ﬁx, real and symmetric, window
function.4W AVELET THEORY AND SOME OF ITS APPLICATIONS
t
f(x)
f(x)g(x-t)
g(x-t)
x
Figure 1: Time-frequency analysis with the STFT and continuous wavelet trans-
form.
We will now look at a deﬁnition of the localization or time and frequency
spread of the window function g.
Deﬁnition 4 (Time-frequency localization) The function g has the time spread
σx (g):
σ2
x (g)=
 
R
(x − t)
2 |gt,ξ (x)|
2 dx =
 
R
x2 |g (x)|
2 dx, (1)
and frequency spread σω (ˆ g):
σ2
ω (ˆ g)=
1
2π
 
R
(ω − ξ)
2 |ˆ gt,ξ (ω)|dω =
1
2π
 
R
ω2 |ˆ g (ω)|dω. (2)
Now, Vgf (t,ξ) can be thought of as a measure of the frequency content of f
at time t and frequency ξ. To learn more about STFT and its properties, see for
instance [10].
2.2 Wavelet Analysis
The wavelet transform is another useful tool for time-frequency analysis and the
main interest in this thesis. The STFT:s “time-frequency window” gt,ξ is replaced
by a “time-scale window” ψa,b, with similar properties, but some important differ-
ences.
Deﬁnition 5 (Continuous Wavelet Transform) A function ψ with
 
R ψ(x)dx =
0 is called a wavelet. For every f, ψ deﬁnes the continuous wavelet transform
Wψf (a,b)=
 
R
f(x)
1
√
a
ψ
 
x − b
a
 
dx for all a,b ∈ R+ × R, (3)
where ψa,b = 1 √
aψ
 x−b
a
 
. The function ψ is the so called mother wavelet. It is
chosen to be localized at x =0and at some ω = ω0 > 0 (and/or ω = −ω0).INTRODUCTION -S OME WAVELET THEORY AND A GUIDE TO APPLICA-
TIONS
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Thewaveletfunction ψa,b hastimespread σx (ψa,b),andenergy spread σω( ˆ ψa,b)
around ω0/a as follows:
σ2
x (ψa,b)=
 
R
x2 |ψ (x)|
2 dx, (4)
σ2
ω( ˆ ψa,b)=
1
2π
  ∞
0
(ω − ω0)
2 | ˆ ψ (ω)|2dω, (5)
which are modiﬁcations of Equations (1) and (2), respectively. Also, Parseval’s
formula gives a time-frequency interpretation. Since
Wψf (a,b)=
 
R
f(x)ψa,b(x)dx =
1
2π
 
R
  f(ω) ˆ ψa,b(ω)dω,
it can be thought of as a measure of the frequency contents of f at the frequency
ω0/a and time b.
Note that ˆ ψa,b(f)=
√
a  ψ(af). Thus ˆ ψa,b is a dilated (or contracted) copy of
  ψ. Changing the dilation parameter a, changes the support of ψa,b in time, and
rescales ψ. Changing the translation parameter b, on the other hand, makes ψa,b
change its location. Hence varying (a,b), Wψf can be computed on the entire
time-frequency plane. We observe that small scales correspond to high frequen-
cies. This, and the establishment of the expression in Fourier analysis, is why
the notation time-frequency plane is used instead of the for wavelet analysis more
natural time-scale plane.
Similarly as the CFT, the WCT is used mainly within the theoretical framework
of wavelet analysis, for instance in proofs and derivations. Also, although the
obvious problems withacontinuous transform inacomputerized method, the CWT
is used as one of the bearing analysis methods in Paper 2. A modiﬁed version of
the same idea is used in [6]. Another recent Swedish project involving wavelet
methods is [17], where wavelets are combined with the Radon transform in the
ﬁeld of local tomography.
For more detailed information about the continuous wavelet transform and its
different applications in mathematical analysis, see for instance [12].
2.3 Uncertainty Principles
The wavelet functions are localized both in time and frequency, but it can not be
an exact localization due to Heisenberg’s uncertainty principle. Instead of exact
localization, the function is restricted to a so called wavelet Heisenberg box.
The localization measures σx (ψa,b) and σω( ˆ ψa,b) are often illustrated as the
sides of such rectangles, boxes, in the time-frequency plane. See Figure 2.3 for6W AVELET THEORY AND SOME OF ITS APPLICATIONS
(g)
x(g)
() a,b
x() a,b
() j0
x() j0
(a) (b)
x
 
x
Figure 2: Some adjacent Heisenberg boxes of (a) wavelets ψa,b and (b) STFT win-
dows gt,ξ with different a, b, t and ξ.
an example. These boxes all have the same area, but their sides are stretched and
contracted by the same factors, a and a−1, as the corresponding wavelet functions.
The wavelet transform has higher time resolution at higher frequencies and this
makes the wavelet transform useful for analysis of signals that contain both low
frequencies and short (high frequency) transients. Related methods like wavelet
packets and the best basis algorithm (see Section 2.5) can be used to obtain the
scheme of Heisenberg box shapes optimal (in some sense) for the application at
hand.
The STFT:s localization measures σx (g) and σω (ˆ g) represent the sides of a
STFT Heisenberg box. The size of such a box is independent of (t,ξ), hence
the STFT has the same resolution across the entire time-frequency plane. This is
visualized in Figure 2.3.
Theorem 1 (Heisenberg’s uncertainty principle) The Heisenberg inequality
  
R
(x − x0)2 |f (x)|
2 dx
  1
2   
R
(ω − ω0)2
 
    ˆ f (ω)
 
   
2
dω
  1
2
≥
 
π
2
 f 
2 (6)
holds for a function f and for all x0, ω0 ∈ R. Equality holds if and only if f is
a multiple of the (modulated) Gaussian function ei2πω0(x−x0)e−π
(x−x0)2
c for some
ω0,x 0 ∈ R and c>0.
Proof. See, for example, [1, 2].INTRODUCTION -S OME WAVELET THEORY AND A GUIDE TO APPLICA-
TIONS
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2.4 Discrete Wavelet Transform
Under certain restrictions on the mother wavelet ψ, all information about the trans-
formed signal is preserved when the wavelet transform is sampled on certain dis-
crete subsets of the time-frequency plane. More precisely, the values of the contin-
uous transform in these points are the coefﬁcients of a corresponding wavelet basis
series expansion.
Now, return to the CWT and consider the case a =2 −j, b =2 −jk,w h e r e
j,k ∈ Z.T h e nw eg e t
ψ2−j,2−jk(x)=
1
√
2−jψ
 
x − 2−jk
2−j
 
=2 j/2ψ(2jx − k). (7)
Let wj,k represent the values of the CWT, the wavelet coefﬁcients, at the coordi-
nates (2−jk,2−j) representing a dyadic grid in the time-scale plane. The values
correspond to the correlation between f and ψa,b at speciﬁc points (a,b).T h i s
“sampling” keeps enough information to make a perfect reconstruction of the sig-
nal possible if some special conditions on the wavelet function are fulﬁlled [3, 8].
If, in addition, even more conditions on ψ are fulﬁlled, then it turns out that it is
possible to construct a function ψ such that (ψj,k)j,k forms an orthonormal basis.
This concept leads to what is called the Discrete Wavelet Transform, (DWT).
The ﬁrst one to construct a smooth wavelet basis was Str¨ omberg [19], who has
now been followed by several others e.g. Daubechies [8] and Meyer [16].
Doing a wavelet decomposition with orthonormal wavelet basis functions of a
function f yields
f =
 
j,k
wj,kψj,k, (8)
where
wj,k =<f ,ψ j,k >. (9)
This is a doubly inﬁnite sum over both the time index k and the scale index j.
However, the sum can be made ﬁnite with little or no error (see e.g. [5]). The
case with ﬁnitely supported wavelets is clear and for inﬁnitely supported wavelets
the main energy should still be concentrated within a certain interval, thus ﬁnite
summation over k is valid with some approximation.
To understand why ﬁnite summation over j is valid, with some approximation,
we introduce the concept Multiresolution Analysis, (MRA). The MRA, developed
by Mallat and Meyer [14, 15], gives the theoretic ground for construction of most
wavelets, see for instance [11].8W AVELET THEORY AND SOME OF ITS APPLICATIONS
Deﬁnition 6 (Multiresolution Analysis) A multiresolution analysis is a family of
closed subspaces Vj ⊂ L2(R) with the following properties
Vj ⊂ Vj+1, ∀j ∈ Z (10a)
f(x) ∈ Vj ⇐⇒ f(2x) ∈ Vj+1, ∀j ∈ Z (10b)
 
j∈Z
Vj = L2(R) (10c)
 
j∈Z
Vj = {0} (10d)
∃ϕ ∈ V0 such that (ϕ(x − k))k∈Z is an orthonormal basis for V0. (10e)
Thefunction ϕinEquation (10e) isthe socalled scaling function (orsometimes
the approximation function). Note that V0 = Spankϕk,k∈ Z,w h e r eϕk(x)=
ϕ(x − k). The conditions in Equation (10b) and (10e) yields that (ϕj,k)k∈Z is an
orthonormal basis forVj,wh e r eϕj,k(x)=2 j/2ϕ(2jx−k).A l s o ,Vj = Spankϕj,k.
Except for the assumptions on ϕ due to the MRA, it is usually required that the
scaling function should be localized in time. Also, it is common to normalize ϕ
and demand
 
ϕ(x)dx =1 , (see e.g. [3, 11]).
Now, the deﬁnition of MRA implies
ϕ(x)=2
 
k
hkϕ(2x − k), (11)
which is known as the scaling equation.
Now, we investigate the detail spaces Wj,w h e r eVj+1 = Vj ⊕ Wj. One can
prove, see e.g. [13], that there is a function ψ such that (ψj,k)k is an orthonormal
basis of Wj. For instance, (ψ(·−k))k is an orthonormal basis of W0.I t a l s o
follows that (ψj,k)j,k is an orthonormal basis for L2 (R).
For practical signals that are bandlimited there is a ﬁnest scale j = J for which
the wavelet coefﬁcients wj,k are negligible small. We conclude that we can write a
function fJ ∈ VJ as fJ(x)=
 
k sJ,kϕJ,k(x). Similarly, all functions in WJ can
be written on the form dJ(x)=
 
k wJ,kψJ,k(x).
Summing up, we have
fJ ∈ VJ = VJ−1 ⊕ WJ−1 = VJ−2 ⊕ WJ−2 ⊕ WJ−1
= ...= Vj0 ⊕ Wj0 ⊕ Wj0+1 ⊕ ...⊕ WJ−1,INTRODUCTION -S OME WAVELET THEORY AND A GUIDE TO APPLICA-
TIONS
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and we can write
fJ = dJ−1 + dJ−2 + ...+ dj0 + fj0
=
J−1  
j=j0
 
k
wj,kψj,k +
 
k
sj0,kϕj0,k, ∀fJ ∈ VJ,
(12)
where j0 is the lowest resolution that is chosen to be included in the analysis.
Using the fact that if ψ ∈ W0 ⊂ V1,a n dt h a tϕ(2x−k) is an orthonormal basis
for V1, ψ can be written as
ψ(x)=2
 
k
gkϕ(2x − k), (13)
which is called the wavelet equation.
The coefﬁcients (hk) and (gk) from the scaling and wavelet equations (11) and
(13) work as low pass (approximations), and high pass (details) ﬁlters, respectively.
Theses ﬁl t e r sa r eu s e di nt h ef a s tﬁlter bank algorithm called Mallat’s algorithm,
see [13]. The DWT of a length-N signal requires O(N) operations using Mallat’s
algorithm, even less than the FFT which requires O(N lnN).
We will now brieﬂy explain the DWT algorithm such as it is implemented in a
computer program:
Initiation Project the signal on VJ,w h e r eJ is determined by the sampling fre-
quency. It is common practice to do this simply by replacing the scaling
coefﬁcients with the sample values.
(i) Divide the approximation coefﬁcients into an approximation and a detail part
by use of (hk) and (gk).
(ii) Rescale the approximation coefﬁcients.
(iii) Process the approximation part again into a new approximation and detail
part.
(iv) Iterate (ii) and (iii) until a satisfactory result is obtained.
Schematically this algorithm can be illustrated by the so called wavelet tree,
s e eF i g u r e3 .10 WAVELET THEORY AND SOME OF ITS APPLICATIONS
V0
W-3
W-2
W-1 V-1
V-2
V-3
H
H
H
G
G
G
Figure 3: Schematic representation of the discrete wavelet transform, where (gk)
is substituted by G, and (hk) by H. In this example we have J =0and j0 = −3.
2.5 Wavelet Packets
Wavelet packets is a natural extension of wavelets that leads to better frequency
localization for high frequencies. The same ﬁlter functions as in the DWT, (hk)
and (gk), are used but now in every possible combination. The corresponding
wavelet packet basis functions are deﬁned as ψj,k,l(x)=ψj,k,l(x−2−jl)|k,w h e r e
k marks the node and l which basis function we have within the node. Similar to
the case of wavelet bases, Wj,k = Spanlψj,k,l, and
Wj,k = Wj−1,2k ⊕ Wj−1,2k+1.
Dividing every ψj,k,l into its low- and high frequency parts gives the schema-
tic picture of a full binary tree. However, in practice the frequency localization of
the wavelet packets is not arranged as indicated by the indices, see [16, page 98] or
[13, pages 324–327]. It can be realized (for instance experimentally) that each time
ah i g hp a s sﬁlter is passed, the frequency localization will be reversed in relation to
the previous order. To calculate a full binary tree requires O(N lnN) operations,
i.e. in level with the FFT.
Although, at each level in the wavelet packet tree we have a full basis and every
node Wj,k has the relationship Wj,k = Wj−1,2k ⊕Wj−1,2k+1 to its children nodes.
2.5.1 Best Basis
The relation Wj,k = Wj−1,2k ⊕ Wj−1,2k+1 between a parent node and its children
nodes makes it possible to choose either basis that cover the frequency plane. We
call the collection of all wavelet packet bases possible a dictionary of bases. There
are at least 22J−1
different wavelet packet bases in a full binary tree [13], i.e. aINTRODUCTION -S OME WAVELET THEORY AND A GUIDE TO APPLICA-
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binary tree of depth J if the signal has length 2J. Of course the wavelet basis is a
special case of the wavelet packet bases.
A certain basis can not be said to be the best for all cases but there are ways to
ﬁnd out which basis to choose in a particular case. For this reason there is a value
assigned to each node connected to some cost function. This function should be
additive to make the best basis algorithm cheap.
Fordifferent applications, different cost functions should preferably be applied.
One of the “standard” cost functions that may be used when the application strives
to get only a few large coefﬁcients to represent the signal c =( ck)k, is the Shannon
entropy:
H(c)=2l o g c −
1
 c 2
 
k
|ck|2 log|ck|2, where  c 2 =
 
k
|ck|2.
Denoising requires a cost function that minimizes the error between the real
signal and the denoised signal. One possible choice is the SURE cost function, see
[3].
For classiﬁcation purposes, yet another cost function must be introduced. Then
the task is to maximize the discrimination between a number of signals (or classes
of signals). Hence, for an optimal choice of basis, every type of application need
its own cost function.
In Paper 2 wavelet packets and best basis is mentioned, but without a cost
function for loaded bearings at hand, the method is not chosen for further analysis.
The basic idea about adaptive time-frequency resolution is used also for Local
Discriminant Bases, (LDB). This concept was also brieﬂy covered in Paper 2, and
a modiﬁed version in [7].
2.6 Final Remarks on Applications
Wavelet based methods, e.g. signal and image processing such as noise reduc-
tion, compression, object detection have been proven to be extremely useful for a
number of applications such as ﬁngerprint compression, speech recognition and di-
agnosis of anything from heart trouble to bearing defects. Some other ﬁelds where
wavelet methods have been used are: approximation theory, numerical analysis,
computer science, electrical engineering, physics etc.
In this introduction we have mentioned a number of fairly new applications in
connection to this thesis. Moreover, in Paper 2 we have presented a new appli-
cation, namely automatic detection of local bearing defects in rotating machines,
which is taken into account when the analysis tool that is used in the industry is
implemented.12 WAVELET THEORY AND SOME OF ITS APPLICATIONS
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Abstract
This paper deals with sampling in shift-invariant spaces. In particular, we
consider irregular sampling, at λk = k + δk, |δk| <δ , in the space V ,w h i c h
is the Lp (1 ≤ p<∞) closed span of ϕk = ϕ(·−k),w h e r eϕ belongs to
the Wiener amalgam space W(C,l1). Interpolation is used to estimate the
B(lp)-norm from the B(l1)-a n dB(l∞)-norm. An example of a family of
functions ϕβ is worked through. First, the sufﬁcient theoretical demands are
conﬁrmed. Then, for the parameters p and β, the maximum jitter error δ,
with preserved properties for ϕβ, is estimated.
AMS (2000) Subject Classiﬁcation Primary: 94A20;
Secondary: 42C15, 42C40, 46E22, 47B32.
Key Words and Phrases shift-invariant space, wavelets, irregular sampling,
interpolation, reproducing kernel Hilbert space.
1 Introduction
Signals with origin in some physical application, for instance sounds and images,
are typically continuous. But, any signal that is to be processed by some sort of
computer needs to be a series of discrete values. Hence, if a continuous signal f
is to be analyzed by a computer, then it must ﬁrst be sampled. The sampling pro-
cedure generates a set of discrete values (f(k))k∈Z, but there are inﬁnitely many
signals with the same sample values and in general it is impossible to recover the
original signal from its samples since the behavior between the samples is un-
known. In particular, if the signal is band-limited, that is, if its frequency content
is conﬁned to [−ωm,ω m],w h e r eωm is the maximum frequency of the signal, and
also if the sampling frequency ωs ≥ 2ωm according to the Nyquist criteria, then
the requirements of the Shannon-Whittaker sampling theorem are fulﬁlled, see e.g.
[3, 7, 16, 17], and we can recover the original signal.
∗Department of Mathematics, Lule˚ a University of Technology, Lule˚ a, Sweden
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Example 1 (Shannon-Whittaker) If f ∈ L2 and supp( ˆ f) ⊂ [−π,π],t h e nf can
be recovered from the samples {f (k)}k∈Z by
f (x)=
 
k∈Z
f (k)sinc(x − k),
where the sampling function
sinc(x)=
  sin(πx)
πx ,i f x  =0
1,i f x =0
.
Remark 1 The sinc function is a very good theoretical example of a sampling
function, but it decays slow as |x|→∞ . This turns out to be a bad property in
many practical applications, when numerical implementations are necessary.
For theoretical aspects one can assume regular sampling, i.e., sampling with
a ﬁx time slot between two consecutive samples. Regular sampling is considered
in any basic signal processing book, see e.g. [9, 16]. In reality, however, there
are almost always errors, for instance due to imperfect clocks, the so called jitter
error. This leads to irregular sampling, where the sampling points are given by
λk = k + δk, k ∈ Z. The case when |δk| <δis considered in Section 4. Theory
for thiskind ofirregular sampling hasbeen developed infor instance [2, 10, 11, 19].
The purpose of this paper is to study sampling in shift-invariant spaces, which are
built up by basis functions that are shifted copies of one function.
Most other papers concerning sampling in shift-invariant spaces, i.e. [1, 2, 19],
are thoroughly theoretical, but does not include that many examples. However,
with our approach, it is rather easy to transfer theory to practice and implement
some examples.
This paper is organized as follows. Section 2 contains general theory that is
needed in the rest of the paper. This is followed by a thorough introduction to
regular sampling in Section 3 and irregular sampling in Section 4, both focusing
on the L2 case. Then, Section 5 deals with the generalization to Lp, 1 ≤ p<∞,
of the theory concerning the sampling problem. Finally, in Section 6, an example
is given where we choose one speciﬁc family of sampling functions, check that it
has the required theoretical properties, and perform calculations to determine the
maximum jitter error δ that makes reconstruction possible.
2 General Theory and Notations
In this section some general theory, on which this paper depends, will be presented.
Everything is, in some sense, well known, but we include it for the sake of com-
pleteness.SAMPLING IN SHIFT-INVARIANT SPACES 21
We will mainly operate in the Lebesgue spaces on R and Z. Recall that Lp(R),
1 ≤ p<∞, are spaces of complex- valued Lebesgue measurable functions, f,f o r
which
 f Lp(R) =
  
R
|f(x)|
p dx
 1/p
< ∞,
and that lp(Z) are the doubly inﬁnite sequences, a =( an)n∈Z of complex numbers
such that
 a lp(Z) =
 
 
n∈Z
|an|
p
 1/p
< ∞.
The spaces L∞ and l∞ are deﬁned analogously, where the integral or sum is re-
placed by a certain supremum. In order to get simpler notations we will denote
these spaces Lp and lp, and the norms for both cases  · p, whenever it is clear from
the context which norm we are referring to. The spaces Lp and lp are all Banach
spaces, and sequences (fk)k∈Z in lp are denoted by either f, (fk) or (fk)k∈Z.T h e
elements of Lp are really equivalence classes of functions under the relation f = g
if  f − g p =0 , i.e., they are equal almost everywhere. When we talk about a
continuous function f in Lp, what we really mean is the continuous representative
of f.
As the Fourier transform of f ∈ L1 we use
  f(ω)=
 
R
f(x)e−iωx dx,
and with the usual extension for functions in L2.
Given two Banach spaces X and Y ,w eu s eB(X,Y ) to denote the space of
bounded linear functions from X to Y . The space B(X,Y ) is a Banach space
equipped with the norm
 T B(X,Y ) =s u p
 f X≤1
 Tf Y .
Of special interest for us is the subspace G(X,Y ) of B(X,Y ), consisting of the
bijective operators in B(X,Y ). Hence, if T ∈ G(X,Y ) we can deﬁne its inverse
T−1, which will belong to G(Y,X), via the open mapping theorem. If X = Y we
simply denote these by B(X) and G(X), respectively.
When considering sampling, the Wiener amalgam spaces occur naturally. We
will use the spaces W(C,lp) which are the continuous functions f from R to C
equipped with the norm
 f W(C,lp) =
 
 
n∈Z
sup
0≤x≤1
|f(n + x)|
p
 1/p
,22 WAVELET THEORY AND SOME OF ITS APPLICATIONS
see [12], which turns out to be a Banach space.
Before we proceed towards more sampling related theory, we need the concept
of Riesz bases. Let (fk)k∈Z be a sequence in L2 and V be the closed linear span of
(fk).T h e n(fk) is said to be a Riesz basis for V if there are two positive constants
A and B such that
A a 2 ≤
   
   
 
 
k
akfk
   
   
 
2
≤ B  a 2 ,( 1 )
for sequences a ∈ l2 for which only a ﬁnite number of entries are nonzero. Note
that Equation (1) ensures numerical stability since a small change in a results in a
small change in
 
k akϕk and vice versa.
Let (ek) be the standard basis of l2 and deﬁne the operator T(fi) in such a way
that it maps ek on fk, i.e., T(fi)a =
 
k akfk. Then the condition in Equation
(1) can be reformulated as: T(fk) is an element in G(l2,V). We call T(fi) the
synthesis mapping for (fk) and its inverse T−1
(fi) the analysis mapping. Now, deﬁne
  fj =( T−1
(fi))∗ej, (T−1
(fi))∗ ∈ G(V,l2), which is another Riesz basis for V. It is dual
to (fk) in the sense that:  fk,   fj  =  T(fi)ek,T−1∗
(fi) ej  =  ek,e j  = δkj,w h e r eδkj
is the Kronecker delta function that is one if j = k and zero otherwise. Moreover,
we get the following expansions
f = T(fi)T−1
(fi)f = T(fi)
 
k
 T−1
(fi)f,ek ek
=
 
k
 f,(T−1
(fi))∗ek T(fi)ek =
 
k
 f,   fk fk
and
f =( T∗
(fi))−1T∗
(fi)f =( T∗
(fi))−1  
k
 T∗
(fi)f,ek ek
=
 
k
 f,T(fi)ek (T−1
(fi))∗ek =
 
k
 f,fk    fk.
We say that V is a shift-invariant space generated by ϕk = ϕ(·−k) if it is the
L2-closed linear span of the sequence (ϕk). We will assume that ϕ ∈ W(C,l1),
since the Wiener amalgam spaces supply a framework for pointwise evaluation
which is essential in sampling theory. Furthermore, we assume that (ϕk)k∈Z is a
Riesz basis for V . When we have this extra property it holds that: (ϕk) is a Riesz
basis for V if there are two positive and ﬁnite constants A and B such that
A ≤
 
k
|  ϕ(ω +2 πk)|
2 ≤ B a.e.SAMPLING IN SHIFT-INVARIANT SPACES 23
For more on Riesz bases see e.g. [6, 12, 22, 23]. It is shown in [10] that, with the
above conditions on ϕ,i fgn → g in V ,t h e ngn → g uniformly on R.
A main example of shift invariant space is the space V0 of an MRA occurring
in the theory of wavelets, see e.g. [3, 5, 8, 13–15].
It will be shown in Section 3 that the shift invariant space of interest V, gener-
ated by ϕk, is a reproducing kernel Hilbert space. This means that the functional
f  → f(x),
where x is ﬁxed, belongs to B(V,C), and hence there exists, by the Riesz repre-
sentation theorem, Kx ∈ V such that
f(x)= f,Kx .
This function Kx is called the reproducing kernel.
In what follows we will have to show that a particular operator T ∈ B(X) is
invertible, i.e., T ∈ G(X), and this will be done by the following:
An operator T ∈ B(X) is invertible if and only if there exists Λ ∈ G(X) such
that
 I − ΛT B(X) < 1, (2)
where I denotes the identity mapping.
The “if” direction follows by the observation that
 ∞
k=0(I − ΛT)k converges
to (ΛT)−1 and since Λ is invertible, so is T,and the “only if” follows by choosing
Λ=T−1. So, our strategy will be to ﬁnd a suitable invertible operator Λ and show
that the norm of I − ΛT is less than one. However, estimating norms is a tough
task. Here we will do it by using interpolation. In our case the space X will be
lp and we will have an operator S : lp → lp. The operator can be represented by
elements sij, i,j ∈ Z, of complex numbers such that: (Sa)i =
 
j sijaj.T h e
norm of such an operator can be estimated with help of the following theorem.
Theorem 1 Let A =s u p j
 
i |sij| and B =s u p i
 
j |sij|.I f A and B are
ﬁnite, then S ∈ B(lp) and with the norm estimate  S B(lp) ≤ A1/pB1/p 
,w h e r e
1/p +1 /p  =1 , and 1 ≤ p ≤∞ .
This theorem is due to Schur, see [18], and it is a special case of general inter-
polation theory, see [4]. We now present an elementary proof of this theorem:
Proof. We know that
 S B(lp) =s u p
 a p=1
 Sa p ,24 WAVELET THEORY AND SOME OF ITS APPLICATIONS
where
 Sa p =
⎛
⎝
 
i
 
   
   
 
 
j
sijaj
 
   
   
 
p⎞
⎠
1/p
.
First,    
   
   
 
j
sijaj
   
   
   
p
≤
⎛
⎝
 
j
|sijaj|
⎞
⎠
p
,
due to the triangle inequality. Now
 
j
|sijaj| =
 
j
|sij|
1/p |aj||sij|
1/p 
≤
⎛
⎝
 
j
|sij||aj|
p
⎞
⎠
1/p ⎛
⎝
 
j
|sij|
⎞
⎠
1/p 
,
by H¨ older’s inequality, and
 Sa 
p
p =
 
i
⎛
⎜
⎝
 
j
|sij||aj|
p
⎛
⎝
 
j
|sij|
⎞
⎠
p/p ⎞
⎟
⎠
≤
 
i
 
j
|sij||aj|
p
⎛
⎝sup
i
 
j
|sij|
⎞
⎠
p/p 
= B
p/p   
j
|aj|
p  
i
|sij|
≤ B
p/p 
sup
j
 
i
|sij|
 
j
|aj|
p = ABp/p 
 a 
p
p .
Finally
 S B(lp) =s u p
 a p=1
 Sa p ≤ A1/pB1/p 
. (3)
The proof is complete.
The numbers A and B are the norms in B(l1) and B(l∞) respectively, hence
Equation (3) may be rewritten as
 S B(lp) ≤  S 
1/p
B(l1)  S 
1/p 
B(l∞) . (4)SAMPLING IN SHIFT-INVARIANT SPACES 25
3 Regular Sampling
Consider a function f, f ∈ V ⊂ L2,w h e r eV is a shift-invariant space, generated
by the Riesz basis (ϕk)k∈Z, which has a dual basis (  ϕk)k∈Z,a n dϕ ∈ W(C,l1).
We know that we can write f as
f =
 
k∈Z
 f,  ϕk ϕk =
 
k∈Z
 f,ϕk    ϕk. (5)
Now, we are looking for an expression for f as the following:
f =
 
k∈Z
f (k)   qk, (6)
where (f (k))k is the sequence of sampled values from the function f and qk,   qk is
some Riesz basis and its dual. Note that f(k) is well deﬁned since V consists of
continuous functions. Hence, what we need is that
f (k)= f,qk , (7)
i.e., we need to show that the reproducing kernel gives a Riesz basis. Since con-
vergence in V implies uniform convergence, we can use Equation (5) and get
f (x)=
 
k∈Z
 f,  ϕk ϕk (x)=
 
k∈Z
 f,  ϕk ¯ ϕk (x)  =  f,
 
k∈Z
  ϕk ¯ ϕk (x) , (8)
where the sum in the last expression converges in l2 since ¯ ϕk (x) ∈ l2. Hence, if
we let
qx =
 
k∈Z
  ϕk ¯ ϕk (x), (9)
we see that qx is the reproducing kernel that we were looking for. Now, we have
to ﬁnd conditions for when (qk) is a Riesz basis for V , i.e., to check when T(qi) ∈
G(l2,V). For this purpose we deﬁne Γ, a linear operator that maps ϕk on qk.T h e n
T(qi) =Γ◦ T(ϕi) and it comes down to check when Γ ∈ G(V ).L e tΦ ∈ B (l2)
be the operator Φa =
 
j∈Z ¯ ϕk (j)aj. We write Φ=[ ¯ ϕk (j)] = [¯ ϕ(j − k)] or
Φjk =¯ ϕk (j). Applying Γ on f,w h e r ef =
 
ajϕj with only a ﬁnite number of
nonzero terms, we get
Γf =
 
k∈Z
 Γf,ϕk   ϕk =
 
k∈Z
 Γ
 
j∈Z
ajϕj,ϕ k   ϕk
=
 
k∈Z
 
 
j∈Z
ajΓϕj,ϕ k   ϕk =
 
k∈Z
(
 
j∈Z
 qj,ϕ k aj)  ϕk
=
 
k∈Z
(
 
j∈Z
ϕk (j)aj)  ϕk = T(  ϕi)(
 
j∈Z
ϕk (j)aj)k
= T(  ϕi)Φa = T(  ϕi)ΦT−1
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i.e., Γ=T(  ϕi)ΦT−1
(ϕi) on a dense subset of V . The operators T(  ϕi) and T−1
(ϕi) are in
G(l2,V) and G(V,l2), respectively, thus Γ ∈ G(V ) if and only if Φ ∈ G(l2).
Hence (qk) is a Riesz basis if Φ ∈ G(l2). To verify this we check the sufﬁcient
condition  I − ΛΦ  < 1 for a particular Λ ∈ G(l2).
To estimate the l2-norm we will use the results of the Schur interpolation de-
s c r i b e di nS e c t i o n2a n da no p e r a t o rΛ ∈ G(l2). In this case we have chosen
Λ=1 /¯ ϕ(0)I, which may be interpreted as a normalization of Φ.N o w l e t t h e
elements in I − ΛΦ be illustrated as the elements in a doubly inﬁnite matrix. We
get the norms  I − ΛΦ B(l1) =  I − ΛΦ B(l∞) , corresponding to Equation (2),
since for every row, there is a column with the same elements. Hence,
 I − ΛΦ B(l2) ≤  I − ΛΦ B(l1) =  I − ΛΦ B(l∞) ,
when
I − ΛΦ =
1
¯ ϕ(0)
⎡
⎢ ⎢
⎢ ⎢
⎢ ⎢
⎢ ⎢
⎢ ⎢
⎢
⎣
... ... ...
... 0 −¯ ϕ(1) −¯ ϕ(2)
... −¯ ϕ(−1)
... ... −¯ ϕ(2)
−¯ ϕ(−2)
... ... −¯ ϕ(1)
...
−¯ ϕ(−2) −¯ ϕ(−1) 0
...
... ... ...
⎤
⎥ ⎥
⎥ ⎥
⎥ ⎥
⎥ ⎥
⎥ ⎥
⎥
⎦
, (10)
and
 I − ΛΦ B(l1) =  I − ΛΦ B(l∞) =
 
k =0
|ϕ(k)|/|ϕ(0)|.
To fulﬁll the requirements in Equation (2), via Equation (3), what we need is that  
k =0 |ϕ(k)|/|ϕ(0)| < 1, i.e.,
 
k =0 |ϕ(k)| < |ϕ(0)|. Note that choosing
Λ=I gives a similar matrix but without the factor 1/¯ ϕ(0) and with all diago-
nal elements equal to 1 − ¯ ϕ(0). Calculating the norms gives
 I − Φ B(l1) =  I − Φ B(l∞) =
 
k =0
|ϕ(k)| + |1 − ¯ ϕ(0)|,
which yields the previous if 0 ≤ ¯ ϕ(0) ≤ 1.
4 Irregular Sampling
Due to for instance imperfect clocks we might have small errors in the sampling
points, jitter errors, which make the sampling irregular. The sampling points areSAMPLING IN SHIFT-INVARIANT SPACES 27
now given by λk = k + δk, k ∈ Z, where the errors δk have the property
supk∈Z |δk| <δ≤ 1/2. It is necessary that δ ≤ 1/2 if the sampling is sup-
posed to be at the integers, since δ>1/2 might result in confusion about the order
of the samples. The Riesz basis that generates the shift-invariant space V is still
(ϕk)k∈Z, with dual basis (˜ ϕk)k∈Z , and for a function f ∈ V ⊂ L2 we have
f =
 
k∈Z
 f,ϕk  ˜ ϕk.
Differences from the regular case are noted when we proceed to the equivalences to
Equation (1) and Equation (7), that is f =
 
k∈Z f(λk)  qλk and f (λk)= f,qλk 
respectively, where qλk =
 
k∈Z   ϕk ¯ ϕk (λk).
It is easy to continue the derivation in the same manner as in Section 3 with
k changed to λk whenever the sampling points are considered, hence the operator
Γ ∈ G(V ) now maps ϕk on qλk. Applying Γ on f gives
Γf = T(  ϕi)ΦT−1
(ϕi)f,
where Φ=[ ¯ ϕk (λj)] = [¯ ϕ(λj − k)]. Now, we proceed with checking the in-
equality  I − ΛΦ B(l2) < 1,w h e r eΛ ∈ G(l2) is chosen to be Λkk =1 /Φkk =
1/¯ ϕk (λk)=1 /¯ ϕ(δk), which is comparable to Λ=1 /¯ ϕ(0) in Section 3. In this
case, with irregular sampling, the equivalence to Equation (10) is:
I − ΛΦ =
⎡
⎢ ⎢
⎢
⎢ ⎢
⎢ ⎢
⎢ ⎢
⎢ ⎢
⎢
⎣
... ... ...
... 0 −
¯ ϕ(δ−1−1)
¯ ϕ(δ−1) −
¯ ϕ(δ−1−2)
¯ ϕ(δ−1)
... −
¯ ϕ(δ0+1)
¯ ϕ(δ0)
... −
¯ ϕ(δ0−1)
¯ ϕ(δ0) −
¯ ϕ(δ0−2)
¯ ϕ(δ0)
−
¯ ϕ(δ1+2)
¯ ϕ(δ1) −
¯ ϕ(δ1+1)
¯ ϕ(δ1)
... −
¯ ϕ(δ1−1)
¯ ϕ(δ1)
...
−
¯ ϕ(δ2+2)
¯ ϕ(δ2) −
¯ ϕ(δ2+1)
¯ ϕ(δ2) 0
...
... ... ...
⎤
⎥ ⎥
⎥
⎥ ⎥
⎥ ⎥
⎥ ⎥
⎥ ⎥
⎥
⎦
, (11)
hence the norms are
 I − ΛΦ B(l1) =s u p
k∈Z
 
j =0
   
   
ϕ(δj−k + j)
ϕ(δj−k)
   
   , (12)
and
 I − ΛΦ B(l∞) =s u p
k∈Z
 
j =0
   
 
 
ϕ(δk + j)
ϕ(δk)
   
 
 . (13)28 WAVELET THEORY AND SOME OF ITS APPLICATIONS
Now, we want Equations (12) and (13) to be valid for any sequence (δk), |δk| <δ ,
hence we rewrite and estimate the expressions for the norms as:
 I − ΛΦ B(l1) ≤
 
j =0
sup
|µ|<δ
   
 
 
ϕ(µ + j)
ϕ(µ)
   
 
  =
 
j =0
sup
|µ|<δ
aµj, (14)
where aµj = |ϕ(µ + j)/ϕ(µ)|,a n d
 I − ΛΦ B(l∞) ≤ sup
|µ|<δ
 
j =0
   
   
ϕ(µ + j)
ϕ(µ)
   
    =s u p
|µ|<δ
 
j =0
aµj. (15)
Note that, in contrast to the case with regular sampling, the two norms are not
equal. In Equation (14) we take the sum of the supremum of a function on each
interval (j − δ,j + δ), whilst Equation (15) is supremum of the sum of the same
function but with ﬁxed error µ. As a consequence,  I − ΛΦ B(l1),w h e r ee v e r y
term in the sum is maximized, will always be bigger or equal to  I − ΛΦ B(l∞),
where the whole sum is maximized.
Finally, we may proceed as in Section 3 and get
 I − ΛΦ B(l2) ≤  I − ΛΦ 
1/2
B(l1)  I − ΛΦ 
1/2
B(l∞) (16)
≤
⎛
⎝
 
j =0
sup
|µ|<δ
aµj
⎞
⎠
1/2 ⎛
⎝sup
|µ|<δ
 
j =0
aµj
⎞
⎠
1/2
.
5 Generalization to Lp
In this section we will present our sampling problem in Lp setting, where 1 ≤ p<
∞, and we do so by following the outline in [2].
Riesz bases are usually deﬁned in subspaces of L2. They can, however, be
deﬁned in much greater generality, see e.g. [6].
We deﬁne our shift invariant space V in Lp, 1 ≤ p<∞, as follows: Let V be
the Lp closed linear span of ϕk = ϕ(·−k) where ϕ ∈ W(C,l1) and we assume
that there exists positive and ﬁnite constants A and B such that
A a p ≤
 
   
 
 
 
k
akϕk
 
   
 
 
p
≤ B  a p , (17)
holds for sequences a ∈ lp for which only a ﬁnite number of entries are nonzero.
Now, Equation (17) ensures numerical stability and, furthermore, it turns out that
ϕk is an unconditional basis for V which is a subspace of W(C,lp). The conditionSAMPLING IN SHIFT-INVARIANT SPACES 29
in Equation (17) holds if the corresponding condition holds for p =2 , and for this
it is sufﬁcient to check
A ≤
 
k
|  ϕ(ω +2 πk)|
2 ≤ B, a.e., (18)
since ϕk(x)=ϕ(x − k). So, we assume (18).
To arrive at a sampling result we proceed as follows: Let f ∈ V.Then we have
f =
 
k
akϕk, (19)
with convergence in Lp. In particular, f is continuous and
f(x)=
 
k
akϕ(x − k). (20)
In the case when p =2our sampling result is of the type
f =
 
k
f(λk)  qλk,
where the sum is a Riesz basis expansion. Now, our sampling result is weaker, it
merely says that the sequence f(λj) determines f uniquely. Given f(λj), Equation
(20) gives
f(λj)=
 
k
akϕ(λj − k). (21)
Denote (f(λj))j = F, (aj)j = a ∈ lp.S i n c ef ∈ Vp ⊂ W(C,lp) and |λj − j|≤δ
it follows that F ∈ lp. This means that Equation (21) can be seen as
F =Φ a,
where Φ is an operator from lp to lp and that the operator is given by the elements
of a complex matrix [ϕ(λj − k)], j,k ∈ Z. So, to determine f from f(λj) we have
to be able to solve this equation for a which gives f from Equation (19), hence it
is necessary that the operator Φ is invertible. If so, a =Φ −1F. By plugging this
into Equation (19) we get a formal expansion, if Φ−1 is represented by bjk in the
usual sense;
f =
 
j
ajϕj =
 
j
 
k
bjkf(λk)ϕj
=
 
k
f(λk)qk,30 WAVELET THEORY AND SOME OF ITS APPLICATIONS
where qk =
 
j bjkϕj. Our objective is thus to check whether the operator Φ is
invertible and as before we do so by checking if we can ﬁnd Λ ∈ G(lp) such that
 I − ΛΦ B(lp) < 1. To check the norm we will use the interpolation in Equation
(3), similar to the case when p =2 .
In the following theorem, we summarize the theoretical framework that we
have built up in the previous sections.
Theorem 2 (Sampling in Shift-Invariant Spaces) Let ϕ ∈ W (C,l1) such that
0 <A≤
 
k
|  ϕ(ω +2 πk)|
2 ≤ B<∞ a.e. (22)
Deﬁne V , 1 ≤ p<∞,a st h eLp closure of {ϕ(·−k)}k∈Z. The sequence
(ϕ(·−k))k∈Z will be an unconditional basis of V , in particular, when p =2 ,
(ϕ(·−k))k∈Z is a Riesz basis. Furthermore, if
⎛
⎝
 
j =0
sup
|µ|<δ
   
   
ϕ(µ + j)
ϕ(µ)
   
   
⎞
⎠
1/p ⎛
⎝sup
|µ|<δ
 
j =0
   
   
ϕ(µ + j)
ϕ(µ)
   
   
⎞
⎠
1/p 
< 1,
where 1/p +1 /p  =1 , then for all sequences (δk)k∈Z with |δk| <δ , there exists
qk ∈ V such that
f =
 
k
f (δk + k)qk.
If p =2 , this is a Riesz expansion and if p  =2a formal expansion, and then the
conclusion is that the sequence (f (δk + k))k∈Z determines f uniquely.
6 Example
This section consists mainly of the theory in Section 4 applied to the sampling
function given in [20, 21]:
ϕβ (x)=
sinπxcosπβx
πx
 
1 − 4(βx)
2
 , (23)
0 <β<∞. The estimations that we use in the calculations of the norms are
however valid only for 0 <β<3.
Note that in this section we use the notation ϕβ which does not coincide with
the meaning of the previously used ϕk, i.e., ϕβ  = ϕ(·−β). Also note that if we
let β → 0 the sampling function converges to ϕ0 (x)=sinc(x). But sinc(x) / ∈
W (C,l1) and
 
|ϕ(λk)| = ∞, hence the conditions are not satisﬁed for β =0 .SAMPLING IN SHIFT-INVARIANT SPACES 31
There are removable singularities in ϕβ at x =0and at x = ±1/(2β). We
actually deﬁne ϕβ as the inverse Fourier transform of 1/2π times the convolution
of χ[−π,π] (ω) and π
2β cos ω
2βχ[−πβ,πβ] (ω), i.e.,
ˆ ϕβ (ω)=
1
2π
χ[−π,π] (ω) ∗
π
2β
cos
ω
2β
χ[−πβ,πβ] (ω)
=
1
2π
 
R
χ[−π,π] (u − ω)
π
2β
cos
u
2β
χ[−πβ,πβ] (u)du
=
1
2π
  ω+π
ω−π
π
2β
cos
u
2β
χ[−πβ,πβ] (u)du,
and this is Equation (23) with the singularities removed. It is clear that ˆ ϕβ (ω) has
compact support, hence ϕβ ∈ C∞. The Fourier transform, ˆ ϕβ, of the sampling
function has support in [−π(1 + β),π(1 + β)], is bell-shaped, and when β<1
there is a ﬂat section for |ω|≤π (1 − β). Thus, for this example ˆ ϕβ (ω) ≤ ˆ ϕβ (0),
where
ˆ ϕβ (0) =
 
sin
 
π
2β
 
,i f β ≥ 1
1,i f β ≤ 1.
Moreover,
 
 ϕ 
β (x)
 
  =
   
 
 
d
dx
1
2π
 
ˆ ϕ(ω)eiωxdω
   
 
  ≤
1
2π
ˆ ϕ(0)
   
 iωeiωx 
 dω
=
1
π
  π(1+β)
0
|ω|dω =
π
2
(1 + β)
2 < 8π,
where the last inequality is due to our restriction that β<3. Hence, the derivative
of ϕβ is bounded and it will for instance be possible to ﬁnd extreme values with
adequate accuracy.
Clearly ϕβ ∈ W (C,l1) and we now must verify that (ϕβ (·−k)) really is a
Riesz basis. This is done via Equation (18). We have
 
k
ˆ ϕβ (ω +2 πk)=
1
2π
 
k
  ω+π+2πk
ω−π+2πk
π
2β
cos
u
2β
χ[−πβ,πβ] (u)du
=
1
2π
 
π
2β
cos
u
2β
χ[−πβ,πβ] (u)du =
1
4β
  πβ
−πβ
cos
u
2β
du
=
 
sin
u
2β
 πβ
0
=1 ,
and since we know that 0 ≤ ˆ ϕβ (ω) ≤ 1 for every ω, we draw the conclusions that
 
k
ˆ ϕβ (ω +2 πk)=
 
k
|ˆ ϕβ (ω +2 πk)|≥
 
k
|ˆ ϕβ (ω +2 πk)|
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thus B =1in this case. To determine whether there is an A>0 we proceed as
follows. Since suppˆ ϕβ ⊃ [−π,π], two consecutive translates of ˆ ϕβ, ˆ ϕβ (ω +2 πn)
and ˆ ϕβ (ω +2 π (n +1 ) ) , will always overlap, hence
|ˆ ϕβ (ω +2 πk)|
2 ≥|ˆ ϕβ (π)|
2 ≥
  1
4 sin2 π
β, if β ∈ (2,3)
1
4, if β ≤ 2,
and there exists clearly a constant 0 <A≤
 
k |ˆ ϕβ (ω +2 πk)|
2.
In the papers [20, 21], however, the authors’ only concern is the case when
β<1/3. Their goal is to ﬁnd wavelets in closed form, not general Riesz bases
for shift invariant spaces and the upper limit 1/3 is due to the MRA conditions, see
[20]. We will now see why. Given V0 = V ,d e ﬁne Vj via f ∈ Vj ⇔ f
 
2−j·
 
∈ V0.
The relation
ˆ ϕβ (ω)=ˆ ϕβ (ω/2)α(ω), (24)
where α(ω) is a 4π-periodic function, implies that Vj ⊂ Vj+1 i.e., one of the MRA
conditions. Now deﬁne a 4π-periodic function α(ω) as
α(ω)=
 
ˆ ϕβ (ω), |ω|≤π(1 + β)
0,π (1 + β) ≤| ω|≤2π,
and check if and when Equation (24) is fulﬁlled. Using the fact that ˆ ϕβ (ω/2) = 1
for |ω|≤2π (1 − β), wecome downtothe conditions π(1 + β) ≤ 2π(1 − β) and
−π(1 + β) ≥− 2π(1 − β) for Equation (24) to hold. Both inequalities give β ≤
1/3. By Theorem 1.6 and 1.7, Chapter 2 in [13], we conclude that ϕβ generates an
MRA when β ≤ 1/3 since ˆ ϕβ (0) = 1  =0 .
Now, when we know that (ϕβ (·−k)) is a Riesz basis our goal is to estimate
the maximum value of δ, the disturbance from regular sampling, that still makes
reconstruction possible. This is done by calculating estimations of  I − ΛΦ B(l1)
and  I − ΛΦ B(l∞), followed by estimation of  I − ΛΦ B(l2) via Equation (16).
6.1 Estimation of  I − ΛΦ B(l1)
By looking at Equation (14), one realizes that what  I − ΛΦ B(l1) does is column-
wise summations. The terms aµj = |ϕβ (µ + j)/ϕβ (µ)| in Equation (14) are
however rather hard to grasp. That is why we start by performing some simpliﬁca-
tions on these. Let h(t)=c o sπt/
 
t
 
1 − 4t2  
, t = βx.T h e n
aµj =
 
   
 
ϕβ (µ + j)
ϕβ (µ)
 
   
  =
 
   
 
sinπ(µ + j)π
π sinπµ
h(β (µ + j))
h(βµ)
 
   
 
=
 
   
   
(−1)
j sinπµ
sinπµ
h(β (µ + j))
h(βµ)
 
   
   
=
   
   
h(β (µ + j))
h(βµ)
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Both ϕβ (x), |ϕβ (x)| and aµj are shown for different β in Figure 1.
Since aµj = aµ(−j) the estimates of the norm are done for j ≥ 1 only.
Different values of the jitter error µ can be chosen for different integers j.T o
fulﬁll the supremum argument in Equation (14) we use the µ that maximizes each
aµj,f o rj ∈ Z \{ 0}, i.e., we derive
 
j =0
sup
|µ|<δ
 
   
 
h(β (µ + j))
h(βµ)
 
   
  ≤
1
|h(βδ)|
 
j =0
sup
|µ|<δ
|h(β (µ + j))|. (25)
Note that we have the restriction βδ < 3/2 since |h(t)| decreases, hence 1/|h(t)|
increases, only until the ﬁrst zero of the function at t =3 /2.S i n c eδ<1/2, β is
restricted to β<3 for this approximation. It is possible to conﬁrm that h(t)=
(1/t)cosπt/
 
1 − 4t2 
decreases on t ∈ [0,3/2] by analysis of the derivative of
g (t)=c o sπt/
 
1 − 4t2 
in the usual way and if g (t) decreases so will h(t) since
1/t decreases on the interval of interest.
Furthermore, we have used the fact that ϕβ is a C∞ function and looked for
the supremum of aµjin the interval’s endpoints and at possible singular and critical
points. Neither of the singular points, all due to the absolute value, contribute to the
supremum, since they are equal to zero. The critical points were found numerically
by the bisection method and with an accuracy of order 10−6 for h  (t)=0 ,w h i c h
turns out to be equivalent to: tanπt =
 
12t2 − 1
 
/(πt
 
1 − 4t2 
).
Now, the sum in Equation (25) is an inﬁnite sum, an impossible task for a com-
puter program. To make the sum ﬁnite we introduce the integer m that guarantees
that
 ∞
j=m aµj <ε .Some straightforward calculations and Cauchy’s integral test
give the estimate of the sum
1
|h(βδ)|
  ∞
m
 
   
 
cosπβx
βx(1 − 4β2x2)
 
   
 dx ≤
1
h(βδ)
  ∞
m
1
βx(4β2x2 − 1)
dx
=
1
h(βδ)
ln
 
1+
1
4β2m2 − 1
 1/2
<ε .
Solving for m gives m>
  
1/
 
e2h(βδ)ε − 1
 
+1
 
/
 
4β2  1/2
.T ob eo nt h es a f e
side, let
m =
 
1
2β
 
1
e2h(βδ)ε − 1
+1
 1/2 
,
where  x  rounds x ∈ R towards nearest bigger integer. Altogether this gives
 I − ΛΦ B(l1) ≤ 2
m−1  
j=1
1
|h(βδ)|
sup
|µ|<δ
|h(β (µ + j))| +2 ε. (26)34 WAVELET THEORY AND SOME OF ITS APPLICATIONS
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Figure 1: The sampling function ϕβ (x)=
sinπxcosπβx
πx(1−4(βx)2) on the top row, |ϕβ (t)|
in the middle, and aµj on the bottom row.SAMPLING IN SHIFT-INVARIANT SPACES 35
6.2 Estimation of  I − ΛΦ B(l∞)
The other norm,  I − ΛΦ B(l∞), is supremum of the absolute row sum. For each
row, there is one µ, hence the question is which µ that gives the largest row sum.
Due to symmetry, |ϕβ (µ + j)| = |ϕβ (−µ − j)|, hence
 I − ΛΦ B(l∞) =s u p
|µ|<δ
 
j =0
 
   
 
ϕβ (µ + j)
ϕβ (µ)
 
   
  =s u p
|µ|<δ
∞  
j=1
 
a(−µ)j + aµj
 
≤ sup
|µ|<δ
1
|h(βµ)|
∞  
j=1
(|h(β (j − µ))| + |h(β (j + µ))|)
≤ sup
|µ|<δ
1
|h(βµ)|
m  
j=1
(|h(β (j − µ))| + |h(β (j + µ))|)+2 ε,
where the same estimate of ε is used as in Section 6.1.
6.3 Experimental Results
Our goal was to estimate the upper limit of a possible error, caused by for instance
an irregularity in the sampling process, that still makes it possible to retrieve the
function from the sampled values. The theoretical aspects were presented in the
previous sections and now it is time for the results from the computer aided calcu-
lations.
We have estimated  I − ΛΦ B(l1) and  I − ΛΦ B(l∞) as suggested in Section
6.1 and 6.2 respectively, and used Equation (4) to get a satisfactory estimate of
 I − ΛΦ B(lp). For each β, the maximum δ that enables  I − ΛΦ B(lp) < 1 has
been found with the bisection method with arbitrarily small error.
The results are shown in Figure 2, where δ is plotted for different β, β ∈ (0,3).
As we can see the l1-norm is bigger, hence allows a smaller δ than the l∞-norm,
and any other p gives a graph between the ones from the l1-norm and the l∞-norm.
These results are expected from Equations (4), (14) and (15).
At ﬁrst, as an immediate reaction, one might think that there is an error at the
end of the l1-norm when the graph changes its tendency and suddenly decrease.s
On top of that it seems to be decreasing as a straight line. This is however not the
case. As β increases towards 3, the number of local maxima within every interval
[k − δ,k + δ] goes to 3, see Figure 1. Since the function decreases as 1/x3,t h eﬁrst
local maxima are very important in comparison to the latter ones. This is enough to
change the appearance of the graph. These theories are conﬁrmed experimentally36 WAVELET THEORY AND SOME OF ITS APPLICATIONS
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Figure 2: The simulated results, for a small number of norms, of the maximum
irregularity δ with preserved possibility to retain the original function from the set
of samples.
as follows. For β ≈ 3 we have
1
|h(βδ)|
m  
j=1
sup
|µ|<δ
|h(β (µ + j))|≈
1
|h(βδ)|
m/3  
j=1
|h(c3i−2)| =
C
|h(βδ)|
,
which can be compare to the estimate in Equation (26), where h(c3i−2) gives every
third local maxima. To check for which δ we have the restriction C/|h(βδ)|≤1,
we solve βδ = h−1 (C) and plot δ = h−1 (2C)/β, see Figure 3.
6.4 Discussions and Further Work
In this section we give some suggestions for further work. At some points there
are generalizations of the work done in this paper and at other points we suggest
expansion to new areas.
We have worked with the sampling function ϕβ(x)=s i n c ( x)g(βx) in this
paper, where g(x)=c o s ( πx)/(1 − 4x2). Of course, we can use the same method
on the more general sampling function sinc(x)g(x),w h e r eg is required to fulﬁll
some modest conditions. This gives various sampling functions ϕ, including the
“standard” Shannon sampling function sinc(x) for g =1 , and the Meyer scaling
function which is very well known in the area of wavelet analysis. Moreover, itSAMPLING IN SHIFT-INVARIANT SPACES 37
2.5 2.55 2.6 2.65 2.7 2.75 2.8 2.85 2.9 2.95 3
0.44
0.46
0.48
0.5
0.52
β
δ
←δ  = h
−1(2C)/β
Figure 3: The lower graph in this ﬁgure is a magniﬁcation of the end of the 1-norm,
see Figure 2. The upper graph conﬁrms the theories that the decay is of the type
1/x.
turns out that in some sense all examples of sampling functions that are suitable
for sampling at the integers will be on the form sinc(x)g(x) for some g. This will
be dwelled upon in a forthcoming paper.
The use of sinc(x) as sampling function within the method proposed in this pa-
per leads to some technical difﬁculties. Both  I − ΛΦ B(l1) and  I − ΛΦ B(l∞)
in Equations (14) and (15) are inﬁnite for this choice of ϕ since the rows and
columns in matrix I −ΛΦ decay as 1/k. However, for this particular case with the
Shannon sampling function, the expansion
[ϕ(λk − j)] = [ϕ(k − j + δk)]
=[ ϕ(k − j)] + [ϕ(k − j + δk) − ϕ(k − j)],
may be made use of to come around the problem with slow decay. There are also
some preliminary results that this might help for other examples of sampling func-
tions too. Since the ﬁrst part [ϕ(k − j)] of the expansion is of “convolutional”
type, Fourier methods induce representation by a multiplication after transforma-
tions. The other part, [ϕ(k − j + δk) − ϕ(k − j)], must be worked on with meth-
ods from this paper and it turns out that in many cases there will be faster decay,
e.g. for Shannon the decays will be 1/k2.38 WAVELET THEORY AND SOME OF ITS APPLICATIONS
Of course it is also of interest to explore how representation with the sampling
function sinc(x)cos(πβx)/(1−4(xβ)2) in Section 6 works in a practical applica-
tion when some kind of “real” data is sampled, processed and reconstructed. There
is some work done in this direction, see e.g. [1] and [2] where an example with a
MRI image is given.
In this paper we have considered the space Lp(R). However, since general
theory for irregular sampling in weighted shift-invariant spaces Lν,p(Rd) is devel-
oped, [2], we may also extend the problem and the entire theoretical framework
suggested in this paper to higher dimensions.SAMPLING IN SHIFT-INVARIANT SPACES 39
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Abstract
In this paper we derive and compare several different vibrationanalysis tech-
niques for automatic detection of local defects in bearings.
Based on a signal model and a discussion on to what extent a good bear-
ing monitoring method should trust it, we present several analysis tools for
bearing condition monitoring and conclude that wavelets are especially well
suited for this task. Then we describe a large-scale evaluation of several
differentautomatic bearing monitoringmethodsusing 103 laboratoryand in-
dustrial environment test signals for which the true condition of the bearing
is knownfromvisual inspection. We describe the four best performingmeth-
ods in detail (two wavelet-based, and two based on envelope and periodiza-
tion techniques). In our basic implementation, without using historical data
or adapting the methods to (roughly) known machine or signal parameters,
the four best methods had 9–13 % error rate and are all good candidates for
further ﬁne-tuning and optimization. Especially for the wavelet-based meth-
ods, thereareseveralpotentiallyperformanceimprovingadditions,whichwe
ﬁnally summarize into a guiding list of suggestion.
1 Introduction
Bearing failures in rotating machines can cause both personal damages and eco-
nomical loss. Manual inspections are not only expensive, but also connected with
a risk of accidentally causing damages when reassembling a machine. Thus there
is a clear need for non-destructive methods for predicting bearing damages early
enough to wait with bearing replacements until next scheduled stop for machine
∗Department of Mathematics, Lule˚ a University of Technology, SE-97187 Lule˚ a, Sweden
†N˚ aiden Teknik AB, Aurorum 30, SE-977 75 Lule˚ a, Sweden
‡Department of Mathematics, Royal Institute of Technology, SE-100 44 Stockholm, Sweden
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maintenance. The most successful such methods in use today are all based on vi-
bration analysis (see, e.g., [34, 35]). They do, however, require special competence
from the user, whereas, as the industry optimizes there is less personnel and time
available for condition monitoring. Thus important information to support deci-
sions is lost and there is a demand for more automatized and supportive bearing
monitoring software.
Classical bearing monitoring methods can usually be classiﬁed as either time
domain methods (see, for example, [3, 4, 8, 20]) or frequency domain methods
(see, for example, [22, 28, 31, 33]). These methods look for periodically occur-
ring high-frequency transients, which however is complicated by the fact that this
periodicity may be suppressed. Moreover, classical Fourier methods tend to aver-
age out transient vibrations (such as those typical for defect bearings), thus making
them more prone to “drown” in the background noise of harmless vibrations. A
natural countermove is to use methods that show how the frequency contents of
the signal changes with time. This kind of analysis is usually referred to as time-
frequency analysis. The continuous wavelet transform (CWT) is one such trans-
form which is particularly good at separating the short high-frequency outbursts of
a typical localized bearing defect from long-duration low-frequency signal compo-
nents (occurring, for example, at multiples of the axis rotational frequency). Since
its introduction in the mid-eighties the theory of wavelets has grown very rapidly
in almost every ﬁeld of signal processing and recently research has begun in areas
of mechanical vibration analysis (see, for example, [5, 6, 16, 17, 26, 29, 32, 36]).
However, it is extremely important to point out that a new analysis technique
only can provide more reliable diagnoses if the new mathematics and signal pro-
cessing are combined with a deep insight into and experience of different types of
rotating machinery.
This was the starting point of a unique Swedish joint research project with par-
ticipation from N˚ aiden Teknik, the Centre of Applied Mathematics (CTM)at Lule˚ a
University of Technology, the Royal Institute of Technology (KTH) in Stockholm,
the Swedish Institute of Applied Mathematics (ITM), and the three forestry com-
bines AssiDom¨ an, Modo and StoraEnso. This text is a condensed and rewritten
version of selected parts of the ﬁnal report [9] of that project.
The ﬁnal goal is an automatic bearing monitoring system with easily inter-
preted output data that reﬂects the probability of a defect bearing (see Figure 1).
We divide this analysis into three steps: First some analysis method is ap-
plied to an acceleration measurement a (here usually of length N = 16384). The
analyzed signal b requires some expert knowledge for a correct interpretation. De-
pending on the analysis method, the length N  of b is usually comparable to N
(or even N2 for 2D-plots). This is too much for standard classiﬁcation methods.
Thus, as an intermediate step, we need to pick out the important information fromTOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
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Vibration
measurements
Analysis
and
classification
at () Diagnosis
Figure 1: The ﬁnal goal is an automatic and user-friendly bering condition moni-
toring system.
b and reduce it to some n-dimensional c for a reasonably small n (e.g., n =2in
plots like the one in Figure 10) (b)). Then a classiﬁcation method can give the de-
sired automatic diagnosis “functional” or “defect” (possibly with some additional
judgment about the type and size of the defect):
a ∈ RN Analysis
− −−−− → b ∈ RN  Reduce dimensionality
− −−−−−−−−−−−−−→ c ∈ Rn Classiﬁcation
− −−−−−−−→Diagnosis
With the additional diagnostic power of such a method, maintenance staff will
have a powerful tool and more time and concentration left for other important tasks.
In Section 2, we discuss important characteristics of and differences between
different condition monitoring methods. The main focus is on the importance of a
signal model and to what extent it should be trusted. Section 3 is a more detailed
overview of different mathematical tools that can be combined into an immense
number of different bearing monitoring methods. From these, we have chosen
reasonable combinations, implemented them in MATLAB and compared using a
large number of test signals (see Section 4) from both laboratory and industrial
environments. Finally, we present our most promising results so far in Section 5.
All symbols and notation will be explained when it ﬁrst appears in the text.
The most frequently used notation is also collected in Table 2.1.
2 The signal model and its importance
The methods that we have considered range from methods that rely heavily on a
detailed signal model to methods that work more “blindly” but without the risk of
assuming too much. The former methods may perform better, but only if the model46 WAVELET THEORY AND SOME OF ITS APPLICATIONS
is “good enough”. If the differences between model and reality are “too big” or
ﬂuctuate “too much”, then a more robust method is required. We have grouped the
evaluated methods into the following three categories (see also Figure 2):
• Matched ﬁlters and Cram´ er-Rao estimation are examples of methods that
rely hard on a rather detailed signal model.
• The largest block of methods are well established time- and frequency do-
main methods, as well as techniques based on time-frequency analysis. They
depend less on the signal model and should therefore in general be more ro-
bust. The evaluation of these methods is complicated by the fact that there
are so manytools toplay with. It isnot possible toevaluate all possible (com-
binations of) methods and all more or less important choices associated with
each method, such as the choice of wavelet, thresholds, what frequencies to
investigate etc. Therefore, one must restrict to comparing a reasonably small
number of methods that seem likely to perform well.
• Similar to the ﬁrst two mentioned methods, feature extraction is in a certain
sense an optimal way to detect bearing faults, but now in the case when no
reliable signal model is available. Instead, these methods are trained on test
signals of all types that the methods shall be able to tell apart. Thus many test
signals are needed and they cannot be created artiﬁcially (since that would
require a reliable signal model and if one exists, it is our strong belief that
one can achieve better performance with a bearing monitoring method based
Notation Meaning
a(t), s(t) etc, t ∈ R Continuous time signals.
a[k], s[k] etc, k ∈ Z Sample values (a[k]=a(kT) etc.).
a,b,c etc. Vectors.
a(t) Measured acceleration of vibrations s(t).
ad Decay parameter of impulse response h.
f Frequency variable.
f0 Bearing-axis resonance frequency.
h(t) Impulse response of the bearing-axis system.
s(t) Bearing vibrations (s
  (t)=a(t)).
t Time variable.
A Amplitude of impact oscillations.
CWT Continuous Wavelet Transform.
FFT Fast Fourier Transform.
S(f), H(f) etc. Fourier transforms: S(f)
def =
 
R s(t)exp
i2πft t .
Table 2.1: Notation used throughout the paper. All temporarily used symbols and
notation are deﬁned as they appear in the text.TOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
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on this model).
Exact knowledge of the impulse response h(t) would decrease the complexity
and improve the performance of several methods presented in this report. Although
we have special (and not too expensive) measure equipment for measuring h,t h i s
equipment does require some special competence from the user. Thus it is unre-
alistic to assume h to be exactly known in a typical industrial environment, where
these measurements has to be done at some 2000 different measure points. We are
therefore limited to theoretical models.
Signal model
Matched filters
known d0 a, f
Cramér-Rao
unknown d0 a, f
Wavelet (packet) based
methods.
FFT-based methods:
Envelope, Cepstrum,
·
·
...
Hope for robustness.
FFT-methods well established
and wavelet (packets) should
not perform less good.
Difficult to find the best choice
from.a vast amount of possible
combinations of methods
+
+
-
.
Requires many test signals for
performance comparisons.
-
Best" prediction the model is
correct.
Sensitive to model errors.
Requires many test signals for
performance comparisons.
+" i f
-
-
A systematic approach for
"optimal" bearing monitoring
in the absense of a reliable
signal model.
Not possible to create arti-
ficial test signals (because of
lack of reliable signal mod
+
-
el).
Requires many training
signals from all industrial
environments in which the
method shall be used.
-
0 es i n ( 2) , 0
()
0, 0
White Gaussian noise coloured by .
d at ft t
ht
t
h
- >
=
<
Detailed :
Transient oscillations + noise
Roughly known resonance
frequency.
·
·
Rough :
Feature extraction
+
Linear Discriminant Analysis
. None
Figure 2: Overview and classiﬁcation of bearing monitoring methods. A more
detailed model of bearing fault vibrations h(t) and noise improve theoretical per-
formance at the cost of larger sensitivity to model errors.48 WAVELET THEORY AND SOME OF ITS APPLICATIONS
2.1 A rudimentary signal model
We will now propose a rudimentary mathematical model for what we mean is the
most important vibration measurement characteristics that a good bearing monitor-
ing method must recognize.
An impact impulse is generated every time a ball (or roller) hits a defect in
the raceway or every time a defect in a ball hits the raceway. Each such impulse
excites a short transient vibration in the bearings at its natural frequencies. The
lowest such frequency, f0, is a rigid body mode (individual balls acts as springs,
see [13, page 996]). We will often refer to f0 as the resonance frequency of the
bearing.
As in [13, Chapter 26], we model the shaft-bearing system as a viscously
damped mass-spring system, but instead of applying an oscillating force, we are
interested in the vibrational response of the bearing and its surroundings to the
impact impulses. Each impact causes an instantaneous increase of the momentum,
which can be used as initial condition for the position h(t) of the point where vibra-
tion measurements are are performed. A standard solution (see, for example, [23])
gives the impulse response
Ch(t)
def =
 
Ce−adt sin(2πf0t) if t>0,
0 otherwise,
(1)
where ad is a decay (or bandwidth) parameter.
As the shaft rotates, these vibrations will occur periodically with an impact
frequency 1/T (computed in (2.1) below). With notation Ap for the impact impulse
amplitudes and A
def = ApC, the resulting signal is
s(t)=A
 
n
h(t − nT). (2)
Since s is the convolution of Ah with a T-periodic sequence of Dirac delta-
distributions, pT
def =
 
n δ(·−nT), its Fourier transform is
S(f)=AH(f)PT(f)=
A
T
H(f)
 
n
δ
 
f −
n
T
 
.
Both s and   s are sketched in Figure 3 (where the Dirac impulses are denoted with
vertical arrows, showing up as well-localized sharp impulses in real applications).
There, the largest peaks appear around frequency f0, but in real measurements this
frequency localization can be displaced towards lower frequencies as the bearing
defect grows bigger. This would not happen if only the impact amplitude Ap wasTOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
TATING MACHINES
49
growing. Instead we interpret this as a sign that for large defects, pT is sometimes
better modeled as a train of rectangles
pT(t)=Ap
∞  
n=−∞
rε(t − nT),r ε(t)=
 
1
2ε if |t| <εfor some integer n,
0 otherwise.
Hence, with ∗ denoting convolution, this change of pT will replace the vibrations
s with sε
def = ApT ∗ h such that
sε(t)= A
∞  
n=−∞
  ∞
−∞
rε(t − τ − nT)h(τ)dτ
=A
∞  
n=−∞
  ∞
−∞
rε(−τ)h(t − nT + τ)dτ
=
A
2ε
  ε
−ε
∞  
n=−∞
h(t − nT + τ)dτ =
1
2ε
  ε
−ε
s(t + τ)dτ.
Hence, s is a smeared out local average sε = s∗rε of s with Fourier transform
Sε(f)=S(f)Rε(f)=S(f)
sin(2πfε)
2πfε
,
where
   
 
sin(2πfε)
2πfε
   
  decays as 1/|f| when |f|→∞ . This means, roughly, that the
dominating parts of S are displaced from f0 towards lower frequencies.
1
T
f
t
() st
0 f
() Sf
() Ah t () Ah t T - (2 ) Ah t T -( 3 ) Ah t T -
()
A
Hf
T
Figure 3: Sketch of vibrations caused by a typical localized bearing defect.50 WAVELET THEORY AND SOME OF ITS APPLICATIONS
Equations (1) and (2) suggest that a good bearing monitoring method should be
designed to look for transient oscillations of frequency f0 and check whether these
oscillations occur periodically with a period T (note however, that it should not
depend too heavily on this periodicity, as explained in Section 3). The location of a
defect canthen beidentiﬁed if1/T coincides withone ofthe following frequencies,
which are computed from the geometry of the bearing (see [13, Chapter 8] for
details):
Cage frequency: fC =
fA
2
 
1 −
Db
Dp
cos(ϕ)
 
. (3a)
Outer race frequency: fO =
1
TO
= Nb · fC. (3b)
Inner race frequency: fI =
1
TI
= Nb(fA − fC). (3c)
Roller (or ball) spin frequency: fR =
1
TR
=
Dp
2Db
fA
 
1 −
 
Db
Dp
 2
cos2(ϕ)
 
.
(3d)
Here we used the following notation:
fA = revolutions per second of inner race,
Db = ball diameter,
Nb = number of balls,
Dp = pitch circle diameter and
ϕ = contact angle.
These formulas are theoretical and the difference between calculated and mea-
sured bearing frequencies can be as much as several Hertz. These discrepan-
cies arise when bearings have signiﬁcant thrust loads and internal preloads. This
changes the contact angle and causes the outer race frequency to be higher than
calculated (see [35, page 150]).
2.2 Loaded bearings
Only the model (2) for s, is used in simulations and methods described in the
remaining paper. For loaded bearings with inner race or rolling element faults, the
following reﬁnements can be useful.
For a loaded bearing, the impact impulses can be written
p(t)=
∞  
l=−∞
Apβ(τ + lT)δ(t − τ − lT) (4)TOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
TATING MACHINES
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with nonzero amplitude Ap if a defect bearing is present. The delay τ depends on
where on the ball or raceway the defect is located. Foran outer ring fault, β(t)=1 .
For an inner race fault, β describes how the strength of the impulses varies when
the defect moves into and out from the load zone. For radial load, Harris [13, pages
234–236] suggests the model1
β(t)=m a x
 
1 −
ε
2
(1 − cos(2πfAt − b)),0
 α
, (5a)
where ε>2 for a bearing with positive clearance and α is 3/2 for ball bearings
and 10/9 for roller bearings. (This model can more or less be found in [3, 22].)
A bigger exponent α gives a more pointed envelope β. The plot in Figure 4(a)
illustrates how ε and b affect the shape and translation of β.
In this survey, we will only consider inner and outer ring defects. For detec-
tion of rolling element faults we suggest to add a factor (−1)l,w h i c hr e ﬂects the
fact that every second rolling element impact hits the inner ring and every second
impact hits the outer ring (see Figure 4(b)), that is, to replace β(t) in (4) with
βl(t)
def =( −1)l max
 
1 −
ε
2
(1 − cos(2πfCt − b)),0
 α
. (5b)
T - t t
() pt () pt
C 2
b
f p 
A 2
b
f p 
T +
T +
Figure 4: Example plot of the impact impulses p(t) in the case of an inner ring fault
(a) and an rolling element fault (b). Each Dirac impulse Apβ(τ +lT)δ(t−τ −lT)
in (4) is drawn as a vertical arrow with length equal to the impulse amplitude. The
positive part of the dotted “envelopes” are the functions β and βl in (2.2).
2.3 Adding noise and discretising
It remains to adapt our model for continuous-time position-measurements (2) to
the actual bandpass ﬁltered and noisy acceleration-measurements treated in the
1Our ε correspond to 1/ε in [13], because then the case of no load simply corresponds to setting
ε =0in computer simulations.52 WAVELET THEORY AND SOME OF ITS APPLICATIONS
Figure 5: The continuous time (a) and equivalent discrete time (b) system models.
The sampling is performed by a bandpass ﬁlter b and an analog-to-digital converter
(ADC).
remaining paper. We base this model on the underlying assumption that all other
vibrations that the shaft-bearing system is exposed to add up to zero-mean white
Gaussian noise w. This isin no wayobvious but seems reasonable and abasic com-
parison of model and reality in Section 2.4 gives some support for this assumption.
With ∗ denoting convolution, (4) gives the resulting measured acceleration
a(t)=
d2
dt2 ((p + w) ∗ h)(t)=
∞  
l=−∞
Aβ(τ+lT)h  (t−τ−lT)+(w∗h  )(t). (6)
Thus, weget the model depicted in Figure 5(a) and, after lowpass ﬁltering and sam-
pling, the equivalent discrete-time model in Figure 5(b) (for more details, see [9,
Appendix C] and [24]).
2.4 Model veriﬁcation and suggested reﬁnements
Contrary to our assumption in Section 2.3, suppose that the sum of vibrations from
different parts of a “typical” machine adds up to white Gaussian noise after the
convolution withh  . Thiswould removewhatwethink ofasthemaincomplication
of bearing condition monitoring (see Section 3.4), namely that and both the signal
and the noise are “coloured” by the same ﬁlter h  .
In Figures 6 and 7 we compare our signal and noise model with real measure-
ments. For a simple but illuminating visual comparison, we plot the absolute value
of the continuous wavelet transform (CWT) of the compared signals (as described
in Section 3.3). Figure 6 shows a clear difference (in smoothness and frequency
localization) between bandpass ﬁltered white Gaussian noise (the lowermost plot)
and the test rig vibration measurements from a functional bearing in the topmost
plot. This plot looks more like the topmost plot in Figure 7, which shows Gaus-
sian noise colored according to our model. The other plots in that ﬁgure show how
increasing signal-to-noise ratio (SNR) gradually transforms the CWT to one more
similar to the CWT of vibrations caused by a big outer race defect shown in the
middle plot of Figure 6. Still, there are some differences in the exact shapes of theTOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
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bumps and fast Fourier transform (FFT) plots of some test signals also show devi-
ations from our model at low and high frequencies. Thus, methods that rely much
on a precise signal model may require further model reﬁnements for good perfor-
mance. Based on the above observations, we give a few suggestions for improving
model correctness:
• To use a more detailed model of h and/or to adjust bandpass ﬁlters to (if
possible) include possible resonance frequencies but block frequency bands
where model deviations are known or believed to exist.
• Additional white or colored noise at low frequencies. Perhaps colored by
Figure 6: The topmost two plots show continuous wavelet transforms (CWT) of
test rig measurements. The clear difference from the lowermost CWT of white
Gaussian noise (bandpass ﬁltered as described in Section 4.1) conﬁrms that the
noise not is white and Gaussian. Instead, the topmost two plots show more resem-
blance with corresponding plots in Figure 7, which is computed from our signal
and noise model.54 WAVELET THEORY AND SOME OF ITS APPLICATIONS
other parts of the measurement environment (e.g., there is often disturbing
vibrations like vibrations oscillating with multiples of the axis rotational fre-
quency or twice the motor feeding frequency).
• Other natural frequencies of the bearing-axis system [13, page 996] may be
dominating the signal at higher frequencies.
3 Choice of basic methods
Underlying our choice of bearing monitoring methods to evaluate, are the follow-
ing observation and restrictions:
• As described in Section 2.2 (and observed in some of our test signals), the
load zone dependence of inner race bearing defects can suppress the period-
Figure 7: CWTs of simulated bandpass ﬁltered bearing impacts with different
signal-to-noise ratios.TOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
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icity of the bearing impacts. This makes such defects more difﬁcult to ﬁnd
with a method that depends on this periodicity (such as the Fourier meth-
ods in Section 3.2) whereas the performance of methods that only reacts
on a single (large enough) impact would be left unaffected. Still, this is
no motivation for ignoring the extra information contained in the (possibly
suppressed) impact periodicity.
On the contrary, in Section 3.4 we will see from matched ﬁlter theory that it
is possible to obtain maximum signal-to-noise ratio for the bearing impacts
by convoluting with the “inverse” of the impulse response h and look for the
original impact impulses in white Gaussian noise, which by nature already
contains large but rare impulses. Thus a single impact can be interpreted
as a probable bearing defect only if it has very large amplitude (relative to
the standard deviation of the noise), so that it is very unlikely that it is just
a natural part of the white noise. For impulses that repeat with a (possi-
bly suppressed) frequency coinciding with the inner ring impact frequency,
much smaller impulse amplitudes are needed for detecting an equally prob-
able inner ring defect. This is also the reason why, in Figure 6, some minor
“bumps” are visible at the resonance frequency also in the ﬁrst plot. The
important difference is that in the second plot one can conclude from the
amplitude and periodicity of the bumps that they originate from a large outer
ring defect. Thus it is our strong opinion that although it is desirable for
a bearing monitor method to be able to detect a single (and large enough)
impact, an optimal (in any reasonable sense) method must also be able to
detect impact periodicity (suppressed or not) of possibly smaller impacts.
• Another important matter is whether old measurements are available or not.
In this text we aim for reasonably good performance without comparing with
old measurements. Then the performance of all considered methods will
surely improve withtime, when there are old measurements to compare with.
• Similarly, although the actual vibration amplitude can be signiﬁcantly differ-
ent depending on the kind of bearing and environment, the amplitude does
bring important information if it can be compared to the amplitude of some
well-known signal component or some computed threshold reference value,
but the following methods analyze only the shape of the signal (most meth-
ods will be homogeneous and this even includes nonlinear thresholding for
certain threshold functions). So to assure a fair comparison of methods, all
test signals are normalized to L2-norm  s 2 =
  
n |sn|
2 =1 .O n c e
again, in situations where we have something to compare with, the original
norm can be used to improve the performance of all tested methods.56 WAVELET THEORY AND SOME OF ITS APPLICATIONS
Based on these restrictions, we have chosen to evaluate methods that are based
on the following basic tools (described in more detail in the original report [9]).
The evaluation results for the so far best performing such methods then follow in
Section 5.
3.1 Time methods
Curtosis and crest factor: Some common “peakiness” estimates of a signal s are
the Kurtosis factor  s − s 
4
4 / s − s 
2
2 (where s denotes the mean of s and
 x 
n
n
def =
 
k |xk|
n), the crest factor maxk |sk|/ s 2 (see, e.g., [3, 8]) and
other variations on the same the same theme.
Autocorrelation and cepstrum: The autocorrelation of s[k] is deﬁned by
as[n]
def =
1
2N +1
N  
n=−N
s[k]s[k − n]∗
with ∗ denoting complex conjugate. With uppercase notation for the discrete
Fourier transform S[k]= 1 √
2N+1
 N
n=−N s[n]exp
−i 2πk
2N+1n it follows from
the Parseval relation and the 2N +1 -periodicity of S[k] that
as[n]=
1
2N +1
N  
k=−N
s[k]s[k − n]∗ =
1
2N +1
N  
k=−N
|S[k]|
2 exp
i 2πk
2N+1n,
As[k]=
1
√
2N +1
|S[k]|
2 ,k = −N,−N +1 ,...,N,
where, under standard assumptions about ergodicity and “large enough”
N, |S[k]|
2 /(2N +1 )is the power spectrum of s (see, e.g., [24, 25]). A
related mathematical tool is the cepstrum cs deﬁned via its discrete Fourier
transform
Cs[k]=l o g|S[k]|
2 ,k = −N,−N +1 ,...,N
and described in more detail by Randall [27]. He argues that the power
spectrum of a faulty ball bearing may contain small scale (compared to the
largest peaks in the spectrum) periodic structures that can appear clearly in
cs but not in as. Periodicities in s, with period T, will show as peaks in as
and cs at integer multiples of T.TOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
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Periodization: Another tool for making 1/T-periodic impacts more visible is the
transformation
s  −→ p(s)
def =
1
N max|s|
N−1  
n=0
s(· + nT)
   
   
 
[0,T)
. (7)
The function p emphasizes parts of s that are periodic with repetition fre-
quency 1/T. Since the outbursts we are searching for have rather high oscil-
lation frequency, the estimated value of 1/T has to be quite accurate. Note,
for a simple example, that cos(1017x)+cos(1017(x + T)) is very sensitive
to small changes in T, whereas a demodulation of the cosines completely
removes this sensitivity. Hence, we suggest to ﬁrst demodulate s. In our
implementations, we have in fact computed p(d(b(s))),w h e r eb is a band-
pass ﬁlter that cuts out the interesting frequency range (150–1000 Hz) and
the demodulation d computes the absolute value of the analytic version of s.
The analytic version of s (also called the Hilbert transform of s)i sd e ﬁned
as twice the inverse Fourier transform of u(f)S(f),w h e r eu is the unit step
function.
Note 1 Our periodization function p is related to synchronous time averag-
ing (see, e.g., [35]), which uses a trigger, placed , e.g., on the axis for an
exact synchronization of the data collection with the rotational speed of the
axis. Usually the average of at the very least 100 measurements are com-
puted, and the method is used to ”average out“ frequencies that not are
multiples of the rotational frequency. Synchronous averaging can therefore
be useful, e.g., for ﬁnding defects in gears. For the handheld devices and
industrial applications that we have in mind, at most 20 averages is possible
and triggers are too time-consuming and therefore “replaced” by deconvo-
lution.
3.2 Frequency methods
Power spectrum: The classical use of the Fourier transform is to search for the
periodically repeated peaks in the power spectrum shown in Figure 3 (also
described, e.g., in [27, 34, 35]).
Envelope method: The resonance frequency oscillation of the impacts and the
possibly suppressed impact periodicity are two modulations of the vibrations
that both reduce the amplitude of the power spectrum peaks, which therefore
are more likely to be suppressed below the overall noise level. A popular58 WAVELET THEORY AND SOME OF ITS APPLICATIONS
countermove is to remove the resonance frequency modulation with the en-
velope method, which consists of a bandpass ﬁlter (including the resonance
frequency) followed by a demodulation and a fast Fourier transformation
(see Figure 8 and for complementary details, e.g., [27]).
Both these methods use a bandpass ﬁlter to focus on a range of frequencies
which must be wide enough to include the (roughly known) resonance frequency.
Thus it is likely that also oscillation frequencies where bearing impact oscillations
not are dominating are included in the analysis, with consequences such as lower
signal-to-noise ratio and more sensitivity to possible suppressions of the impact
periodicity.
3.3 Time-frequency methods
Time-frequency analysis provides tools for a more systematic bandpass ﬁltering at
a whole range of possible oscillation frequencies with “optimally sharp” bandpass
ﬁlters (the Morlet wavelet below). This makes it possible to combine the good
properties of frequency methods with an automatic search for exactly the oscilla-
tion frequencies (if any) where periodically repeated transients can be most clearly
detected. Due to the resulting higher signal-to-noise ratio, we also expect such
methods to be less sensitive to suppressions of the impact periodicity.
Continuous wavelet transform (CWT): Wehave chosen touse theCWTfor time-
frequency analysis, because it is good at separating transient high-frequency
outbursts (such as bearing impacts) from the long-duration low-frequency
vibrations typically appearing around, for example, the axis rotational fre-
quency. For optimal simultaneous time- and frequency resolution (in the
sense of minimal Heisenberg box area), we use a Morlet wavelet. For more
about both this and abrief introduction totime-frequency analysis in general,
see, e.g., [7, Chapter 1] or [11, Chapter 1].
In plots of the CWT amplitude, (such as Figure 6), “large enough” bearing
impact vibrations appear as periodically occurring “bumps”, visible for the
human eye. As described in the beginning of this section, due to the coloured
Figure 8: A block scheme for the envelope method. In our implementations, we
have used the absolute value of the Hilbert transform for demodulation.TOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
TATING MACHINES
59
noise, the difference between smaller defects and functional bearings is more
difﬁcult to see from visual inspection of a CWT plot, so a more systematic
analysis is required for telling these cases apart. We propose and evaluate
two such methods in Section 5.3.
The CWT and wavelet packets (discussed below) are the computationally
most expensive tools discussed here, but since the analysis is to be done on a
separate personal computer and not by the measuring device, this complexity
is not a problem.
Discrete wavelet transform (DWT): For a certain class of wavelets, all informa-
tion about the original signal is contained in only a discrete set of points of
the CWT. These point values can be computed very fast with the DWT. It
lacks the optimal simultaneous time- and frequency resolution of the Morlet
CWTand isnot intended for visual inspection, but isavery powerful tool for,
for example, noise reduction. One way to do this is to modify the wavelet co-
efﬁcients using (hard or soft) threshold functions (see, e.g., [2, 21] for more
details) and then compute the inverse DWT. There is much work behind the
“correct” choice of threshold function. Several algorithms are proposed in
the literature. However, most of them assume Gaussian white noise. Noise
reduction is also a natural ﬁrst step in virtually any other analysis method.
Wavelet packets: The wavelet packet transform is a generalization of the DWT
that, in combination with a suitable chosen cost function for the best basis
algorithm (see, e.g., [21] for details) also can be very useful for bearing con-
dition monitoring. However, it requires a lot of work to ﬁnd a suitable cost
function that enhances bearing faults.
Gabor and Wigner-Ville transforms: These transforms can be used as the con-
tinuous wavelet transform and at least the Gabor transform has a relatively
fast discrete version. (See, e.g., [12, 21].)
3.4 Statistical methods
Matched ﬁlters: With notation as in Figure 5 but without the bandpass ﬁlter b,
we can easily compute the actual vibrations s from their measured second
derivative a (by integration or, as a simple approximation in practical ap-
plications, with cumulative sums). Hence if h has strictly nonzero Fourier
transform H, then there exists a ﬁlter m, M(f)=1 /H(f), such that the
original impacts and white Gaussian noise can be reconstructed with the
convolution p + w = m ∗ s. In fact, for our model, with h given in (1), all60 WAVELET THEORY AND SOME OF ITS APPLICATIONS
this is possible and a straightforward computation gives a simple formula for
m:
m(t)=
1
2πf0
 
(a2
d +4 π2f2
0)δ(t)+2 adδ (t)+δ  (t)
 
, (8)
where δ is the Dirac delta distribution. It follows from matched ﬁlter theory
(see, e.g., [25]), that the ﬁlter m is optimal in the sense that it maximizes the
signal-to-noise ratio (SNR). Hence, for maximal SNR, (8) shows that one
should analyze the signal
p(t)+w(t)=s ∗ m(t)=
(a2
d +4 π2f2
0)s(t)+2 ads (t)+s  (t)
2πf0
. (9)
Since s, s  and s   are quite similar in shape and oscillation frequency, we
expect that a very precise model and parameter knowledge is required for
the terms in (9) to really add up to the original impact impulses and (in a
noise-free environment) vanish elsewhere.
For the actual bandpass ﬁltered input of a practical application, a more pre-
cise computation would replace (9) with a discrete-time convolution with the
Fourier series coefﬁcients of the corresponding bandpass ﬁltered m(t).
Recall also that, ad and f0 have to be guessed. Thus in a practical situation
we can only hope for (the bandpass ﬁltered version of) (9) to give nearly
optimal SNR.
Since the parameters in (9) are roughly known for our test rig signals, we
have applied (9) to measurements on a bearing with a very large defect (audi-
ble when the test rig is running) for a reasonably large number of possible pa-
rameter values. Still, this was not enough to result in an SNR-improvement
visible for the eye. This simple test indicates a need for either a more pre-
cise signal model or a more robust analysis method, so the existence of a
matched ﬁlter seems to be mainly of theoretical importance (as in the begin-
ning of Section 3). A more detailed study would be interesting but is out of
the scope of this paper.
Cram´ er-Rao lower bound: A minimum variance unbiased estimator   A of the
bearing defect amplitude A (with amplitude A =0meaning “no defect”)
is the estimation theory name for an analysis method which, given a vibra-
tion measurement, computes an estimate   A of A, and which on average will
ﬁnd the correct value (that is, it is unbiased). Moreover, it is an optimal
such method in the sense that the average squared error (the variance)i s
minimal. In our case we have a few more unknown parameters (such asTOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
TATING MACHINES
61
ad and f0 in (1)), that can be grouped into a vector θ. There is an lower
bound (the Cram´ er-Rao lower bound) for the error covariance of any linear
method for estimating θ and a standard way for computing it, which how-
ever turned out not to be practically useful due to numerical problems in a
test-implementation for our model and signals. All this and some alternative
computational approaches is described in full detail in [9, Appendix D.2].
3.5 Feature extraction
A sampled version of the continuous wavelet transform with 128 scales containing
16384 samples each can be seen as one point in C221
. The name feature extrac-
tion is used for a collection of methods for reducing the number of dimensions by
mapping this point to an element in, say, C10, but without removing “too much”
relevant information. Relevant here means that it still is possible to separate func-
tional bearings from faulty ones. Feature extraction is usually combined with a
classiﬁcation method (corresponding to the classiﬁcation lines in the plots of Sec-
tion 5).
In [14] and [9, Appendix B] we describe in detail an implementation of a
wavelet-based feature extractor called local discriminate bases (LDB). The ﬁrst
results were promising but a more full-scale evaluation would require both a large
set of training data and then a large-scale test on another large set of test signals.
This is out of the scope of this article.
4 Experimental setup
From a larger set of measurements, we have chosen 81 industrial and 22 laboratory
signals for which the size of all bearing faults are known from manual inspections.
For easy reference, we will use the same names on plotted signals as in [9, p. 58–
64], which is a detailed descriptions of the signals, bearings machines and defects.
4.1 Collection of data
All input data have been collected with a handheld device (a N˚ aiden PerCon 3),
whichrecord simultaneous vibration measurements in3orthogonal directions (hor-
C f
Figure 9: A block diagram of the PerCon3 measurement device.62 WAVELET THEORY AND SOME OF ITS APPLICATIONS
izontal, vertical and axial). An accelerometer (with sensitivity 100 mV/g) is mag-
netically attached to ﬁxed measurement points on the machine. The accelerometer
produces acharge that is proportional tothe acceleration ofthe surface. Thischarge
is high-pass ﬁltered to adjust for transducer bias and then measured according to
Figure 9. Finally, in all our evaluations, we also highpass ﬁlter the measurement a
with the cut-off frequency 200 Hz, which is chosen so that we do not need to worry
about typical low-frequency disturbers, such as the line frequency or the rotational
frequency of the axis.
5 Experimental results
Using MATLAB and all 103 test signals, we have evaluated several different combi-
nations of the basic methods described in Section 3. In the following subsections,
we describe and present a more extensive and systematic evaluation of the four
best performing methods so far. Then we summarize all experimental results in
Section 5.4 and give further conclusions and suggestions for future improvements
in Section 6.
The following methods were developed for another set of test signals and are
therefore in no way optimized for providing good performance with the test signals
at hand. In the classiﬁcation plots (such as Figure 11 (b)), each test signal corre-
sponds to one plotted point. Functional and defect bearings are denoted with dots
and stars respectively. As a simple classiﬁcation rule we have separated the stars
from the dots with a threshold line, which can be used to classify new signals. We
have chosen a line that minimizes the misclassiﬁcation rate:
Misclassiﬁcation rate =
Number of points on wrong side of the line
Total number of points
.
Note, however, that the misclassiﬁcation rate depends on the mixture of test sig-
nals. For example, if almost no test signal comes from a machine with a defect
bearing, one would get a good misclassiﬁcation rate for a “method” that classiﬁes
all bearings as functional. However, roughly half of our test signals are from ma-
chines with a defect bearing, so the misclassiﬁcation ratio is a useful measure for
comparing different methods. Two other performance measures that are important
from an implementation point of view are the
false alarm rate =
number of functional bearings detected as “defect”
number of functional bearing test signals
and the
miss rate =
number of defect bearings detected as “functional”
number of defect bearing test signals
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TATING MACHINES
63
If the mixture of test signals is “realistic” (for a given (type of) industrial environ-
ment), then the false alarm rate is an estimate of the probability that the method
detects a defect when measuring on a functional bearing. Similarly, the miss rate
is an estimate of the probability that the method fails to detect any bearing faults
in a measurement from a machine with a bearing fault. There is always a trade-off
between these probabilities and it depends on the type of machine and environ-
ment which of these probabilities is the most important one to minimize. Thus any
method can be ﬁne-tuned for a particular type of machine in the following way:
First ﬁnd the minimum misclassiﬁcation rate for a (sufﬁciently large and realistic)
set of test signals. Then adjust the classiﬁcation line so that the misclassiﬁcation
ratio remains (close to) minimal and the proportion between false alarm rate and
miss rate is satisfactory for the application at hand.
Note, ﬁnally, that some of the methods not presented here also may perform
well after further reﬁnements, especially feature extraction, which gave some very
promising ﬁrst results but still is not explored thoroughly enough for any ﬁnal
conclusions.
5.1 The envelope method
For each test signal and measurement direction, we have ﬁrst applied an 150–
10000 Hz bandpass ﬁlter and demodulation as in Figure 8. Then we add the
resulting envelopes in l2-sense (e =
 
e2
x + e2
y + e2
z) before computing the FFT.
In Figure 10 (a) we plot the results for two measurements on a condensate pump.
Note the clearly visible peaks at multiples of the inner ring impact frequency 120
Hz for the measurement on a defect bearing. These peaks are missing for the other
signal, which is an identical measurement after replacing the faulty bearing.
Figures 10 (b) and (c) show the result of applying the following automatic clas-
siﬁcation to all test signals: Due to measurement precision (usually about 2 %), the
impact frequencies in (2.1) are known only up to some maximum error ε. Thus,
suppose that we are looking for peaks at multiples of a repetition frequency f ± ε,
known up to a maximum error ε. Then, for n =1 ,2,3,t h enth peak (if any) is
in the interval In
def =[ n(f − ε),n(f + ε)]. Thus, by dividing the maximum am-
plitude in In with the median value between the intervals In and In+1 we get a
peak-to-median ratio that we use as a measure of the size of the biggest peak in
In. Since our measurement device has a ﬁxed maximum signal length, an increas-
ing sampling frequency gives higher frequency resolution, a more precise hit of
peak values and, consequently, a higher peak-to-median ratio. Thus, for identical
sampling frequency and a fair comparison, we upsample input signals with lower
sampling rate to 25.6 kHz (see, e.g., [24]). A noise reduction also improved the64 WAVELET THEORY AND SOME OF ITS APPLICATIONS
performance of the resulting algorithm:
1. Upsampling to 25.6 kHz.
2. Wavelet packet noise reduction using a Daubechies 9 wavelet), expanding
into 9 levels, using Shannon entropy (see, e.g., [2, 21]) and keeping the M
largest coefﬁcients, with M chosen to be 20 times the number of expected
outbursts. (By experiments we have found that 20 coefﬁcients is more than
enough for representing one outburst.)
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Figure 10: The envelope method: (a) Example plot for measurements on a conden-
sate pump before and after replacing a faulty bearing. (b) Automatic classiﬁcation
(· = functional and   = defect bearing). The misclassiﬁcation rate is 10/103 ≈ 10
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3. Envelope method computed as described above.
4. Compute peak-to-median ratios for n =1 ,2,3 and for each repetition fre-
quency in (2.1). Keep the two largest and use as coordinates for one point in
the plane.
5.2 Periodisation method
In Figure 11 (a), we apply the periodization method (described in Section 3.1) to
test rig measurements on bearings that are identical except for an outer ring fault on
theone called J1a. Inthe computations forthese plots, theperiod T inthe algorithm
corresponds to the outer ring frequency, which gives a very clear “bump” in the
plots for J1a, with maximum values 0.54, 0.65 and 0.66. Six smaller maximum
values follows when repeating the same periodization computations for J1a with
1/T equal to the inner ring and ball repetition frequency, respectively. Thus we
choose the two largest maximum values 0.65 and 0.66 to be the coordinates of the
corresponding point in Figure 11 (b). Some of our test signals are measured with
an older measurement device with less memory, so for a fair comparison, we have
evaluated this method only on those 89 (of 103) test signals for which we can set
N =2 0periods. Thus we end up with the following algorithm:
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Figure 11: The periodization method applied to test rig measurements on identi-
cal bearings with and without outer ring fault: (a) Analysis of signals measure-
ments in horizontal, vertical, and axial direction. (b) Automatic classiﬁcation
(· = functional and   = defect bearing). The misclassiﬁcation rate is 12/89 ≈ 13
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1. For each repetition frequency in (2.1) and each measurement direction, apply
the periodization method and ﬁnd the maximum value.
2. Use the two largest maxima as coordinates for one point in the plane.
5.3 CWT-based methods
We describe two methods (denoted CWT1 and CWT2) that are based on the
continuous wavelet transform WΨs(ak,t) of the analyzed signal s, with a Mor-
let wavelet Ψ(t)=eiω0t−t2/2, ω0 =5and with wavelet center frequencies (see,
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Figure 12: The CWT1 method: (a) Example plot of
 100
k=0 fk for the signals I3
and I6. (b) Automatic classiﬁcation (· = functional and   = defect bearing). The
misclassiﬁcation rate is 9/103 ≈ 8.7 %. (c) Part of plot (b) in close up.TOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
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e.g., [11])
ω0
ak
=2 0+k
fs/2.56 − 20
100
,k =0 ,1,...,100, (10)
where fs is the sampling frequency of s. Both algorithms analyze the functions
ek
def = |FFT(|WΨs(ak,·)|)|,k =0 ,1,...,100, (11)
which is nothing but an application of the envelope method to the restriction of the
CWT to frequency ω0/ak (the use of a complex-valued Morlet wavelet eliminates
the need for demodulation).
Hence, if there are some k1, k2 and n such that ek has maximum amplitude
ek(n)for k = k1,k 1+1,...,k 2 and such that
 k2
k=k1 ek(n)/
 100
k=0 ek(n)is“close
enough” to 1, then one can expect the analyzed signal s to contain some transient
and periodically repeating oscillations with oscillation frequency ≈ ω0/ak Hz and
repetition frequency ≈ nfs/N Hz, where k1 ≤ k ≤ k2 and, where N is the length
(number of samples) of s. This is the intuitive motivation for how the CWT2-
algorithm automatically chooses the oscillation frequencies with largest SNR in
measurements on defect bearings, and ﬁnds the “most dominating” repetition fre-
quencies at those oscillation frequencies. We begin, however, with the simpler and
less adaptive CWT1 algorithm.
CWT1: Figure 12 (a) contains example plots of
 100
k=0 ek for the signals I3 and I6
(from a worm screw pump before and after replacement of a bearing with a large
pitting damage with material ﬂaking). For the automatic classiﬁcation in ﬁgures
12 (b) and (c) we have used the following algorithm:
1. For each repetition frequency in (2.1) and each measurement direction,
(a) compute
 100
k=0 ek with ek deﬁned in (11).
(b) Apply the same automatic evaluation as for the envelope method in
Section 5.1 but keep only the largest peak-to-median ratio.
2. Choose the two largest peak-to-median ratios computed in step (1).
CWT2: In Figure 13 (a) we have applied the basic steps of the method CWT2
to signal H2 (from a drying cylinder bearing with unevenly distributed pits in the
outer race): For each ek in (11), we have plotted the amplitude and the associated
repetition frequency nfs/N of the 3 largest peaks in the topmost two plots. For
every point at the y-axis of the second plot, we have then checked at which oscilla-
tion frequencies (if any) this is the dominating repetition frequency, summed those
peak amplitudes, divided with the sum of all peak values and plotted the result in68 WAVELET THEORY AND SOME OF ITS APPLICATIONS
subplot 3. Then we repeated the last step for the two other curves in the second plot
to get the lowermost two plots. This type of ﬁgures gives a rather good overview
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Figure 13: CWT2method example plot for the signal H2: (a) The topmost twosub-
plots show the amplitude and repetition frequency nfs/N (plotted as functions of
the oscillation frequency ω0/ak)of the largest, second largest and third largest peak
of each ek. The remaining subplots show the associated relative peak amplitudes
(computed as described in the text) at each repetition frequency. (b) Automatic
classiﬁcation (· = functional and   = defect bearing). The misclassiﬁcation rate is
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of the dominating repetition frequencies at different oscillation frequencies. For
example, we can clearly see both the outer ring frequency 24 Hz and several of its
harmonics.
The full algorithm for ﬁnding potentially interesting ks, corresponding repe-
tition frequencies and producing the classiﬁcation plots in Figure 13 (b), goes as
follows:
1. For each measurement direction and for each repetition frequency 1/T in
(2.1), do the following.
(a) Apply a wavelet packet noise reduction with Daubechies 9 wavelet,
nine levels expansion and keeping the 10 % largest coefﬁcients (see,
e.g., [2, 21]).
(b) For n =1 ,2,...,Nand for m =1 ,2,3,l e tKm be the set of integers k
such that ek(n) is the amplitude of the mth largest peak and set Sm,n =  
k∈Km ek(n)/
 100
k=1 ek(n).
(c) LetM betheset ofintegers nsuch that nfs/N isinsome neighborhood
(depending on with how good precision T is known) of 1/T, 2/T or
3/T.F o rm =1 ,2,3, compute
 
n∈M Sm,n.
2. From all computations of the sum on the previous line, keep the two largest
values.
5.4 Summary of experimental results
Table 2.2 is a summary of the registered misclassiﬁcations for our best performing
methods. We describe different possible causes for these misclassiﬁcations in [9].
The most frequent suggestions are low signal to noise ratio (SNR) and/or an impact
frequency that coincides with twice the feeding frequency of the motor.
We have chosen test signals for which all bearing defects are are clearly visible
and described in more detail in [9, p. 58–64]. For those sharp defects that were
detected in plots like Figure 13 (b), the plotted points are generally more far away
from the classiﬁcation line for defects in otherwise smooth inner and outer ring
surfaces (as expected in the case of model deviations or lower SNR).
Most methods (with periodization as a notable exception) have some problems
with signals F1–4 (see Table 2.2), which are measured on a slowly rotating (93
rpm) drying cylinder with an outer race bearing defect. Here we think that one im-
portant reason for the high miss rate is a low SNR caused by the fact that all signals
are are bandpass ﬁltered with the same bandpass ﬁlter and a lower cutoff-frequency
150 Hz, which is very close to and interfers with the oscillation frequency.70 WAVELET THEORY AND SOME OF ITS APPLICATIONS
We note also that although our methods primarily were designed for well-
localized single defects, some unevenly distributed defects, like signal O1–3 (large
pitting damage and additional axial cracks along the entire raceway) and H1–4 (un-
evenly distributed damages), were correctly detected, by all methods. Still, some
others (like F1–4, which have visible fatigue damages with pitting on 1/3 of the
circumference of the outer race) was not.
So, altogether the above observations indicate a combination of both model
dependence and robustness against model errors. Still, the misclassiﬁcation rates
in Table 2.2 show that, at this point, there is more or less an even race between
these four methods, so we consider it worthwhile to continue reﬁning all of them,
for example according to our suggestions in next section.
Miss Envelope Periodization CWT 1 CWT 2
C1 • •
F1 • •
F2 • • •
F3 • •
F4 • • •
H5 •
K1b •
L2a • • •
N1a • • • •
N1b • • •
N2a •
N2b • •
False alarm
A1 • • • •
A2 • •
A3 •
B5 • •
B6 •
D4 •
E6 •
F7 •
I6 •
M1 •
Misclassiﬁcation rate 10
103 ≈ 10% 12
89 ≈ 13% 9
103 ≈ 9% 11
103 ≈ 11%
Table 2.2: For the methods with lowest misclassiﬁcation ratios, all misclassiﬁca-
tion ocurred for the above 22 (of 103) test signals (described in detail in in [9, p.
58–64]).TOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
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6 Conclusions and suggested improvements
From a theoretical point of view, we concluded that wavelet-techniques are par-
ticularly well suited for bearing monitoring methods that makes use of our signal
and noise model but without being too sensitive to inevitable deviations from this
model (due to the big variety of different machines and industrial environments).
From our experimental results, we conclude that our four best performing
methods (and some more) all are good candidates for further reﬁnements towards
really good methods. Right now, they are already fully automatic, there is a lot of
thought behind all considered methods, some trial and error with test signals for
improvements and then our large systematic test to rule out the four currently best
ones. Still, we have chosen to test many (combinations of) methods rather than
choosing one or a few and really start optimizing. Hence we want to point out both
some recommended improvements and a few more variations and alternatives that
could deserve some closer study.
6.1 Suggested improvements
Trend charts recall from Section 3 that our methods only analyze the shape of the
signal. Hence, the probably most evident route to improved performance is
to also use historical data, trending (see, e.g., [34, 35]) or comparison with
some other known reference values.
Classiﬁcation line: We only have one set of test signals both for choosing optimal
classiﬁcation line and for the classiﬁcation. For more decisive evaluations,
it would be better to use two separate and large sets of representative and
well-classiﬁed test signals. Moreover, although our classiﬁcation lines in R2
are practical for visual demonstratios, for optimal performance, one should
probably use some other Rn and a standard classiﬁcation method, such as
linear discriminant analysis [10]. (For bearing monitoring, or related prob-
lems, classiﬁcation methods based on pattern recognition, artiﬁcial neural
network and expert system based on fuzzy logic have also been used, see
e.g. [1, 5, 18, 19, 26, 29, 30].)
Adapt methods to signal and environment characteristics: Contrary
to the classiﬁcation line, our methods were developed and tested on another
(much smaller) set of test functions. Then they were used without changes
on our test signals, instead of adapting crucial parts like as deconvolution
bandpass ﬁlters to usually known signal characteristics, such as in the fol-
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• Improve model correctness by adjusting bandpass ﬁlters to block fre-
quencies where model deviations or disturbing vibrattions are known
to exist (as described in the bullet list in Section 2.4) but not too close
to the bearing impact oscillation frequency (as for signals F1–4 in Sec-
tion 5.4).
• Another example (mentioned in Section 5.4) is some misclassiﬁcations
of functional bearings for which twice the roller frequency coincided
with twice the motor feeding frequency. This is a common vibration
frequency in AC motors but defect rollers are very unusual, so by not
checking for roller defects, one should get lower false alarm rate with-
out a corresponding increase of the miss rate.
Adapt measurement parameters to method and environment characteristics:
We have used test signals with sampling frequencies ranging from 512 to
25600 Hz and with signal lengths 4096–16384 samples. These parame-
ters were not optimized for any particular method or important system pa-
rameters (such as resonance frequency or impact frequency). This is some-
times unavoidable (e.g. depending on available measurement equipment) but
whenever possible, we recommend a more careful choice for each environ-
ment (or other solutions, such as the upsampling in the envelope method).
See (2) below for a concrete example.
Use full wavelet packet tree instead of just the nine levels used in the envelope
and CWT2 methods (for time-saving reasons).
Parameter choices etc: Especially for the wavelet based methods there are loads
of parameters, settings and small choices for which a whole lot of thought
and experimenting may be needed for ﬁnding (in some sense) optimal com-
binations. For instance, it can be thresholds, entropies, choice of wavelet,
how to choose scaling parameters ak in (10), how they should be summed
(e.g., weighted sums or lp − sum) or if the fact that we have synchronized
measurements in three orthogonal directions can be exploited in better ways.
6.2 Some other potentially interesting methods and variations
Different “periodicity measures”: We have used either periodization or the FFT
as core method for ﬁnding impact periodicites in all our methods (although
in combination with different other tools in different methods). For this step
other variants, such as the following examples, could be worth some testing:TOWARDS AUTOMATIC DETECTION OF LOCAL BEARING DEFECTS IN RO-
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• Use the periodization method but compute the maximum-to-minimum
ratio instead of maximum in step 1 of the algorithm (but then without
subtracting the mean value, as done by the bandpass ﬁlter there).
• One more alternative is to study the matrix whose nth row contain the
sample values corresponding to the interval [(n − 1)T,nT) for n =
1,2,...,N. The quotient between the two largest singular values of
this matrix then reﬂects how “close to periodic” the signal is (see [15]).
The LDB algorithm (see Section 3.5) is so far only evaluated for a small number
of test signals, but deserves a more careful test.
Ar e ﬁned signal model may(ormaynot)make thetested statistical methods more
useful (see sections 2.2, 2.4 and 3.4).
Decrease input SNR As described after (9), SNR is, by matched ﬁlter theory,
minimized if the input a = s   is replaced with a certain linear combina-
tion of s, s  and s  . As described there, we found no clear improvement
of SNR in our simple test, but still, a closer study (possibly in combination
with a reﬁned signal model or other improvements described above) may
very well lead to large enough SNR improvements to be interesting either in
general or for some particular type of environments.
Finally, we summarize our experiences from this project in three basic rules of
thumb for developing and applying a good condition monitoring method:
1. Collect any available and relevant data about the system at hand. For exam-
ple, is it possible to estimate the impulse response? Does any other source
of vibration coincide with the impact frequencies the method is designed to
alarm for?
2. Given the memory size of the measurement device, choose sampling fre-
quency with care. It must be large enough for the algorithm to capture the
basic resonance frequency, but also small enough to give long enough mea-
surements to capture several impacts.
3. As far as possible, try to adapt all parameters associated with the method for
optimal performance with the system and measurement properties described
in 1 and 2.74 WAVELET THEORY AND SOME OF ITS APPLICATIONS
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