Abstract. Let X be a compact metric countable space and f : X → X be an homeomorphism. We show that the dynamical system (X, f ) is distal if, and only if, every point is periodic. We use this result to give a simpler proof of a theorem of Ellis saying that (X, f ) is distal if, and only if, the Ellis semigroup E(X, f ) is a group.
Introduction
Let X be a compact metric space and f : X → X a homeomorphism. The Ellis semigroup E(X, f ) (also called enveloping semigroup) of the dynamical system (X, f ) is the closure of {f n : n ∈ Z} inside X X with the product topology. E(X, f ) is a compact semigroup with composition as the algebraic operation. In [8] the reader can find an excellent survey on E(X, f ). Ellis [2] showed that E(X, f ) is a group if, and only if, (X, f ) is distal. We recall that an homeomorphism f : X → X of a compact metric space (X, d) is called distal if inf{d(f n (x), f n (y)) : n ∈ Z} > 0 for every pair of different points x and y of X. Ellis' theorem holds in the general context of actions of topological groups on compact Hausdorff spaces, its proof makes an extensive used of the algebraic properties of compact semigroups, in particular, the existence of idempotents and minimal ideals (see for instance [3] ).
The main purpose of this note is to present a more direct proof of Ellis's theorem when X is a compact metric countable space. In this context, distality turns out to be a much more restrictive property. Indeed, we show that (X, f ) is distal if, and only if, every point is periodic. This is not valid when X is not countable. Our work is a continuation of a systematic study of dynamical systems on compact metric countable spaces initiated in [4, 5] .
Preliminaries
In this paper, a dynamical system is a pair (X, f ) where X is compact metric countable space and f : X → X is a continuous map. The orbit of x, denoted by O f (x), is the set {f n (x) : n ∈ N}, where f n is f composed with itself n times. A point x ∈ X is called a periodic point of f if there exists n ≥ 1 such that f n (x) = x and the least such n is called the period of x. We denote by P f the collection of possible periods, i.e. n ∈ P f if there is x with period n.
The set of all accumulation points of X, the derivative of X, is denoted by X ′ . Since countable metric spaces are scattered, the Cantor-Bendixson rank will be very useful. For a successor ordinal α = β + 1, we let X (α) = (X (β) ) ′ and for limit ordinal α we let X (α) = β<α X (β) . The CantorBendixson rank of X is the first ordinal α < ω 1 such that X (α+1) = X (α) ; notice that when X is countable, then X (α) = ∅. The Cantor-Bendixson rank of a point x ∈ X, denoted by r cb (x), is the first ordinal α < ω 1 such that x ∈ X (α) and x / ∈ X α+1 . The Stone-Čech compactification β(N) of N with the discrete topology will be identified with the set of ultrafilters over N. Its remainder, N * = β(N) \ N, is the set of all non principal ultrafilters on N, where, as usual, each natural number n is identified with the principal ultrafilter consisting of all subsets of N containing n. For A ⊆ N, A ∧ (resp. A * ) denotes the collection of all ultrafilter (resp. non principal ultrafilter) containing A. Given n ∈ N and p ∈ βN, it is a simple observation that there is 0 ≤ r < n such that p ∈ (nN + r) ∧ , where nN = {nk : k ∈ N}. This will be used several times in the sequel.
An important tool is the notion of the p-limit of a sequence respect to an ultrafilter p. Given p ∈ N * and a sequence (x n ) n∈N in a space X, we say that a point x ∈ X is the p−limit point of the sequence, in symbols
Observe that a point x ∈ X is an accumulation point of a countable subset {x n : n ∈ N} of X if, and only if, there is p ∈ N * such that x = p − lim n x n . It is not hard to prove that each sequence in a compact space always has a p-limit point for every p ∈ N * .
The notion of a p-limit has been used in different context. Hindman [9] presents some of the history of this notion and its applications to Ramsey theory and Blass [1] gives results on the connection of p-limits and topological dynamic. They formally established the connection between "the iteration in topological dynamics" and "the convergence with respect to an ultrafilter" by considering a more general iteration of the function f : X → X as follows. For p ∈ N * , the p−iterate of f is the function f p : X → X defined by
for all x ∈ X. In [6, 7] the reader can find several interesting properties of p-limits and p-iterates.
Our main interest are systems (X, f ) where f is an homeomorphism. Nevertheless, we also need to consider the situation when f is just a continuous map. In this case, the Ellis semigroup associated to (X, f ) is defined as follows:
where the closure is taken in X X with the product topology. When f is an homeomorphism, then the Ellis semigroup of (X, f ) is defined by
In both cases, the Ellis semigroup is a compact left topological semigroup with composition as the algebraic operation (i.e. for a given g in the semigroup, the function h → h • g is continuous). We have made the distinction between E(X, f, N) and E(X, f, Z), but it is evident that for an homeomorphism f the following holds:
Example 2.1. Let X = Z ∪ {−∞, +∞} where n → +∞ and −n → −∞. Consider the function given by f (±∞) = ±∞ and f (n) = n + 1 for all n ∈ Z. Let f + ∈ X X be the function defined by f + (x) = +∞ for all x = −∞ and f + (−∞) = −∞. Analogously we define f − ∈ X X interchanging +∞ and −∞. Then
The following well known representation of E(X, f, N) in terms of ultrafilters on N is a key tool for our work (for a proof see, for instance, [7] ):
As we said in the introduction, an homeomorphism f is distal if
for every pair of different points x and y of X. It is easy to verify that (X, f ) is distal if, and only if, every function in E(X, f, Z) is injective. We will use this equivalence through out the paper. When f is just a continuous function, we also called the system (X, f ) positively distal, if every function in E(X, f, N) is injective. We will show later that when f is an homeomorphism there is no conflict with those two versions: Every function in E(X, f, N) is injective, if, and only if, every function in E(X, f, Z) is injective. However, until then we will make clear which one is being used. We end this section by presenting some technical lemmas about the p-iterates that we will used in the sequel. In general, f p • g q is not equal to g q • f p . However, in some cases they are equal, as we show in the following. Lemma 2.3. Let h, g : X → X be continuous maps, (x n ) n be a sequence in X and p ∈ βN.
(
Proof. (i) It is elementary and left to the reader. (ii) Let x ∈ X, we have
Distal dynamical systems
The following result is the key fact for the rest of the paper. (ii) Every point of X is periodic.
We remark that for this result the assumption that X is countable plays a crucial role. For the proof we need the following lemmas. Proof. Since X is a countable compact metric space, then every point has a countable CantorBendixon rank. Moreover, there is at least one point whose cb-rank is maximal and by compactness the collection M of such points is finite. Since M is invariant under f and f is injective, then every point in M is periodic. Proof. Let M be the set of points in X with maximal cb-rank. By Lemma 3.2, M is a non empty finite set and all its point are periodic. Suppose the orbit of x is dense. Then x is isolated and has cb-rank equal to 0. We will show that there is y ∈ M and p ∈ βN such that f p (y) = f p (x). Let d ∈ M , then there is p ∈ βN such that d = f p (x). Let n be the period of d. Let 0 ≤ r < n be such that p ∈ (nN + r) * . Then by Lemma 2.2, we have
Since y ∈ M then y is not isolated and thus y = x. Hence f p is not injective.
Proof of Theorem 3.1: Suppose (i) holds and (ii) does not. Let x be a non periodic point. Since f is injective (by distallity), the orbit of x is infinite. Let Y = O f (x) and g : Y → Y be the restriction of f to Y . Since (X, f ) is positively distal, then (Y, g) is also positively distal. But x has a dense orbit in Y which contradicts Lemma 3.3.
Conversely, suppose every point is periodic. Let x, y ∈ X and p ∈ βN be such that f p (x) = f p (y). Since the orbit of x and y are finite, then necessarily O f (x) = O f (y). Let n be the period of x and 0 ≤ r < n be such that y = f r (x). By Lemma 2.2, f p (y) = f p (f r (x)) = f r (f p (x)). Thus f r (f p (x)) = f p (x) and therefore r = 0, as f p (x) has period n. Hence x = y.
If every point is periodic, clearly f has to be a bijection, so we have the following.
The proof of (ii) implies (i) of Theorem 3.1 also shows that if f is an homeomorphism and every point is periodic, then (f −1 ) p is injective for all p ∈ βN. So we have the following Our next result is that E(X, f, N) and E(X, f, Z) are equal when f is distal. (
Proof. Suppose (i) holds. It suffices to show that E(X, f, Z) ⊆ E(X, f, N), which is equivalent to verify that f −1 ∈ E(X, f, N). We claim that there is an ultrafilter q such that
Suppose we have shown that such an ultrafilter q exists. We claim that f q = f −1 . In fact, let x ∈ X, by Theorem 3.1, x is periodic. Let k be the period of x. Then by Lemma 2.2,
To see that there are ultrafilters as above, by compactness, it suffices to show that for every
Which is equivalent to show that n i=1 (k i N + (k i − 1)) = ∅. But this holds by the Chinese remainder theorem. In fact, since gcd(k i , k j ) divides k i − k j for all i = j, the system of equations x ≡ k i − 1 (mod k i ), for i = 0, · · · , n, has an integer solution.
Suppose that (ii) holds and (X, f ) is not distal. Then there is a non periodic point x. Since f is injective, the orbit of x is infinite. Let p ∈ βN such that f −1 = f p . As the orbit of x is infinite, p is not principal and thus the cb-rank of f p (x) is larger than the cb-rank of x, but this is not possible because f p = f −1 is an homeomorphism. Now we are going to show Ellis' theorem. The key of the argument is to prove that for a distal system the following equality hold for every p ∈ βN.
We start showing that a partial result holds for periodic points.
Lemma 3.7. Let f : X → X be an homeomorphism, x ∈ X a periodic point and p ∈ βN. Then
Proof. If p is a principal ultrafilter, then for some m, f p = f m and (f −1 ) p = f −m and thus the conclusion is obvious. Suppose now that p ∈ N * and n is the period of x. Let 0 ≤ r < n be such that p ∈ (nN + r) * . Notice that f r (x) also has period n. By Lemma 2.2, f p (x) = f r (x) and
Theorem 3.8. Let f : X → X be a homeomorphism. The following are equivalent.
Proof. Suppose (X, f ) is distal. Then by Theorem 3.1 every point is periodic. By Lemma 3.7 we have that (2) holds and thus every element of E(X, f, Z) has an inverse. Hence E(X, f, Z) is a group. Conversely, suppose E(X, f, Z) is a group. Given p ∈ N * , then f p has an inverse and thus it is injective. So (X, f ) is distal.
The group E(X, f ) for a distal f can be described as follows.
Theorem 3.9. Let (X, f ) be a distal dynamical system. Then there is a continuous group monomorphism ϕ : E(X, f ) → n∈P f Z n (where n∈P f Z n has the product topology and each factor Z n discrete).
Proof. Let (r n ) n∈P f with r n ∈ Z n . Suppose p, q ∈ n∈P f (nN + r n ) ∧ . Since every point is periodic, then f p = f q (see lemma 2.2). For each p ∈ βN and n ∈ P f , let r(p, n) ∈ Z n be such that p ∈ (nN + r(p, n)) ∧ . Notice that for any p, q ∈ βN, f p = f q iff r(p, n) = r(q, n) for all n ∈ P f . Hence the map ϕ : E(X, f ) → n∈P f Z n given by ϕ(f p ) = (r(p, n)) n∈P f is well defined and clearly injective. Let us check that ϕ is continuous. For each m ∈ P f , let x m ∈ X be a point with period m and π m : n∈P f Z n → Z m be the m-projection. Fix r ∈ Z m . Then (π m • ϕ)(f p ) = r if, and only if, p ∈ (mN + r) ∧ if, and only if, f p (x m ) = f r (x m ) (see Lemma 2.2). Hence π m • ϕ is continuous for all m. Thus ϕ is continuous.
Finally, we check that ϕ is an homomorphism. Let p, q ∈ β. As every point is periodic, it is easy to verify that f p • f q = f q • f p . The result follows from the known fact that f p • f q = f q+p where q + p is the sum of ultrafilters, however, we prefer to give a direct proof. Suppose r(p, n) = r and r(q, n) = s. Then f q (x) = f s (x) and f p (y) = f r (y) for all y with period n. In particular, f p (f q (x)) = f r+s (x). Now notice that if r + s ≡ t mod n, then f r+s (x) = f t (x). This shows that ϕ(f p • f q ) = ϕ(f p ) + ϕ(f q ).
