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We describe the interaction of surface acoustic waves with electrons in an array of quantum wires,
patterned out of a two dimensional electron gas. Two specific geometries are considered, in which
the surface acoustic wave travels parallel, or perpendicular to the wires. Although we assume the
electron wave functions in different wires do not overlap, the screening of the phonon potential by
the electrons in the wire array is a collective phenomenon. It is shown that the surface acoustic
wave absorption cannot be described via the ac conductivity in the usual manner. We derive an
integral equation for the dielectric function of the electrons in the quantum wire system, and solve
it in the narrow wire approximation. Using the dielectric function we find the absorption and the
change in velocity of the surface acoustic waves.
I. INTRODUCTION
Experiments which include interactions of surface
acoustic waves (SAW’s) with electrons in a two dimen-
sional electron gas (2DEG) are of great interest [1,2].
Unlike conductivity measurements in which a current is
driven through the 2DEG and the voltage is measured,
where only the conductivity at zero wave vector can be
probed, SAW measurements allow one to probe the finite
wave vector conductivity. Experiments that have been
carried out in the fractional quantum Hall regime near a
filling factor ν = 1/2 [3–5], have attracted great atten-
tion, since they strongly support the composite fermion
approach to the compressible state at ν = 1/2.
Experimental work done in modulated 2DEG [6] trig-
gered theoretical works on SAW’s in such systems. In
Ref. [7] Weiss oscillations in SAW propagation were con-
sidered, while composite fermions in modulated struc-
tures were treated in [8,9].
This work was motivated by an experiment [10], in
which the transmission of a SAW by an array of parallel
quantum wires (QWR’s) was measured, as a function of a
strong magnetic field (that tunes the electron subbands in
the QWR’s relative to the Fermi energy). The measure-
ments were performed in two geometries with the SAW
traveling parallel or perpendicular to the QWR’s. In the
latter case a structure that corresponds to the crossing
of the Fermi level by the bottom of the subbands was
observed, while in the former case no such structure was
seen.
In this work we will calculate the absorption and the
change in velocity of a SAW that propagates either par-
allel or perpendicular to a QWR array. In section II we
describe the model that we consider. We then show why
the “usual” - “classical” approach cannot be used to de-
scribe the SAW attenuation by the electrons in the QWR
array. When the Boltzmann equation is used in order to
calculate the phonon relaxation rate due to electron tran-
sitions, one finds that the SAW absorption is negligible,
since the phase space available for these transitions in one
dimension is highly restricted by energy and momentum
conservation. The approach in which the SAW absorp-
tion is given in terms of the dc conductivity also fails
since in this system the dc conductivity is zero. When
the SAW travels parallel to the wires the dc conductiv-
ity is zero due to localization, while in the perpendicular
case it is zero since the electron wave functions in differ-
ent wires do not overlap.
In section III we will define what the dielectric matrix
is, and explain how it is related to the SAW absorption
and change in velocity. We then find an equation for
the inverse dielectric matrix in terms of the polarization
(that is also defined in this section). In section IV we
describe the random potential that we consider, and the
wave functions that are related to it. We quote the re-
sult for a specific average over the wave functions, that
we shall encounter in the calculation of the polarization,
and discuss the conditions for its validity. The calcula-
tions of the polarization and the inverse dielectric matrix
are presented in section V. The results will be discussed
in section VI.
II. FORMULATION OF THE PROBLEM
The geometry of our system is as follows: There are N
wires of length Ly, and width w, in a periodic array of
period d (Lx = Nd). The coordinate along the wires is y,
and the coordinate perpendicular to the wires is x. The
electrons in a single wire are described by a wave func-
tion ψnα(x, y), that corresponds to the eigenenergy Enα.
We assume that the electron wave functions in different
wires do not overlap. SAW’s of wave vector q = (qx, qy),
and frequency ωq = vSq (where q = |q|), interact with
the electrons in this array. Since the effect that is seen
in the experiment is clearly connected with the crossing
of the Fermi level by the electron energy subbands, we
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consider the magnetic field only as a mechanism for mov-
ing the position of the bottom of the subbands, and we
do not consider the manner in which it affects the wave
functions of the electrons.
When the electrons are free i.e., they do not interact
and they are not under the influence of a random poten-
tial, the electron wave functions and energies are separa-
ble, and can be written as ψn,k(x, y) = φn(x)e
iky/
√
Ly,
and En,k = En + ǫk. Here En are the energy subbands
created by the constriction in the x direction, and φn(x)
are the corresponding wave functions. The kinetic energy
is given by ǫk = k
2/2m∗ where m∗ is the effective mass.
Let us first show that the absorption of the SAW can-
not be described using a simple Boltzmann formalism. If
one were to use the Boltzmann equation and the “free”
electron states in order to calculate the phonon decay
rate 1/τ , one would obtain
1
τ
=
1
d
∑
n
|Mn(qx)|2
∫
dk δ(ǫk − ǫk−qy − ωq)
× [f(En,k−qy )− f(En,k)] . (1)
The phonon energy ωq is much smaller than the sub-
band difference ∆En, therefore no intersubband tran-
sitions occur due to the electron-phonon interaction.
The matrix element of the electron-phonon interaction
is given by Mn(qx) = M
o
∫ w
0 dx |φn(x)|2eiqxx, where
Mo = 4πβe(~/aρvS)
1/2C. The constant β describes the
piezoelectric coupling, ρ is the mass density of the ma-
terial, and a and C are numerical factors that depend
on the SAW: on the direction of its propagation, its ve-
locity, and the elastic constants of the material through
which it propagates [11]. The constant a is of the order
of 1 and the constant C is of the order of 0.1. The func-
tion f(En,k) is the electron distribution function, and at
equilibrium it is given by the Fermi distribution function,
fT (En,k).
The delta function that appears in expression (1)
for 1/τ stands for energy and momentum conservation.
When the phonon travels parallel to the wires i.e., when
q ‖ yˆ, then one obtains from Eq. (1)
1
τ
=
m∗
qd
∑
n
|Mn(0)|2
× [fT (En + ǫm∗vS−q/2)− fT (En + ǫm∗vS+q/2)] . (2)
If the temperature T ≫ ωq, SAW absorption occurs when
ǫFn ≡ ǫF − En (the Fermi energy measured from the
bottom of the nth subband) is within T of m∗v2S . If
T ≪ ωq, SAW absorption occurs only when ǫFn is within
ωq of m
∗v2S . For both temperature regions the peaks
are expected to be of square shape. For T = 1.3K, and
ωq = 300 neV, the temperature and phonon frequency at
which the experiment [10] was carried out, one would ex-
pect peaks of the width of ∆B = 0.06T, while in practice
no peaks were seen.
If q ‖ xˆ, Eq. (1) leads to,
1
τ
=
1
d
∑
n
|Mn(q)|2 δ(ωq)
×
∫
dk
[
fT (En,k−qy )− fT (En,k)
]
= 0, (3)
regardless of the temperature. Thus, in this case there
is no absorption at all, contrary to the absorption peaks
that were observed in the experiment, that were of the
width of ∆B ≈ 1T, and were not of a square shape.
From the two cases described above it is clear that if
one wants to explain a finite SAW absorption in both the
parallel and the perpendicular cases, as is seen for exam-
ple in [10], a nonzero temperature does not suffice, and
one has to take into account either inelastic, or elastic
scattering. These will introduce a level broadening that
will relax the energy and the momentum conservation
requirements. We shall consider only elastic scattering,
specifically that due to a random potential. In addition
we assume zero temperature for simplicity.
In the usual approach the SAW attenuation is given in
terms of the dc conductivity by
Γ = −α
2
2
σdc/σM
1 + (σdc/σM)2
, (4)
where α is the piezoelectric coupling constant, σM =
κoωq/2πq is the Maxwell conductivity, and κo is the di-
electric constant of the material. We cannot use (4) since
in our case σdc = 0. For q ‖ QWR’s the dc conductivity
is zero since, as is well known, the states in a one dimen-
sional system in the presence of disorder are localized (see
for example the review [12] and references therein). In
the case of q ⊥ QWR’s the dc conductivity is zero since
the functions in different wires do not overlap.
Although the electron wave functions in different wires
do not overlap, so that the absorption is additive, the
electrons in different wires interact via the Coulomb po-
tential, giving rise to a strong collective screening effect.
III. THE DIELECTRIC FUNCTION
A function that will describe both the absorption of
the SAW by the electrons in the QWR array, and the
strong screening, is the dielectric function. When a SAW
of frequency ω travels through the sample, the poten-
tial exerted by it ϕω , is screened by the electrons. The
screened potential ϕscrω is related to ϕω through the in-
verse dielectric function ǫ−1ω
ϕscrω (r) =
∫
dr′ ǫ−1ω (r, r
′)ϕω(r
′), (5)
therefore the absorption of the SAW by the electrons in
the wire array is related to the inverse dielectric function.
If the 2DEG is periodically patterned in the x direc-
tion with a period d, and homogeneous in the y direction,
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then the nonzero Fourier components ǫ−1ω (q
′,q
′′
) have
q′x = qx + 2πs
′/d ≡ qs′ , q′′x = qx + 2πs′′/d ≡ qs′′ (s′, s′′
are integers), and q′y = q
′′
y ≡ qy. These components can
be written in the form of a matrix (ǫ−1)s′,s′′(q, ω) [7],
where q = (qx, qy) (as we will explain below). We shall
denote (ǫ−1)s′,s′′ by ǫ
−1
s′,s′′ from now on in order to sim-
plify the notations. In terms of these components the
attenuation per unit length, and the change of the veloc-
ity of the SAW, are given by [7]
Γ = −qα
2
2
Im ǫ−10,0(q, ωq), (6)
and
∆v
v
=
α2
2
Re
[
ǫ−10,0(q, ωq)− 1
]
. (7)
Our goal is therefore be to find ǫ−10,0(q, ωq).
The dielectric function is given by the following equa-
tion (for example see [13])
ǫ−1(x, x′; y − y′;ωq) = δ(x− x′)δ(y − y′)
+
∫ ∫ Lx
0
dx1 dx2
∫ ∫ Ly
0
dy1 dy2V (x− x1; y − y1)Π(x1, x2; y1 − y2;ωq) ǫ−1(x2, x′; y2 − y′;ωq), (8)
where V (r − r′) = e2/(κo|r − r′|) is the bare Coulomb interaction between two electrons situated at r and r′, in a
material of dielectric constant κo. The retarded polarization Π is given by
Π(x1, x2; y1 − y2;ωq) =
− i
2
〈∫
dǫ
2π
[
Gs(x1, x2; y1−y2; ǫ)Ga(x2, x1; y2−y1; ǫ−ωq) +Gr(x1, x2; y1−y2; ǫ)Gs(x2, x1; y2−y1; ǫ−ωq)
]〉
U
, (9)
where Gs, Ga, and Gr are the statistical, advanced, and
retarded one particle electron Green functions (for def-
initions of these functions see [14]). The electrons in
the QWR array are at equilibrium, therefore expres-
sion (9) is simplified by the substitution of Gs(r, r′; ǫ) =
2i(1 − 2f(ǫ)) ImGr(r, r′; ǫ), where f is the Fermi distri-
bution. The angular brackets 〈· · ·〉U represent averaging
over all impurity configurations.
The dielectric function and the polarization are consid-
ered as quantities that are averaged over all impurity con-
figurations (correlations between the two are neglected
so that each is averaged separately), therefore they are
translationally invariant in the y direction. Since we as-
sume the electron wave functions in different wires do
not overlap, the two variables of Π in the x direction are
restricted to the same wire. This is not the case with
ǫ−1, where two electrons in different wires can interact
via the Coulomb interaction.
We now wish to Fourier transform the equation above.
Due to the homogeneity in the y coordinate, the equation
will be diagonal in qy. Using the following definitions
ǫ−1(qx, q
′
x; qy;ωq) =
1
Lx
∫ ∫ Lx
0
dx dx′
∫ Ly
0
dy
×e−iqxx+iq′xx′−iqyy ǫ−1(x, x′; y;ωq), (10)
V (r) =
1
LxLy
∑
q
eiq·r V (q), (11)
where V (q) = 2πe2/(κoq), and
Π(x, x′; y;ωq) =
1
L2xLy
∑
qx,q′x,qy
eiqxx−iq
′
xx
′+iqyyΠN (qx, q
′
x; qy;ωq), (12)
we Fourier transform Eq. (8) and obtain
ǫ−1(qx, q
′
x; qy;ωq) = δqx,q′x (13)
+V (qx, qy)
1
Lx
∑
q′′x
ΠN (qx, q
′′
x ; qy;ωq)ǫ
−1(q′′x , q
′
x; qy;ωq).
Due to the periodicity of the array, ǫ−1(x1, x2; y;ωq)
and Π(x1, x2; y;ωq) remain unaltered when their two x
variables, x1 and x2, are replaced by x1+nd and x2+nd
(n is any integer). Therefore the x components of the two
q variables of ǫ−1(q1x, q2x; qy;ωq) and Π
N (q1x, q2x; qy;ωq)
will differ by 2πs/d, where s is an integer. This is due to
the fact that in an unmodulated structure the screened
field will have the same wave vector as the unscreened
field, while in a modulated structure the screened field
will have all the Umklapp wave vectors that are related
to the inverse lattice of the modulation, as well. Thus if
we define qs = qx + 2πs/d, where qx is the x component
of the phonon wave vector, then
ǫ−1(q1x, q2x; qy;ωq) = ǫ
−1(qs, qs′ ; qy;ωq) ≡ ǫ−1s,s′(q, ωq).
(14)
Rewriting Eq. (13) in terms of the new s variables we
obtain
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ǫ−1s,s′(q, ωq) = δs,s′
+ Vs(q)
1
Lx
∑
s′′
ΠNs,s′′ (q, ωq)ǫ
−1
s′′,s′(q, ωq), (15)
where Vs(q) = 2πe
2/[κo(q
2
s + q
2
y)
1/2]. Note that in our
case qy that appears in the equation is the y component
of the phonon momentum, while qx, the basis for all qs,
is the x component of the phonon momentum. Thus q is
the phonon momentum.
Reversing the relation given by (12), and taking into
account the fact that the x coordinates of Π are restricted
to the same wire we find that
ΠNs,s′′ (q, ωq) =
N∑
m=0
Πms,s′′(q, ωq), (16)
where
Πms,s′′ (q, ωq) =
∫ ∫ md+w
md
dx dx′
∫ Ly
0
dy
× e−iqsx+iqs′x′−iqyy Π(x, x′; y, ωq), (17)
is the polarization of the mth wire. Since all the wires
are identical, and there is no overlap between the elec-
tron wave functions, the polarization of all wires must be
the same and the suffix m can be dropped
ΠNs,s′′(q, ωq) = NΠs,s′′(q, ωq). (18)
This leads to the final form of the equation for the inverse
dielectric matrix
ǫ−1s,s′(q, ωq) = δs,s′ +
1
d
Vs(q)
∑
s′′
Πs,s′′ (q, ωq)ǫ
−1
s′′,s′(q, ωq).
(19)
In order to solve Eq. (19) for ǫ−1s,s′ we must find the po-
larization Πs,s′′ . It can be written in terms of the electron
wave functions and energies in the following form
Πs,s′(q, ωq) =
1
Ly
〈 ∑
n,n′;α,α′
〈n′α′|e−iqsx−iqyy|nα〉〈nα|eiqs′x+iqyy|n′α′〉 f(En′α′)− f(Enα)
ωq − (Enα − En′α′) + iδ
〉
U
. (20)
IV. THE RANDOM POTENTIAL AND THE
WAVE FUNCTIONS
We will assume that the random potential responsible
for the states ψnα can be written as a sum of the ran-
dom potential U0(x, y) for the unpatterned 2DEG (with
amplitude 〈U20 〉 and correlation length Λ0), and an ef-
fective potential Vn(y) which describes the scattering by
the QWR’s boundaries. When the width of the QWR
w ≪ Λ0, the total potential within the QWR can be
written as U(x, y) = Un(y) + xW (y), where Un(y) =
Vn(y)+U0(0, y), and W (y) = ∂U0(0, y)/∂x. We shall as-
sume that U0(0, y) is a Gaussian correlated random vari-
able with 〈U0(0, y)U0(0, y′)〉 = 〈U20 〉 exp
[
(y − y′)2/2Λ20
]
,
therefore W (y) and U0(0, y) are uncorrelated. In addi-
tion, Vn(y) and W (y) are uncorrelated (since they stem
from different unrelated physical processes). We thus
conclude that W (y) and Un(y) are uncorrelated.
When the term containing W can be neglected,
the wave functions and the energies are separable i.e.,
ψnα(x, y) = φn(x)χnα(y), and E
0
nα = En + ǫnα. Here
φn and En are defined by the confining potential, while
χnα and ǫnα are defined by the potential Un. Thus only
χnα and ǫnα are random. This approximation will suffice
in the case of q ‖ QWR’s, but for q ⊥ QWR’s a higher
order approximation that includes the linear term in xW
is needed
ψnα(x, y) = φn(x)χnα(y)
+
∑
n′α′
xn′nWn′α′;nα
E0nα − E0n′α′
φn′(x)χn′α′(y), (21)
where
xn′n =
∫ w
0
dxφ∗n′(x)xφn(x), (22)
Wn′α′;nα =
∫ Ly
0
dy χ∗n′α′(y)W (y)χnα(y). (23)
Under the assumption of symmetric quantum wires, the
diagonal matrix elements of x are xn,n = 0.
We assume the wires to be narrow w ≪ d, and approx-
imate the following matrix elements by
∫ w
0
dxφ∗n(x)e
iqsxφn′(x) =


δn,n′ + iqsxnn′ if
s ≤ d/2πw,
0 otherwise.
(24)
The justification for this approximation is that for s ≪
d/2πw we can expand the exponent, while for s≫ d/2πw
the matrix elements are exponentially small.
In our calculations we shall encounter the following av-
erage over electron wave functions and energies
4
〈∑
α,α′
δ(ǫnα − ǫ)δ(ǫnα′ − ǫ′)χ∗nα′(y)χnα(y)χnα′(y′)χ∗nα(y′)
〉
U
. (25)
This average has been calculated in [15], where the averages of electron wave functions in one dimensional structures,
over ensembles of random impurities, are calculated. The following result was obtained in [15]
F (1)n (ξ) ≡
√
ǫ ǫ′
ǫFn
〈∑
α,α′
δ(ǫnα − ǫ)δ(ǫnα′ − ǫ′)χ∗nα′(y)χnα(y)χnα′(y′)χ∗nα(y′)
〉
U
=


2
3ν
2(ǫFn) =
2
3 (πvFn)
−2 if k−1Fn ≪ ξ ≪ ln
pi7/2
16 ν
2(ǫFn) (ln/ξ)
3/2
exp− (ξ/4ln) if ln ≪ ξ ≪ anln
−ν2(ǫFn)(4πan)−1/2 exp−
[
(ξ − anln)2/4anl2n
]
if ξ ≃ anln
, (26)
where ξ = |y − y′|, ǫFn = m∗v2Fn/2 = k2Fn/2m∗, ln
is the electron localization length in the nth subband,
an = 2 ln (8/ωτn), τn = ln/vFn, and ω = ǫ− ǫ′. The de-
pendence of F
(1)
n on ω is weak, so that we can neglect it.
The result that is quoted above is valid for weak scatter-
ing kFnln ≫ 1, and for a short range random potential
Λn ≪ ln, where Λn is the correlation length of Un.
We are interested in small ǫFn, since the transmis-
sion peaks were observed when ǫFn approaches zero [10].
However, when approaching the threshold, we are lim-
ited by the conditions quoted above under which (26) is
valid. We shall now estimate how close we can approach
the threshold.
The localization length ln is related to the one dimen-
sional transport scattering time via ln = vFnτ
1D
n , where
τ1Dn is given by
1
τ1Dn
=
(π
2
)1/2
kFnΛn
〈U2n〉
ǫFn
e−(kFnΛn)
2/2. (27)
Here we considered Un(y) to be Gaussian correlated with
an amplitude of 〈U2n〉. Since we have no information on
the effective potential due to the roughness of the QWR
boundaries, we shall carry our estimates with U0, the ran-
dom potential for the unpatterned 2DEG, only. The cor-
relation length of U0 is given by the spacer width, which
in the particular experiment that we are interested in is
1050 A˚. The potential amplitude 〈U20 〉 is related to the
two dimensional transport time via
1
τ2D
=
(π
8
)1/2 1
k2DF Λ0
〈U20 〉
ǫ2DF
, (28)
where k2DF is the inverse Fermi wave length for the un-
patterned 2DEG, that is related to the 2DEG density via
n2D = (k2DF )
2/2π, and to the two dimensional Fermi en-
ergy via ǫ2DF = (k
2D
F )
2/2m∗. For 1/τ2D = 3× 10−2meV
and n2D = 2.1×1011 cm−2 we find that 〈U20 〉 = 3.9meV2.
Returning to the conditions for the validity of (26),
ln ≫ Λn, and kFnln ≫ 1, and replacing Un and Λn, by
U0 and Λ0, we find that we can approach the threshold
up to ǫthF = 1meV. This corresponds to a change of the
magnetic field of ∆B = 0.6T.
V. CALCULATION OF Π AND ǫ−1
Let us begin by dealing with the parallel case - that in
which the phonons propagate along the direction parallel
to that of the QWR’s (q ‖ yˆ). In this case it suffices
to use the zeroth order wave functions in the matrix el-
ements that appear in the expression for Π (20). More-
over, since the contribution of terms with n 6= n′ is much
smaller than that of the terms with n = n′, due to the
large energy denominator En − En′ , we keep only the
diagonal terms. Thus we have
Πs,s′(q, ωq)
∣∣∣
q=qyˆ
=
1
Ly
∑
n
∫ ∫ Ly
0
dy dy′e−iq(y−y
′)
〈∑
α,α′
χ∗nα′(y)χnα(y)χnα′(y
′)χ∗nα(y
′)
f(E0nα′)− f(E0nα)
ωq − (ǫnα − ǫnα′) + iδ
〉
U
.
(29)
Using the results presented in [15], we find
Πs,s′(q, ωq)
∣∣∣
q=qyˆ
=
1
Ly
∑
n
∫ ∫ Ly
0
dy dy′ e−iq(y−y
′)
∫ ∫
dǫ dǫ′
ǫFn√
ǫ ǫ′
f(En + ǫ
′)− f(En + ǫ)
ωq − (ǫ− ǫ′) + iδ F
(1)
n (y − y′)
=
∑
n
F¯ (1)n (q)
∫ ∫
dǫ dǫ′
ǫFn√
ǫ ǫ′
f(En + ǫ
′)− f(En + ǫ)
ωq − (ǫ − ǫ′) + iδ . (30)
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The function F¯
(1)
n (q) is the Fourier transform of
F
(1)
n (y), and for qln ≪ 1 it can be approximated by
F¯
(1)
n (q)
∣∣∣
qln≪1
≃ (qln)2ln/v2Fn.
In order to conclude the calculation of
Πs,s′(q, ωq)
∣∣∣
q=qyˆ
we still have to evaluate the integral
over energies that appears in expression (30)∫ ∫
dǫ dǫ′
1√
ǫ ǫ′
f(En + ǫ
′)− f(En + ǫ)
ωq − (ǫ− ǫ′) + iδ =
−
(
a+ iπ
ωq
ǫFn
)
, (31)
where a is a numerical factor of the order of one. We
have used the following integral∫
dǫ
1√
ǫ(ǫ− ωq)
[f(En + ǫ− ωq)− f(En + ǫ)] ≈ ωq
ǫFn
,
(32)
since due to the distribution functions ǫ and ǫ−ωq must
both be close to ǫFn, and we consider ωq ≪ ǫFn.
We finally obtain the following expression for Πs,s′ in
the parallel case
Πs,s′(q, ω)
∣∣∣
q=qyˆ
= −
∑
n
ǫFnF¯
(1)
n (q)
(
a+ i
ωq
ǫFn
)
≡ Π‖(q, ωq), (33)
where the summation is only over occupied subbands.
In the parallel case Πs,s′(q, ω) has no dependence on s
and s′. Using this characteristic of Π we can now solve
Eq. (19) for the inverse dielectric function. We try a so-
lution of the form δs,s′ +Vs(q)g(qs′)/d, substitute it into
Eq. (19) and find the function g(qs′). For the specific
case of s = 0 and s′ = 0 we obtain
ǫ−10,0(q, ωq)
∣∣∣
q=qyˆ
= 1 +
V (q)Π‖(q, ωq)/d
1− V ‖(q)Π‖(q, ωq)/d , (34)
where V ‖(q) = V (q)[1 + qd/π ln(dγ/2πw)], and γ ≈ 1.8
is the Euler constant.
We now turn our attention to the perpendicular case.
If we were to keep only the zeroth order wave functions
in the matrix elements that appear in expression (20), we
would obtain that the imaginary part of Πs,s′(q, ω)
∣∣∣
q=qxˆ
is zero, and thus no absorption occurs. We must therefore
include higher order corrections to the wave functions. In
fact, we must evaluate Πs,s′ up to the second order in W
since the first order terms give zero contribution because
they are proportional to 〈W 〉U = 0. We shall, however,
consider the wave functions only up to the first order in
W , and later on we shall explain why the second order
correction to the wave function is negligible in its contri-
bution to Πs,s′ .
The matrix element that appears in expression (20) for
Πs,s′(q, ωq)
∣∣∣
q=qxˆ
, up to the first order in W is
〈n′α′|eiqsx|nα〉 = Sn′α′;nα(δn′,n + iqsxn′n) + iqs
∑
m,β
[
xmnWmβ;nα
E0nα − E0mβ
Sn′α′;mβ xn′m +
xn′mWn′α′;mβ
E0n′α′ − E0mβ
Smβ;nα xmn
]
, (35)
where Snα;n′α′ =
∫ Ly
0 dy χ
∗
nα(y)χn′α′(y) is the overlap
integral of the electron wave functions along the wire (it
is not a delta function in the α indices since the wave
functions χnα(y) and χn′α′(y) are defined by different
potentials).
The product of two matrix elements such as (35) above
should be substituted into expression (20) for Πs,s′ . The
following terms out of this product will give zero contri-
bution to Πs,s′ :
1. Terms that are proportional to the diagonal (in
subband indices) overlap integral Sn′α′;nαδn′,n =
δn′,nδα′,α. This can be seen easily by substituting
such a term into expression (20).
2. Terms that are proportional toW . SinceW (y) and
Un(y) are uncorrelated, and χn(y) are eigenfunc-
tions of the Hamiltonian that contains the poten-
tial Un(y), W (y) and χn(y) are also uncorrelated.
Therefore, in the average that appears in expres-
sion (20) for Πs,s′ we can separate the averaging
over powers of W from that over the wave func-
tions and the eigenenergies. Thus, if there is a term
that is proportional toW , after averaging it will be
proportional to 〈W (y)〉U = 0.
Expression (20) includes the energy denominator ωq −
(E0nα − E0n′α′) + iδ. When n 6= n′ the energy difference
E0nα − E0n′α′ is large, and ωq + iδ can be neglected com-
pared to it (we have in mind the phonon frequencies for
ωq and these are much smaller than the subband energy
difference). Thus these terms will contribute only to the
real part of Πs,s′ , and only terms with n = n
′ will con-
tribute to the imaginary part. There are additional en-
ergy denominators in the expression for Πs,s′ that come
from the matrix elements. We shall keep only the largest
terms, those with the least number of large energy de-
nominators. Had we kept the second order correction to
the wave function, it’s contribution to Πs,s′ would have
been neglected at this point, since it includes too many
large energy denominators. We are left with the following
expressions for the real and imaginary parts of Πs,s′
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ReΠs,s′ (q, ωq)
∣∣∣
q=qxˆ
=
qsqs′
Ly
∑
n,n′
|xn′n|2
〈∑
α,α′
|Sn′α′;nα|2 f(E
0
n′α′)− f(E0nα)
E0n′α′ − E0n,α
〉
U
, (36)
and
ImΠs,s′ (q, ωq)
∣∣∣
q=qxˆ
= −π qsqs′
Ly
(37)
×
∑
n
〈∑
α,α′
∣∣∣∣∣∣
∑
mβ
|xnm|2
(
Snα′;mβ
Wmβ;nα
E0nα − E0mβ
+ Smβ;nα
Wnα′;mβ
E0nα′ − E0mβ
)∣∣∣∣∣∣
2 [
f(E0nα′)− f(E0nα)
]
δ(ǫnα − ǫnα′ − ωq)
〉
U
.
In expression (36) n 6= n′ due to the factor of |xnn′ |2,
therefore it can be simplified by estimating the energy
denominator to be E0n′α′ −E0nα ≃ En′ −En. We assume
that the electron wave functions in different subbands are
uncorrelated. Using the following definitions
Nn =
1
Ly
〈∑
α
f(E0nα)
〉
U
, (38)
the electron density in subband n, and
pn =
∑
n′
|xnn′ |2
En − En′ , (39)
the polarization related to subband n, we can rewrite
(36) as
ReΠs,s′(q, ωq)
∣∣∣
q=qxˆ
= −2qsqs′
∑
n
Nnpn. (40)
In expression (37) the energy denominatorsE0nα−E0mβ,
and E0nα′ −E0mβ can be approximated by En−Em, since
n 6= m due to the factor |xnm|2. Furthermore, by sep-
arating the averaging over W from that over the wave
functions, and using the definitions of F
(1)
n (26), and pn
(39), this term can be written as
ImΠs,s′ (q, ωq)
∣∣∣
q=qxˆ
= −4π qsqs′
Ly
ωq
∑
n
p2n
∫ ∫ Ly
0
dy dy′〈W (y)W (y′)〉UF (1)n (|y − y′|). (41)
The summation here is only over occupied subbands.
The correlator 〈W (y)W (y′)〉U is a function of y− y′ only, and the length scale in which it changes is Λn, while the
length scale in which F
(1)
n (|y − y′|) changes is ln. Since we consider the case in which Λn ≪ ln we may write∫ ∫ Ly
0
dy dy′〈W (y)W (y′)〉UF (1)n (|y − y′|) = LyF (1)n (0)
∫ ∞
−∞
dy〈W (y)W (0)〉U ≡ LyF (1)n (0)〈W 2〉q=0. (42)
Thus we can finally write
Πs,s′(q, ωq)|q=qxˆ = −2qsqs′
∑
n
(
Nnpn +
i
3π
m∗p2n
ωq
ǫFn
〈W 2〉q=0
)
≡ qsqs′
q2
Π⊥(q, ωq). (43)
In the perpendicular case Πs,s′(q, ωq) ∝ qsqs′ . Using
this characteristic of Π we substitute a solution of the
form δs,s′ + qsVs(q)g(qs′) for ǫ
−1
s,s′ into Eq. (19), and find
g(qs′). For the specific case of s = 0 and s
′ = 0 we find
ǫ−10,0(q, ωq)
∣∣∣
q=qxˆ
= 1 +
V (q)Π⊥(q, ωq)/d
1− V ⊥(q)Π⊥(q, ωq)/d , (44)
where V ⊥(q) = V (q)(1 + d/2πqw2).
The SAW absorption, and its relative change of veloc-
ity, can now be found by substituting expressions (34)
and (44) for ǫ−10,0 in the parallel and perpendicular cases,
into expressions (6) and (7).
VI. DISCUSSION
Let us begin by discussing expressions (34) and (44) for
ǫ−10,0. From these expressions one can see that we could
not have replaced σdc by σac in the “usual” expression
for the attenuation Γ (4). The numerators in these ex-
pressions describe the unscreened interaction, while the
denominators describe the screening. This can be seen by
expanding the expressions for ǫ−10,0 in the electron charge.
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The combinations of VΠ that enter the screening and the
interaction are different, therefore the attenuation cannot
be described by (4) with σdc replaced by σac.
One can see from expressions (29) and (43) that in
both cases ImΠ≪ ReΠ due to the factor of ωq/ǫFn, thus
the screening is dominated by ReΠ. The ratio Π/d that
appears in the expressions for ǫ−10,0 is the effective two
dimensional polarization of the patterned 2DEG.
In the parallel case, as ǫFn increases, that is, as we
move away from the threshold, the localization ln in-
creases, and so does the screening. This can be under-
stood in the following manner: When the electron energy
increases, the random potential seems weaker, and there-
fore the localization length grows. When the localization
length increases, the electrons can move more freely, and
the thus the screening is enhanced.
In the perpendicular case the mechanism through
which the screening increases as ǫFn increases is differ-
ent. As the bottom of the subband is lowered, the elec-
tron number in the QWR increases, and therefore the
screening increases. One can see that as the wire width
w decreases towards zero ǫ−10,0 approaches one, so there is
no screening. This is due to the fact that xnn′ that ap-
pears in pn (39), which in turn appears in the expression
for Π⊥ (43), is proportional to w.
We find that in both the parallel and the perpendic-
ular geometries Im ǫ−10,0 ∝ 1/ǫFn (in the parallel case it
is due to F¯
(1)
n (q) ∝ 1/v2Fn), and therefore the absorption
should show a structure that is related to the crossing of
the Fermi energy by the bottom of the subbands in both
geometries, unlike what was seen in the experiment [10].
We can now make some numerical estimates of the
magnitude of the phonon absorption per unit length Γ,
and the phonon change in velocity ∆v/v, for both the
parallel and the perpendicular cases. We consider an ar-
ray of wires of period d = 104 A˚ and of width w = 5000 A˚
manufactured in GaAs, as in Ref. [10]. We take the lo-
calization length ln ≃ 1µm, in accordance with experi-
mental work done in quantum wires [16]. We find that in
both cases Γ ≃ 10−4 cm−1 and ∆v/v ≃ −(10−5 − 10−4).
The fact that our results do not fully agree with the ex-
perimental findings raises the question whether the mag-
netic field should not be considered more accurately. We
considered it only as a mechanism for moving the bottom
of the energy subbands, and yet the magnetic field should
affect both the electron wave functions, and the localiza-
tion length (that should increase when a magnetic field
is turned on).
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