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Práce se zabývá vytvořením algoritmu pro konstrukci deterministického zobecněného ko-
nečného automatu. Tento automat se od obyčejného deterministického automatu liší tím,
že jeho přechody jsou definovány slovy, na základě čeho je možné zredukovat počet stavů
obyčejného deterministického automatu. V úvodě jsou vysvětleny základní pojmy, které
jsou dále v práci používány. Dále práce popisuje algoritmus samotný, včetně podrobného
popisu heuristiky k vyhledání maximálního acyklického podgrafu v grafu atomatu. Popsána
je implementace algoritmu a experimentování s algoritmem vytvořenými automaty.
Abstract
The thesis deals with the creation of an algorithm for the construction of the generalized
finite automaton. This automaton differs from the conventional finite automaton by the
fact that its transitions are defined by words, therefore it is possible to reduce the number
of states of the generalized finite automaton. The introduction includes definitions of terms
used later in the thesis. In the next chapters I describe the algorithm itself, including the
comprehensive analysis of the heuristics for finding a maximal acyclical subgraph in the
graph of the automaton. It also describes implementation of the algorithm and experimen-
tation with automatons created by the algorithm
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Úvod
Hlavným cieľom našej práce je snaha o efektívne vytvorenie nového prístupu na vyhľa-
dávanie vzorov v dátach paketov. Zovšeobecnené konečné automaty neboli nikdy použite
v moderných IDS (Intrusion Detection System), lebo s ich vytvorením je spojený NP-úplný
problém hľadania maximálneho acyklického podgrafu v grafe automatu. Tieto automaty sú
založené na tom, že povoľujú označenie hrán (prechodov) slovami každej konečnej dĺžky,
vďaka čomu môžu zredukovať počet stavov deterministických konečných automatov, z kto-
rých vznikli. Vzhľadom na to, že determinizácia automatov spôsobuje exponenciálny nárast
stavov, je nutné hľadať prístupy ako je ten náš, ktoré znižujú pamäťové nároky pre uloženie
deterministických konečných automatov v pamäti.
V prvej časti práce vysvetlíme základné pojmy, ktoré sú v práci používané. Formálne
definujeme regulárne výrazy, konečné automaty a grafy. V závere stručne charakterizujeme
jazyk Python.
V kapitole 2 môžeme nájsť formálnu definíciu zovšeobecneného konečného automatu a
prebytočných stavov, ktoré je možné pomocou S-redukcie z minimálneho deterministického
automatu odstrániť. S-redukcia je definovaná na konci podkapitoly 2.1. V ďalšej podkapitole
je vysvetlené za akých podmienok nie je možné počet stavov automatu ďalej redukovať.
V ďalšej kapitole sa venujeme samotnému popisu algoritmu. Nájdeme tu stručný popis
knižnice Netbench, ako aj vysvetlenie NP-úplného problému. Hlavnou časťou kapitoly je
popis heuristiky a z nej vytvoreného heristického algoritmu na vyhľadávanie maximálneho
acyklického podgrafu v grafe automatu. V podkapitole 3.4 môžeme nájsť vysvetlenie prin-
cípu S-redukcie a spôsob akým je možné túto redukciu implementovať. V závere kapitoly
stručne zhrnieme popísaný algoritmus.
Štvrtá kapitola popisuje konkrétnu implementáciu triedy DGA, pomocou ktorej je náš
algoritmus implementovaný. Nájdeme tu stručný popis jednotlivých metód triedy, spôsob
overenia jej správnosti ako aj príklad použitia algoritmu.
Posledná kapitola obsahuje výsledky testov so samotnými automatmi vytvorenými al-
goritmom. V podkapitole 5.2 môžeme nájsť porovnanie nášho prístupu s architektúrou
Delay DFA, ktorá je založená na redukcii počtu prechodov vytvorením tzv. defaultných
ciest. V tretej podkapitole je opísaný problém nárastu počtu prechodov zovšeobecneného
automatu.





Nasledujúca kapitola je rozdelená do troch častí, v ktorých budeme postupne popisovať
základné pojmy použité v tejto práci.
V prvej časti vysvetlíme pojmy ako abeceda, reťazec, jazyk, gramatika, regulárny výraz
a konečný automat. V ďalšej časti popíšeme, čo je to graf a podgraf. A v tretej časti stručne
charakterizujeme programovací jazyk Python.
1.1 Regulárne výrazy a konečné automaty
Informácie v tejto časti sú prebraté z [11, 8, 12], kde môžeme nájsť podrobnejšie vys-
vetlenie nasledujúcich pojmov.
Definícia 1.1 Abeceda je konečná neprázdna množina. Prvky abecedy Σ nazývame znaky
alebo symboly.
Definícia 1.2 Slovo alebo reťazec nad abecedou Σ je konečná postupnosť zložená z nuly
alebo viacej znakov abecedy Σ, kde sa rovnaký znak môže opakovať viackrát. Postupnosť,
ktorá neobsahuje žiadny symbol sa nazýva prázdny reťazec (slovo). Prázdny reťazec sa ozna-
čuje ako ε.
V nasledujúcom texte budeme označovať:
• symboly ako a, b a
• reťazce ako u, v, w.
Definícia 1.3 Dĺžka reťazca w je počet znakov w. Dĺžku w označujeme ako |w|. Prázdny
reťazec má dĺžku nula (|ε| = 0).
Množina všetkých slov nad abecedou Σ sa označuje Σ∗. Napríklad:
{a, b}∗ = {ε, a, b, aa, ab, ba, bb, aaa, aab, . . . }
V algebre sa Σ∗ nazýva voľný monoid generovaný z abecedy Σ.
Teraz formálne definujeme operáciu s názvom konkatenácia, ktorá vytvorí z dvoch reťaz-
cov jeden:
Definícia 1.4 Ak u a v sú reťazce nad abecedou Σ, potom ich konkatenáciou (zreťazením)
vznikne nové slovo w tak, že w = uv.
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Ak reťazec aa označíme ako a2 a reťazec aaa ako a3, potom ich konkatenáciou vznikne
reťazec a2+3 = a5.
Definícia 1.5 Podmnožina, konečná alebo nekonečná, z množiny Σ∗ sa nazýva jazyk L
nad abecedou Σ. Pre jazyk L platí L ⊆ Σ∗.
Vzhľadom na to, že jazyk L je definovaný ako množina reťazcov, je možné nad jazykmi
prevádzať operácie ako zjednotenie, prienik, rozdiel alebo doplnok. Nad jazykmi je ale tiež
možné prevádzať operácie konkatenácie, resp. súčinu a iterácie alebo pozitívnej iterácie.
Definícia 1.6 Ak je L1 jazyk nad abecedou Σ1 a L2 jazyk nad abecedou Σ2, ich súčinom
vznikne jazyk L1 · L2 nad abecedou Σ2 ∪ Σ2:
L1 · L2 = {uv|u ∈ L1, v ∈ L2}
Definícia 1.7 Ak je L jazyk nad abecedou Σ, iterácia L∗ jazyka L a pozitívna iterácia L+
jazyka L je definovaná ako:
1. L0 = {ε}









Pre reprezentáciu jazyka sa používajú gramatiky, ktoré umožňujú pomocou konečnej
reprezentácie definovať konečné aj nekonečné jazyky.
Definícia 1.8 Gramatika je štvorica G = (N,T, S, P ), kde N ,T sú disjunktné abecedy,
S ∈ N a P ⊆ Σ∗NΣ∗ × Σ∗, pre Σ = N ∪ T . Prvky v N sa nazývajú terminálne symboly,
v T sa nazývajú nonterminálne symboly, S je počiatočný symbol a P je konečná množina
pravidiel; (x, y) ∈ P sa zapisuje formou x→ y.
Teraz musíme definovať reláciu derivácie a následne potom môžeme definovať jazyk
generovaný gramatikou.
Definícia 1.9 Pre u, v ∈ Σ∗ zapisujeme u =⇒ v ak u = u1xu2, v = u1yu2, pre u1, u2 ∈ Σ∗
a x → y ∈ P . Zápisu x → y hovoríme, že x priamo derivuje y. Trazitívny a reflexívny
uzáver relácie =⇒ sa označuje =⇒∗. Jazyk generovaný gramatikou G je:
L(G) = {w ∈ T ∗|S =⇒∗ w}
Nasledujúca tabuľka 1.1 zobrazuje štyri typy gramatík a jazykov z nich generovaných.
Tomuto rozdeleniu sa hovorí Chomského hierarchia jazykov (gramatík), ktorá rozdeľuje
gramatiky podľa tvaru pravidiel, ktoré obsahuje množina P . Tabuľka ďalej zobrazuje modely
pre opis jazykov.
Pre jednotlivé typy platí: Typ 3 ⊂ Typ 2 ⊂ Typ 1 ⊂ Typ 0.
Ďalej sa budeme zaoberať len jazykmi typu 3, ktoré je možné popísať pravou lineárnou
gramatikou, tiež nazývanou regulárna gramatika. Teraz definujeme regulárnu množinu a
regulárny výraz.
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Gramatiky Jazyky Tvar pravidla x→ y Prijímajúci model
Typ 0 Neomedzené
Rekurzívne x ∈ (N ∪ T )∗N(N ∪ T )∗
Turingov stroj
vyčíslitelné y ∈ (N ∪ T )∗
Typ 1 Kontextové Kontextové
x ∈ (N ∪ T )∗N(N ∪ T )∗ Lineárne ohraničený
y ∈ (N ∪ T )∗, |x| ≤ |y| automat
Typ 2 Bezkontextové Bezkontextové
x ∈ N Zásobníkový
y ∈ (N ∪ T )∗ automat
Typ 3 Pravé lineárne Regulárne
x ∈ N Konečný
y ∈ T ∗ ∪ T ∗N automat
Tabulka 1.1: Chomského hierarchia
Definícia 1.10 Nech je Σ konečná abeceda. Regulárnu množinu nad abecedou Σ definujeme
rekurzívne takto:
1. ∅ (prázdna množina) je regulárna množina nad Σ
2. {ε} (množina obsahujúca len prázdny reťazec) je regulárna množina nad Σ
3. {a} pre všetky a ∈ Σ je regulárna množina nad Σ
4. ak sú P a Q regulárne množiny nad Σ, potom aj P ∪ Q, P · Q a P ∗ sú regulárne
množiny nad Σ
5. regulárne množiny sú práve tie množiny, ktoré je možné získať aplikáciou pravidiel
1-4
Bežným zápisom pre reprezentáciu regulárnych množín sú regulárne výrazy.
Definícia 1.11 Regulárny výraz e nad abecedou Σ popisujúci regulárnu množinu je defi-
novaný nasledovne:
1. e = ∅ je regulárny výraz označujúci regulárnu množinu ∅,
2. e = {ε} je regulárny výraz označujúci regulárnu množinu {ε},
3. e = a, pre a ∈ Σ, je regulárny výraz označujúci regulárnu množinu {a},
4. nech e1 a e2 sú regulárne výrazy a P a Q regulárne množiny, potom:
(a) e = (e1 + e2) je regulárny výraz označujúci regulárnu množinu P ∪Q,
(b) e = (e1 · e2) je regulárny výraz označujúci regulárnu množinu P ·Q,
(c) e = e∗1 je regulárny výraz označujúci regulárnu množinu P ∗.
A na záver definujeme konečné automaty:
Definícia 1.12 Deterministický automat je pätica A = (Σ, Q, δ, s, F ), kde
1. Σ je konečná vstupná abeceda,
2. Q je konečná množina stavov,
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3. δ : Q× Σ→ Q je stavová prechodová funkcia,
4. s ∈ Q je počiatočný stav a
5. F ⊆ Q je množina koncových stavov.
Definícia 1.13 Nedeterministický automat je pätica A = (Σ, Q, δ, s, F ), kde Σ, Q, s a
F sú definované rovnakým spôsobom ako pri deterministickom konečnom automate a δ :
Q× Σ→ 2Q je prechodov=a funkcia, kde 2Q je množina podmnožín množiny Q.
1.2 Grafy
V tejto časti si definujeme pojmy orientovaný a neorientovaný graf, podgraf a jeho dva
druhy. Pojmy boli prebraté z [1].
Graf je zložený z vrcholov a hrán. Hrana vždy spojuje dva vrcholy a je buď orientovaná
alebo neorientovaná. U hrán orientovaných rozlišujeme počiatočný a koncový vrchol a ho-
voríme o nej, že vedie z počiatočného do koncového vrcholu. Formálne orientované grafy
môžeme popísať nasledovne:
Definícia 1.14 Orientovaný graf je trojica G = (V,E, ε) tvorená neprázdnou konečnou
množinou V , ktorej prvky nazývame vrcholy, konečnou množinou E, ktorej prvky nazý-
vame orientované hrany, a zobrazením ε : E → V 2, ktoré nazývame vzťahom incidencie.
Toto zobrazenie priraďuje každej hrane e ∈ E usporiadanú dvojicu vrcholov (x, y), kde x
nazývame počiatočný vrchol a y koncový.
Množina hrán grafu môže byť prázdna.
Niekedy je orientácia hrán nepodstatná. Niekedy nepotrebujeme alebo nechceme roz-
lišovať medzi počiatočnými a koncovými vrcholmi hrán. Neorientované hrany chápeme ako
symetrické spojenie dvoch vrcholov.
Definícia 1.15 Neorientovaný graf je trojica G = (V,E, ε) tvorená neprázdnou konečnou
množinou V , ktorej prvky nazývame vrcholy, konečnou množinou E, ktorej prvky nazývame
neorientované hrany, a zobrazením ε, ktoré nazývame vzťahom incidencie a ktoré každej
hrane e ∈ E priraďuje jedno alebo dvojprvkovú množinu vrcholov.
Ak je hrana e incidentná len s jedným vrcholom, nazývame hranu e slučkou.
Graf je podgrafom grafu G, ak vznikne z grafu G vynechaním niektorých (alebo aj
žiadnych) vrcholov a hrán. Podgraf musí byť tiež grafom, to znamená, že spolu s každou
hranou, ktorá je v podgrafe, tam musia byť aj oba jej vrcholy. Každý graf pokladáme za
podgraf seba samého. Existujú dva špeciálne druhy podgrafov:
1. Graf G′ nazývame faktorom grafu G, ak vznikne z grafu G vynechaním niektorých
(alebo žiadnych) hrán a platí V (G) = V (G′).
2. Graf G′ nazývame podgrafom indukovaným množinou A ⊆ V (G) ak podgraf G′ má
množinu vrcholov A a obsahuje všetky hrany grafu G, ktorých oba vrcholy ležia v A.
Indukovaný podgraf G′ je možné získať z grafu G tým, že vynecháme vrcholy, ktoré




V poslednej časti predstavíme programovací jazyk Python verzia 2.x, ktorý bol v tejto
práci použitý. Ďalej je nutné spomenúť, že pri práci je uvažovaný operačný systém Linux.
Python je moderný jazyk vyššej úrovne s mnohými vlastnosťami[5]:
• Automatická správa pamäti.
• Dynamické písanie.
• Jednoduchá, konzistentná syntax a sémantika.
• Použiteľný pre všetky platformy (Windows, Unix, Apple apod.)
• Vysoko modulárny.
• Vhodný pre písanie skriptov aj vývoj rozsiahlych projektov.
• Dostatočne rýchly a ľahko rozšíriteľný o moduly C/C++ pre časti vyžadujúce vysokú
rýchlosť výpočtu.
• Ľahký prístup k vývojovým nástrojom pre tvorbu grafických užívateľských rozhraní.
• Zabudované mechanizmy a funkcie pre trvale (perzistentné) ukladanie objektov, vys-
pelé asociatívne pole, rozšíriteľná syntax tried, univerzálne porovnávacie funkcie a tak
ďalej.
• Výkonné knižnice pre numerické výpočty, manipuláciu s obrázkami, užívateľské roz-
hrania, webové skripty a ďalšie.
• Podpora širokej a aktívnej komunity užívateľov.
• Je ho možné integrovať s radou iných programovacích jazykov, čo umožňuje využiť




V tejto kapitole vysvetlíme pojem zovšeobecneného automatu a definujeme podmienky
determinizmu pre tieto automaty. Ďalej ukážeme, že počet stavov deterministického zovše-
obecneného automatu je možné zredukovať a vysvetlíme za akých podmienok je automat
neredukovateľný. Definície a teorémy v tejto kapitole sú prebraté z [4], kde môžeme nájsť
aj dôkazy k uvedeným tvrdeniam.
Zovšeobecnené automaty boli zavedené Eilenbergom [2]. Pre ich vytvorenie je nutné
povoliť označovanie hrán slovami každej konečnej dĺžky namiesto označovania hrán len
jednotlivými znakmi. Formálne definované môžu byť nasledovne:
Definícia 2.1 Zovšeobecnený (nedeterministický) automat je pätica A = (Σ, Q, I, F,E),
kde Q je konečná množina stavov, I, F ⊆ Q sú množiny počiatočných a koncových stavov
a E ⊆ Q× Σ∗ ×Q je konečná množina označených hrán.
Vďaka povoleniu označovať hrany slovami každej dĺžky je reprezentácia zovšeobecneného
automatu oveľa menšia (vzhľadom na počet stavov) ako jemu zodpovedajúca reprezentácia
obyčajného konečného automatu.
Hashiguchi ďalej skúmal problém počítania počtu stavov minimálne zovšeobecneného
automatu a dokázal, že tento problém je riešiteľný. Ak A je zovšeobecnený automat označme
D(A) ako maximálnu dĺžku značiek hrán v A. Riešiteľnosť problému ukazuje nasledujúci
teorém.
Teorém 2.1 [6] Nech L je prijímaným jazykom a m je mohutnosť syntaktického monoidu
pre L. Existuje taký minimálny zovšeobecnený automat A prijímajúci jazyk L, že D(A) ≤
2m(m+ 2)(4m(m+ 2) + 3).
Môžeme si všimnúť, že D(A) v teoréme je skutočne veľmi veľké číslo. Príčinou je, že mo-
hutnosť syntaktického monoidu jazyka je nn, kde n je počet stavov minimálneho determi-
nistického automatu prijímajúceho jazyk L.
Ďalej sa budeme zaoberať už len deterministickým zovšeobecneným automatom.
2.1 Deterministický zovšeobecnený automat
”
Lokálna“ podmienka determinizmu v obyčajnom konečnom automate definuje, že pre
každý stav q a pre každý znak a existuje najviac jedna hrana začínajúca v q s označením
a. Tým je definovaná aj
”

















Obrázek 2.1: Zovšeobecnený automat
cesta začínajúca v stave q s označením w. Toto o zovšeobecnenom automate, ako vidíme
na obrázku 2.1, nemusí platiť.
V tomto automate platí
”
lokálna“ podmienka determinizmu, ale neplatí
”
globálna“, lebo
existujú dve cesty s označením ab2a spájajúce stav 1 so stavom 3. Preto je nutné definovať
silnejšie podmienky pre množinu hrán každého stavu.
Definícia 2.2 Nech A = (Σ, Q, I, F,E) je zovšeobecnený automat a nech q ∈ Q je stav
automatu A. Množina slov začínajúcich v q je W (q) = {w ⊆ Σ∗|(q, w, r) ⊆ E}.
To znamená, že W (q) obsahuje značky všetkých hrán začínajúcich v q.
Definícia 2.3 Nech A = (Σ, Q, I, F,E) je zovšeobecnený automat. A je deterministický ak
I = {i} a pre každý stav q ⊆ Q je množina W (q) prefixová množina.
Podmienka, že W (q) je prefixová množina zaručuje, že pre každý stav q a pre každé
slovo w existuje najviac jedna cesta začínajúca v q s označením w.
Ďalej definujeme operáciu, ktorá transformuje deterministický zovšeobecnený automat
do najmenšieho ekvivalentného automatu. Táto operácia využíva definíciu zovšeobecneného
automatu, ktorá povoľuje označiť hrany slovami každej konečnej dĺžky a zredukuje počet
stavov skrátením dlhých ciest na jedinú hranu. Nazveme ju S-redukcia.
Nech A je deterministický zovšeobecnený automat a q je stavom automatu A: S-
redukovaný automat S(A, q) je získaný z A potlačením stavu q a znovu definovaním všet-
kých hrán, ktoré obsahovali q. Presnejšie potlačením stavu q spolu so všetkými jeho hra-
nami, do ktorých patrí a pre každý pár hrán (r, u, q) a (q, v, s), ktoré boli v automate
A, definujeme novú hranu (r, uv, s). Aby stav q mohol byť potlačený nesmie obsahovať
slučky (self-loops) a aby zredukovaný automat naďalej prijímal rovnaký jazyk, nesmie byť
S-redukcia aplikovaná na počiatočný stav a ani na žiadny koncový stav.
Definícia 2.4 Nech A = (Σ, Q, i, F,E) je deterministický zovšeobecnený automat. Stav
q ∈ Q je prebytočný stav pre A, ak q nie je ani počiatočný ani koncový stav a nemá žiadne
slučky.
Množinu všetkých prebytočných stavov v automateA budeme označovať ako Superf(Q).
Teraz formálne definujeme S-redukciu.
Definícia 2.5 Nech A = (Σ, Q, i, F,E) je deterministický zovšeobecnený automat a q ∈ Q
je prebytočný stav. Potom S(A, q) = (Σ, Qq, i, F, Eq) je (zovšeobecnený) automat, kde Qq =
Q − {q} a (r, u, s) ∈ Eq, ak buď (r, u, s) ∈ E alebo existuje (r, u1, q), (q, u2, s) ∈ E také, že
u1u2 = u.
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Nasledujúca definícia udáva podmienku neredukovateľnosti.
Definícia 2.6 Zovšeobecnený automat je S-neredukovateľný, ak neobsahuje žiadne preby-
točné stavy.
2.2 S-neredukovateľný zovšeobecnený automat
Teraz sústreďme našu pozornosť na hľadanie podmienok pre aplikovanie S-redukcie
na daný deterministický zovšeobecnený automat, s cieľom potlačiť tak veľa prebytočných
stavov, ako to bude možné pre vytvorenie S-neredukovateľného automatu.
Ak p a q sú oba prebytočné stavy deterministického zovšeobecneného automatu A,
potom p nie je nutne stále prebytočným stavom aj pre transformovaný automat S(A, q).
Platí, že množina prebytočných stavov deterministického zovšeobecneného automatu sa
zmení, keď je redukovaná transformáciou S. Následne definujeme podmienky, podľa ktorých
dva prebytočné stavy p a q môžu byť oba potlačené.
Definícia 2.7 Nech A = (Σ, Q, i, F,E) je deterministický zovšeobecnený automat a p,q sú
také dva prebytočné stavy v A, že neexistuje žiadny cyklus dĺžky dva medzi p a q. Potom p
a q sú prebytočné stavy v S(A, q) a S(A, p) a platí, že S(S(A, q), p) = S(S(A, p), q).
Definícia 2.7 nám dovoľuje prijať zápis
S(S(A, q), p) = S(S(A, p), q) = S(A, {p, q})
Následne udáme podmienky, podľa ktorých tento zápis môže platiť v každej množine
S = {s1, s2, . . . , sh} ⊆ Q.
Ďalej označíme deterministiký zovšeobecnený automat získaný z A potlačením stavov
s1, s2, . . . , si, kde i = 1, . . . , h, ako Ai. Všimnime si, že transformácia
S((. . .S(S(A, s1), s2) . . . ), sh) (2.1)
môže byť zrealizovaná, len ak, pre každé i = 1, . . . , h− 1, stav si+1 je prebytočným stavom
v automate Ai. Použijeme zápis S(A, {s1, . . . , sh}) = S(A,S) odkazujúcim sa na výraz 2.1.
V predchádzajúcej kapitole sme definovali množinu Superf(Q) označujúcu všetky pre-
bytočné stavy automatu A. Nasledujúca definícia charakterizuje množiny S ⊆ Q, pre ktoré
môže byť S(A,S) vypočítané.
Definícia 2.8 Nech A = (Σ, Q, i, F,E) je deterministický zovšeobecnený automat a S ⊆ Q.
Potom S(A,S) môže byť vypočítané ak a len ak S ⊆ Superf(Q) a indukuje acyklický podgraf
v automate A.
Definícia 2.7 zaručuje, že počítateľnosť deterministického zovšeobecneného automatu
S(A,S) je nezávislá na poradí, v ktorom sú stavy si v automate A potlačené. Tiež je
jednoduché overiť skutočnosť, že množina S indukuje acyklický podgraf v automate A, čo
má za dôsledok, že dĺžka značiek v S(A,S) sa môže zvýšiť najviac na |S|.
Deterministický zovšeobecnený automat A = (Σ, Q, i, F,E) je S-neredukovateľný, ak
množina jeho prebytočných stavov Superf(Q) = ∅. Podgrafu indukovanému množinou
Superf(Q) hovoríme ASuperf(Q).
Nasledujúci teorém, ktorý je následkom definície 2.8, dáva nutné a dostatočné pod-
mienky pre množinu S, aby automat S(A,S) bol ďalej neredukovateľný.
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Teorém 2.2 Nech A = (Σ, Q, i, F,E) je deterministický zovšeobecnený automat a S ⊆
Superf(Q). Automat S(A,S) je S-neredukovateľný ak a len ak S indukuje maximálny acyk-
lický podgraf v ASuperf(Q).
V grafe G s množinou bodov V môžeme nájsť odlišné podmnožiny v množine V , ktoré
indukujú maximálny acyklický podgraf v grafe G. Tiež môžeme z týchto podmnožín nájsť
takú podmnožinu, ktorá má odlišnú veľkosť. Ak chceme nájsť minimálny S-redukovaný
automat, na ktorý aplikujeme teorém 2.2, musíme si vybrať takú množinu S, ktorá má naj-
väčšiu veľkosť z pomedzi všetkých množín, ktoré indukujú acyklický podgraf v ASuperf(Q).
Na záver je nutné spomenúť, že nájdenie najväčšej množiny stavov S v automate V ,




Nasledujúca kapitola popisuje algoritmus na vytvorenie zovšeobecneného automatu.
Algoritmus sa skladá z troch častí (vypočítanie množiny prebytočných stavov, hľadanie
maximálneho acyklického podgrafu a S-redukcie) a jeho vstupom je minimálny konečný
automat, ktorého vytvorenie zabezpečuje knižnica Netbench. Ďalej sa pokúsime vysvetliť,
akým problémom je NP-úplný problém a nakoniec v poslednej podkapitole zhrnieme celý
algoritmus.
V kapitole sú použité okrem označení stavy a prechody aj označenia vrcholy a hrany.
Ak hovoríme o automate používame pojmy stav a prechod, ak hovoríme o grafe použijeme
označenie vrchol a hrana. Vzhľadom na to, že konečné automaty majú aj svoju grafovú
reprezentáciu, sú tieto pojmy ekvivalentné.
3.1 Vstup
Vstupom algoritmu, ktorý vytvorí neredukovateľný deterministický zovšeobecnený au-










Obrázek 3.1: Vznik minimálneho konečného automatu
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Ako vidíme na obrázku 3.1, minimálny konečný automat vznikne prevodom z regulár-
neho výrazu.
Z regulárneho výrazu je najskôr nutné vytvoriť rozšírený (nedeterministický) konečný
automat, čo je vlastne nedeterministický konečný automat s ε-prechodmi. Z neho vznikne
odstránením ε-prechodov nedeterministický konečný automat. Determinizáciou je možné
vytvoriť deterministický konečný automat, ale za cenu exponenciálneho nárastu stavov
automatu. Vysledný deterministický konečný automat má až 2|Q| stavov, kde |Q| je počet
stavov nedeterministického konečného automatu.
Posledným krokom je minimalizácia, dôsledkom ktorej sa počet stavov deterministického
konečného automatu o niečo zníži. Prvou časťou minimalizácie je odstránenie nedostupných
stavov, pre ktoré neexistuje postupnosť prechodov z počiatočného stavu. Hlavnou časťou
je odstránenie nerozlíšiteľných stavov. Odstránením nerozlíšiteľných stavov sa zaoberá aj
článok [4], v ktorom je definovaná operácia na odstránenie týchto stavov s názvom I-
redukcia. Vzhľadom na to, že minimalizácia odstráni nerozlíšiteľné stavy, nie je nutné sa
I-redukciou zaoberať.
Prevod regulárneho výrazu na minimálny konečný automat realizuje knižnica Netbench.
3.1.1 Knižnica Netbench
Knižnica Netbench [10] je vyvíjaná výskumnou skupinou akcelerovaných sieťových tech-
nológii (Accelereated Network Technologies @ FIT). Implementovaná je v jazyku Python
(verzia 2.6) a obsahuje algoritmy členené do troch častí: hľadanie najdlhších spoločných
prefixov (LPM), klasifikácia paketov a vyhľadánie vzorov (pattern match). V časti vyhľa-
dávania vzorov sú algoritmy na prevod regulárnych výrazov na konečné automaty, ako aj
na ich determinizáciu a minimalizáciu. Táto časť tiež obsahuje množstvo prístupov, ktoré
znižujú pamäťové nároky na uloženie konečných automatov v pamäti rovnako ako sa o to
snažíme aj s naším algoritmom.
K tejto knižnici a konkrétne do časti vyhľadávania vzorov, bude pripojený aj náš algo-
ritmus na konštrukciu zovšeobecneného automatu.
3.2 Prebytočné stavy
Prvou časťou algoritmu je nájsť množinu prebytočných stavov minimálneho konečného
automatu. V predchádzajúcej kapitole sme túto množinu nazvali Superf(Q), kde Q je
množina všetkých stavov automatu.
Hľadanie prebytočných stavov prebieha tak, že postupne prechádzame celú množinu Q
a testujeme každý stav:
1. či nie je počiatočný,
2. či nepatrí do množiny koncových stavov a
3. či neobsahuje slučku.
Slučky sú cykly dĺžky jedna. Ak chceme otestovať stav či nejakú obsahuje, musíme
prehľadať množinu hrán (prechodov automatu) a hľadať hranu, ktorá má tvar (q, a, q), kde
q je testovaný stav.
Ak testovaný stav spĺňa všetky tri body, prehlásime ho za prebytočný a pridáme do
množiny Superf(Q).
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V prípade, že minimálny konečný automat neobsahuje žiadne prebytočné stavy, to zna-
mená, že Superf(Q) = ∅, výstupom algoritmu bude nezmenený vstupný automat. Napriek
tomu tento automat spĺňa definície 2.3 a 2.6, takže o ňom môžeme prehlásiť, že je S-
neredukovateľný deterministický zovšeobecnený automat.
3.3 Maximálny acyklický podgraf
Ďalšou častou algoritmu je vypočítanie podmnožiny z množiny Superf(Q), ktorá indu-
kuje maximálny acyklický podgraf.
Pri prehľadávaní množiny Superf(Q) môžeme nájsť väčšie množstvo podmnožín, ktoré
budu indukovať acyklický podgraf. Z teórie grafov vyplýva, že každý jeden prebytočný stav,
ktorý je vrcholom grafu indukovaného množinou Superf(Q), je zároveň acyklickým podgra-
fom. Aby vznikol S-neredukovateľný deterministický zovšeobecnený automat je nutné nájsť
takú podmnožinu, ktorá indukuje maximálny acyklický podgraf. Vo výnimočných prípadoch
(hlavne pri menších automatoch) môže nastať situácia, kedy celá množina Superf(Q) indu-
kuje maximálny acyklický podgraf. V takom prípade sú z automatu v ďalšej časti algoritmu
odstránené všetky stavy z množiny Superf(Q).
Ako sme už spomenuli v závere predošlej kapitoly, nájdenie takej podmnožiny, ktorá
indukuje maximálny acyklický podgraf je NP-úplný problém.
3.3.1 NP-úplný problém
V tejto podkapitole trochu odbočíme a skúsime vysvetliť akým druhom problému je
NP-úplný problém.
Existuje niekoľko tried zložitosti, podľa ktorých je možné rozdeliť jednotlivé problémy
[1]. Ak pre daný problém existuje algoritmus, ktorý tento problém dokáže vyriešiť v poly-
nomiálnom čase, hovoríme, že tento problém patrí do triedy P (polynomial). Polynomiálne
problémy sú väčšinou
”
ľahko riešiteľné“. Avšak pre veľa problémov nepoznáme polynomiálny
algoritmus. V takom prípade problém patrí do triedy NP (non-deterministic polynomial).
NP problémy sú vlastne také, pri ktorých vieme v polynomiálnom čase overiť riešenie, ale
zároveň nevieme posúdiť, či riešenie tohto problému môžeme v polynomiálnom čase nájsť.
Každý problém z triedy P je zároveň aj v triede NP, takže pre tieto triedy zložitosti P
a NP platí, že P ⊆ NP. V súčasnej dobe nikto nevie matematicky dokázať, či platí rovnosť,
ale všeobecne sa verí, že P 6= NP.
NP-úplný problém je taký problém, ktorý patrí do triedy NP a je v triede NP najťažší
v zmysle, že akýkoľvek iný NP problém je na NP-úplný problém redukovateľný. NP-úplných
problémov poznáme veľa a mnohé z nich sú grafové problémy. V knihe [3] ich je uvedených
viac ako tristo.
Ak by sa podarilo nájsť polynomiálny algoritmus pre ktorýkoľvek z NP-úplných prob-
lémov, hneď by sme mali polynomiálne algoritmy pre všetky NP problémy a platilo by
P = NP.
Ak pre nejaký problém nepoznáme polynomiálny algoritmus neznamená, že ho nevieme
riešiť. Problémy malého rozsahu sú takmer vždy riešiteľné tzv. metódou hrubej sily. To je
názov pre jednoduché vyskúšanie všetkých možností. Pri väčšom rozsahu také niečo nie je
možné a preto je nutné použitie heuristiky a z nej vytvoreného heuristického algoritmu.









Obrázek 3.2: Triedy zložitosti [7]
3.3.2 Heuristika
Pre vyhľadávanie maximálneho acyklického podgrafu v grafe, ktorý indukuje množina
Superf(Q), bola navrhnutá heuristika založená na prehľadávaní grafu po jeho hranách.
Z množiny Superf(Q) vyberieme prvý vrchol a vložíme ho do pomocnej množiny. Potom
nájdeme taký vrchol, ktorý je s predošlým vrcholom spojený hranou. V tomto prípade hranu
považujeme za neorientovanú. Hrany pokladáme za orientované len pri testovaní, či medzi
nájdeným vrcholom a vrcholmi v pomocnej množine nie je cyklus. Ak tam cyklus nie je,
nájdený vrchol vložíme do pomocnej množiny a ďalšie vrcholy hľadáme pomocou neho.
Maximálny acyklický podgraf môže obsahovať aj také vrcholy (prípadne množiny vr-
cholov), ku ktorým nevedie žiadna cesta z iného vrcholu (množiny vrcholov). Preto je nutné
otestovať aj také vrcholy, do ktorých z vrcholov v pomocnej množine, nevedie žiadna cesta.
Teraz podrobne popíšeme heuristický algoritmus. Množiny vrcholov budeme reprezento-
vať pomocou zoznamov (množinu Superf(Q) označíme ako zoznam superf) a vyhľadávanie
bude prebiehať pomocou rekurzívnej metódy search graph:
1. Vytvor zoznam lst (reprezentuje pomocnú množinu) a zoznam ac sg (reprezentuje
najdený acyklický podgraf).
2. Zo zoznamu superf vyber vrchol q a vlož ho do zoznamu lst.
3. Zavolaj rekurzívnu metódu search graph(superf, lst, q, ac sg), ktorá do zoznamu ac sg
vloží vrcholy, ktoré indukujú acyklický podgraf.
4. Ak sa veľkosť zoznamu ac sg rovná veľkosti zoznamu superf skonči, inak prokračuj.
5. Vymaž všetky vrcholy zo zoznamu lst, zo zoznamu superf vyber ďalší vrchol q a vlož
ho do zoznamu lst a choď na krok 3. Ak v zozname superf nie je žiadny ďalší vrchol,
pokračuj.
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6. Skontroluj veľkosť zoznamu ac sg. Ak nie je nulová, zoznam ac sg obsahuje vrcholy,
ktoré indukujú maximálny acyklický podgraf.
Nasleduje popis rekurzívnej metódy search graph(superf, lst, q, ac sg):
1. Vytvor zoznam new q (reprezentuje množinu vrcholov, ktoré sú spojené so stavom q
hranov) a zoznam test (reprezentuje množinu otestovaných vrcholov).
2. Nájdi všetky vrcholy, ktoré sú spojené s vrcholom q hranou a vlož ich do zoznamu
test.
3. Postupne prejdi všetky vrcholy v zozname test a hľadaj také, ktoré spoločne s vrcholmi
v zozname lst neindukujú cyklický graf. Tieto vrcholy vlož do zoznamu new q.
4. Skontroluj veľkosť zoznamu new q. Ak je nulová choď na krok 10, inak prokračuj.
5. Zo zoznamu new q vyber vrchol q′ a vytvor prázdny zoznam lst′, do ktorého vlož
všetky vrcholy zo zoznamu lst a vrchol q′.
6. Porovnaj veľkosť zoznamov lst′ a ac sg. Ak je veľkosť zoznamu ac sg menšia, zmaž
jeho obsah a vlož do neho všetky vrcholy zo zoznamu lst′.
7. Ak sa veľkosť zoznamu ac sg rovná veľkosti zoznamu superf skonči, inak prokračuj.
8. Zavolaj metódu search graph(superf, lst′, q′, ac sg), ktorá do zoznamu ac sg vloží
vrcholy, ktoré indukujú acyklický podgraf.
9. Zo zoznamu new q vyber ďalší vrchol q′, vytvor prázdny zoznam lst′, do ktorého vlož
všetky vrcholy zo zoznamu lst a vrchol q′ a choď na krok 6. Ak v zozname new q nie
je žiadny ďalší vrchol, skonči.
10. Zo zoznamu superf vyber taký vrchol q′, ktorý nie je ani v zozname test ani v zozname
lst. Vytvor prázdny zoznam lst′, do ktorého vlož všetky vrcholy zo zoznamu lst a
vrchol q′.
11. Porovnaj velkosť zoznamov lst′ a ac sg. Ak je veľkosť zoznamu ac sg menšia, zmaž
jeho obsah a vlož do neho všetky vrcholy zo zoznamu lst′.
12. Ak sa veľkosť zoznamu ac sg rovná veľkosti zoznamu superf skonči, inak prokračuj.
13. Zavolaj metódu search graph(superf, lst′, q′, ac sg), ktorá do zoznamu ac sg vloží
vrcholy, ktoré indukujú acyklický podgraf.
14. Zo zoznamu superf vyber ďalší taký vrchol q′, ktorý nie je ani v zozname test ani
v zozname lst. Vytvor prázdny zoznam lst′, do ktorého vlož všetky vrcholy zo zoznamu
lst a vrchol q′ a choď na krok 11. Ak v zozname superf nie je žiadny ďalší vrchol
skonči.
Výstupom tohto algoritmu bude zoznam ac sg, ktorý bude obsahovať množinu vrcholov
(stavov), ktorá indukuje maximálny acyklický podgraf.
V množine prebytočných stavov Superf(Q) môže existovať viac odlišných množín, ktoré





Obrázek 3.3: Graf indukovaný množinou Superf(Q)
veľkosť (budú obsahovať rovnaký počet stavov) a v takom prípade nezáleží na tom, ktorú
z týchto množín vyššie popísaným algoritmom nájdeme.
Na záver tejto podkapitoly ukážeme na obrázkoch 3.3 a 3.4, ako bude vyzerať výstup
algoritmu pri konkrétnom vstupe.
Ako vidíme na obrázku 3.3, množina Superf(Q) = {1, 2, 3, 4, 5, 6} indukuje graf, v kto-
rom existujú štyri cykly:
C1 = {2, 3, 4}
C2 = {3, 4, 5}
C3 = {1, 2, 3, 4, 6}
C4 = {1, 2, 3, 4, 5, 6}
Algoritmus nájde taký podgraf, v ktorom už žiadne cykly nebudú. Tento podgraf môžeme





Obrázek 3.4: Acyklický podgraf
3.4 S-redukcia
Poslednou časťou algoritmu je samotná redukcia stavov automatu. S-redukcia postupne
odstraňuje prebytočné stavy automatu, ktoré obsahuje množina nájdená heuristickým al-
goritmom. V nasledujúcom texte popíšeme princíp redukcie a spôsob jej implementácie.
Po odstránení prebytočného stavu je nutné znovu definovať prechody, ktoré do tohto
stavu vstupovali alebo z neho vystupovali. Nové prechody vzniknú tak, že každý vstupný
prechod sa spojí s každým výstupným prechodom. Nový prechod je definovaný reťazcom,
ktorý vznikol konkatenáciou znakov (retazcov), ktoré definovali pôvodné prechody.
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Obrázek 3.5: Odstránenie prebytočného stavu
Na obrázku 3.5 hore vidíme graf časti automatu, z ktorého odstránime S-redukciou
prebytočný stav s číslom 3. Znovu definujeme prechody a,b a c, z ktorých vytvoríme dva
nové prechody ac a bc. Výsledok vidíme na obrázku 3.5 dole.
Knižnica Netbench dovoľuje definovať prechody aj pomocou znakových tried, pričom
vzniká problém, že reťazce nemôžu obsahovať znakové triedy. Tieto triedy je možné z auto-
matu aj odstrániť, ale za cenu zvýšenia počtu prechodov. Napríklad odstránením prechodu
definovaného znakovou triedou [a− z], by týmto vzniklo 26 nových prechodov definovaných
symbolmi a, b, . . . , z. Z toho vyplýva, že odstránenie znakových tried je značne neefektívne
a preto navrhneme iný spôsob, ako definovať prechody po odstránení prebytočného stavu.
Najskôr je nutné každému symbolu a každej znakovej triede, ktorú obsahuje minimálny
deterministický konečný automat priradiť unikátne číslo. Z toho je zrejmé, že prechody
už nebudú definované symbolmi alebo znakovými triedami, ale spomenutými unikátnymi
číslami. Tak po redukcii vzniknú nové prechody definované zoznamom čísel, ktoré zastupujú
jednotlivé symboly a znakové triedy.
1 2 3 4
1([a− d]) 2(e) 3(f)
1 4
1, 2, 3
Obrázek 3.6: Prechody definované číslami
Obrázok 3.6 znázorňuje spomínaný spôsob definovania prechodov unikátnymi číslami.
Hore vidíme automat, ktorý obsahuje prebytočné stavy 2 a 3. Ich odstránením vznikne
automat znázornený na obrázku dole. Jeho prechod je definovaný zoznamom čísel, ktoré
zastupujú znakovú triedu [a− d] a symboly e a f .
18
3.5 Zhrnutie
Na záver kapitoly zhrnieme celý algoritmus. Jeho vstupom je minimálny konečný auto-
mat, z ktorého vytvoríme S-neredukovateľný deterministický zovšeobecnený automat na-
sledovne:
1. vypočítame množinu prebytočných stavov Superf(Q),
2. nájdeme v nej podmnožinu, ktorá indukuje maximálny acyklický podgraf a
3. potlačíme v automate všetky stavy, ktoré sú v tejto podmnožine.
Výsledný automat už nebude obsahovať žiadne prebytočné stavy (Superf(Q) = ∅), takže




V tejto kapitole popíšeme triedu DGA, pomocou ktorej bol náš algoritmus implemento-
vaný. Vzhľadom na to, že knižnica Netbench je vytvorená v jazyku Python, aj náš algoritmus
je implementovaný v tomto jazyku.
Trieda DGA používa z knižnice Netbench metódy dvoch nasledujúcich tried: b Automaton
a b dfa. Pre vytvorenie konečného automatu z regulárneho výrazu je ešte nutné použiť
parser. Knižnica Netbench obsahuje dva: msfm parser a pcre parser. Vstupom parseru
môže byť reťazec, ktorý má tvar regulárneho výrazu alebo súbor. Konečný automat je
možné vytvoriť aj z väčšieho množstva regulárnych výrazov.
4.1 Popis metód
Algoritmus je implementovaný v súbore dga.py ako trieda DGA, ktorá je zdedená z triedy
b dfa. Následne postupne popíšeme všetky metódy triedy DGA:
• init je konštruktor triedy, ktorý vytvorí inštanciu tejto triedy zavolaním kon-
štruktoru triedy, z ktorej je naša trieda zdedená. Trieda neobsahuje žiadne premenné,
ktoré je nutné inicializovať.
• compute je hlavná metóda, ktorá vytvorí deterministický zovšeobecnený automat.
Tato metóda volá ďalšiu metódu compute z triedy b dfa, čím sa vytvorí z nedetermi-
nistického konečného automatu pomocou determinizácie a minimalizácie minimálny
konečný automat. Po zavolaní metódy compute z triedy dfa, je nutné pomocou zde-
denej metódy get compute otestovať, či bol automat skutočne vytvorený a ak nie,
vyvolať minimku COMPUTE ERROR. V prípade, že bol vytvorený sa zavolá ďalšia metóda
make dga.
• make dga je metóda, ktorá vytvorí zoznamy superf a deleteS. Prvý reprezentuje
množinu prebytočných stavov Superf(Q) a druhý množinu stavov, ktoré indukujú
maximálny acyklický podgraf. Ďalej sú v tejto metóde postupne volané ďalšie me-
tódy: get superf, max acyclic subgraph, resolve alphabet a reduction. Metóda
resolve alphabet je volaná z triedy b Automaton a odstráni viackrát sa opakujúce
symboly v abecede automatu. Tieto štyri metódy sú volané len v prípade, že automat
obsahuje prebytočné stavy. Ak žiadne neobsahuje, zostane automat nezmenený.
• get superf hľadá prebytočné stavy v automate. Prebytočný stav je určený definí-
ciou 2.4. Metóda vracia zoznam týchto stavov. V prípade, že automat žiadne preby-
točné stavy neobsahuje, vráti hodnotu None.
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• max acyclic subgraph je metóda, ktorá vráti zoznam stavov reprezentujúci množi-
nu, ktorá indukuje maximálny acyklický podgraf. Parametrom metódy je zoznam
superf. Ak zoznam superf ma len jeden prvok, vráti zoznam len s týmto jedným
stavom. Táto metóda postupne volá rekurzívnu metódu search graph pre každý jeden
stav zozname superf, ako je to popísane v kapitole 3.3.2.
• search graph je rekurzívna metóda a je volaná s nasledujúcimi parametrami:
◦ superf – zoznam všetkých prebytočných stavov automatu
◦ lst – zoznam prebytočných stavov, ktoré indukujú acyklický podgraf
◦ q – stav, pomocou ktorého sa hľadajú ďalšie stavy
◦ ac sg – zoznam, v ktorom sú prebytočné stavy, ktoré indukujú doteraz náj-
dený maximálny acyklický podgraf
Táto metóda postupne prechádza graf automatu po jeho hranách a vyhľadáva v ňom
maximálny acyklický podgraf. Množinu stavov, ktorá tento podgraf indukuje, uloží
do premennej ac sg. Ak nastane situácia, že zoznam ac sg má rovnakú veľkosť ako
zoznam superf, metóda ukončí hľadanie. Maximálne zanorenie tejto rekurzívnej me-
tódy je závislé od výslednej veľkosti zoznamu ac sg. Ukážku tejto metódy môžeme
vidieť na nasledujúcej strane (ukážka 4.1).
• reduction postupne v automate potlačí všetky stavy, ktoré udáva parameter de-
leteS. Pri potlačení každého stavu, znovu definuje prechody, ktoré do neho vchádzali
alebo z neho vychádzali. Novo vzniknuté prechody sú definované zoznamom unikát-
nych čísel, z ktorých každé číslo zastupuje symbol alebo znakovú triedu z pôvodných
prechodov. Definovanie prechodov zoznamom čísel spôsobí, že nie je možné použí-
vať metódu show, ktorú obsahuje trieda b Automaton na vytvorenie grafickej podoby
automatu.
• search je metóda, ktorá vyhľadáva vzor daný reťazcom, ktorý je parametrom me-
tódy. Výstupom je bitová mapa, ktorá určuje, s ktorým regulárnym výrazom sa
vstupný reťazec zhoduje a s ktorým nie.
Súbor dga.py spoločne s example of use.py a test dga.py (viď nasledujúce kapitoly)
bude v knižnici Netbench vložený v adresári netbench/pattern match/algorithms/dga.
4.2 Overenie správnosti
Pre overenie správnosti boli navrhnuté a implementované dve sady testov, ktoré môžeme
nájsť v súbore test dga.py. Na testovanie je použitý modul unittest. ktorý obsahuje jazyk
Python.
Prvou sadou testov testujeme metódu compute, čím overujeme, že deterministický zo-
všeobecnený automat bol skutočne vytvorený správne.
Druhou sadou testou testujeme či metóda search vracia rovnaké bitové mapy ako rov-
naká metóda pri nedeterministickom konečnom automate.
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Ukázka 4.1: Metóda search graph
1 def s ea r ch graph ( s e l f , super f , l s t , s ta te , a c sg ) :
2 t r = s e l f . automaton . t r a n s i t i o n s
3 new q = l i s t ( )
4 t e s t = l i s t ( )
5 for t rans in t r :
6 i f t rans [ 0 ] == s t a t e and t rans [ 2 ] in supe r f and t rans [ 2 ] not in l s t :
7 f l a g = 1
8 t e s t . append ( t rans [ 2 ] )
9 for t rans2 in t r :
10 i f t rans2 [ 0 ] == trans [ 2 ] and t rans2 [ 2 ] in l s t :
11 f l a g = 0
12 break
13 i f f l a g :
14 new q . append ( t rans [ 2 ] )
15
16 i f t rans [ 2 ] == s t a t e and t rans [ 0 ] in supe r f and t rans [ 0 ] not in l s t :
17 f l a g = 1
18 t e s t . append ( t rans [ 0 ] )
19 for t rans2 in t r :
20 i f t rans2 [ 2 ] == trans [ 0 ] and t rans2 [ 0 ] in l s t :
21 f l a g = 0
22 break
23 i f f l a g :
24 new q . append ( t rans [ 0 ] )
25
26 i f l en ( new q ) != 0 :
27 for i in range ( l en ( new q ) ) :
28 new l s t = l i s t ( )
29 new l s t . extend ( l s t )
30 new l s t . append ( new q [ i ] )
31 i f l en ( new l s t ) > l en ( ac sg ) :
32 del ac sg [ : ]
33 ac sg . extend ( new l s t )
34 i f l en ( ac sg ) == len ( supe r f ) :
35 return
36 s e l f . s ea r ch graph ( super f , new lst , new q [ i ] , a c sg )
37
38 else :
39 for q in supe r f :
40 i f q not in l s t and q not in t e s t :
41 new l s t = l i s t ( )
42 new l s t . extend ( l s t )
43 new l s t . append (q )
44 i f l en ( new l s t ) > l en ( ac sg ) :
45 del ac sg [ : ]
46 ac sg . extend ( new l s t )
47 i f l en ( ac sg ) == len ( supe r f ) :
48 return
49 s e l f . s ea r ch graph ( super f , new lst , q , a c sg )
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4.3 Príklad použitia
Ako príklad použitia algoritmu na konštrukciu zovšeobecneného automatu bol vytvorený
súbor example of use.py. Pre jeho spustenie je nutné mať nainštalovaný jazyk Python
verziu 2.x a spustiť ho nasledujúcim príkazom:
python example of use.py
V nasledujúcej ukážke 4.2 môžeme vidieť obsah súboru example of use.py.
Ukázka 4.2: Súbor example of use.py
1 from dga import DGA
2 from netbench . pattern match import pc r e pa r s e r
3 from netbench . pattern match . b dfa import b dfa
4 import os
5
6 # EXAMPLE of use f o r DGA c l a s s
7
8 # way to f i l e with Regular Expres ions
9 FileName = ” . . / . . / r u l e s /Moduly/http−bots . reg ”
10 # Parse input f i l e
11 par s e r = pc r e pa r s e r . p c r e pa r s e r ( )
12 par s e r . l o a d f i l e ( FileName )
13
14 Dga = DGA()
15 # Make automat from RE which was in input f i l e
16 Dga . c r e a t e by pa r s e r ( par s e r )
17
18 # Make DGA




Táto kapitola sa zaoberá testovaním automatov a hlavne výsledkami testov. V prvej
časti porovnáme automat pred redukciou stavov a po nej. V ďalšej časti porovnáme náš
prístup s iným prístupom, ktorý obsahuje knižnica Netbench. Pre toto porovnanie sme si
zvolili Delay DFA (Delayed Input Deterministic Finite Automaton).
Vybrali sme si sadu regulárnych výrazov, z ktorých vytvoríme dané automaty na tes-
tovanie. Tieto regulárne výrazy môžeme nájsť v súboroch, ktoré sa nachádzajú v adresári:
netbench/pattern match/rules/Moduly/ knižnice Netbench. Niektoré súbory obsahujú
aj viac ako jeden regulárny výraz, avšak vytvorenie automatu z väčšieho množstva regu-

















5.1 Testy s automatom
V nasledujúcej časti porovnáme automaty, ktoré vzniknú z regulárnych výrazov vo vyš-
šie uvedených súboroch. Na konkrétnych automatoch budeme sledovať počet stavov a počet
prechodov pred redukciou a po nej. V prípade automatu pred redukciou ide o minimálny
deterministický konečný automat a po redukcii o S-neredukovateľný deterministický zovše-
obecnený automat.
V nasledujúcej tabuľke 5.1 môžeme vidieť, že počet stavov deterministického zovšeo-
becneného automatu je výrazne nižší ako je to u minimálneho konečného automatu. Na
druhej strane môžeme u zovšeobecneného automatu vidieť obrovský nárast počtu precho-
dov. V prípade posledného riadku tabuľky je to viac ako dvestonásobne.
Súbor
Pred redukciou Po redukcii
Počet
reg. výrazov
Stavy Prechody Stavy Prechody
ddos.rules.pcre 1 7 10 2 5
finger.rules.pcre 1 3 7 3 7
http-bots.reg 2 8 7 3 2
info.rules.pcre 1 15 48 5 355
p2p.rules.pcre 1 33 105 7 1052
rpc.rules.pcre 1 5 4 2 2
ssl-worm.reg 1 19 72 3 212
worm.reg 2 35 172 7 1487
dos.rules.pcre 1 96 362 36 708
ftp.rules.pcre 3 67 296 19 1974
chat.rules.pcre 7 52 212 12 3316
web-php.rules.pcre 2 36 159 20 31825
Tabulka 5.1: Porovnanie počtu stavov a prechodov
5.2 Porovnanie s iným prístupom
Pre porovnanie nášho prístupu sme si vybrali Delay DFA. Tento prístup sa snaží znížiť
počet prechodov minimálneho deterministického automatu vytvorením tzv. defaultnych pre-
chodov. Pri znížení počtu stavov nastane situácia, kedy v aktuálnom stave nie je možné
prijať vstupný symbol a vtedy sa z daného stavu prejde do nasledujúceho stavu pomocou
defaultného prechodu. Autori článku [9] tvrdia, že Delay DFA môže znížiť počet prechodov
o viac ako 95%. Avšak tento prístup neredukuje počet stavov automatu.
Tak ako v predchádzajúcom prípade, aj v tabuľke 5.2 môžeme vidieť porovnanie počtu
stavov a počtu prechodov. Ak má Delay DFA rovnaký počet prechodov ako mal v tabuľke
5.1 minimálny konečný automat, tak je to spôsobené tým, že v Delay DFA neprebehla
žiadna redukcia a neobsahuje teda žiadne defaultné prechody.







Stavy Prechody Stavy Prechody
ddos.rules.pcre 1 2 5 7 10
finger.rules.pcre 1 3 7 3 6
http-bots.reg 2 3 2 8 7
info.rules.pcre 1 5 355 15 43
p2p.rules.pcre 1 7 1052 33 86
rpc.rules.pcre 1 2 2 5 4
ssl-worm.reg 1 3 212 19 47
worm.reg 2 7 1487 35 89
dos.rules.pcre 1 36 708 96 286
ftp.rules.pcre 3 19 1974 67 181
chat.rules.pcre 7 12 3316 52 131
web-php.rules.pcre 2 20 31825 36 99
Tabulka 5.2: Porovnanie s Delay DFA
5.3 Vzniknutý problém
V predchádzajúcich tabuľkách 5.1 a 5.2 sme mohli vidieť veľký nárast počtu stavov
u zovšeobecneného automatu. Pri detailnejšom skúmaní príčin zistíme skutočnosť, ktorá je
spôsobená tým, že pri odstránení prebytočného stavu z automatu je nutné znovu definovať
prechody, ktoré do daného stavu vstupovali a vystupovali. Počet nových stavov možeme
určiť vzorcom: počet nových = počet vstupných * počet výstupných. To znamená, že ak
napríklad do prebytočného stavu vstupuje 10 prechodov a vystupuje z neho 5 prechodov, po
odstránení takého prebytočného stavu zanikne pôvodných 15 prechodov a vznikne nových
50.
Z daného vzorca vyplýva aj skutočnosť, že ak do prebytočného stavu vstupuje len jeden
prechod a rovnako z neho aj jeden vystupuje, počet nových prechodov po odstranení tohoto
stavu sa zníži na polovicu. Na tabuľke 5.3 demonštrujeme prípady, v ktorých náš automat
redukuje okrem počtu stavov aj počet prechodov. Avšak v praxi tieto spomínané prípady
nastanú veľmi zriedka.
počet počet počet
nárast ↑ /pokles ↓
vstupných výstupných nových
1 1 1 ↓
1 2 2 ↓
2 1 2 ↓
2 2 4 −
1 3 3 ↓
2 3 6 ↑




Cieľom tejto práce bolo navrhnúť a implementovať algoritmus, pomocou ktorého môžeme
vytvoriť zovšeobecnený konečný automat. Dôležitým aspektom bolo nájsť čo najefektívnejší
spôsob ako toho dosiahnuť.
V práci sme sa stretli s problémom hľadania maximálneho acyklického podgrafu v grafe
automatu, pre riešenie ktorého sme navrhli heuristiku, založenú na prehľadávaní grafu po
jeho hranách. Podľa tejto heuristiky sme vytvorili a implementovali algoritmus pre hľadanie
spomenutého podgrafu. Rovnako sme vytvorili efektívny spôsob ako po zredukovaní preby-
točného stavu znovu definovať prechody, ktoré do daného stavu vstupovali a vystupovali
z neho.
Pri experimentovaní sme spozorovali, že vo vytvorených zovšeobecnených automatoch
z daných regulárnych výrazov vzniká veľký nárast prechodov. Riešením tohto problému by
mohlo byť skombinovanie nášho prístupu s iným prístupom.
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