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1゜はじめに
ニューラルネットワーク（NeuralNetwork：以下，ＮＮと記す）は学習，識別，パターン認識等の知的処
理の分野で広範囲に応用されようとしている．これは人間の脳細胞の情報処理形態を模倣したもので，人
工的にニューロンを結合させて構成したものである．
ＮＮでの標準的学習則としては逆伝播則が一般的に使用されている．これは多層構造からなるfeed-fbrward
型ＮＮにおいて適用される学習則で，バックプロパゲーション（BackPropagation：以下，ＢＰと記す）と
も呼ばれている．ＢＰ学習則の原理は単純で強靱性に富んだものであるが，取り扱うデータ構造やデータ数
によって学習効率が影響されやすく，ＮＮの規模が大きくなると処理に時間がかかり過ぎる欠点がある．
本研究はＢＰ則の効率化のため，Epsilon-BP法'）やAdaptivestepalgorithms2）を使用した場合の有効
性につき検討するものである．
2．ＢＰ学習法
ＢＰ学習法とは教師あり学習の１つで，入力信号から得られた出力と教師データ（または出力目標データ
と言う）の情報を逆伝播することによって，図１の重み（または結合荷重と言う）⑩ｊｉを更新する．つま
り，重みの繰り返し最適化を図ることがＮＮでの学習に対応する．次にＢＰ学習法の原理と慣性項を含む
ＢＰ学習法について記述する．
2.1ＢＰ学習法の原理
ＢＰ学習では入力データＸｉと出力目標データＤｉとの対(X`,Ｄ`)(i＝１，…,p)をニューラルネットＡ
に与えることで，入出力関数１３Ｍが入力空間を覆うように重み（または結合荷重と言う）ｗを探索しよ
うとするものである．学習は式(1)に示すように，目標値と出力値の誤差に関するコスト関数（評価関数ま
たは平均二乗誤差関数とも言う）
Ⅱ,w)_;妄,FMxﾙq,． （１）
上での下降勾配を考慮することで重みの繰り返し最適化を図るものである．つまり出力目標データとＮＮ出
力の誤差を小さくする重み係数を，重み係数空間での微分方向に探索するというものである．よって，結合
荷重の変化量△ji(ｗｈ）には，次式のような関係が成り立つ．
△，ｘい-鵲（２）
図１のようにｃ個の接続をもつニューロンｊのｎ回目における重みＷｈを以下のようにすると，
ｗｈ＝(ZUM(､）ｕｊｊ,`2(､）…tDjci血)）
(但し，ｎは学習回数を示し，繰り返し回数とも言う）ニューロンｊに対する入力は式(3)のようになる．
｡』(､)＝Ｚ⑩ｺﾞﾎﾞ(､沖愈("） （３）
ｊＥＡ(j）
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○○ ○
の
③
①
⑨
○／、Ｌノ ／、ﾐノ
集合Ａ(j） 集合Ｐ(ｊ）
図１ニューラルネットの構成
式(3)のＡ(j)はニューロンｊの前の層にあるニューロンの集合を表している．このとき，ニューロンノの
出力は，次式によって得られる．
、j(､)＝ルゴ(､)）（４）
ここで式(4)の入出力関数には次式のシグモイド関数を用いたなお，本研究では式(5)のシグモイド関数
の傾き０を０＝1.0とした．
１ノ(α)＝，＋exp(－８α） （５）
次に，結合荷重は以下の式によって更新される．
⑩ji(､＋1)＝ujjj(､)＋△ji(Ｗｈ）（６）
結合荷重は式(1)を最小になるように変化させればいいので，△”(ｗｈ)は次のようになる．
△ji(ＷｌＪ＝りJjizj(､）（７）
ニューロンｊが出力層のとき Ｊｊｉ＝（dj-mj(､脈j(､)(１－zj(､)）
ﾆｭｰﾛﾝｊが出力層以外のとき恥＝麺j(伽)(1-通j("))Ｅ(鴎"j`）
んＥＰＵ）
ここで，式(7)のりは学習率（または学習係数と言う）を意味しており，この係数が大きい程１回の重み
の修正量は大きくなる．しかし，学習率を大きくすると学習時に結合荷重の振動を引き起こすことになる．
従って，この振動が起こらない範囲で学習係数を大きくとることにより効率的な学習を行うことができる．
また，Ｐ(j)はニューロンｊの後ろの層にあるニューロンの集合を表している．
2.2慣性項を含むＢＰ学習法
式(7)，式(8)で表されるＢＰ学習法では，６E/0u)に比例した値によって結合荷重の修正量が決定され
る．一般にこのような勾配降下法では，修正量は微小な方がよいとされている．しかし修正量を小さくする
と，学習速度は遅くなってしまう．そこで探索点の動きが振動しない程度に学習速度を上げる方法の１つと
して，式(8)の右辺第２項のような慣性項を導入して結合荷重の修正を行うことで学習の発散を防ぎ，学習
の高速化を図る．
△j‘(Ｗｈ+,)＝〃ｄｊｊｚｊ(､)＋α△j`(Wh-,）（８）
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ただし，αは，現在の結合荷重の変化方向に前回の結合荷重の変化の影響を及ぼさせる為の定数．
3．Epsilon-BP法
従来のＢＰ学習では全てのパターンに対して毎回重みを修正してきたが，Epsilon-BP学習は定数ｅを設
定する事によって，各パターンごとの誤差がＥより大きいときだけ重みを修正する．以下にEpsilon-BP学
習法のアルゴリズムを示す．
Epsilon-BP学習アルゴリズム
step1．入力パターンの提示
ある入力パターンをＮＮに提示し，その入力パターンに対する出力結果ｚｊを得る．
ｚｊ(､)＝巾j(､)）
step2．各ユニットの誤差の計算
stepLの出力結果と教師信号の誤差を計算する．
ニューロンｊが出力層のとき Ｊｊｉ＝（dj-zj(､川j(､)(l-zj(､)）
ﾆﾕｰﾛﾝﾉが出力層以外のときみ＝ｚ,(")(1-zj(”))Ｚ(鞠,`）
AEP(j）
step3．結合荷重の修正量の計算
△j`(ｗｈ)＝りめizj(､）
step4.ldj-zj(､)|＞Ｅのとき，結合荷重の修正
△j`(Ｗｈ+,)＝りめ抑』(､)＋α△j`(wh-,）
step5．全パターンについてstep1.からstep4.を繰り返す
step6．収束判定
収束の条件を満たすまでstep1.からstep5.を繰り返す
4．Adaptivestepalgorithms
従来のＢＰ学習法は学習率が一定だった為，収束に時間がかかる場合があったこれに対してAdaptive
stepalgorithmsとは学習率を各重みに対して与えることにより，従来のＢＰ法よりも高速に学習を実施さ
せようとするものである．式(7)の学習率りを'Ｙｊ化し，以下にAdaptivestepalgorithmsの１つである
SilvaandAlmeida，salgorithmとDeltaFbar-deltaの理論と結合荷重修正量の計算式を示す．
4.1SilvaandA1meida，salgoritllm
SilvaandAlmeida，salgorithmとは学習率を決定する際に，評価関数の現在の状態と過去の状態を比べ，
学習率を変動させる事により収束を遠くするものである．現在の勾配と１つ前の勾配が同符号の場合には，
評価関数上に大きな変化がないと考えられる為，学習率を大きくとり収束を加速させる．また現在の勾配
と１つ前の勾配が異符号の場合には，重みの学習率を小さくして結合荷重が振動するのを防ぎ，従来のＢＰ
法よりも学習を遠くする．
以下にSilvaandAlmeida'salgorithmの結合荷重修正量の計算式を示す．
帥十峠に:|:|:鯛:'1::::|:二}'三Ｉ
ただし，ｕ＞１，．＜１の定数．
△ji(u）ね)＝－'Yﾉ`(､)▽j`Ｅ(､）
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４．２DeltaPbar-delta
DeltaFbar-delta法はSilvaandA1meida，salgorithmに学習率の更新基準となる６を設置したものである．
この６は各反復における勾配の重み付き平均で，平滑化微分と呼ばれ，評価関数の大域的な勾配を表して
いる．この平滑化微分と勾配の符号が異なる場合は，結合荷重が振動してると考えられる為，振動を起こし
ている重みの学習率を小さくして，その振動を抑制することにより収束を遠くする．これに対して平滑化
微分と勾配が同符号の場合は，評価関数上に大きな変化がないと考えられる為，学習率を大きくとること
により収束を遠くする．
以下にDelta涙bar-deltaの結合荷重修正量の計算式を示す．
IlMlWi熟;１$'|:二'二：
Jjd(､)＝(１－の)▽jiE(､)＋他i(､－１）
△』｡(⑩")＝一')(ji(､)▽j`Ｅ(､）
伽(､＋1)＝
ただし，
5．実験内容
従来のＢＰ法（慣性項付きＢＰ法を含む）と上記で述べた学習法（Epsilon-BP，SilvaandA1meida's
algorithm，及びDelt缶bar-delta）を用いて，初期の重みをランダムに変えて，Exor問題，数字認識問題，
アルファベット認識問題に対してそれぞれ100回ずつ実験を実施し比較検討を行ったこのとき各パラメー
タを表１のように設定し，各学習法とも繰り返し回数を５０００回とした．ここで表中のSilvaはSilvaand
Almeida，salgorithmDeltaはDelt缶bar-delta学習法の事を表す．また，Epsilon-BP法ではＥをＥ＝0.001,
0.005,0.010,0.025,0.050,0.100,0.200と変化させて実験を行った～
表１学習パラメータ
初期の重みの範囲
－１．０～＋１．０
－１．０～＋１．０
－０．１～＋0.1と-1.0～＋1.0
-0.1～＋0.1と-1.0～＋１．０
－１．０～＋１．０
－１．０～＋１．０
学習方法
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5.1Exor問題
表２Exor問題の状態表皿－００１１
空
０
１
０
１
功
一
０
１
１
０
Exor問題の状態表を表２に示す．この問題を，入力層のユニット数(z,,鋤)を３個，中間層のユニット
数を３個，及び出力層のユニット数位j）を１個としたＮＮ構造を用いて実験を行った．
5.2数字認識問題
数字認識問題の入力例と出力目標データ例を図２に示す．Ｏ～９の各数字を49(7×7)個の入力データとし
て，中間層のユニット数を５０個，及び出力層のユニット数を１０個としたＮＮ構造を用いて実験を行った．
5.3アルファベット認識問題
アルファベット認識問題の入力例と出力目標データ例を図３に示す．Ａ～Ｚの各アルファベットを
100(10×10)個の入力データとして，中間層のユニット数を101個，及び出力層のユニット数を２６個と
したＮＮ構造を用いて実験を行った．
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(a)数字“0,,の入力データ (a)アルファベット“Ａ”の入力データ
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(b)数字“0,,の出力目標データ (b)アルファベット“Ａ,, の出力目標データ
図３アルファベット“Ａ'，の場合の
入力データ(a)と出力目標データ(b）
図２数字“O',の場合の入力データ(a)と
出力目標データ(b）
6．結果と考察
以下に示す結果は上記で述べた学習法（従来のＢＰ法，に示す結果は上記で述べた学習法（従来のＢＰ法，Epsilon-BRSilvaandA1meida，salgorithm，及
びDeltaFbar-delta）を各問題に対してそれぞれ100回ずつ実験し，その平均を求めたものである．
表３～表９及び図４～図８で示しているBP-kanseiは慣性項付きＢＰ法，SilvaはSilvaandA1meida，s
algorithmDeltaはDeltaFbar-delta学習法の事を表す．次に表中の収束回数とは，１００回の実行回数うち
何回平均二乗誤差が0.001より小さくなったかを示したものである．また学習回数とは，収束した時の平均
学習回数を表しており，小数点以下を四捨五入したものである．処理時間とは，収束した場合の平均処理時
間を表している．そして最終誤差とは，１００回実行した時の最終誤差の平均を求めたものである．
6.1Epsilon-BP法による実験結果
Epsilon-BP法を使用した場合のExor問題，数字認識問題，及びアルファベット認識問題に対する実験
結果をそれぞれ表３～表５に示す．また，表６にEpsilon-BP法を用いた場合の各問題に対する最終誤差の
平均を表す．ここで表中のＷとは初期の重みの範囲を示しており，初期の重みの範囲が－０．１～＋0.1に
ある時を士0.1,-1.0～＋1.0にある時を士1.0として表している．
学習回数，処理時間，収束回数，及び最終誤差を総合的に考えると，Exor問題では表３及び表６より
E＝0.005,Ｗ＝士1.0の時の慣性項付きＢＰ法が良い結果を得ることができた．数字認識問題の場合は,表
４及び表６よりＥ＝０．００５，Ｗ＝±1.0の場合のＢＰ法が他のパラメータの値の時よりも比較的に良い結果
を得ることができた．またアルファベット認識問題の場合は，表５及び表６よりＥ＝0.005,Ｗ＝±1.0の
時のＢＰ法が学習回数，収束回数と一番良い結果を得ることができ処理時間，及び最終誤差を含めて総
合的に考えても他のパラメータよりも良いと言える．また初期の重みの範囲に着目すると，表３～表５よ
り学習回数の面ではExor問題はＢＰ法，慣性項付きＢＰ法に関わらずＷ＝士1.0の方がＷ＝士0.1より
も良い結果を得た．しかし数字認識問題，及びアルファベット認識問題に対してはＢＰ法ではＷ＝士1.0
の方が良いが，慣性項付きＢＰ法ではＷ＝±0.1の方が良い結果を得ることが出来たこれはＢＰ法が初
期の結合荷重に左右されやすいからではないかと考えられる．次に表３～表６よりＥに着目すると，Ｅが
大きくなると収束回数が減少している，また最終誤差はＥが小さいほど良い結果を得る事ができた．これ
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はEpsilon-BP法が各カテゴリ（または入力パターンと言う）でldj-zj(､)|＜Ｅとなると重みの更新をし
なくなる為だと考えられる．本研究では，学習回数，処理時間，収束回数，及び最終誤差と総合的に見て，
各問題ともＥ＝0.005の時に比較的に良い結果を得る事が出来た．
6.2各学習法による実験結果
従来のＢＰ法，Epsilon-BP法，SilvaandA1meida'salgorithm，DeltaFbar-deltaを使用した場合のＥｘｏｒ
問題，数字認識問題，アルファベット認識問題に対する実験結果をそれぞれ表７～表９に示す．また，それぞ
れの問題における各学習法の収束特性（平均二乗誤差をErrorとして縦軸に，繰り返し回数をIterationsと
して横軸に示したもの）を図４～図８に示す．ここで，数字認識問題とアルファベット認識問題は収束特性が
似ていた為，図６，図８にIterationsを狭めた収束特性を表す．なお，表７～表９で示しているEpsilon-BP
法は，各問題に対して良い結果が得られ時（各問題ともＥ＝0.005,Ｗ＝±1.0で，Exor問題では慣性項
付きＢＰ法，数字とアルファベット認識問題ではＢＰ法を用いた場合の実験結果）のものを使用している．
Exor問題に対しては表７，図４より学習回数，処理時間，収束回数，最終誤差，及び収束特性のどれを見て
も，Epsilon-BP法が一番良い結果を得ている．次に数字認識問題は表８より，学習回数ではDelta-bar-delta，
処理時間ではＢＰ法が良い結果を得ることができた．収束回数では慣性項付きＢＰ法以外の学習法で100回
全て収束することができた最終誤差ではＢＰ法及びDelta涙bar-deltaが一番良い結果を得ることができたが
Epsilon-BP法とSilvaandA1meida，salgorithmも0.000002とほぼＢＰ法やDeltaFbar-deltaと変わらない
結果を得た．また図５よりＢＰ法，Epsilon-BP法，SilvaandAlmeida，salgorithm，及びDeltaFbar-delta
はほぼ同じ収束特性をしていることがわかる．そこで，図６でIterationsの範囲をＯ～４０にして，各学習
法の収束特性を見ると，Epsilon-BP法が一番良いと言える．またアルファベット認識問題は図７，図８よ
り，Iterationsが１００回まではＢＰ法，Epsilon-BP法，及びSilvaandA1meida，salgorithmの収束特性は
似ているが，１０００回を過ぎたあたりからSilvaandA1meida，salgorithmのErrorが少し増加している．こ
れは過学習，つまり学習をさせ過ぎた事によるものだと思われる．また表９より，Delta-bar-deltaの学習
回数は他の学習法と比較して少ない学習回数で収束しているが，最終誤差は0.225241と他の学習法に比べ
てあまり良くないこれはDeltaFbar-deltaが収束できた場合（72／100回）は少ない学習回数で収束でき
るが，収束できなかった場合（２８／100回）はあまり学習できない為に最終誤差が大きくなったものだと
考えられる．よって，実験結果を総合的に考えると，ＢＰ法とEpsilon-BP法が同じくらい良い結果を得た．
次に表８，表９より数字認識問題，及びアルファベット認識問題では共にＢＰ法よりDeltaFbar-deltaの方
が学習回数が少ないにも関わらず，処理時間はＢＰ法の方が速い．これは学習率を各重みごとに設置し，そ
れを更新していく為にＢＰ法よりも１回の学習に時間がかかってしまうからだと考えられる．
7．おわりに
本研究では，従来のＢＰ法やEpsilon-BP法，及びAdaptivestepalgorithmsを用いた場合の有効性につき
検討した．その結果，Epsilon-BP法は従来のＢＰ法よりも良い結果を得ることが出来た．これはEpsilon-BP
法が各カテゴリの情報を生かす為，従来のＢＰ法よりも比較的速くErrorを減少させる事が出来たと考えら
れる．よって，Epsilon-BP法は従来のＢＰ法よりも有効であると言える．しかしAdaptivestepalgorithms
の一つであるSilvaandA1meida，salgorithmやDeltaFbar-deltaは，学習回数の面から見ると数字認識問題
やアルファベット認識問題の場合，ＢＰ法とほぼ変わらない結果を得たが，処理時間及び最終誤差の面では
あまり良い結果は得られなかった．よって，Adaptivestepalgorithmsは従来のＢＰ法よりも必ずしも有効
であるとは考えられないと言える．
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剛Epsilon-BP法を用いた場合のExor問題に対する実験結果
ＢＰ
処理時間1sec］
0.039535
0.016056
0.041622
0.016757
0.036579
0.016119
貫怪項行~き~百万
処理時間[sec］
0.013596
0.008214
0.013297
0.005978
0.012299
0.007791
0014022
0.006471
ＷＥ
0.001
0.005
0.010
0.025
0.050
0.100
0.200
学習回数
２４７０
１０２３
２５３６
１０４９
２２２４
１０２４
収束回数
４３
７１
３７
７４
３８
６７
学習回数
８４０
４７８
８２６
４０５
８１１
４７１
８９４
４０２
収束回数
８９
８４
９１
９２
８７
８６
９２
８５
士0.1
±１．０
士0.1
±1.0
士０．１
±１．０
±０．１
±1.0
±0.1
士1.0
±０．１
±１．０
±０．１
士1.0
表４Epsilon-BP法を用いた場合の数字認識問題に対する実験結果
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Epsilon-BP法を用いた場合のアルファベット認識問題に対する実験結果
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表６Epsilon-BP法を用いた場合の各問題に対する最終誤差
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表７Exor問題における各学習法の実験結果
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表８数字認識問題における各学習法の実験結果
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表９アルファベット認識問題における各学習法の実験結果
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Neuralnetworks,whichimitatetheprocessofthehumanbrain,ｈａｖｅｂｅｅｎａｐｐｌｉｅｄｔｏａｗｉｄｅｒａｎｇｅｏｆ
ｐroblemsincludingartificialintelligencediscrimination，andpatternrealization・Thebackpropagation
isthemostwidelyusedlearningalgorithIninneuralnetworks,becauseofitssimplicityandperfbrmance
superioritycomparedwithfeed-fbrwardtypeneuralnetworks，Notwithstanding，thebackpropagation
hassomedrawbacksintermsofconvergentspeedwhenappliedtolargescaleproblems，Inthispaper，
weinvestigatethepossibilityofanapplicationofEpsilon-BPalgorithmandAdaptivestepalgorithmsto
patternrecognitionfromtheviewpointsofefIectiveness．
