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COMPARING CASTELNUOVO-MUMFORD REGULARITY AND
EXTENDED DEGREE: THE BORDERLINE CASES
UWE NAGEL
Abstract. Castelnuovo-Mumford regularity and any extended degree function can be
thought of as complexity measures for the structure of finitely generated graded modules.
A recent result of Doering, Gunston, Vasconcelos shows that both can be compared in
case of a graded algebra. We extend this result to modules and analyze when the estimate
is in fact an equality. A complete classification is obtained if we choose as extended
degree the homological or the smallest extended degree. The corresponding algebras are
characterized in three ways: by relations among the algebra generators, by using generic
initial ideals, and by their Hilbert series.
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1. Introduction
In [16] Vasconcelos introduced the concept of an extended degree Deg(M) of a finitely
generated graded module M over the polynomial ring R = K[x0, . . . , xn] where K is an
infinite field. It is designed to serve as a measure of the size and complexity of the module.
Another complexity measure that has attracted a lot of attention is the Castelnuovo-
Mumford regularity reg(M). In [5], Theorem 2.4, it has been shown that both measures
can be compared in case of a standard graded K-algebra A. In fact, for every extended
degree Deg one has
(1.1) regA ≤ DegA− 1.
In this note we consider the natural questions how good this bound is and how it can be
extended to finitely generated graded R-modules.
Note that a degree shift changes the regularity of the module while its extended degree
remains the same. Thus, any comparison between both invariants has to take the degrees
of the minimal generators of M into account. Denote by e+R(M) the maximum of these
degrees. Then we show as the sought extension to modules in Theorem 3.1 that
(1.2) regM ≤ e+R(M) + DegM − 1.
Since a standard graded algebra A is (as R-module) generated in degree zero this special-
izes to the earlier result (1.1) in [5].
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The key for obtaining estimate (1.2) is the observation that for any extended degree
the difference Deg− reg behaves nicely with respect to taking general hyperplane sections
(cf. Theorem 2.5).
The bulk of this note is devoted to an analysis of when equality holds in estimate (1.2).
Note that if n ≥ 2 there are many extended degree functions. Thus, we proceed in two
steps. First we derive necessary conditions. This is done for an arbitrary extended degree
in Section 3. It turns out that equality in estimate (1.2) forces the module to be cyclic.
Thus, we are reduced to analyze equality in estimate (1.1). Theorem 3.5 gives a short
list of those algebras for which the latter equality has a chance to be true. By specifying
an extended degree this result allows to obtain sufficient conditions for having equality as
well.
This is carried out in two cases. The first is Vasconcelos’ homological degree hdeg
([16]) which is the prototype of an extended degree. In Corollary 3.7 we characterize the
K-algebras satisfying reg(A) = hdeg(A)− 1. They form a proper sublist of the algebras
described in Theorem 3.5. However, we can hope for a more complete converse of Theorem
3.5 if we choose the extended degree as small as possible. This is considered in Section
4. The existence of a smallest extended degree, denoted by bdeg, has essentially been
established by Gunston [8] (cf. also Lemma 4.2). It also has the remarkable property
that it does not change when passing to the generic initial module (Lemma 4.3). The
main result of this paper characterizes the graded K-algebras for which equality holds in
estimate (1.1) in case Deg is chosen to be minimal, i.e. we have reg(A) = bdeg(A) − 1.
This is true if and only if the algebra is on the list stated in Theorem 3.5. Furthermore,
we show that these algebras can also be characterized by using generic initial ideals or by
their Hilbert series (cf. Theorems 4.4 and 4.6). It is rather remarkable that in this case
purely numerical conditions are equivalent to structural properties.
Another application of Theorem 2.5 is discussed in Section 5. We compare the regularity
of the modules M and M/qM for certain parameter ideals q involving, in particular, the
multiplicity of q (cf. Proposition 5.2). This broadly generalizes the main result of [14] for
generalized Cohen-Macaulay algebras to arbitrary modules.
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2. Comparison with hyperplane section
The goal of this section is to show a basic inequality about the difference between any
extended degree and the Castelnuovo-Mumford regularity. Its consequences will be drawn
in the following sections.
We begin by introducing some notation and establishing some preliminary results.
Let R = K[x0, . . . , xn] be the polynomial ring over the field K with the standard
grading. An extended degree is a numerical function Deg : mod−R → Z on the category
of finitely generated graded R-modules satisfying the following conditions:
(i) If L = Γm(M) is the submodule of elements of M annihilated by a power of the
homogeneous maximal ideal m of R then
DegM = DegM/L+ ℓ(L)
where ℓ( ) is the length function.
(ii) If l ∈ R is a sufficiently general regular hyperplane section of M then
DegM ≥ DegM/lM.
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(iii) If M is a Cohen-Macaulay module then
DegM = degM
where deg( ) is the ordinary multiplicity function.
The first example of an extended degree has been the homological degree hdeg intro-
duced by Vasconcelos. The homological degree of the module M is ([16], Definition 2.8)
(2.1) hdegM = degM +
n+1∑
i=n+2−d
(
d− 1
i− n− 2 + d
)
hdeg(ExtiR(M,R))
where d = dimM . Note that the homological degree is defined recursively on the dimen-
sion of the module.
The Hilbert function of a module M ∈ mod−R is
hM : Z→ Z, hM (j) = rankK [M ]j .
It becomes a polynomial in j for j ≫ 0. In case d := dimM > 0 this Hilbert polynomial
has the form
pM(j) =
degM
(d− 1)!
jd−1 + lower order terms.
If dimM = 0 we set degM = ℓ(M).
The Hilbert series of M is just the formal power series
HM(z) :=
∞∑
j=0
hM(j) · z
j .
Recall that the irrelevant maximal ideal (x0, . . . , xn) of R is denoted by m. The local
cohomology functors H i
m
( ) are the right-derived functors of Γm( ).
Let N be any graded R-module. Then the end of N is
e(N) := sup{j ∈ Z | [N ]j 6= 0}
while its initial degree is
a(N) = inf{j ∈ Z | [N ]j 6= 0}.
Note that e(N) = −∞ if N is trivial. The maximal degree of a minimal generator of a
finitely generated module N is denoted by e+R(N), i.e.
e+R(N) = e(N/mN).
Following [11] we define for k ≥ 0 integers
rk(M) = max{i+ e(H
i
m
(M)) | i ≥ k}.
Then regM := r0(M) is the Castelnuovo-Mumford regularity of M . The number r1(M)
has been called geometric regularity of M in [13]. In order to get an upper bound for
rk(M) it suffices to check finitely many conditions. Indeed, according to [11], Theorem 1,
we have for k ≥ 1 that
rk(M) ≤ m if and only if [H
i
m
(M)]m+1−i = 0 for all i ≥ k.
This result can be extended to the case k = 0 as follows.
Lemma 2.1. For any integer m we have
regM ≤ m if and only if [H i
m
(M)]m+1−i = 0 for all i ≥ 0 and e
+
R(M) ≤ m.
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Proof. Since e+R(M) ≤ regM the conditions are necessary. In order to show the other
implication we induct on the dimension of M . If dimM = 0 we have M ∼= H0
m
(M). Thus,
the assumptions imply e(H0
m
(M)) ≤ m. Now let dimM ≥ 1. Then we conclude as in the
proof of [11], Theorem 1, for rk in case k ≥ 1. 
Remark 2.2. IfM is a graded K-algebra A = R/I then the assumption on its generators
can be dropped because e+R(A) = 0 ≤ regA. In this sense, Lemma 2.1 extends [13],
Corollary 1.2, from algebras to modules.
Recall that a polynomial f ∈ R is called M-filter regular if
f /∈ p for all p ∈ AssM \ {m}.
This is equivalent to the condition that the module 0 :M f has finite length.
Remark 2.3. Let l ∈ R be a linear M-filter regular element. Then it follows that
H i
m
(M/0 :M l) ∼= H
i
m
(M) for all i ≥ 1.
Hence, the exact sequence induced by multiplication
0→ (M/0 :M l)(−1)→M →M/lM → 0
provides the exact sequence
(2.2)
0 −→ (0 :M l)(−1) −→ H
0
m
(M)(−1)
l
−→ H0
m
(M) −→ H0
m
(M/lM) −→ . . .
. . . −→ H i
m
(M) −→ H i
m
(M/lM) −→ H i+1
m
(M)(−1)
l
−→ H i+1
m
(M) −→ . . .
It is well-known that reg(M/lM) ≤ reg(M) if l is anM-filter regular linear form. Thus,
the next observation is vacuous if and only if reg(M/lM) = reg(M).
Lemma 2.4. Let l ∈ R be an M-filter regular linear form. Then we have
[H0
m
(M)]j 6= 0 if reg(M/lM) + 1 ≤ j ≤ reg(M).
Proof. The exact sequence (2.2) implies for the geometric regularity (cf., for example, [11],
Lemma 2)
r1(M) ≤ regM/lM.
Hence, if r := regM > regM/lM then we must have [H0
m
(M)]r 6= 0. Now consider the
following piece of the sequence (2.2)
[H0
m
(M)]j−1 → [H
0
m
(M)]j → [H
0
m
(M/lM)]j .
It shows for j > reg(M/lM) that [H0
m
(M)]j 6= 0 implies [H
0
m
(M)]j−1 6= 0. Our claim
follows. 
As a final piece of notation we set
[hi
m
(M)]j = rankK [H
i
m
(M)]j .
Now we are ready for the main result of this section.
Theorem 2.5. Let M be a finitely generated graded R-module of positive dimension.
Suppose K is an infinite field. Then we have for every sufficiently general linear form
l ∈ R and any extended degree Deg
Deg(M/lM)− reg(M/lM) ≤ Deg(M)− reg(M).
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Proof. Since K is infinite, l is M-filter regular.
Let N be any R-module. Following [9] we call N sm := N/H0
m
(N) the slight modification
of N . If it is non-trivial then it has positive depth.
For short put N = Msm. Comparing the sequences (2.2) for M and N we obtain the
exact sequence
(2.3) 0 −−−→ H0
m
(M)/lH0
m
(M) −−−→ H0
m
(M/lM) −−−→ H0
m
(N/lN) −−−→ 0.
Next, consider the commutative diagram where the vertical maps are multiplication by l
0 −−−→ H0
m
(M)(−1) −−−→ M(−1) −−−→ N(−1) −−−→ 0yl yl yl
0 −−−→ H0
m
(M) −−−→ M −−−→ N −−−→ 0.
The Snake lemma provides the exact sequence
(2.4) 0 −−−→ H0
m
(M)/lH0
m
(M) −−−→ M/lM −−−→ N/lN −−−→ 0.
Its long exact cohomology sequence induces isomorphisms
H i
m
(M/lM) ∼= H i
m
(N/lN) for all i ≥ 1.
Moreover, the sequence (2.3) implies e(H0
m
(M/lM)) ≥ e(H0
m
(N/lN)). We conclude that
reg(N/lN) ≤ reg(M/lM).
Comparing the sequences (2.3) and (2.4) we obtain a graded isomorphism
(M/lM)sm ∼= (N/lN)sm.
Hence, conditions (i) and (ii) for the extended degree imply
Deg(M/lM) = ℓ(H0
m
(M/lM)) + Deg((M/lM)sm)
= ℓ(H0
m
(M/lM)) + Deg((N/lN)sm)
≤
∑
j≤reg(M/lM)
(
[h0
m
(M)]j + [h
0
m
(N/lN)]j
)
+ Deg((N/lN)sm)
=
∑
j≤reg(M/lM)
[h0
m
(M)]j + Deg(N/lN)
≤
∑
j≤reg(M/lM)
[h0
m
(M)]j + Deg(N)
where the first estimate is a consequence of sequence (2.3) and reg(N/lN) ≤ reg(M/lM)
is used to justify the equality following it. Note that depthN > 0 allows to conclude
Deg(N/lN) ≤ Deg(N) by condition (ii) for the extended degree.
Now, Lemma 2.4 provides the trivial estimate
reg(M)− reg(M/lM) ≤
reg(M)∑
j=reg(M/lM)+1
[h0
m
(M)]j .
Summing up we obtain
reg(M)− reg(M/lM) + Deg(M/lM) ≤ ℓ(H0
m
(M)) + Deg(N) = Deg(M)
which proves the claim. 
For later use we record when we have equality in Theorem 2.5
6 UWE NAGEL
Corollary 2.6. Adopting the notation and assumptions of Theorem 2.5 we have
Deg(M/lM) − reg(M/lM) = Deg(M)− reg(M)
if and only if the following conditions are satisfied
(I) [H0
m
(M)]j = [0 :M l]j for all j < reg(M/lM)
(II) [h0
m
(M)]j = 1 if reg(M/lM) + 1 ≤ j ≤ reg(M)
(III) Deg(N/lN) = Deg(N) where N := M/H0
m
(M).
Proof. Analyzing the estimates in the proof of Theorem 2.5 we see that we have equality
in its claim if and only if conditions (II) and (III) are satisfied and there are equations
(2.5) [h0
m
(M/lM)]j = [h
0
m
(M)]j + [h
0
m
(N/lN)]j for all j ≤ reg(M/lM).
But the sequences (2.2) and (2.3) provide the exact sequence
0→ (0 :M l)(−1)→ H
0
m
(M)(−1)→ H0
m
(M)→ H0
m
(M/lM)→ H0
m
(N/lN)→ 0.
Therefore equations (2.5) are equivalent to condition (I). 
We now begin to discuss the consequences of Theorem 2.5.
Corollary 2.7. If Deg(M/lM) = Deg(M) then reg(M/lM) = reg(M).
Proof. Using Theorem 2.5, the assumption implies
reg(M) ≤ reg(M/lM).
But for a general linear form l we always have reg(M) ≥ reg(M/lM). 
Remark 2.8. So far, the best known extended degree is Vasconcelos’ homological degree.
An example in [16], Remark 2.15, shows that there are modules having positive depth
such that
hdeg(M/lM) < hdeg(M).
Vasconcelos points out that it would be considerably better to have an extended degree
where equality holds in condition (ii). However, it is asking too much to hope for the
existence of an extended degree such that Deg(M/lM) = Deg(M) for general l and every
module M . Indeed, there are plenty of modules such that
reg(M/lM) < reg(M).
3. Modules with maximal regularity
We will establish a bound on the regularity and then investigate the modules whose
Castelnuovo-Mumford regularity is maximal with respect to this bound. It turns out that
this property puts rather severe restrictions on the module structure.
We will assume that the ground field K is infinite (but confer Remark 5.1).
The following result states the announced regularity bound.
Theorem 3.1. Suppose K is an infinite field. Then we have for every finitely generated,
graded R-module
reg(M) ≤ e+R(M) + Deg(M)− 1.
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Proof. Let l ∈ R be a general linear form. Since e+R(M) = e
+
R(M/lM), Theorem 2.5 shows
that, by induction, it suffices to prove the claim if dimM = 0. But in this case we have
reg(M) = e(M) and
(3.1) [M ]j 6= 0 if e
+
R(M) ≤ j ≤ e(M).
It follows that
e(M)− e+R(M) + 1 ≤ ℓ(M)
and we are done. 
If A = R/I is a standard graded K-algebra then e+R(A) = 0. Therefore, the theorem
above has the following consequence which has first been shown as Theorem 2.4 in [5].
Corollary 3.2. Let A be a standard graded K-algebra where K is an infinite field. Then
reg(A) ≤ Deg(A)− 1.
The goal of the remainder of this section is to study the modules which have maximal
regularity with respect to Theorem 3.1.
The next observation shows that it suffices to characterize equality for algebras.
Lemma 3.3. Let M be a finitely generated, graded R-module such that
reg(M) = e+R(M) + Deg(M)− 1.
Suppose K is infinite and let l ∈ R be a general linear form. Then we have:
(a) If dimM ≥ 1 then
reg(M/lM) = e+R(M/lM) + Deg(M/lM)− 1.
(b) M is a cyclic R-module.
Proof. We will use twice the fact that the degrees of the minimal generators of M and of
M/lM coincide for general l. First, it shows that claim (a) is a consequence of Theorem
3.1 and Theorem 2.5.
Second, using induction on dimM and part (a) we see that it suffices to show claim
(b) if dim(M) = 0. In this case the assumption becomes
e(M)− e+R(M) + 1 = ℓ(M).
Hence condition (3.1) implies
(3.2) hM(j) = 1 if a(M) = e
+
R(M) ≤ j ≤ e(M)
which in particular proves the claim. 
We need some preparation for the next result. The graded K dual of an R-module N
is denoted by M∨ = ⊕j∈ZHomK([M ]−j , K). By local duality
H i
m
(M)∨ ∼= Extn+1−iR (M,R)(−n− 1)
is a finitely generated graded R-module.
Lemma 3.4. In R = K[x0, . . . , xn] consider the ideal
I = (fnl0, fnfn−1l1, . . . , fn . . . ft+1ln−t−1, fn . . . ft)
where 0 ≤ t ≤ n, every fi 6= 0 is a homogenous polynomial of degree di ≥ 0, dn, dt ≥ 1,
and every li is a linear form. (Note that in case n = t the ideal I is simply defined as
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I = (fn).) If I has (as indicated) n+ 1− t minimal generators then the local cohomology
modules of A = R/I are
H i
m
(A)∨ ∼=
{
(R/(l0, . . . , ln−1−i, fi))(di + . . .+ dn − i− 1) if t ≤ i ≤ n
0 otherwise.
In particular, H i
m
(A)∨ either vanishes or is (up to a degree shift) a hypersurface ring of
dimension i.
Furthermore, the Hilbert series of A is
HA(z) =
n∑
j=t
1− zdj
(1− z)j+1
n∏
i=j+1
zdi
where the product is defined to be 1 if j + 1 > n.
Proof. Since I has n + 1− t minimal generators we see that
lj /∈ (l0, . . . , lj−1) if 0 ≤ j ≤ t
fj /∈ (l0, . . . , ln−j−1) if t ≤ j ≤ n.
It follows that the rings R/(l0, . . . , ln−1−i, fi) have the asserted dimension i and that fn
is the greatest common divisor of the polynomials in I. Thus, we can write I = (fn) ∩ b
where b ⊂ R is an ideal having codimension at least two or b = R. Consider the exact
sequence
0→ (fn)/b ∩ (fn)→ R/I → R/(fn)→ 0.
If I is not a principal ideal then the dimension of (fn)/b∩ (fn) ∼= (b+(fn))/b is less than
dimR/I. Thus, using the long exact cohomology sequence we get in any case
Hn
m
(A) ∼= Hn
m
(R/fnR) ∼= (R/fnR)
∨(−dn + n+ 1)
as claimed. (The first isomorphism is also a consequence of the more general Proposition
3.7 in [4].)
In order to compute the cohomology of A we induct on n. If n = 0 then I = (fn) and
the last computation gives the claim. Let n ≥ 1. Due to the last isomorphism it suffices
to compute the i-th cohomology module for i ≤ n− 1.
Multiplication by fn on A induces the exact sequence
(3.3) 0→ (R/I : fn)(−dn)→ R/I → R/fnR→ 0.
Since R/fnR is Cohen-Macaulay of dimension n it provides isomorphisms
(3.4) H i
m
(A) ∼= H i
m
(R/I : fn)(−dn) (i ≤ n− 1).
Consider the following ideal in R
J = (fn−1l1, . . . , fn−1 . . . ft+1ln−t−1, fn−1 . . . ft).
We have
I : fn = l0R + J.
Thus, putting R¯ = R/l0R we get the isomorphism
(3.5) R/I : fn ∼= R¯/JR¯.
But the induction hypothesis applies to JR¯. Hence, the isomorphisms (3.4) provide the
claim about the cohomology of A.
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It remains to determine the Hilbert series of A. If n = 0 we obtain
HA(z) =
d0−1∑
j=0
zj =
1− zd0
1− z
as claimed. Let n ≥ 1. If t = n then A is a hypersurface ring of degree dn and its Hilbert
series is HA(z) =
1−zdn
(1−z)n+1
. Let t < n. Then the sequence (3.3) and the isomorphism (3.5)
together with the induction hypothesis provide
HA(z) =
1− zdn
(1− z)n+1
+ zdn
[
n−1∑
j=t
1− zdj
(1− z)j+1
n−1∏
i=j+1
zdi
]
=
n∑
j=t
1− zdj
(1− z)j+1
n∏
i=j+1
zdi
completing the proof. 
We are ready for the main result of this section.
Theorem 3.5. Let A 6= 0 be a standard graded K-algebra where K is an infinite field. If
reg(A) = Deg(A)− 1
for some extended degree Deg then A is (as K-algebra) isomorphic to R/I where R =
K[x0, . . . , xn], n = dimA, and
I = (fnx0, fnfn−1x1, . . . , fn . . . ft+1xn−t−1, fn . . . ft)
with homogenous polynomials fi 6= 0 of degree di ≥ 0, t = depthA, and dn, dt ≥ 1 such
that fi /∈ (x0, . . . , xn−i−1) for all i = t, . . . , n− 1.
Proof. We will proceed in several steps. First, we show several properties of the algebras
in question, second, we use induction to conclude the proof.
Step 1. Assume dimA = 0. Then we will show that A ∼= K[x]/xd for some integer
d ≥ 0.
Indeed, the equations (3.2) read in this case as
hA(j) = 1 if 0 ≤ j ≤ e(A).
In particular, rankK [A]1 ≤ 1 implies that A is isomorphic to a quotient of a polynomial
ring in one variable. The claim of Step 1 follows.
Step 2. Put B = A/H0
m
(A). Then we claim that
(3.6) reg(B) ≤ reg(A)− ℓ(H0
m
(A)).
This assertion is trivially true if depthA > 0. Thus, assume H0
m
(A) 6= 0. Then the
assumption and Theorem 3.1 provide
(3.7) reg(A) + 1 = Deg(A) = Deg(B) + ℓ(H0
m
(A)) ≥ reg(B) + 1 + ℓ(H0
m
(A))
and inequality (3.6) is shown.
Step 3. Suppose dimA ≥ 1 and H0
m
(A) 6= 0. Then we show that
(3.8) ℓ(H0
m
(A)) ≤ e(H0
m
(A))− a(H0
m
(A)) + 1.
In order to do that write A = R/I and denote the saturation of I by Isat. There are iso-
morphisms H0
m
(A) ∼= Isat/I and B ∼= R/Isat. Estimate (3.6) provides reg(A) > reg(B) =
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r1(A) which implies reg(A) = e(H
0
m
(A)). Since reg(Isat) = reg(B) + 1 it follows using
estimate (3.6) again
(3.9)


a(H0
m
(A)) ≤ e+R(I
sat) ≤ reg(B) + 1
≤ reg(A) + 1− ℓ(H0
m
(A))
= e(H0
m
(A)) + 1− ℓ(H0
m
(A))
which gives our claimed estimate (3.8).
Step 4. If H0
m
(A) is non-trivial then we claim that it is a cyclic R-module and
[h0
m
(A)]j = 1 if a(H
0
m
(A)) ≤ j ≤ e(H0
m
(A)).
We argue by induction on dimA. If dimA = 0 this claim is shown in Step 1. Let dimA > 0
and let l be a general linear form. Then the sequence (2.2) provides an embedding
H0
m
(A)/lH0
m
(A) →֒ H0
m
(A/lA).
According to Lemma 3.3, (a), the induction hypothesis applies to A/lA. Hence
H0
m
(A)/lH0
m
(A) and thus H0
m
(A) must be a cyclic module. This implies
e(H0
m
(A))− a(H0
m
(A)) + 1 ≤ ℓ(H0
m
(A)).
Comparing with estimate (3.8) we get
(3.10) e(H0
m
(A))− a(H0
m
(A)) + 1 = ℓ(H0
m
(A))
which implies the claim of this step about the Hilbert function of H0
m
(A).
Step 5. Now we can show
(i) If H0
m
(A) 6= 0 then a(H0
m
(A)) = e+R(I
sat) = r1(A) + 1.
(ii) If dimA > 0 then reg(B) = Deg(B)− 1.
Indeed, equation (3.10) implies equality for all the estimates in (3.9). This shows claim
(i) and
reg(B) = reg(A)− ℓ(H0
m
(A)).
Since by assumption
reg(A) = Deg(A)− 1 = Deg(B) + ℓ(H0
m
(A))− 1
claim (ii) follows.
Step 6. Suppose temporarily that H0
m
(A) ∼= Isat/I is non-trivial. Then claim (i) in Step
5 says that there is a minimal generator of Isat, say f , of maximal degree whose residue
class generates H0
m
(A) as R-module. Combined with Step 4 we conclude that in any case
there is a homogeneous ideal a such that
(3.11) Isat = a+ fR and I = a+ f(lk0 , l1, . . . , ln)
for some integer k ≥ 0 where {l0, l1, . . . , ln} is a regular sequence of linear forms. (Note
that I = Isat if and only if k = 0.)
Step 7. Now we are ready to establish the assertion of Theorem 3.5. We will use Step
6 and argue by induction on dimA. If dimA = 0 the claim is shown in Step 1. Let
dimA > 0. Write A = R/I. First, suppose that depthA > 0. Let l be a general linear
form. After a change of coordinates we may assume l = xn. Lemma 3.3 shows that the
induction hypothesis applies to A/lA ∼= R¯/I¯ where R¯ = R/xnR. Since l is not a zero
divisor for A the minimal generators of R¯ lift to minimal generators of I preserving their
factorization. The claim of our statement follows. (Note that depthA/lA = depthA−1.)
Second, suppose depthA = 0. Then t := depthR/Isat ≥ 1. Hence, by Step 5, (ii) and
the first part of Step 7 we may assume that Isat is of the form as claimed. In particular,
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fn · · · ft is the unique minimal generator of largest degree of I
sat if deg ft ≥ 2. If deg ft = 1
we may still assume that we have in Step 6 f = fn . . . ft and
a = (fnx0, fnfn−1x1, . . . , fn . . . ft+1xn−t−1)
such that I = a+f(f0, l1, . . . , ln) with suitable linear forms li and a form f0 6= 0 of degree
d0 ≥ 1. Since f(x0, . . . , xn−1−t) ⊂ a we get
(x0, . . . , xn−1−t) ⊂ AnnH
0
m
(A) = (f0, l1, . . . , ln).
Thus, possibly after a change of coordinates we may assume
(f0, l1, . . . , ln) = (x0, . . . , xn−1, f0).
Then I = a+ f(x0, . . . , xn−1, f0) is of the form as claimed. 
Combined with Lemma 3.3 we obtain
Corollary 3.6. Suppose the ground field K is infinite. Let M 6= 0 be a finitely generated
graded R-module such that
reg(M) = e+R(M) + Deg(M)− 1
for some extended degree Deg. Then M is a cyclic R-module which is up to a degree shift
as graded K-algebra isomorphic to one of the algebras in Theorem 3.5.
Using as extended degree Vasconcelos’ homological degree (cf. (2.1)) we get a complete
characterization.
Corollary 3.7. Let K be an infinite field and let M 6= 0 be a finitely generated graded
R-module such that
reg(M) = e+R(M) + hdeg(M)− 1.
Then M is a cyclic R-module which is up to a degree shift as graded K-algebra isomorphic
to R/I where
I = (fnx0, fnfn−1(x1, . . . , xn−1, f0))
with homogeneous polynomials fi 6= 0 of degree di ≥ 0, dn ≥ 1, fn−1 /∈ (x0), and f0 /∈
(x0, . . . , xn−1).
Proof. According to the previous result it suffices to compare the regularity and the
homological degree of the algebras in Theorem 3.5. Let A be such an algebra. Put
t = depthA. Note that dimA = n. Then Lemma 3.4 provides
reg(A) = dt + . . .+ dn − 1
and
hdeg(A) = dn +
n−1∑
i=t
(
n− 1
i
)
di.
Therefore, we get reg(A) = hdeg(A)−1 if and only if di = 0 for all i such that 1 ≤ i ≤ n−2
proving the claim. 
In the next section we will show that there is an extended degree function bdeg such
that we have for every algebra A as in Theorem 3.5
reg(A) = bdeg(A)− 1 (= dt + . . .+ dn − 1).
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4. The smallest extended degree
In his thesis [8] T. Gunston introduced a very particular extended degree which can be
described as the smallest among all extended degrees. Using this degree we obtain several
characterizations of the algebras occurring in Theorem 3.5.
Let us begin with the axiomatic description of this degree (cf. [8], Theorem 3.1.2).
Theorem 4.1. Let K be an infinite field. Then there is a unique numerical function
bdeg : mod−R→ Z satisfying the following conditions:
(1) If L = Γm(M) then
bdeg(M) = bdeg(M/L) + ℓ(L).
(2) If l ∈ R is a sufficiently general regular hyperplane section of M then
bdegM = bdegM/lM.
(3) bdeg(0) = 0.
T. Gunston called the function bdeg the extremal cohomological degree. It is easy to
see that it is an extended degree and in this note we prefer to call the function the smallest
extended degree. This is justified because of the next observation.
Lemma 4.2. If the field K is infinite then we have for every extended degree Deg on
mod−R
bdeg(M) ≤ Deg(M) for all M ∈ mod−R.
Proof. The result is contained in T. Gunston’s thesis [8]. However, for the convenience of
the reader we include the short argument using the axiomatic description only.
We induct on dimM . If dimM = 0 then M has finite length and
bdeg(M) = Deg(M) = ℓ(M).
Let dimM > 0. Then N := M/H0
m
(M) has positive depth and by induction we have for
a general linear form l ∈ R that bdeg(N/lN) ≤ Deg(N/lN). Thus, it follows
bdeg(M) = bdeg(N) + ℓ(H0
m
(M)) = bdeg(N/lN) + ℓ(H0
m
(M))
≤ Deg(N/lN) + ℓ(H0
m
(M))
≤ Deg(N) + ℓ(H0
m
(M)) = Deg(M).

Now we are touching upon the theory of Gro¨bner bases where we assume that the field
K is infinite. Let F = ⊕ri=0Rei be a free graded R-module of rank r. We will always
use the reverse lexicographic order on the monomials of F , i.e. if m,n ∈ R are monomials
then mei > nej if either degmei > deg nej or the degrees are the same and m > n in the
reverse lexicographic order of the monomials in R or m = n and i < j.
Denote by GL(n+1) the group of K-linear graded automorphisms of R and let GL(F )
be the group of R-linear graded automorphisms of F . Then G := GL(n+1)⋉GL(F ) acts
on F through K-linear graded automorphisms. Let B be the subgroup of G consisting
of all automorphisms that take ei to an R-linear combination of e1, . . . , ei and xi to a
K-linear combination of x0, . . . , xi. It is a Borel group of G. A submodule M of F
is called Borel-fixed if γ(M) = M for all γ ∈ B. A combinatorial characterization of
such submodules is given in [12], Proposition II.5. They occur naturally because of the
following result. For every graded submoduleM of F there is a Zariski open subset U ⊂ G
and a Borel-fixed module N such that N = in(γ(M)) for all γ ∈ U ([12], Example I.7, or
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modify the proofs in [6] or [7] for the case F = R). The module N is called the generic
initial module of M and is denoted by gin(M).
Generic initial modules can be used to compute the smallest extended degree. This
result extends Theorem 3.4.2 in [8].
Lemma 4.3. For every graded submodule M of F we have
bdeg(F/M) = bdeg(F/ gin(M)).
Proof. The proof is analogous to the one of Gunston for the case F = R. We sketch it for
the sake of completeness.
We induct on dimF/M . The 0-dimensional case being clear we may assume dimF/M ≥
1. First, suppose that depthF/M > 0. Let l ∈ R be a general linear form. Then we get
by induction
bdeg(F/M) = bdeg(F/M + lF ) = bdeg(F/ gin(M + lF ))
= bdeg(F/ gin(M) + xnF ) = bdeg(F/ gin(M) + lF )
= bdeg(F/ gin(M))
where we have also used properties of generic initial modules under hyperplane sections
that are straightforward extensions of Green’s results [7] for generic initial ideals.
Second, assume depthF/M = 0. We will use the saturation of M , i.e.
Msat :=
⋃
k≥1
(M :F m
k).
Since depthF/Msat > 0 and saturation commutes with formation of generic initial mod-
ules we obtain
bdeg(F/M) = bdeg(F/Msat) + ℓ(Msat/M)
= bdeg(F/ gin(M)sat) + ℓ(gin(M)sat/ gin(M))
= bdeg(F/ gin(M))
and we are done. 
We are ready for the main results of this section. The first one shows that the converse
of Theorem 3.5 is true if we use the smallest extended degree. It also gives a nice tie with
the theory of Gro¨bner bases.
Theorem 4.4. Let I be a homogeneous ideal in R = K[x0, . . . , xn] where K is an infinite
field. Assume that I does not contain any linear form. Then the following conditions are
equivalent:
(a) reg(R/I) = bdeg(R/I)− 1 and depthR/I = t.
(b) I is an ideal as in Lemma 3.4 with n+ 1− t minimal generators.
(c) There are integers dt, . . . , dn ≥ 0 with 0 ≤ t ≤ n, dn, dt > 0 such that
gin(I) = (xdn+10 , x
dn
0 x
dn−1+1
1 , . . . , x
dn
0 . . . x
dt+2
n−t−2x
dt+1+1
n−t−1 , x
dn
0 . . . x
dt+1
n−t−1x
dt
n−t).
Proof. Theorem 3.5 shows that (a) implies (b). In order to prove the converse we have to
show for every ideal I as in (b) that
bdeg(R/I) = dt + . . .+ dn
because reg(R/I) = dt + . . .+ dn − 1 as a consequence of Lemma 3.4.
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We will induct on n. Condition (1) for bdeg and Lemma 3.4 provide
bdeg(R/I) = bdeg(R/Isat) + ℓ(H0
m
(R/I))
= bdeg(R/Isat) + d0.
In particular, this implies the claim for n = 0, thus we may assume n ≥ 1. Let s =
min{i ≥ 1 | di ≥ 1}. This minimum exists because dn ≥ 1. Then, using Lemma 3.4 we
see that
Isat = (fnl0, fnfn−1l1, . . . , fn . . . fs+1ln−s−1, fn . . . fs)
is again an ideal as in Lemma 3.4 where depthR/Isat = s. Hence, it remains to consider
the case where t = depthR/I > 0. Changing coordinates we may assume that xn is
general for R/I and we have
bdeg(R/I) = bdeg(R/I + xnR).
But R/I + xnR ∼= R¯/I¯ with R¯ = R/xnR and
I¯ = (gn−1l¯0, gn−1gn−2l¯1, . . . , gn−1 . . . gtl¯n−t−1, gn−1 . . . gt−1)
where gi is the residue class of fi+1 and l¯i is the residue class of li. We may apply the
induction hypothesis to I¯. Hence we obtain
bdeg(R¯/I¯) = dt + . . .+ dn
which provides bdeg(R/I) = dt + . . .+ dn, as claimed.
Now, we show that (c) implies (a). Note that the given gin(I) is an ideal as in Lemma
3.4. Hence, we have just seen that t = depthR/ gin(I) and
reg(R/ gin(I)) = bdeg(R/ gin(I))− 1.
According to [3] we have
reg(R/I) = reg(R/ gin(I)).
Combined with Lemma 4.3 and depthR/I = depthR/ gin(I) we get the equations in (a).
Reversing the last argument we see that (a) implies the fact that gin(I) is an ideal as
in Lemma 3.4 and depthR/ gin(I) = t. Since gin(I) is a Borel-fixed ideal it must be of
the form as claimed. 
Remark 4.5. Unless the ideal is principal the ideals occurring in Theorem 4.4(ii) are not
unmixed. However, the lower dimensional components are not necessarily embedded.
Combined with Lemma 3.4, Theorem 4.4 says precisely for which Hilbert series H where
is a graded K-algebra A with HA = H and reg(A) = bdeg(A) − 1. A lot more is true.
There is another purely numerical characterization of these algebras.
Theorem 4.6. Let A 6= K be a standard graded K-algebra where K is an infinite field.
Then the following conditions are equivalent
(a) A has maximal regularity with respect to the smallest extended degree, i.e.
reg(A) = bdeg(A)− 1.
(b) The Hilbert series of A is
HA(z) =
n∑
j=0
1− zdj
(1− z)j+1
n∏
i=j+1
zdi
for some integers d0, . . . , dn ≥ 0 where n := dimA and dn > 0.
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Remark 4.7. Using Theorem 4.4 we see that the integers di occurring in condition (b)
have a cohomological interpretation. Indeed, Lemma 3.4 shows that H i
m
(A)∨ is (up to a
degree shift) a hypersurface ring of degree di. Here degree zero means that the cohomology
module is trivial.
Proof of Theorem 4.6. One direction is clear. Theorem 4.4 in conjunction with Lemma
3.4 shows that (a) implies (b).
For the other implication we prove by induction on n that (b) has as a consequence
reg(A) = bdeg(A)− 1 = d0 + . . .+ dn − 1.
This is clear if n = 0. Let n ≥ 1. Notice that the Hilbert series of A conveys that
dn = degA and n + 1 = hA(1) = rankK [A]1. Thus, we see that A ∼= R/I where R =
K[x0, . . . , xn]. Since dimA = n the ideal I has codimension one in R. Hence, the greatest
common divisor of the elements in I is a homogeneous polynomial f of degree dn = degA.
Setting B := R/I : f , multiplication by f on A provides the exact sequence
(4.1) 0→ B(−dn)→ A→ R/fR→ 0.
Hence the Hilbert series of B is
HB(z) =
n−1∑
j=0
1− zdj
(1− z)j+1
n−1∏
i=j+1
zdi
and the induction hypothesis provides
reg(B) = bdeg(B)− 1 = d0 + . . .+ dn−1 − 1.
Since reg(R/fR) = dn − 1 we obtain from the sequence (4.1)
reg(A) = reg(B) + dn = d0 + . . .+ dn − 1.
It remains to compute bdeg(A). Due to Theorem 4.4, Lemma 3.4 applies to B and shows
that the Hilbert series of H0
m
(B) is
HH0
m
(B)(z) =
1− zd0
1− z
n∏
i=1
zdi .
Using the sequence (4.1) again we get that H0
m
(A) ∼= H0
m
(B). Therefore the Hilbert series
of C := A/H0
m
(A) is
HC(z) = HA(z)−HH0
m
(B)(z)
=
n∑
j=1
1− zdj
(1− z)j+1
n∏
i=j+1
zdi .
Let l ∈ R be a general linear form. It is not a zero divisor on C. Hence we get for the
Hilbert series of C/lC
HC/lC(z) = (1− z) ·HC(z) =
n∑
j=1
1− zdj
(1− z)j
n∏
i=j+1
zdi .
Thus, we can apply the induction hypothesis to C/lC and obtain
bdeg(C) = bdeg(C/lC) = d1 + . . .+ dn.
Since H0
m
(A) has length d0 it follows
bdeg(A) = bdeg(C) + ℓ(H0
m
(A)) = d0 + . . .+ dn
completing the proof. 
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Expressing the information on the Hilbert series of the algebras more explicitly by using
the Hilbert function illustrates again how special these algebras are. We work this out in
low dimensions.
Example 4.8. Let A be an algebra as in Theorem 4.6 (b).
(i) If A is artinian then the Hilbert function of A is 1, 1, . . . , 1, 0, 0 . . ..
(ii) If dimA = 1 then the Hilbert function is
hA(j) =


j + 1 if 0 ≤ j ≤ d1 − 1
d1 + 1 if d1 ≤ j ≤ d0 + d1 − 1
d1 if d0 + d1 ≤ j.
Using Lemma 3.3 it is possible to extend the previous results to modules. For example,
the module version of Theorem 4.6 is.
Corollary 4.9. Let R be a noetherian polynomial ring over the infinite field K, and
let M 6= 0 be a finitely generated graded R-module. Then the following conditions are
equivalent
(a) M has maximal regularity with respect to the smallest extended degree, i.e.
reg(M) = e+R(M) + bdeg(M)− 1.
(b) M is a cyclic R-module with Hilbert series
HM(z) = z
k ·
[
n∑
j=0
1− zdj
(1− z)j+1
n∏
i=j+1
zdi
]
for some integers k, d0, . . . , dn where n = dimM , d0, . . . , dn−1 ≥ 0, and dn > 0.
Proof. Using HM(−k)(z) = z
k ·HM(z) this follows by combining Lemma 3.3 and Theorem
4.6. 
5. Comments and open problems
We begin by discussing the assumption about the ground field that we have made in
the previous sections. Then we show that our results broadly generalize the main result
of Stu¨ckrad and Vogel in [14].
Remark 5.1. The assumption that the ground field K is infinite was necessary in order to
guarantee that there are filter regular elements. However, typically one would expect that
a degree does not change when the base field K is extended. If we add this requirement as
an additional condition for an extended degree then Theorem 3.1 and Corollary 3.2 become
valid over arbitrary ground fields. Indeed, we could replace K by its algebraic closure
if necessary. Note that Vasconcelos’ homological degree satisfies the extra requirement
above.
Every extended degree Deg satisfies Deg(M) ≥ deg(M) and quality holds if and only
if M is a Cohen-Macaulay module. Following [5], the difference
I(M) := Deg(M)− deg(M)
is called the Cohen-Macaulay deviation of M . Using it we can state another consequence
of Theorem 2.5.
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Proposition 5.2. Let M be a finitely generated graded R-module of dimension d ≥ 1.
Let q ⊂ R be a parameter ideal generated by d sufficiently general linear forms. Suppose
that the ground field K is infinite. Then we have for any extended degree
ℓ(M/qM)− e0(q;M)− reg(M/qM) ≤ I(M)− reg(M)
where e0(q;M) denotes the multiplicity of q (cf., e.g., [17], Chapter VIII).
Proof. Successive application of Theorem 2.5 provides
ℓ(M/qM)− reg(M/qM) ≤ Deg(M)− reg(M)
= deg(M) + I(M)− reg(M).
Since the minimal generators of q are sufficiently general by assumption, they form an
M-filter regular sequence. Thus, [2], Proposition 4.7, shows that they form a reducing
system of parameters for M . Hence, we have e0(q;M) = deg(M). Combined with the
estimate above the claim follows. 
It is useful to specify what means “sufficiently general” for the linear forms in the last
result provided we deal with a specific extended degree. All we need is to know which
assumptions on the linear form l guarantee that Deg(M/lM) ≤ Deg(M). This follows by
an analysis of the proof of Theorem 2.5.
In case of the homological degree this has been achieved by Vasconcelos. Following
[16], Definition 2.12, a linear form l ∈ R is called a special hyperplane section of M if it is
filter regular for all the iterated extension modules
Exti1R(Ext
i2
R(. . . (Ext
ip
R (M,R), R), . . . , R)
where i1 ≥ i2 ≥ . . . ≥ ip ≥ 0 are any integers.
Suppose that the module M has dimension d. We call the ideal q = (l1, . . . , ld) ⊂ R a
special parameter ideal of M if li is a special hyperplane section of M/(l1, . . . , li−1)M for
all i = 1, . . . , d.
In case of the homological degree we denote the Cohen-Macaulay deviation of the
module M by
Ih(M) = hdeg(M)− deg(M).
Using this notation Proposition 5.2 provides:
Corollary 5.3. Let q ⊂ R be a special parameter ideal of the module M . Then we have
for the homological degree
ℓ(M/qM)− e0(q;M)− reg(M/qM) ≤ Ih(M)− reg(M).
Proof. Vasconcelos’ Theorem 2.13 in [16] shows for a special hyperplane section l of M
hdeg(M/lM) ≤ hdeg(M).
As pointed out above, the claim then follows by Proposition 5.2. 
The last result can be further simplified if M is a module with finite cohomology, i.e.
if all the modules H i
m
(M), 0 ≤ i < dimM , have finite length. Note that this is the case
if and only if M is an equidimensional locally Cohen-Macaulay module. It is easy to see
that then a linear form is a special hyperplane section of the module M if and only if it
is a parameter for M . Thus, the last corollary implies:
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Corollary 5.4. Let M be a an equidimensional locally Cohen-Macaulay graded module.
Let q ⊂ R be an ideal generated by a system of linear parameters of M and suppose that
K is infinite. Then we have
ℓ(M/qM)− e0(q;M)− reg(M/qM) ≤ Ih(M)− reg(M).
Note that with the assumptions of the last result, the Cohen-Macaulay deviation is
Ih(M) =
d−1∑
0
(
d− 1
i
)
ℓ(H i
m
(M))
where d = dimM . Hence, Corollary 5.4 is a generalization of the Main theorem in
[14] (cf. also [1], [10]) from algebras to modules. There Stu¨ckrad and Vogel have also
considered the problem for which algebras we have equality in Corollary 5.4 for every
ideal q under consideration. Using Corollary 2.6 their methods can be extended to the
case of modules and provide, for example, the following result. If M has positive depth
then we have equality in Corollary 5.4 for every ideal q under consideration if and only if
M is a Buchsbaum module.
It seems interesting to analyze the analogous problem in the more general situation of
Corollary 5.3. We pose this as an open problem.
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