Abstract. We give a complete characterization of finitely generated primitive groups in several settings including linear groups, subgroups of mapping class groups, groups acting minimally on trees and convergence groups. The latter category includes as a special case Kleinian groups as well as finitely generated subgroups of word hyperbolic groups. As an application we calculate the Frattini subgroup in many of these settings. In particular, we settle a conjecture of G. Higman and B.H. Neumann on the Frattini group of an amalgamated product, and prove that the Frattini subgroup of any non-elementary convergence group is finite, generalizing a theorem of I. Kapovich.
1. Introduction.
1.1.
Background. In the study of groups one often tries to understand their properties via actions on various geometric, combinatorial or algebraic structures. The most fundamental mathematical structure that comes to mind is a set. When groups were first introduced by Galois, they were considered as permutation groups (of roots of polynomials). The abstract definition of a group, without any given realization as a symmetry group appeared only later. Today permutation representations are an indispensable tool in the study of finite groups. The theory of infinite permutation representations, which is beautiful in its own right and exhibits elaborate connections with logic and model theory, does not often render itself useful to the better understanding of infinite groups.
The "irreducible" building blocks in this theory are the primitive actions. An action of a group Γ on a set X is primitive if |X| > 1 and there are no Γ-invariant equivalence relations on X apart from the two trivial ones 1 . A non-primitive action can be reconstructed from two 1 The trivial equivalence relations are those with a unique equivalence class, or with singletons as equivalence classes. When |X| = 2, one should also require that the action is not trivial.
simpler ones: the action on the set of equivalence classes and the action of a stabilizer of some equivalence class on the given class. We will say that an abstract group Γ is primitive if it admits a faithful primitive action on a set. Primitivity is stronger than transitivity and weaker than transitivity on pairs. A transitive action Γ Γ/∆ is primitive if and only if ∆ is a maximal subgroup. Thus, an abstract group Γ is primitive if and only if it contains a maximal subgroup ∆ < Γ with a trivial core, where Core Γ (∆) = ∩ γ∈Γ ∆ γ is the kernel of the action. One structural result about infinite groups in terms of their permutation representations is the beautiful theorem of Margulis and Soȋfer.
Theorem 1.1. (Margulis and Soȋfer) A finitely generated linear group admits a primitive action on an infinite set if and only if it is not virtually solvable.
This theorem does not treat infinite permutation groups in general. However, in the realm of finitely generated linear groups it completely characterizes those which admit infinite primitive actions. Notwithstanding its elementary and simple formulation the proof of the theorem requires a deep understanding of linear groups.
We shall also restrict our attention to finitely generated groups and to a family of examples which we will refer to as our geometric settings. These include linear groups; subgroups of mapping class groups; groups acting minimally on trees; and convergence groups. In each of these settings we obtain satisfactory answers and often a complete characterization of primitive groups, given in terms intrinsic to the specific theory. Our criteria for primitivity are usually explicit and easy to check, and hence produce various examples and counterexamples. Prior to this work, very few explicit examples of infinite finitely generated primitive groups were known.
Note that primitivity is a much stronger property than just having (infinite) primitive actions, and it is very sensitive to small changes. For example, for residually finite groups, primitivity implies that the collection of all cosets of non-trivial normal subgroups form a base of neighborhoods for an invariant topology on the group. Moreover, in every finitely generated group in which this topology is well defined, primitivity is equivalent to the existence of a proper dense subgroup. In the study of finite primitive groups, a main role is played by the existence of a minimal non-trivial normal subgroup. This is no longer the case when dealing with infinite groups. Instead, one should be able to capture the full topology determined by the normal subgroups. • The action of Γ, by conjugation, on G 0 is faithful and permutes the simple factors of G 0 transitively.
In particular finitely generated linear group with simple Zariski closures (e.g. lattices in simple center free Lie groups) are primitive.
Theorem 1.3. A finitely generated subgroup Γ < Mod(S) of the mapping class group of a compact orientable surface (possibly disconnected and with boundary) is primitive if and only if it is not virtually cyclic, contains no finite normal subgroups, and there exists a surface R and an embedding Γ < Mod(R) such that Γ is irreducible and acts transitively on the connected components of R.

Theorem 1.4. A finitely generated non-elementary convergence group is primitive if and only if it contains no finite normal subgroups.
Corollary 1.5. Let Γ be a finitely generated subgroup of a hyperbolic group, or a Kleinian group. Then Γ is primitive if and only if it is non-elementary and contains no finite normal subgroups.
Let us recall that a group action on a tree is called minimal if there are no invariant subtrees. We do not assume that the tree in the following theorem is locally finite, it will automatically be countable though, admitting a minimal action by a countable group. Theorem 1.6. Let T be a tree with |∂T | ≥ 3 and assume that Γ < Aut(T ) acts minimally on T . Then Γ is a primitive group.
The following result can hardly be called new. In fact a version of it for finite groups can be attributed to Galois. We state it as a theorem because it gives a complete description of primitive finitely generated solvable groups and their primitive actions. The proof even characterizes quasi-primitive actions which are slightly more general. An action of a group on a set is called quasi-primitive if every normal subgroup acts either transitively or trivially.
Theorem 1.7. An infinite, finitely generated solvable group Γ is primitive if and only if it decomposes as a semidirect product Γ = ∆ ⋉ A,
where A is a unique minimal normal subgroup, and is isomorphic to the additive group of an ℵ 0 dimensional vector space over a prime field, and ∆ is a finitely generated solvable group of linear transformations of A acting with no invariant subgroups. Furthermore, A admits a unique quasi-primitive action. This action is actually primitive and it can be identified with the natural affine action of Γ on A.
We note that there are examples of finitely generated infinite primitive solvable groups, even though these can never be linear or even residually finite. In Appendix A we describe a few examples that were shown to us by George Glauberman. In particular these examples show that any prime field can occur in Theorem 1.7.
The study of maximal subgroups is related to the study of the Frattini subgroup which is, by definition, the intersection of all maximal subgroups. Equivalently, the Frattini is the subgroup which consists of all the non generators -elements that are expendable from any generating set. For infinite groups, some variants of the Frattini group were introduced. These include the near Frattini group and the lower near Frattini group. All of these groups, including the Frattini, are contained in the group Ψ(Γ), the intersection of all maximal subgroups of infinite index. Thus, many theorems are best stated in terms of the group Ψ(Γ).
The 1.3. Discussion of the methods. Constructing primitive actions amounts to finding maximal subgroups. By Zorn's lemma any proper subgroup of a finitely generated group is contained in a maximal proper subgroup. The issue is to find a maximal subgroup which is "not too big". Margulis and Soȋfer construct maximal subgroups of infinite index. In the current paper we focus on the additional requirement that the action will be faithful. In other words, we look for a maximal subgroup with a trivial core.
In a rather paradoxical fashion Margulis and Soȋfer make sure that their subgroup is small in one manner by requiring it to be large in a different manner. They ensure that a subgroups is of infinite index by requiring it to be pro-finitely dense. The advantage of this approach is that, the property of being pro-finitely dense is stable when passing to bigger subgroups, and at the same time a profinitely dense proper subgroup is always of infinite index.
In our work, we require a group theoretic property that on the one hand implies that a subgroup has a trivial core, and on the other hand is stable under passing to bigger subgroups. The correct definition, that of a pro-dense subgroup, was first introduced in [AG03] . We say that a subgroup ∆ < Γ is pro-dense if it maps onto every proper quotient of Γ. In particular, a pro-dense subgroup is pro-finitely dense. It is clear that if ∆ < Γ is proper and pro-dense then (1) Every subgroup containing ∆ is also pro-dense.
(2) The action Γ Γ/∆ is faithful, or in other words Core Γ (∆) = e .
Thus, a finitely generated group which admits a pro-dense subgroup is primitive. In fact, the action Γ Γ/M on the cosets of a maximal proper subgroup containing ∆ is primitive and faithful.
After the conceptual step of defining pro-dense subgroups and studying their basic properties, the attempt is to understand under what conditions such subgroups exist. The difficulties lie in constructing pro-dense subgroups. Actually, the very existence of such subgroups, for example in free groups, is somewhat surprising at first. We refer the reader to [AG03] for a simple construction of pro-dense subgroups in free groups.
As in [MSf81] , our method for constructing pro-dense subgroups is strongly influenced by the famous paper of Tits [Tit72] on the so called "Tits alternative". We also use some of the more refined methods developed recently by Breuillard and Gelander [BG03] [BG04] in their work on the "Topological Tits Alternative". In every finitely generated linear group Γ which is not virtually solvable, Tits constructs a nonabelian free subgroup. Margulis and Soȋfer construct a subgroup ∆ which is free and pro-finitely dense. In the current paper we construct a subgroup which is free and pro-dense, thus proving the existence of a faithful primitive action whenever such exists.
The focus has shifted since the work of Tits. The requirement that ∆ be a free group is no longer the goal, but merely a mean for making sure that ∆ = Γ. In the cases under consideration, the groups admit a natural action on a topological space (typically some kind of boundary). We make use of the proximal dynamics exhibited by many of the elements in order to apply a ping-pong argument which will allow us to generate a suitable free subgroup ∆. We guarantee that ∆ is pro-dense by making sure that at least one generator falls in every coset of every normal subgroup of Γ. When adding generators one by one in this fashion, the only way to guarantee that ∆ = Γ is by requiring that at each step the generators are independent (i.e. form a free generating set of a free subgroup).
Our strategy is similar to that of Margulis and Soȋfer, however some genuinely new problems arise. For example, primitivity is highly sensitive to changes of finite index; it is not difficult to construct examples of primitive groups that have subgroups or supergroups of finite index that are not primitive. Another difficulty comes from the fact that the family of all normal subgroups might very well be uncountable. A more significant obstacle lies in the construction of proximal elements in normal subgroups of infinite index. In some settings, e.g. for linear groups, it turns out to be much harder than finding such elements in finite index subgroups (if g ∈ Γ is proximal and N ⊳ Γ is of finite index then some power of g fall in N and is a proximal element there). To handle this problem, we make use of the careful study of the dynamics of projective transformations carried out in [BG03] , [BG04] . In the setting of subgroups of mapping class groups this is also a difficult issue but luckily most of the work was already carried out by Ivanov [Iva92] who proved a Margulis-Soȋfer type theorem for this setting. Many of the technical difficulties disappear in all of the non linear geometric settings we consider.
In section 4 we axiomatize some properties of a group action on a topological space that imply primitivity. Two ingredients are necessary: The group should have many proximal elements, to allow enough freedom in the search for suitable ping-pong players. And normal subgroups should be "large", in order to act transitively on the set to be contracted. The precise way in which normal subgroups are large varies. In the linear setting we find a representation such that every normal subgroup acts strongly irreducibly. In the setting of convergence groups or mapping class groups they act minimally on the limit set of Γ.
1.4. How to read this paper. The block diagram below describes the dependence of the chapters.
The reader who is familiar with these various geometric settings, can safely ignore the introductory parts of Sections 5,6,7. A reader who is interested only in the proof of the Higmann Neumann conjecture should read Sections 3, 4, 7 and the relevant parts of Section 9, namely the discussion in the beginning, Lemma 9.4 and the proof of Corollary 1.9. Formally, Section 8 on linear groups can be read independently. Practically, since the proof in the linear case is more complicated technically, it might be helpful to read first one of the easier geometric settings. A good choice would be to start out with convergence groups and read Sections 3, 4, 5, before approaching the linear case.
1.5. Thanks. We would like to thank: George Glauberman who showed us the examples of primitive solvable groups and allowed us to include these examples as an appendix; Tim Riley for a discussion which lead to Corollary 9.7; Emmanuel Breuillard who pointed out an error in an early version of this manuscript; Anders Karlsson who suggested that the natural setting for our proof was that of convergence groups rather than hyperbolic groups. Finally we thank Miklós Abért, Pete Storm and Alex Furman for many interesting discussions on pro-dense subgroups.
Quasiprimitive actions and pro-dense subgroups.
A group action Γ X is called quasiprimitive if every normal subgroup N ⊳ Γ acts either trivially or transitively. A group is called quasiprimitive if it admits a faithful quasiprimitive action. A primitive action is always quasiprimitive because the orbits of normal subgroups define an invariant equivalence relation. The following characterizes faithful quasiprimitive actions in terms of stabilizers:
Definition 2.1. (see [AG03] ) Let Γ be a group, we say that a proper subgroup ∆ < Γ is pro-dense if the following equivalent conditions are satisfied:
• For any non-injective homomorphism φ : Γ → G, φ(Γ) = φ(∆).
• The action of Γ on Γ/∆ is faithful and quasiprimitive.
Note that a pro-dense subgroup is automatically profinitely dense. A profinitely dense subgroup of Γ is one which projects onto every finite quotient whereas a pro-dense subgroup is one which projects onto every proper quotient of Γ.
We shall now introduce a few more concepts that will justify the name "pro-dense". We say that a group has the normal intersection property if the intersection of any two non-trivial normal subgroups is not trivial. For groups satisfying the normal intersection property (such as free groups) one can define the pro-normal topology by declaring the non-trivial normal subgroups to be open neighborhoods of the identity. This topology is finer then the pro-finite topology. Whenever it is well defined, being a pro-dense subgroup is equivalent to being dense in this topology. We will show (see Proposition 2.2 below) that the pro-normal topology is always well defined for a finitely generated residually finite group that admits a pro-dense subgroup.
The main idea behind this notion is that actions with pro-dense stabilizers are already guaranteed to be faithful. This is especially interesting for finitely generated groups because, by Zorn's lemma, every proper pro-dense subgroup of such is contained in a maximal proper pro-dense subgroup. Proof. Let Γ X be a faithful quasi-primitive action of an infinite group. Then by faithfulness X must be infinite, and as any non-trivial normal subgroup N ⊳ Γ acts transitively on X we get |N| ≥ |X|. The fact that both M and N act simply transitively on X gives rise to a natural bijection between the two groups φ : M → N defined by the requirement
We can easily verify that φ is a group homomorphism. Indeed assume that φ(m) = n and φ(m ′ ) = n ′ , using the fact that the two groups commute we can write: Proof. Let Γ X be any faithful quasiprimitive action. Being normal, A must act transitively on X, and being Abelian it should act simply transitively, because the stabilizer Stab A x of any point x ∈ X must fix the whole orbit X = A · x pointwise while the action is assumed to be faithful. We shall fix a base point x 0 ∈ X and identify A with X using the orbit map a → a · x 0 . Let ∆ = Γ x 0 be the pro-dense subgroup associated with the action. Since A acts simply transitively ∆ ∩ A = e and Γ = ∆ ⋉ A. There is a natural action of Γ on A where A acts on itself by multiplication and ∆ acts on A by conjugation. One can verify that the given action of Γ on X is identified with this action of Γ on A.
The group A is a minimal normal subgroup, in fact as the action of A is simply transitive, no proper subgroup of A can act transitively. We want to prove that A is the unique minimal normal subgroup. Assume by way of contradiction that e = A ′ is a different minimal normal subgroup of Γ. Clearly [A, A ′ ] < A ∩ A ′ = e . By Lemma 2.5, A and A ′ are isomorphic and in particular A ′ is also abelian. So AA ′ is an Abelian normal subgroup and by the same argument used for A it must act simply transitively on X, which is a contradiction.
As we started with an arbitrary quasiprimitive faithful action and identified it completely, this action, as well as the conjugacy class of pro-dense subgroups associated with it must be unique. Since every quasiprimitive finitely generated group is actually primitive this unique action must be primitive. For the rest of the proof we may forget about X by identifying the unique primitive action with the natural affine action of Γ = ∆ ⋉ A on A. We will adapt an additive notation for the group operation in the abelian group A while maintaining the multiplicative notation on Γ.
For any prime p ∈ N, we can define two Γ-invariant equivalence relations on A. In the first one, two elements a, b ∈ A will be equivalent if a − b = pt for some t ∈ A and in the second one, a, b ∈ A will be equivalent if p(a − b) = 0. By primitivity both equivalence relations must be trivial, namely A is either divisible by p or it has exponent p. If A has exponent p for some prime p then it must be an elementary Abelian p group, i.e. a vector space over F p . If A does not have exponent p for any p, then it must be a divisible torsion free Abelian group, i.e. a vector space over Q. Thus Γ can be realized as an affine group of the form Γ = ∆ ⋉ V where V is a finite or countable dimensional vector space over a prime field F and ∆ is naturally realized as a subgroup of GL(V ).
We claim that A cannot be finite dimensional. If F = F p then a finite dimensional vector space over F is finite but A(= X) can not be finite because the infinite group Γ acts effectively on it. If F = Q and A = Q n is finite dimensional, then ∆ could be realized as a subgroup of GL n (Q). Since ∆ is a homomorphic image of Γ it must be finitely generated. Thus we can write ∆ < GL n (R) where R is some finitely generated subring of Q. But this gives rise to an invariant equivalence relation on A where we define two vectors a, b ∈ V to be equivalent if a − b ∈ R n . This is a contradiction to the primitivity of Γ.
Note that Theorem 1.7 about the structure of primitive solvable groups follows directly from Proposition 2.7.
Additionally, we get:
Corollary 2.8. Lemma 2.7 holds for a primitive group Γ that has a normal solvable subgroup. In particular, an infinite finitely-generated residually finite primitive group Γ has no non-trivial normal solvable subgroups.
Proof. If Γ has a normal solvable subgroup then it also has a normal abelian subgroup A ⊳ Γ -the smallest non trivial group in the derived series of the solvable group. In particular, the conditions of Lemma 2.7 hold. Note that A must be infinite by Lemma 2.4. Since Γ is residually finite, there exists a finite index normal subgroup N ⊳ Γ such that N ′ = A ∩ N is a proper non-trivial normal subgroup of A. This however, is a contradiction to the fact that A is a minimal normal subgroup.
A strategy for constructing pro-dense subgroups
Our method for showing that a finitely generated group Γ is primitive, is to construct a pro-dense subgroup ∆ ≤ Γ.
We want to construct ∆ < Γ which will project onto every proper quotient of Γ. In principle Γ might have continuously many normal subgroups. However, since any non-trivial normal subgroup contains the conjugacy class of some non-trivial element, and since N 1 ≤ N 2 implies Γ/N 1 ։ Γ/N 2 , it is enough to require that ∆ projects onto Γ/N for any normal subgroup N which is generated by a unique non-trivial conjugacy class. Since Γ is countable, it has only countably many conjugacy classes. Let F be the countable set of normal subgroups which are generated by a non-trivial conjugacy class.
Since each N ⊳ Γ has at most countably many cosets we can enumerate all the cosets
. We shall construct ∆ to be a free group on countably many generators δ N,i ∈ C N,i one for (i.e. "in") each coset of each N ∈ F . This will guarantee that
• ∆ maps onto every quotient Γ/N, N ∈ F , and hence onto every proper quotient of Γ, and • ∆ is not finitely generated, and in particular it is a proper subgroup of Γ, or in other words, that ∆ is a proper pro-dense subgroup of Γ.
In order to construct a free group, we shall make use of the following infinite variant of the classical Klein ping-pong lemma:
Lemma 3.1. Suppose that a group G acts on a set X and suppose that g 1 , g 2 , . . . is a sequence of elements in G such that for each g i there are four subsets A(
Then the g i 's form a free generating set of a free subgroup of G. respectively. In many cases, we can take
. In those cases we shall simply denote associated sets by
. The three conditions in the ping-pong Lemma 3.1 are replaced by the simple requirement that all the sets A(g i ), R(g i ) are pairwise disjoint. For the sake of clarity, let us restrict ourselves, for the time being, to that situation. This will suffice in order to prove our theorems for convergence groups, subgroups of mapping class groups and for groups of tree automorphisms, and will considerably simplify the abstract theorem that we shall formulate in Section 4, and the dynamical argument involved in its proof. We will have to revert to the more general setting in our discussion of linear groups in Section 8.
Note that in the statement of the ping-pong Lemma 3.1, X is merely a set. However, in all the cases under consideration, the group Γ is naturally associated to some geometric space, on which it acts nicely. We shall always take X to be that space.
We construct the free pro-dense subgroup ∆ in two steps:
Step 1 (A free group intersecting non-trivially every nontrivial normal subgroup): We shall construct a N ∈ N for each N ∈ F which satisfy the conditions of Lemma 3.1, with corresponding attracting and repelling sets A(a N ), R(a N ).
Step 2 (A free group intersecting every coset): For each given N ∈ F we shall construct δ N,i ∈ C N,i which exhaust the cosets C N,i of N in Γ and which satisfy the condition of Lemma 3.1, and the additional requirement for the positions of the attracting and repelling neighborhoods:
. This will guaranty that the elements {δ N,i } N ∈F ,1≤i≤[Γ:N ]≤ℵ 0 satisfy the condition of Lemma 3.1 all together.
Remark: Note that in the more general setup, the elements a N comes with four sets A(a N ), A(a
N ), and so do the δ N,i 's. In such a case one should impose some conditions on the positions of the associated sets for δ N,i . The condition we found most convenient to require in the linear case in Section 8 is:
4. Axiomatization of the ping-pong argument.
In this section, we shall formulate and prove an abstract theorem, which could be applied in different setting as a tool to prove primitivity. In the subsequent three sections we shall apply it for convergence groups, subgroups of mapping class groups and groups of tree automorphisms. We find it more convenient to formulate, prove and apply, a version which is not the most general. This modest version cannot be applied for the case of linear groups. However the proof of Theorem 1.2 for linear group is significantly more complicated due to several other issues and we will take care of it separately in Section 8.
Definition 4.1. Let M be a topological space. We call a homeomor-
We refer to the sets A, R above as attracting and repelling open sets for g respectively. Alternatively, we say that g is (A, R) d-contracting. Note that if g is (A, R) d-contracting then g −1 is automatically (R, A) d-contracting. We say that a homeomorphism g is f-proximal if there are finite sets of fixed points g + = {a 1 , . . . , a n }, g − = {a 1 , . . . , a n } such that g + ∩g − = ∅ and, for any choice of disjoint open neighborhoods which do not cover the whole space g
Finally, we will say that a homeomorphism g is proximal if it is f-proximal and g − and g+ are single points.
Remark:
The notion of d-contracting element is similar but not identical to the notion of contracting element defined in Section 8. The letter "d" stands for disjointness of the attracting and repelling neighborhoods. The notion of a contracting element does not require these neighborhoods to be disjoint, but then one needs some metric on M in order to capture the contraction property. (1) Any orbit of any non-trivial normal subgroup is infinite.
Before we proceed with the proof we require two lemmas: Lemma 4.3. Assumption 1 of the theorem is equivalent to the requirement: " For every e = N ⊳ Γ and every two finite subsets S, T ⊂ M there exists an element n ∈ N such that nS ∩ T = ∅".
Proof. We can write {n ∈ N|nS ∩ T = ∅} as a finite union of cosets of stabilizers of points the form N x , x ∈ S. But a group is never equal to a finite union of cosets of infinite index subgroups.
Lemma 4.4. Suppose that g ∈ Γ is (A, R) d-contacting for some A, R ⊂ M, and b 1 , b 2 , b 3 ∈ Γ are three elements such that:
then the element
Proof. The first claim is proved as follows:
The second claim is obvious.
Proof of theorem 4.2. We shall follow Steps 1 and 2 outlined in Section 3. The reader can refer to Figure ? ? for an illustration of the big ping pong table constructed in this proof. Figure 1 . A big ping pong table. The arrows point from the repelling to the attracting neighborhoods of the corresponding f-proximal elements.
Let F = {N 1 , N 2 , . . .} be an enumeration of the set of all normal subgroups of Γ that are generated by a unique conjugacy class.
4.1.
Step 1. [A free group intersecting non-trivially every non-trivial normal subgroup.] By Assumption (2), Γ contains an f-proximal element. We fix such an element g once and for all, and use it throughout the argument of Step 1. Let Fix(g) = g + ∪ g − ⊂ M be its attracting and repelling fixed points.
We will prove by induction that for any m ≥ 0 we can construct an f-proximal element a m ∈ N m and an integer l = l(m) such that {a 1 , a 2 , a 3 , . . . , a m , g l } form a ping-pong tuple. In fact, we will require an induction hypothesis that is slightly stronger: "There exist open attracting and repelling neighborhoods A i ⊃ a
closures." This hypothesis is easier to handle. At the m'th step 3 , after a 1 , . . . , a m−1 and
) were already constructed, we shall first construct an f -proximal element a m ∈ N m with attracting and repelling neighborhoods satisfying A m , R m ⊂ A(g l(m−1) ) \ g + so that it will automatically satisfy the induction hypothesis with a 1 , . . . , a m−1 . Then we will pick l(m) sufficiently large so that g l(m) will have sufficiently small attracting and repelling set A(g l(m) ), R(g l(m) ), with closure disjoint from A m , R m .
By Lemma 4.3, we can find b 1 , b 2 , b 3 ∈ N m such that the finite sets
By regularity of the space and continuity of the action, we can find small open neighborhoods U + ⊃ g + and U − ⊃ g − with disjoint closures, and with U + ⊂ A(g l(m−1) ) such that the sets
− whose closures are disjoint from A m ∪ R m , and then actually choose the integer l(m) sufficiently large so that
the notations we gave to these sets. This completes the proof of the inducting step, and hence the proof of Step 1.
4.2.
Step 2.
[A free group intersecting every coset.]
Step 2 is proved by the exact same argument which proved Step 1. We shall not repeat the argument, but only indicate the small modification that should be made in it.
As indicated in the previous section, for each given N m ∈ F we shall construct cosets representatives δ Nm,i ∈ C Nm,i to be f -proximal elements with attracting and repelling neighborhoods contained in A m . This condition guarantee that δ Nm 1 ,i and δ Nm 1 ,i are automatically a ping-pong pair whenever m 1 = m 2 . Thus, we should only explain how to construct δ N,i for each given N ∈ F .
We fix N ∈ F and carry the same argument as in Step 1, almost word by word, this time with the f -proximal element a N , constructed in Step 1, playing the rule of g. Except that here, when we choose the elements b 1 , b 2 , b 3 (in the m'th step of the inductive argument), we must pick exactly one of them, say b 1 , from the corresponding coset C N,m , and the other two, b 2 , b 3 , from the normal subgroup N (in order that the element δ N,m = a
N will belong to the coset C N,m ).
Convergence groups.
The theory of convergence groups, which emphasizes the dynamicaltopological properties of group actions on compacta seems as if it was tailored to accommodate our proof. We find the setting of convergence groups appealing also for its wide generality. The main applications that come to mind are subgroups of hyperbolic groups as well as Kleinian groups (or more generally discrete subgroups of rank one simple Lie groups 4 ). Readers that are interested only in these geometric settings, can consider only the action of a subgroup of a hyperbolic group, or of a Kleinian group, on the relevant boundary. We wish to thank Anders Karlsson who suggested that the natural setting for our proof was that of convergence groups rather then hyperbolic groups.
The goal of this section is to prove Theorem 1.4 from the introduction.
5.1. Facts and lemmas on convergence groups. Definition 5.1. A set of homeomorphisms of a compact set M is called collapsing with respect to a pair of (not necessarily distinct) points (a, b) if for every pair of compact sets K ⊂ M \ {a} and L ⊂ M \ {b}, the set {φ ∈ Φ|φK ∩ L = ∅} is finite. We shall then call a the attracting point and b the repelling point of Φ. A set Φ is collapsing if it is a collapsing with respect to some pair of points (a, b).
Definition 5.2. An action of an infinite group Γ on a topological space M is said to have the convergence property if every infinite subset Φ < Γ contains a further infinite subset Φ ′ ⊂ Φ which is collapsing. We say that a group is a convergence group if it admits a convergence action on some infinite compact Hausdorff space.
It follows easily from the definition that the kernel of every convergence action is always finite. Thus, even though we do not assume explicitly that the given convergence action is faithful, it will automatically be almost faithful. In particular a convergence group with no finite normal subgroups admits a faithful convergence action.
It follows from the definition of convergence group that every element of infinite order fixes either one or two points of M. As a Corollary we obtain the "usual" classification of elements into three mutually exclusive categories: Elements of finite order are called elliptic, elements of infinite order fixing exactly one point are called parabolic and elements of infinite order fixing two points of M are called loxodromic. A similar classification holds for subgroups. In dynamical terms the loxodromic elements are proximal in the sense of Definition 4.1. As usual, in order to prove quasi-primitivity we have to show that every normal subgroup is big. In the setting of convergence groups we define the limit set L(Γ) ⊂ M to be the set of all accumulation points of Γ orbits. The limit set is also the minimal non-empty closed Γ invariant set. If N ⊳ Γ is an infinite normal subgroup then L(N) is non empty closed and Γ invariant. This proves the following: Proof. Both ∩ n∈N g n (M \R) and ∩ n∈N g −n (M \A) are non-empty closed g invariant sets. Thus they must be single points.
The following lemma will be used only for the group Γ itself but it is just as easy to prove it for a general normal subgroup of Γ. Proof. By Lemma 5.3 every infinite torsion group must fix a unique point, which is impossible for a normal subgroup in view of Lemma 5.5, hence N must contain an element of infinite order, say n. Let (n + , n − ) be the attracting and repelling fixed points given by the Definitions (5.2,5.1) for the set {n i : i ∈ N}. If n + = n − then n is loxodromic. Otherwise, by minimality of the action of N on the limit set (Lemma 5.5), we can find an element m ∈ N such that mn + = n + . For large enough j the element mn j will take the complement of a small neighborhood of n − to a small neighborhood of mn + , so that mn j must be loxodromic by Lemma 5.1.
5.2.
The proof of Theorem 1.4. By Lemma 2.4, the condition is necessary.
Let Γ be a finitely generated, non-elementary convergence group with no finite normal subgroups, acting (convergentely) on a compact Hausdorff space M. Let L ⊂ M be the limit set. Since L is a compact Hausdorff space it is regular. We shall prove that Γ is primitive by showing that its action on L satisfies the three assumptions of Theorem 4.2. First note that the action is faithful since the kernel is a finite normal subgroup and hence trivial. By Lemma 5.5, every normal subgroup N ⊳ Γ acts minimally on L and in particular has only infinite orbits-this establishes Assumption (1). Since, by Lemma 5.7, every convergence group contains a loxodromic element, we also have Assumption (2). Finally, by Lemma 5.6, every d-contracting element of Γ is proximal-this gives Assumption (3).
Mapping class groups.
This section is dedicated to the proof of Theorem 1.3. We take all the terminology pertaining to mapping class groups from Ivanov's book [Iva92] . We state here a more explicit version of Theorem 1.3. The situation here is similar to the linear group case. The characterization of finitely generated primitive subgroups of mapping class groups of orientable compact surfaces is stated in terms of some realization of the subgroup as a subgroup of a mapping class group which may or may not be the original one. The more explicit Theorem 6.1 has the advantage that it gives a constructive way to find this nice realization.
In our treatment of subgroups of mapping class group we follow Ivanov [Iva92] who proved the key theorem of the existence of pseudoAnosov elements in infinite irreducible subgroups of mapping class groups, and used that theorem to prove a Margulis-Soȋfer type theorem for finitely generated subgroups of mapping class groups. The amalgamation of Ivanov's deep theorems with our ideas readily gives the proof of Theorem 1.3. 6.1. Generalities on mapping class groups. Let R be an orientable compact surface, possibly disconnected and with boundary. We write R = R 1 ∪ R 2 ∪ . . . ∪ R m as a union of connected components. Following Ivanov we consider the action of Mod(R) on PMF (R) # = PMF(R 1 ) PMF (R 2 ) . . . PMF (R m ), the disjoint union of the Thurston boundaries of the connected components. Thurston's classification of homeomorphisms says that every element of the mapping class group falls into exactly one of the following categories:
• Periodic, elements of finite order,
• Reducible, preserves a one dimensional sub-manifold which is not boundary parallel, up to isotopy.
• Pseudo-Anosov, these elements exhibit f-proximal dynamics on PMF (R) # . It is follows from this classification of types of mapping classes that the only mapping classes that exhibit d-contracting dynamics on PMF (R) # are the pseudo-Anosov elements, thus we have:
is a pseudo-Anosov element and in particular it is f-proximal.
Where g-contracting and f-proximal are taken as in definition 4.1. A similar classification holds for subgroups of the mapping class group. In particular, we call a subgroup irreducible if it does not preserve a one dimensional sub-manifold. If a subgroup Γ < Mod(R) is reducible, then one can find a realization of Γ as a group of homeomorphisms that actually preserve a one dimensional sub-manifold C. This gives rise to a canonical homomorphism ρ : Γ → Mod(R C ) where R C is the surface R cut along C, and one can check that this is well defined at the level of mapping classes. This is the reason for the name "reducible"-we reduce Γ by mapping it to a mapping class group of the "simpler" surface R C . Note that the map ρ is not always injective, but the kernel is generated by Dehn twists on the connected components of C so it is an Abelian subgroup.
The following theorem of Ivanov is a fundamental result in the theory of mapping class groups: We shall also need:
Lemma 6.4. Assume that Γ < Mod(R) is irreducible and acts transitively on the connected components of R. Then every infinite normal subgroup N ⊳ Γ is irreducible.
Proof. This is proved in Ivanov's book in the case where R is connected, see [Iva92, Corollary 7.13]. For the general case, let Γ ′ ⊳ Γ be a finite index normal subgroup that does not permute the connected components of R, and let N ′ = N ∩ Γ ′ . Since irreducibility is not sensitive to changes of finite index, Γ ′ is irreducible and so are its projections on the mapping class groups of the connected components p i (Γ ′ ) < Mod(R i ). Since N ′ is an infinite normal subgroup, p i (N ∩ Γ ′ ) must be infinite for at least one coordinate i. However, Γ acts transitively on the connected components and N ′ ⊳ Γ so we deduce that p i (N) is infinite for every N. As the lemma is known for connected surfaces, we deduce that p i (N ′ ) is irreducible for every i, and therefore that N ′ and N are also irreducible subgroups. Proof. This is a direct consequence of Theorem 6.3 and Lemma 6.4.
Let Λ = Λ(Γ) = ∪{Fix(f ) : f ∈ Γ, pseudo-Anosov} ⊂ PMF # (R), be the canonical limit set.
Corollary 6.6. Assume that Γ < Mod(R) is irreducible and acts transitively on the connected components of R. Then every infinite normal subgroup N ⊳ Γ acts minimally on Λ(Γ).
Proof. It is clear that Λ(Γ) is contained in any closed non-empty Γ-invariant subset of PMF # (S). From Lemma 6.4 it follows that Λ(N) = ∅ for every normal infinite subgroup N ⊳Γ. Since N is normal, Λ(N) is a closed Γ-invariant subset of PMF # (R). Thus Λ(N) = Λ(Γ). Clearly N acts minimally on Λ(N).
6.2. Necessary conditions. Let Γ < Mod(S) be as in Theorem 6.1 and assume that Γ is primitive. Let ρ : Γ → Mod(S C ) be the canonical homomorphism. The kernel ker ρ is generated by Dehn twists along the components of C, and in particular it is abelian. An abelian subgroup of a mapping class group has to be finitely generated (see for example [Iva92, Lemma 8.8]). By Lemma 2.7 a primitive group does not admit a non-trivial normal finitely generated abelian subgroup, we conclude that ker ρ = e , and ρ : Γ → Mod(S C ) is injective. Now write S C = T 1 ∪T 2 ∪. . .∪T m as a disjoint union of surfaces where Γ acts transitively on the connected components of T i for each i. This gives rise to an embedding Γ < Mod(T 1 ) × Mod(T 2 ) × . . . × Mod(T m ). Since mapping class groups of connected surfaces are residually finite (see for example [Iva92, Exercise 11.1]) Corollary 2.6 implies that Γ maps invectively to one of these factors. This completes the proof of the necessary conditions of Theorem 6.1. 6.3. Sufficient conditions. Assume that a finitely generated group Γ < Mod(R) is irreducible, not virtually cyclic, contains no finite normal subgroups and acts transitively on the connected components R 1 , R 2 , . . . , R m of R. We will prove that Γ is primitive by showing that all the conditions of Theorem 4.2 hold for the action Γ Λ(Γ) where Λ = Λ(Γ) = ∪ f ∈Γ, pseudo-Anosov Fix(f ) ⊂ PMF # , is the canonical limit set. This will complete the proof of Theorem 6.1.
Since Λ is a compact Hausdorff space it is regular. By Corollary 6.2 Assumption (3) of Theorem 4.2 holds. By Corollary 6.6, every normal subgroup N ⊳ Γ acts minimally on Λ and therefore Assumption (1) of Theorem 4.2 also holds. Finally, Assumption (2) of Theorem 4.2 holds by Corollary 6.5. Thus all the conditions of Theorem 4.2 hold and the group Γ is primitive. This concludes the proof of Theorem 6.1.
7. Group actions on trees.
Generalities about trees.
A very similar analysis can be carried out for group actions on trees. Let T be a tree which is locally finite or locally countable, Aut(T ) its automorphism group and ∂T the boundary:
is an infinite geodesic ray }/ ∼
where two infinite rays are equivalent if their images eventually coincide
A unique geodesic path [x, y] connects any two points x, y ∈ T ∪ ∂T . This path might be finite or infinite on any of the sides depending on weather the points are in the tree or on the boundary. If x = y ∈ T are two vertices, we define the shadow
The collection of all shadows forms a basis of open neighborhoods for a topology on ∂T . When T is locally finite, T ∪ ∂T is its natural compactification, but in general ∂T is not compact. In any case, T embeds as an open discrete subset into T ∪ ∂T with the natural topology, and the action of Aut(T ) on T extends canonically to a continuous action on T ∪ ∂T .
If Γ < Aut(T ) is any subgroup, we define the limit set L(Γ) ⊂ ∂T as the set of all accumulation points of orbits of G on the tree. The limit set is the minimal Γ-invariant closed subset of ∂T . If Γ is minimal then L(Γ) = ∂T and Γ acts on ∂T minimally since the convex core of the limit set is always an invariant subtree. In fact if Γ is not contained in any vertex stabilizer then it is minimal if and only if it acts minimally on the boundary. Note that if Aut(T ) acts minimally on T and ∂T has more then two points, then ∂T is actually infinite.
Lemma 7.2. Let Γ < Aut(T ) be a minimal group and e = N ⊳ Γ. Then N contains a hyperbolic element, L(N) = ∂T and N acts minimally on ∂T .
Proof. Assume that N does not contain any hyperbolic element then by standard results for group actions on trees (see [Ser80] ) N has to fix a point x ∈ T (this point might be a vertex or the center of a geometric edge). Since N ⊳ Γ then N will fix pointwise the closed convex core of the orbit Conv(Γ · x), which is everything by minimality of the Γ action. Since the action of Γ is faithful, it follows that N = e .
When N = e , it contains a hyperbolic element and therefore L(N) = ∅. Since N ⊳ Γ, the limit set L(N) is closed and Γ-invariant so L(N) = L(Γ) = ∂T . Finally N acts minimally on ∂T because any group acts minimally on its limit set.
In the study of actions on trees that are not locally finite, we encounter for the first time the situation where a d-contracting element need not be proximal. For locally finite trees this does not occur because every elliptic element preserves some natural measure on the boundary. However in the locally countable case, elliptic elements can be d-contracting. In fact, one can visualize a contraction behavior even on the set of nearest neighbors of the fixed vertex. The following lemma shows that the more delicate assumption of Theorem 4.2 (3) still holds.
Lemma 7.3. Let A, R ⊂ ∂T be open sets. Suppose that these sets are "far away from each other" in the sense that there exist a path in the tree x = x 0 , x 1 , x 2 . . . x n = z and η ∈ ∂T satisfying:
• A ⊂ Shadow x→z and R ⊂ Shadow z→x .
• Proof. Clearly, η ∈ ∂T \(A∪R). In order to prove that a tree automorphism g is hyperbolic it is enough to exhibit one edge (s, t) such that t ∈ [s, gs] (see [Ser80] ). In our case, one can take the edge (x 0 , x 1 ).
7.2. The proof of Theorem 1.6. All we have to do is verify that the conditions of Theorem 4.2 hold for the action Γ ∂T . The space ∂T is a regular because it admits a basis of clopen sets (actually it is easy to see that it is even metrizable). Assumptions (1) and (2) of Theorem 4.2 follow from Lemma 7.2. Assumption (3) follows from Lemma 7.3.
Linear Groups.
This section is devoted to the proof of Theorem 1.2. 8.1. Necessary conditions. Assume that Γ is an infinite finitely generated primitive linear group, and let f : Γ → GL n (k) be a faithful linear representation over some algebraically closed field. We will show how, in a few simple steps, we can modify the representation f to get a new representation which satisfies the conditions Theorem 1.2.
Let G = f (Γ) Z be the Zariski closure and G 0 the connected component of the identity in G. Since finitely generated linear groups are residually finite, Corollary 2.8 implies that the intersection of f (Γ) with the solvable radical of G 0 is trivial. Dividing by this radical we obtain a new faithful representation f 1 such that the Zariski closure of the image
Z is semisimple. By Corollary 2.8 we conclude that
and
Z is center free and semisimple. Write G • is center free and has finite index in H, the kernel of the action of Γ on H
• by conjugation composed with f 3 is a finite normal subgroup of Γ and hence, by Lemma 2.4 must be trivial. We thus obtain a faithful representation of Γ into the linear algebraic group Aut(H • ) which satisfies the conditions of Theorem 1.2. 8.2. Some preliminaries about projective transformations over local fields. In this paragraph we shall review some definitions and results from [BG03] and [BG04] regarding the dynamical properties of projective transformations which we shall use in the proof.
Let k be a local field and · the standard norm on k n , i.e. the standard Euclidean norm if k is Archimedean and x = max 1≤i≤n |x i | where x = x i e i when k is non-Archimedean and (e 1 , . . . , e n ) is the canonical basis of k n . This norm extends in the usual way to Λ 2 k n .
Then we define the standard metric on P(k n ) by
With respect to this metric, every projective transformation is biLipschitz on P(k n ). For ǫ ∈ (0, 1), we call a projective transformation g ∈PGL n (k) ǫ-contracting if there exist a point v g ∈ P n−1 (k), called an attracting point of g, and a projective hyperplane H g , called a repelling hyperplane of g, such that g maps the complement of the ǫ-neighborhood of H g ⊂ P(k n ) (the repelling neighborhood of g) into the ǫ-ball around v g (the attracting neighborhood of g). We say that g is ǫ-very contracting if both g and g −1 are ǫ-contracting. A projective transformation g ∈PGL n (k) is called (r, ǫ)-proximal (r > 2ǫ > 0) if it is ǫ-contracting with respect to some attracting point v g ∈ P(k n ) and some repelling hyperplane H g , such that d(v g , H g ) ≥ r. The transformation g is called (r, ǫ)-very proximal if both g and g −1 are (r, ǫ)-proximal. Finally, g is simply called proximal (resp. very proximal) if it is (r, ǫ)-proximal (resp. (r, ǫ)-very proximal) for some r > 2ǫ > 0.
The attracting point v g and repelling hyperplane H g of an ǫ-contracting transformation are not uniquely defined. Yet, if g is proximal we have the following nice choice of v g and H g . In what follows, whenever we add the article the (or the canonical) to an attracting point and repelling hyperplane of a proximal transformation g, we shall mean these fixed point v g and fixed hyperplane H g obtained in Lemma 8.1. Moreover, when r and ǫ are given, we shall denote by A(g), R(g) the ǫ-neighborhoods of v g , H g respectively. In some cases, we shall specify different attracting and repelling sets for a proximal element g. In such a case we shall denote them by A(g), R(g) respectively. This means that
5 by this we mean that if v, H are any couple of a pointed a hyperplane with d(v, H) ≥ r s.t. the completion of the ǫ-neighborhood of H is mapped under g into the ǫ-ball around v, then v g lies inside the ǫ-ball around v and H g lies inside the ǫ-neighborhood around H If g is very proximal and we say that A(g), R(g), A(g −1 ), R(g −1 ) are specified attracting and repelling sets for g, g −1 then we shall always require additionally that
Using proximal elements, one constructs free groups with the following variant of the classical ping-pong Lemma:
Lemma 8.2. Suppose that {g i } i∈I ⊂ PGL n (k) is a set of very proximal elements, each associated with some given attracting and repelling sets for itself and for its inverse. Suppose that for any i = j, i, j ∈ I the attracting set of g i (resp. of g A set of elements which satisfy the condition of Lemma 8.2 with respect to some given attracting and repelling sets will be said to form a ping-pong set (or a ping-pong tuple).
Given a contracting element, one can construct a proximal one in the following way (c.f. [BG03, Section 3 and Proposition 3.8]): 
The following characterization of contracting elements is proved in [BG03, Proposition 3.3, and Lemmas 3.4, 3.5].
Lemma 8.4. There exists some constant c such that for any ǫ ∈ (0, The main ingredient in the method we use for generating free subgroups is a projective representation whose image contains contracting elements and acts strongly irreducibly. The following Theorem is a weak version of Theorem 4.3 from [BG04] : Theorem 8.5. Let K be a field and H an algebraic K-group for which the connected component H
• is not solvable, and let Γ < H be a Zariski dense subgroup. Then we can find a number r > 0, a local field k, an embedding K ֒→ k, an integer n, and a strongly irreducible projective representation ρ : H(k) → P GL n (k) defined over k, such that for any ǫ ∈ (0, r 2 ) there is g ∈ Γ ∩ H
• for which ρ(g) acts as an (r, ǫ)-very proximal transformation on P(k n ).
8.3. Sufficient conditions. Let K be an arbitrary field and Γ ≤ GL n (K) a finitely generated group for which the connected component G • of G = Γ Z is a direct product of simple K algebraic groups and the action of Γ on G • by conjugation is faithful and permutes the simple factors of G
• transitively. One important property which follows immediately from this condition is that for any non-trivial normal subgroup N ⊳ Γ we have
We shall prove that Γ is primitive by constructing a pro-dense subgroup ∆ < Γ following the same guiding lines described in Sections 3 and 4. Theorem 8.5 supplies us with some local field k, and a strongly irreducible algebraic projective representation ρ : Γ → PGL n (k) such that ρ(g) is (r, ǫ 0 )-very proximal for some g ∈ Γ with ǫ 0 < (
3/2 i.e. ρ(g) satisfies the conditions of Lemma 8.1. We shall fix this g and use it throughout the proof. Denote by v g , H g , v g −1 , H g −1 the attracting points and repelling hyperplane of g and g −1 respectively. Let F be the countable set of normal subgroups N ⊳ Γ which are generated by a non-trivial conjugacy class, and for each N ∈ F let
denote the cosets of N in Γ. We shall find one element δ N,i ∈ C N,i for each C N,i such that the δ N,i will satisfy the condition of Lemma 8.2, and hence will form a free set, and take
We shall do that in two steps:
Step 1: We shall construct a N ∈ N for each N ∈ F with ρ(a N ) satisfying the conditions of Lemma 8.2, i.e. they will be very proximal elements with attracting and repelling sets A(a N ), A(a
N ), such that each attracting set A(·) is disjoint from the union of the attracting and repelling sets of all a N ′ , N ′ ∈ F \ {N}.
Step 2: For each given N ∈ F we shall construct δ N,i ∈ C N,i which exhaust the cosets C N,i of N and which satisfy the condition of Lemma 8.2, and the additional requirement for the positions of the attracting and repelling neighborhoods: N ). This will guaranty that the elements {δ N,i } N ∈F ,1≤i≤[Γ:N ]≤ℵ 0 satisfy the condition of Lemma 8.2 all together.
8.4.
Step 1. For the argument of Step 1, we shall number the elements of the countable (or finite) set F by N 1 , N 2 , . . .. We shall construct the elements a j = a N j recursively with respect to some specified attracting and repelling neighborhoods A(a j ), R(a j ) and A(a −1 j ), R(a −1 j ) for a j and a −1 j , and find some ν j > 0, and n j ∈ N such that ρ(g n j ) is very proximal with respect the ν j neighborhoods of the attracting points v g , v g −1 and the repelling hyperplanes H g , H g −1 , and {a 1 , . . . , a j , g n j } form a ping-pong tuple with respect to the specified attracting and repelling neighborhoods.
In the j th step we shall construct a j with contracting and repelling sets which are contained in those of
, and then choose ν j small enough so that the ν jneighborhoods of v g , v g −1 , H g , H g −1 are disjoint from the specified neighborhoods of all a i , i ≤ j and choose large enough n j so that g n j is very proximal with those ν j -neighborhoods.
As N j is normal in Γ, it follows that (Γ Z )
• ⊂ N j Z and hence ρ(N j ) acts strongly irreducible on P(k n ). In particular we can find x j ∈ N j such that ρ(x j ) moves the attracting point v g −1 of g −1 outside the repelling hyperplane H g of g. Now consider the element
We claim that if m j is sufficiently large then ρ(y j ) is ǫ j -Lipschitz and hence c √ ǫ j -contracting, for arbitrarily small ǫ j > 0. Indeed, it follows from Lemma 8.1 that for a large enough m j the element ρ(g −m j ) is ǫ j -very proximal with the same attracting point and repelling hyperplane as ρ(g −1 ). Then by Lemma 8.4 ρ(g −m j ) is C 1 ǫ 2 j -Lipschitz on some small open neighborhood O of v g −1 , for some constant C 1 depending on ρ(g). If we take O to be small enough and m j large enough then ρ(x j g −m j )(O) has some positive distance from the repelling ǫ jneighborhood (around H g ) of ρ(g m j ). By Lemma 8.4 again, the el-
. Now since ρ(x j ) is bi-Lipschitz with some constant C 3 depending on ρ(x j ), it follows that Since ρ(N j ) acts strongly irreducibly, we can apply Lemma 8.3, assuming that ǫ j is sufficiently small (i.e. that c √ ǫ j ≤ ǫ(N j )) and obtain a very-proximal element p j ∈ N j . We shall assume further that ǫ j is small enough so that p j satisfies the condition of Lemma 8.1 (for this we have to require that
≥ c 1 ).
Since N j acts strongly irreducibly on P(k n ), we can replace p j by some conjugate of it and assume that ρ(p j ) and ρ(g) are in general position, i.e.
Then, taking ν ′ j ≤ ν j−1 small enough, and l j sufficiently large, we may assume that the powers p l j j , g l j form a ping-pong pair with respect to the ν ′ j -neighborhoods of their canonical attracting points and repelling hyperplanes. We may also assume that l j is large enough so
are the attracting and repelling neighborhoods for p
j ) form attracting and repelling sets for the very proximal element a j . Moreover, A(a j )∪A(a
) and in par-
and hence dis-
is. Hence, replacing a j with some large power of it, if needed, we may assume that a j and some large power g n j of g form a ping-pong pair. We may also assume that n j ≥ n j−1 and the attracting and repelling neighborhoods of g n j are the ν j -neighborhoods of its canonical attracting and repelling hyperplanes for some positive number ν j ≤ ν ′ j . Therefore {a 1 , . . . a j−1 , a j , g n j } form a ping-pong tuple. This concludes the proof of the recursive argument, and hence of Step 1. We shall drop now the numbering N i for the elements of F and the notation a i = a(N i ). In the sequel, we shall use the notation a N for the proximal element associated to N ∈ F . 8.5.
Step 2. We shall now fix N ∈ F and construct for each coset C N,i of N in Γ an element δ N,i and associated repelling and attracting sets
N,i ) such that (1) ρ(δ N,i ) acts as a very proximal element with respect to these neighborhoods, i.e.
) and
form a ping-pong tuple with respect to the specified attracting and repelling sets.
(3) All the attracting and repelling sets are contained in the corresponding sets of a N , i.e.
N ). Throughout this argument we shall use the very proximal element a N in a similar (but different) way to the use of g in the proof of Step 1.
We are first going to construct a sequence (β i )
of proximal elements in N which satisfy the conditions (1),(2),(3) above. After that we shall replace them by elements δ N,i which will form a set of cosets representatives (i.e. δ N,i ∈ C N,i ) and which have almost the same dynamics as the β i 's, and in particular satisfy (1),(2),(3) above.
Since N ∩ G • is Zariski dense in G • , it acts strongly irreducibly on P(k n ) and we may pick an element γ ∈ N such that are close to that of a N . We claim that for all large enough m 1 :
Let us explain, for example, why v a N −1 / ∈ H αm 1 and why v αm 1 / ∈ H a N −1 (the other six conditions are similarly verified). Apply α m 1 to the point v a N −1 . As a N stabilizes v a N −1 we see that 
∈ H a N −1 . Now it follows from (8.1) and Lemma 8.1 that for every ǫ 1 > 0 we can take j 1 sufficiently large so that a N j 1 and α
are ǫ 1 -very proximal transformations, and the ǫ 1 -repelling neighborhoods of each of them are disjoint from the ǫ 1 -attracting points of the other, and hence they form a ping-pong pair. Set β 1 = α j 1 m 1 . In a second step, we construct β 2 in an analogous way to the first step, working with a N j 1 instead of a N . In this way we would get β 2 which is ǫ 2 -very proximal, and play ping-pong with a j 1 j 2 N . Moreover, by construction, the ǫ 2 -repelling neighborhoods of β 2 lie inside the ǫ 1 -repelling neighborhoods of a j 1 N , and the ǫ 2 -attracting neighborhoods of β 2 lie inside the ǫ 1 -attracting neighborhoods of a j 1 N . Hence the three elements β 1 , β 2 and a j 1 j 2 N form a ping-pong 3-tuple. We continue recursively and construct the desired sequence (β j ). Let now x i ∈ C N,i be arbitrary coset representatives. Since N is normal, cosets are identified with double cosets, and we can multiply the x i 's from both sides by elements of N. Now since N acts strongly irreducibly on P(k n ) we can multiply x j on the left and on the right by some elements of N so that, if we call this new element x j again, ρ(x j )v β j / ∈ H β j and ρ(x
for some positive power l j . Then δ N,j ∈ Nx j N = x j N = C N,j Moreover, if we take l j large enough, it will act on P(V K ) as a very proximal transformation whose attracting and repelling neighborhoods are contained in those of β j . Therefore, the δ N,j 's also form an infinite pingpong tuple. This concludes the proof of Step 2 and hence of Theorem 1.2. One of the first observations of Frattini was that Φ(Γ) is nilpotent when Γ is finite. In fact the same argument, that came to be known as the Frattini argument, proves the following:
Proof. If P < Φ(Γ) is a p−Sylow subgroup and γ ∈ Γ then γP γ −1 < Φ(Γ) is again a p−Sylow subgroup so it is conjugate to P inside Φ(Γ). One deduces that N Γ (P )Φ(Γ) = Γ. But Φ(Γ) is finite and consists of non-generators, hence N Γ (P ) = Γ and in particular P ⊳ Φ(Γ). Since P was an arbitrary Sylow subgroup Φ(Γ) must be nilpotent.
The following theorem is more difficult but of similar nature. Many works are dedicated to proving that in various geometric settings the Frattini, or other Frattini-like subgroups are nilpotent, or otherwise small. Platonov and independently Wehrfritz prove that Φ(Γ) is nilpotent when Γ is a finitely generated linear group [Pla66] , [Weh68] . Ivanov proves the same theorem for finitely generated subgroups of mapping class groups [Iva92, Chapter 10]. Kapovich [Kap03] proves that Φ(Γ) is finite (and therefore nilpotent) if Γ is a finitely generated subgroup of a word hyperbolic group. Many results were proved for groups acting on trees and especially for amalgamated free products, see for example [Aza01] , [AT78] and the references therein.
It seems that the concept of primitive groups yields a unified approach to proof of all of these many other results of the same nature. The key observation is the following:
Lemma 9.4. Ψ(Γ) = e for every finitely generated primitive group Γ.
Proof. Ψ(Γ) is a normal subgroup of Γ which is contained in every maximal subgroup. For a primitive group we can point to a specific maximal subgroup that does not contain any non-trivial normal subgroup -a maximal pro-dense subgroup.
In particular this argument holds for any finitely generated quasiprimitive group.
We go ahead and prove Theorem 1.8. We will break the statement into a few small theorems. This generalizes Kapovich's theorem in two ways. First we treat convergence groups rather than subgroups of hyperbolic groups. Second we establish finiteness of Ψ(Γ) rather then Φ(Γ). As Φ(Γ) < Ψ(Γ) the Frattini group will also be finite, and therefore automatically nilpotent by Lemma 9.2. Theorem 9.6. The group Ψ(Γ) is solvable by finite for any finitely generated linear group.
Proof. Let Γ < GL n (k) be a finitely generated linear group, without loss of generality we take k to be algebraically closed. Let G = Γ Z be the Zariski closure. By dividing the radical and taking the adjoint representation we may reduce to the case where G is a direct product Finally the statement about trees in Theorem 1.8 is a direct consequence of Theorem 1.6 and Lemma 9.4.
Let us finish this section by showing how one concludes Corollary 1.9.
Proof of Corollary 1.9. Consider the amalgamated product G = A * H B, and let T be the corresponding Bass Serre tree. The action of G on T is minimal. The assumption ([A : H] − 1)([B : H] − 1) ≥ 2 is a short way of saying that both of these indices are at least 2 and that one of them is at lest 3. In other words it is a way of excluding the case that the Bass Serre tree is finite or an infinite line. Thus |∂T | = ∞ > 3. Hence can apply Theorem 1.8 and conclude that Ψ(G) acts trivially on T . In particular Ψ(G) < H, and since Ψ(G) ⊳ G we conclude that Ψ(G) < Core Γ (H).
Note that the exact same proof holds for groups splitting as an HNN extension. Thus we can deduce the following:
Corollary 9.7. Every finitely generated group with more than one end has a finite nilpotent Frattini group.
Proof. By Stalling's theorem if a group has more than one end (and hence infinitely many ends) it splits over a finite group. Thus the Frattini group is finite and by Lemma 9.2 it is also nilpotent.
Many similar conclusions can be deduced. For example if a group splits over a finitely generated solvable group then it has a nilpotent Frattini by Theorem 9.3.
Some conjectures and open questions.
Question 10.1. Do all finitely generated primitive groups have exponential growth.
In all the examples that we treat in this paper, with the exception of solvable groups, a primitive action is constructed by finding a prodense free subgroup. In particular the group is of exponential growth. For solvable groups it is easy to see that primitivity implies exponential growth using, for example, Lemma 2.7. Alternatively using well known theorems a solvable group of sub-exponential growth must be nilpotent, and a nilpotent group can never be primitive because maximal subgroups there are normal.
Counter examples to such questions often comes from Burnside groups such as Tarsky monsters. A Tarsky monster is a finitely generated group T all of whose subgroups are cyclic of order p for some prime p. Of course such groups are primitive groups. In fact every transitive action of a Tarsky monster on a set which is not the trivial action or the regular action is primitive and faithful, which is a very interesting property in its own right. However it is still an open question weather there exist finitely generated groups of finite exponent that are amenable, let alone of sub-exponential growth (see the Kourovka notebook [MK02, Question 9.7]).
Many known examples of groups that do exhibit sub-exponential growth are known not to admit a primitive action on an infinite set. This holds for many groups that are defined by means of finite automata, such as various Grigorchuk groups, or the groups defined by Gupta and Sidki. All these results are proved in a recent paper by Pervova, E. L. [Per00] .
Note that every simple group is primitive. Indeed every subgroup is pro-dense in a simple group. Thus a positive answer to the Question 10.1 will actually prove that a group of sub-exponential growth can never be simple, which is the next Question in Kourovka's notebook ([MK02, Question 9.8]. A more modest goal would be to address Question 10.1 with the additional restriction that the group is residually finite.
Next, we address the question of finite generation:
Conjecture 10.2. A pro-dense subgroup of a non-elementary hyperbolic group is never finitely generated.
A pro-dense subgroup ∆ < Γ is by definition a group that maps onto every proper quotient of Γ, so intuitively it should be easier to find prodense subgroups in groups that do not have many normal subgroups. E.g. any subgroup (even the trivial one) of a simple group is pro-dense. A more instructive example is PSL 2 (Z[1/p]). It satisfies Margulis' normal subgroup theorem as well as the congruence subgroup property, so its family of quotients is limited to finite congruence quotients, and indeed, its finitely generated subgroup PSL 2 (Z) is maximal pro-dense. Hyperbolic groups on the other hand have many factor groups, this is the main motivation behind Conjecture 10.2. It would be interesting to prove this conjecture for any other natural family of groups that is rich in normal subgroups.
The simplest examples of non-elementary hyperbolic groups are free groups and surface groups, i.e. lattices in SL 2 (R). These groups have the LERF property -every finitely generated subgroup is closed in the pro-finite topology (see [Sco78] for surface groups). So in free groups and in surface groups a finitely generated subgroup can not even be pro-finitely dense. There are examples of hyperbolic groups that do not have the LERF property (see [Kap99] ).
The next natural candidates are hyperbolic 3-manifold groups. Conjecture 10.2 has recently been settled for this case:
Theorem 10.3. (Glasner, Souto, Storm, [GSS04] ) Let Γ < SL 2 (C) be a lattice, and ∆ < Γ a maximal subgroup of infinite index, or a pro-dense subgroup. Then ∆ cannot be finitely generated.
For the specific case of lattices in SL 2 (C), Glasner, Souto and Storm actually prove a little more than Conjecture 10.2. Namely, that Theorem 10.3 holds also for non-uniform lattices in SL 2 (C) which are not Gromov hyperbolic groups. However, these lattices also have many quotients. In fact, they admit maps onto many uniform lattices in SL 2 (C). On the other hand, the statement about maximal subgroups is special to lattices in SL 2 (C) and do not hold in general for hyperbolic groups. Indeed by a famous theorem of Rips [Rip82] , every finitely presented group Σ can be placed in a short exact sequence:
where Γ is a hyperbolic group and N is generated by two elements, as an abstract group. By choosing Σ to be any finitely presented group with a finitely presented maximal subgroup of infinite index (e.g. PSL 2 (Z[1/p])) and pulling it to Γ, one gets examples of finitely presented hyperbolic groups with finitely presented maximal subgroups of infinite index.
A similar question was suggested by Margulis and Soifer for the groups PSL 3 (Z). By Margulis' normal subgroup theorem, the every normal subgroup of PSL 3 (Z) is of finite index, hence the pro-normal topology coincides with the profinite topology (and actually, by the congruence subgroup property, also with the congruence topology), and being pro-dense simply means being profinitely dense, and maximal subgroups of infinite index are automatically pro-dense. Finely, we suppose that the methods introduced in the current paper are applicable in many other settings:
Problem 10.5. Find other settings to investigate primitivity using the machinery developed in this paper. α = {α i } i∈Z . Consider the following automorphisms of the group A, φ j : A → A ψ : A → A {α i } i∈Z → {q i−j α i } i∈Z {α i } i∈Z → {α i+1 } i∈Z
It is not difficult to check that the φ j 's are all of infinite order and commute with each other. Furthermore ψφ j ψ −1 = φ j−1 so that ∆ = φ 0 , ψ ∼ = Z ≀ Z = Z ⋉ i∈Z Z. Now we set Γ = ∆ ⋉ A. The group Γ is finitely generated and solvable. Γ admits a natural affine action on A, in which A acts on itself by translations and ∆ acts on A by the given action. We claim that this action is primitive. Indeed since the action is affine it is enough to show that there are no ∆ invariant subgroups of A except for A itself and the trivial group.
By the choice of the sequence . . . , q −2 , q −1 , q 0 , q 1 , q 2 , . . ., the orbits for the action of ∆ on A are the biggest possible orbits. In other words α, β ∈ A are in the same orbit of A if there exists a number m ∈ Z such that α i = 0 if and only if β i+m = 0. In particular given any non trivial element 0 = α = {α i } i∈Z with say α i 0 = 0 we can choose δ ∈ ∆ such that α − δα = qe i 0 for any q = α i 0 ∈ Q * , where e i 0 stands for the standard basis vector. By using the shift we can obtain all the vectors {qe i } q∈Q * ,i∈Z and these clearly generate A as a group.
