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Recurrent computation in brains and machines
Christopher José Cueva
There are more neurons in the human brain than seconds in a lifetime. Given thisincredible number how can we hope to understand the computations carried outby the full ensemble of neural firing patterns? And neural activity is not the only
substrate available for computations. The incredible diversity of function found within
biological organisms is matched by an equally rich reservoir available for computation.
If we are interested in the metamorphosis of a caterpillar to a butterfly we could explore
how DNA expression changes the cell. If we are interested in developing therapeutic
drugs we could explore receptors and ion channels. And if we are interested in how
humans and other animals interpret incoming streams of sensory information and
process them to make moment-by-moment decisions then perhaps we can understand
much of this behavior by studying the firing rates of neurons. This is the level and
approach we will take in this thesis.
Given this diversity of potential reservoirs for computation, combined with limita-
tions in recording technologies, it can be difficult to satisfactorily conclude that we are
studying the full set of neural dynamics involved in a particular task. To overcome
this limitation, we augment the study of neural activity with the study of artificial
recurrent neural networks (RNNs) trained to mimic the behavior of humans and other
animals performing experimental tasks. The inputs to the RNN are time-varying signals
representing experimental stimuli and we adjust the parameters of the RNN so its time-
varying outputs are the desired behavioral responses. In these artificial RNNs we have
complete information about the network connectivity and moment-by-moment firing
patterns and know, by design, that these are the only computational mechanisms being
used to solve the tasks. If the artificial RNN and electrode recordings of real neurons
have the same dynamics we can be more confident that we are studying the sufficient set
of biological dynamics involved in the task. This is important if we want to make claims
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about the types of dynamics required, and observed, for various computational tasks, as
is the case in Chapter 2 of this thesis.
In Chapter 2 we develop tests to identify several classes of neural dynamics. The
specific neural dynamic regimes we focus on are interesting because they each have
different computational capabilities, including, the ability to keep track of time, or
preserve information robustly against the flow of time (working memory). We then apply
these tests to electrode recordings from nonhuman primates and artificial RNNs to
understand how neural networks are able to simultaneously keep track of time and
remember previous experiences in working memory. To accomplish both computational
goals the brain is thought to use distinct neural dynamics; stable neural trajectories can
be used as a clock to coordinate cognitive activity whereas attractor dynamics provide
a stable mechanism for memory storage but all timing information is lost. To identify
these neural regimes we decode the passage of time from neural data. Additionally, to
encode the passage of time, stabilized neural trajectories can be either high-dimensional
as is the case for randomly connected recurrent networks (chaotic reservoir networks) or
low-dimensional as is the case for artificial RNNs trained with backpropagation through
time. To disambiguate these models we compute the cumulative dimensionality of the
neural trajectory as it evolves over time.
Recurrent neural networks can also be used to generate hypotheses about neural
computation. In Chapter 3 we use RNNs to generate hypotheses about the diverse set
of neural response properties seen during spatial navigation, in particular, grid cells,
and other spatial correlates, including border cells and band-like cells. The approach we
take is 1) pick a task that requires navigation (spatial or mental), 2) create a RNN to
solve the task, and 3) adjust the task or constraints on the neural network such that
grid cells and other spatial response patterns emerge naturally as the network learns
to perform the task. We trained RNNs to perform navigation tasks in 2D arenas based
on velocity inputs. We find that grid-like spatial response patterns emerge in trained
networks, along with units that exhibit other spatial correlates, including border cells
and band-like cells. Surprisingly, the order of the emergence of grid-like and border cells
during network training is also consistent with observations from developmental studies.
Together, our results suggest that grid cells, border cells and other spatial correlates
observed in the Entorhinal Cortex of the mammalian brain may be a natural solution for
representing space efficiently given the predominant recurrent connections in the neural
circuits.
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All the tasks we have considered so far in this thesis require memory, but in Chapter
4 we explicitly explore the interactions between multiple memories in a recurrent neural
network. Memory is the hallmark of recurrent neural networks, in contrast to standard
feedforward neural networks where all signals travel in one direction from inputs to
outputs and the network contains no memory of previous experiences. A recurrent
neural network, as the name suggests, contains feedback loops giving the network the
computational power of memory. In this chapter we train a RNN to perform a human
psychophysics experiment and find that in order to reproduce human behavior, noise
must be added to the network, causing the RNN to use more stable discrete memories to
constrain less stable continuous memories.
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One approach for generating hypotheses about neural computation, is to trainrecurrent neural networks (RNNs) to mimic the behavior of humans and otheranimals performing experimental tasks: the inputs to the RNN are time-varying
signals representing experimental stimuli and we adjust the parameters of the RNN so
its time-varying outputs are the desired behavioral responses. How should we adjust the
parameters of the RNN to achieve the desired target outputs? The supervised learning
approach is to construct an error function, E(θ), that quantifies the error between the
RNN output and the desired output as a function of the RNN parameters θ. We then
iteratively update the parameters to minimize the error. We can motivate the form of the
parameter updates as follows. Imagine we want to update the parameters by a small
amount ε. Let ‖ε‖ = c where c is some small constant. Let’s find ε that does the most to
immediately minimize the error function, E(θ+ε). Because we are only taking a small
step from our current parameter value we can approximate the error function by a Taylor
series in powers of ε
E(θ+ε)= E(θ)+∇E(θ)Tε (1.1)




subject to ‖ε‖ = c.
(1.2)
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where α ≡ c/‖∇E(θ)‖ > 0. So heading in the direction of the negative gradient is the
parameter update that does the most to immediately minimize the error function. Sub-
stituting the expression for ε into equation (1.1) yields
E(θ−α∇E(θ))= E(θ)−α‖∇E(θ)‖2 < E(θ) (1.4)
and we see the error decreases as desired. To continue to minimize the error function we
repeatedly update the parameters of the neural network according to equation (1.3). The
parameters at iteration i, θ(i), are updated to obtain the parameters at iteration i+1:
θ(i+1) = θ(i)−α∇E(θ(i)) (1.5)
where α is a positive constant called the learning rate. This update procedure is called
gradient descent and is the standard training algorithm for neural networks (Cauchy,
1847; Robbins and Monro, 1951; Schmidhuber, 2015; Bottou et al., 2018). There are two
terms in this algorithm, the learning rate and the gradient of the error function. Both
of these terms are crucial for successfully training neural networks so we will consider
each of them in turn.
1.1 Learning rate
There is no general prescription for finding the best learning rate and we might expect
the value to change as learning progresses and the local curvature of the error function
changes. A learning rate that is too small decreases the error function very slowly and a
learning rate that is too large may cause the error to fluctuate around, but never reach,
a minimum, or even diverge and grow (Figure 1.1).
Automatically adjusting the learning rate during training is an area of active research.
In practice it is not a single constant but a set of constants, one for each parameter,
that are adaptively updated and can increase or decrease according to the history of
the previous gradients, taking special account of the magnitude of the gradients, their
2


















Figure 1.1: Gradient descent on one and two dimensional error surfaces. (A) The error
(black curve) is a quadratic function of a single parameter. This parameter is varied with
gradient descent to find the minimum of the error function, using either a small learning
rate (red curve) or large learning rate (blue curve). A learning rate that is too small
decreases the error function very slowly and a learning rate that is too large may cause
the error to fluctuate around the minimum or even diverge and grow. (B) The error (top
figure) is a quadratic function of two parameters. The contours of this error function are
shown (bottom) superimposed over the parameter values. The red curve shows multiple
parameter updates using gradient descent. The gradient is perpendicular to the contour
lines so for this highly elongated error function the gradient steps are initially far from
the direction of the minimum.
variance, and estimates of the curvature of the error surface (Nesterov, 1983; Qian, 1999;
Duchi et al., 2011; Hinton et al., 2012; Zeiler, 2012; Kingma and Ba, 2015; Ruder, 2017).
We can gain some intuition into how we should adjust the learning rate based on the
shape of the error function by creating a Taylor series around our current parameter
value and approximating the error function based on the value, slope, and curvature.




where Hi j = ∂2E∂θi∂θ j is the Hessian matrix of second derivatives. For functions of a single
variable there is only one second derivative, and this quantifies how quickly the slope
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changes or how “curved” the function. For functions of N variables the N eigenvalues
of the Hessian summarize the curvature along the direction of their corresponding
eigenvector; small/large absolute magnitude of the eigenvalue corresponds to small/large







Figure 1.2: The eigenvalues of the Hessian quantify the curvature. In the top row, the
slope, or derivative of the error surface, is shown with red arrows. The second derivative
is just the rate of change of the slope. In (A) this slope changes slowly and the surface has
small curvature. In (B) the slope changes quickly and the surface has large curvature.
For functions of more than one variable the eigenvalues of the Hessian summarize
the curvature along the direction of their corresponding eigenvector (black arrows, in
the bottom figures). The eigenvalue is the multivariate generalization of the second
derivative for one dimensional error surfaces. The bottom row shows an error surface
that depends on two parameters, and we see that a small eigenvalue indicates a direction
of small curvature and a large eigenvalue indicates a direction of large curvature.
Similar to how we motivated equation (1.5) from the first-order Taylor approximation,
we will now find ε that minimizes E(θ+ε) when we use the second-order Taylor approxi-
mation, and have access to information about the curvature of the error function. We will
see that this allows us to relate the learning rate, α in equation (1.5), to the curvature, or
4
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more precisely the eigenvalues of the Hessian. It is intuitive that the curvature should
effect the optimal learning rate; for example, when the error function is almost flat
and has a very shallow curvature we need to update the parameters a lot to reach a
minimum, so the learning rate should be large.To find ε that minimizes E(θ+ε) we will
take the gradient of equation (1.6) with respect to ε, set the result equal to zero, and then
solve. This prescription may not find a sensible ε if E(θ+ε) does not have a minimum,
for example, if the error function curves downwards in some directions and there is no
minimum. So we will assume the error function curves upwards and thus all eigenvalues










Writing equation (1.8) in the form of an iterative algorithm for updating the parameters
θ(i+1) = θ(i)−H−1∇E(θ(i)) (1.9)
we arrive at what is called Newton’s method. The Hessian, H, is a symmetric matrix
so from the spectral theorem of linear algebra we know that the eigenvectors of H
form an orthonormal basis set and we can write any vector as a weighted sum of these
eigenvectors. In particular we’ll express ∇E(θ(i)) in terms of the eigenvectors, vi, of H.






Equation (1.10) decomposes the parameter update into components along the direction
of each eigenvector. The portion of the gradient along the direction of eigenvector vi is(∇E(θ)Tvi). To update the parameters along this direction we multiply this gradient by
a learning rate of 1/λi. In summary, from equation (1.10) we see that if the error function
has a minimum and is well described by our second-order Taylor approximation, e.g.
the error is a quadratic function whose Hessian has eigenvalues greater than zero, the
optimal step size along the direction of an eigenvector is 1/eigenvalue. In fact, if we are
minimizing a quadratic function (with a Hessian whose eigenvalues are greater than
zero) then the minimum will be reached after a single parameter update from equation
(1.9).
5
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If the Hessian has directions of negative curvature then the quadratic approximation
does not have a minimum along these directions. However, the real error surface of deep
neural networks is not quadratic and so we might expect there will be some maximum
step size we can take along these negative curvature directions before the error starts to
increase again. Several authors have suggested that 1/ |λi | may also be the optimal step
size to use in this case as well, under some conditions concerning the extent to which
local information generalizes to unseen parts of the error surface (Nocedal and Wright,
2006; Murray, 2010; Dauphin et al., 2014). However, recent empirical work has shown
that for deep neural networks the optimal step size along directions of negative curvature
is much larger than 1/ |λi | (Alain et al., 2018). Interestingly, even though the loss surface
of deep neural networks is not quadratic the optimal step size along directions of positive
curvature was empirically close to the 1/λi predicted by the quadratic approximation
(Alain et al., 2018).
To better understand the parameter updates in Newton’s method we projected onto
the eigenvectors of the Hessian. We can use this same approach to understand other
variants of gradient descent. For example, consider the more general form of gradient
descent where in addition to the scalar learning rate we now multiply the gradient by a
square matrix:
θ(i+1) = θ(i)−αM∇E(θ(i)) (1.11)
where α is the learning rate and M is some square matrix with a complete set of
orthonormal eigenvectors. Denote the ith eigenvector of M by vi so Mvi =λivi. We now
project the parameter update in equation (1.11) onto the ith eigenvector of M
vTi θ














= vTi θ(i)−αλivTi ∇E(θ(i)) (1.12)








Equation (1.13) decomposes the parameter update into components along the direction
of each eigenvector. The portion of the gradient along the direction of eigenvector vi is(
vTi ∇E(θ)
)
. To update the parameters along this direction we multiply this gradient by a
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learning rate of αλi. In summary, we see that the effect of multiplying the gradient by
M in equation (1.11) is to scale the learning rate along the direction of each eigenvector,
vi, by the eigenvalue, λi.
We have seen how information about the curvature can help us select learning rates
when the error function is well approximated by a quadratic surface with positive eigen-
values, and these intuitions can be generalized to deep neural networks with potentially
negative curvature directions by approximating the Hessian with a positive semi-definite
matrix, like the Gauss-Newton or Fisher matrix (Schraudolph, 2002; LeRoux et al., 2007;
Martens, 2010; Martens and Sutskever, 2012). However, it is computationally expensive
to compute and invert the Hessian or its matrix approximations and so in practice neural
networks are most commonly optimized using gradient descent as in equation (1.5).
There is some debate about whether the learning rate should be adaptively adjusted for
each parameter (using a method which might successively approximate the curvature
with a diagonal matrix) or whether better performance is obtained with a single well
chosen initial learning rate, decay schedule, and momentum (Hardt et al., 2016; Wilson
et al., 2017; Keskar and Socher, 2017). In either case, it is worth revisiting the quadratic
function and optimizing this with a single learning rate to see when this is easy or hard
and thus understand how we should alter the error surface to improve optimization
when complete curvature information is not available.
Let’s minimize the quadratic function
f(x)= 1
2
xTAx−bTx+ c x ∈RN (1.14)
where A has positive eigenvalues. This is a simple model but can approximate many
functions via its interpretation as the second-order Taylor series from equation (1.6),
where the Hessian is approximated with the Gauss-Newton matrix or Fisher information
matrix (Amari, 1998; Martens, 2017). We can assume that A is symmetric. If A is
not symmetric we could replace it with the symmetric matrix A = (A+ AT)/2 without
changing f(x) because xTAx= xTAx. To find the minimum of f(x) we set the derivative
equal to zero and obtain
∇f(x)= Ax−b set= 0 (1.15)
x∗ = A−1b (1.16)
where x∗ is the solution that minimizes f(x). Now let’s compare this optimal solution
with the approximate solutions found using the gradient descent updates from equation
7
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(1.5). For the quadratic function, the parameters at iteration i are updated to obtain the
parameters at iteration i+1 as follows.
x(i+1) = x(i)−α(Ax(i)−b) (1.17)
The evolution of the parameters is clearer when we project the error between the gradient
update and the optimal solution onto the eigenvectors of the Hessian matrix, A. We






= (1−αλm)i vTm(x(0)− x∗) (1.18)
The error along each eigenvector evolves independently and decreases by a factor of




(1−αλm)i vTm(x(0)− x∗)vm (1.19)
Notice that if we use a separate learning rate along the direction of each eigenvector,
αm = 1/λm, then the parameters, x(i), reach the minimum after a single update, and we
recover the previous result. However, if we use the same learning rate for all parameters
then not all terms in this sum will decrease at the same rate (assuming all eigenvalues
are not the same) and we will only reach the optimal solution after repeated parameter
updates. For most values of the learning rate the error along eigenvector directions
of high curvature (large eigenvalues) will decrease first, followed by a period of slow
convergence as the error along the small eigenvalue directions is minimized. The error
between the minimum value of the quadratic function and the value after parameter
update x(i) is




(1−αλm)2i (vTm(x(0)− x∗))2λm (1.20)
In order for the error to decrease for any value of x(0) the learning rate must be within
some bounds, namely, |1−αλm| < 1 or
0<α< 2
λm
for all m (1.21)
If |1−αλm| is close to zero then the error along this direction will decrease quickly, and if
this term is near one the error will decrease slowly. The magnitude of |1−αλm| controls
8
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the speed of convergence. In order to reach the optimal solution all components of the
error must decrease, so the speed of convergence is limited by the term with the maximum
value of |1−αλm| (assuming the components of the error along each eigenvector are
initially nonzero). Therefore, in order to ensure the worst-case convergence is as fast as













where λmax denotes the largest eigenvalue and λmin denotes the smallest. This expression
defines two line segments: 1−αλmin has a maximum value of 1 when α = 0 and then
slopes downwards as α increases. αλmax −1 has a maximum value of 1 when α= 2/λmax
and decreases as α decreases. The optimal constant learning rate in this setting is the




(Elman and Golub, 1994; Yuan, 2008; Goh, 2017). With this learning rate the upper
bound on the speed of convergence is
max
1≤m≤N
|1−α∗λm| = λmax/λmin −1
λmax/λmin +1
(1.24)
From equation (1.24) we see that it is not small or large curvature that makes learning
with gradient descent difficult, rather, it is unequal curvature along different directions.
When λmax/λmin À 1 equation (1.24) approaches one and the error along some directions
will decrease very slowly.
The error surface of a deep neural network is more complicated than this quadratic
example but these results still inform research intuitions and practical recommendations.
For example, to encourage uniform curvature along different directions of the error
surface the inputs are adjusted, e.g. each component of the input vector is transformed
so it has zero mean and unit variance over the whole training set (Hinton et al., 2012).
More generally, many of the recent advances in training neural networks are thought to
improve optimization by smoothing the error surface or biasing parameter optimization
to regions with more uniform curvature (Im et al., 2016; Hardt and Ma, 2017; Li et al.,
2017; Karras et al., 2018; Santurkar et al., 2018; Rahaman et al., 2018; Xing et al., 2018).
9
CHAPTER 1. INTRODUCTION AND BACKGROUND
1.2 Backpropagation through time and real-time
recurrent learning
To find the parameters that minimize our error function using gradient descent from
equation (1.5), we must calculate the derivative of the error function with respect to the
parameters of our model. We can rely on the definition of the derivative and use the









where ε is some infinitesimally small number. However, this naive method is inefficient
and slow as we must perturb each parameter and then calculate E(θi +ε). Passing the
training data through the model and calculating the error, E, is called the forward pass.
If we have N parameters and use equation (1.25) to estimate the gradient, ∇E(θ), we
will need to make N forward passes to calculate the perturbations of each parameter
and a final forward pass to calculate the baseline error E(θ) at our current parameter
values. We can reduce the computational load by perturbing the activities of the units in
the neural network instead of the weights. Once we know how we want a unit to change
we can compute how to change the weights. A typical neural network has fewer units
than weights and so the number of forward passes required to compute ∂E/∂uniti is less
than the number required for ∂E/∂θi. However, we can increase the efficiency of the
gradient calculation even more. In a standard neural network each parameter, or unit
activity, does not have an independent effect on the error function and so we can use
a method called backpropagation that requires only a single forward pass and another
pass of comparable speed, called the backward pass.
To demonstrate how to efficiently calculate derivatives of the error function with
respect to the parameters, and highlight some of the associated problems, we will consider
a simple recurrent neural network defined by the following equations.
h(t)=Wrecσ(h(t−1))+W inx(t) (1.26)
y(t)=Wouth(t) (1.27)
where h(t) is a vector denoting the activity of the units in the network at time t. The
hidden units in the network at time t receive input from other units at time t−1 through
the recurrent weight matrix Wrec and also receive external input, x(t), that enters the
network through the matrix W in. σ is a nonlinearity, e.g. tanh, applied to each element of
10
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the vector h(t). The output of the network, y(t), is a linear sum of the unit activities via
the matrix Wout. To optimize the parameters, Wrec, W in, and Wout we need to quantify the
error between the network outputs, y(t), and the target outputs, ytarget(t). For simplicity
we will assume we only care about the network output at the last timestep T. So if we








where the sum is over all Nout outputs.
To calculate the derivatives it is helpful to see how variations in different variables
propagate through the network and how they contribute to the error function by unrolling
the network activity over time as shown in Figure 1.3. Figure 1.3A shows the variables in
the recurrent neural network defined by equations (1.26) and (1.27). Figure 1.3B shows
the same network at each timestep. The arrows indicate dependencies between variables,
and are drawn when one variable has a direct effect on another variable. For example,
the hidden unit activity at the first timestep, h(1), only effects the hidden unit activity








Figure 1.3: (A) Recurrent neural network (B) Recurrent neural network unrolled in
time: time is represented spatially as a new layer in a deep feedforward network with a
new layer at each timestep. Arrows are drawn when one variable has a direct effect on
another variable. For example, the hidden unit activity at the first timestep, h(1), only
effects the hidden unit activity at later timesteps through h(2).
To update the parameters, W in, Wrec, and Wout with gradient descent we must
calculate the gradient of the error function with respect to each of these parameters. The
11
CHAPTER 1. INTRODUCTION AND BACKGROUND
calculation is most straightforward for Wout so we will start with this. Variations in Wout

















= (yi(T)− ytargeti (T))h j(T) (1.29)
where we used equations (1.27) and (1.28) to compute the partial derivatives, and δi j is
the Kronecker delta which takes a value of 1 when i = j and is 0 otherwise.
To motivate the gradient calculation for W in and Wrec consider that the only way





















Computing ∂E/∂hk(T) is straightforward as we will see. However, we must also compute
dhk(T)/dWi j, the change in the hidden unit activity at time T as a result of changing
Wi j taking into account the effect that changing this weight has on the entire network
trajectory from t = 1 through the final timestep. Calculating the derivative of the hidden
unit activity with respect to the parameters is an intermediate calculation that can be
used to find gradients for any neural network having the form
h(t)= f (h(t−1), x(t), θ) (1.32)
where θ is a parameter and f is an arbitrary function of the unit activity at the previous
timestep, h(t−1), and the input x(t). To find dh(t)/dθ we can differentiate this expression




















where we assume the input x(t) does not depend on θ so dx(t)/dθ is zero. This is a
recursion relation for dh(t)/dθ in terms of dh(t−1)/dθ. If we assume the initial activity
12
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This approach for computing gradients in terms of a recursion for dh(t)/dθ is called
real-time recurrent learning (Robinson and Fallside, 1987; Williams and Zipser, 1989).

































The only other term we need in order to calculate the gradients using equations (1.30)
















Real-time recurrent learning is not commonly used in practice as it is slower than
backpropagation through time, which we will cover next. In the recursion relations for
dh/dW from equations (1.35) and (1.36) notice that we are calculating the derivative
of a vector with respect to a matrix. In the recursion for dh/dWrec we must store and
compute N3 numbers, where N is the number of hidden units in our network. If we could
write a set of recursion relations for a quantity that depended on derivatives of a scalar
with respect to a vector we would only have N numbers to store and fewer operations to
compute. This is the advantage of backpropagation through time, which uses a recursion
relation for ∂E/∂h (Werbos, 1974, 1982; Rumelhart et al., 1986; Robinson and Fallside,
1987).
It is instructive to compute the gradients using backpropgation through time as
this will allow us to see the much-studied vanishing and exploding gradient problem
13
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associated with this algorithm (Hochreiter, 1991; Bengio et al., 1994; Pascanu et al.,
2012). Similar to the calculation we performed for real-time recurrent learning, we’ll
first express the derivatives of the error function with respect to W in and Wrec in terms
of the quantity we will use in the recursion, i.e. ∂E/∂h(t). Then we will write down a
recursion relation, along with the initial condition, to solve for ∂E/∂h(t). Variations in
W ini j and W
rec



























To obtain the recursion relation for ∂E/∂h(t) notice that when t = T variations in h(T)















This expression contains terms we know and is how we start the recursion. To compute
∂E/∂h(t) for other values of t notice that when t < T variations in h(t) give rise to






















Equation (1.43) gives the recursion relation to go from time t to time t−1. This recursion
is backwards in time, starting from t = T and ending at t = 1 motivating the name of
the algorithm: backpropagation through time. We will consider two limiting cases of
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equation (1.43) to better understand the behavior when t becomes large. Imagine the
nonlinearity σ is actually the identity transformation, i.e. there is no nonlinearity in







Let Wrec = UΣVT be the singular value decomposition of Wrec and assume all of the
singular values, s, are the same for simplicity. Then∥∥∥∥ ∂E∂h(t−1)
∥∥∥∥= s∥∥∥∥ ∂E∂h(t)
∥∥∥∥ (1.45)
where we have used the fact that U and V are orthogonal matrices by the definition of
the singular value decomposition and so UUT = 1 and VTV = 1. For each timestep we go
further into the past the norm is multiplied by another factor of s. For example, if there
are 100 timesteps in our recurrent neural network then∥∥∥∥ ∂E∂h(1)
∥∥∥∥= s99 ∥∥∥∥ ∂E∂h(T)
∥∥∥∥ (1.46)
We see that in the linear network, the norm of ∂E/∂h(t) is stable if the singular values
of Wrec are 1. This has inspired many initialization and training schemes for nonlinear
networks with the goal of keeping the singular values of Wrec near 1 (Socher et al.,
2013; Saxe et al., 2014; Le et al., 2015; Arjovsky et al., 2016). The vanishing gradient
problem occurs when s < 1, causing the norm to decrease exponentially towards zero.
The gradients in equations (1.39) and (1.40) are a sum of terms containing ∂E/∂h(t) so, if
s < 1, the only terms that will meaningfully contribute to the gradient are terms near
the final timestep T. Long-term dependencies get a weight that is exponentially smaller
in t compared to short-term dependencies, making it impossible to learn relationships
between temporally distant events. The exploding gradient problem occurs when s > 1,
causing the norm to increase exponentially as we move further back in time away from
the final timestep T. Pascanu et al. (2012) hypothesized that this exploding gradient
corresponds to encounters with a steep mountain-like error surface. They suggested
thinking of the error landscape as a series of shallow valleys sloping towards steady
error reduction, adjacent to steep mountains of high error. If gradient descent takes a
small step onto the mountain, i.e. a region of high curvature, the gradient will explode,
kicking the parameters away from the mountain and also far away from the valley,
likely increasing the error. The error surface is generally not known a priori and so
parameter updates will unavoidably step onto regions of high curvature and the gradient
15
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will explode. To prevent the negative consequences of this exploding gradient, individual
elements of the gradient vector are often truncated when they exceed some maximum
absolute value, or alternatively, the norm of the gradient is rescaled if it exceeds a
maximum, before using the gradient vector to update the parameters via gradient
descent (Mikolov, 2012; Pascanu et al., 2012).
We have considered the vanishing and exploding gradient problems in the context of
a linear recurrent network as it is easy to see how the singular values of Wrec influence
the gradient. However, the nonlinearity also effects the gradient. For simplicity, consider







If there is no nonlinearity then σ′(h(t)) = 1 and Wrec = 1 leads to a stable value for
∂E/∂h(t). However, in the presence of the nonlinearity, even if Wrec = 1, ∂E/∂h(t) can
vanish or explode depending on the slope of the nonlinearity. For saturating nonlineari-
ties like the logistic function or hyperbolic tangent the slope can be very small in some
regions causing ∂E/∂h(t) to vanish. To avoid this problem it is important to initialize the
parameters so these nonlinearities are not in their saturating regimes where the deriva-
tive is near zero. To mitigate the vanishing gradient problem caused by nonlinearities
with slopes less than 1, the rectified linear nonlinearity σ(h) = max(0,h) is often used
as this has a derivative of 1 for positive inputs (Jordan, 1986; Hahnloser et al., 2000;
Jarrett et al., 2009; Nair and Hinton, 2010; Glorot et al., 2011).
We have discussed the vanishing and exploding gradient problems for the specific
neural network model defined by equations (1.26) and (1.27) but another approach for
reducing these problems is to alter the architecture of the network by changing these
equations. Many architectures have been explored. For example, we can add delays in the
network in order to effectively skip from early times to later times (Lin et al., 1996; ElHihi
and Bengio, 1996). In the unrolled graph of Figure 1.3 this would correspond to arrows
connecting h(1), for example, to h(T) providing a shorter path for propagating gradient
information. However, a standard RNN inevitably morphs the unit activity from one
timestep to the next, h(t)= f (h(t−1)), leading to a degradation of information transfer
across time. The most common architectural solution is to simply copy the activity at one
timepoint directly to another timepoint, h(t)= h(t−1), preserving the flow of information.
This is one of the essential ideas motivating long short-term memory (LSTM) units and
other more recent architectural advances (Hochreiter and Schmidhuber, 1997; Cho et al.,
16
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2014; He et al., 2015; Srivastava et al., 2015; Zilly et al., 2016). These have proven to be
good architectures for performing computations but if we are modeling the brain it seems
likely that using components with some of the same weaknesses will force the solutions
found by RNNs to more closely match the brain. For example, in the projects described
in the rest of this thesis we use RNNs having units with individual time constants far
too short to solve the working memory tasks we train the RNNs to solve. This forces the
RNNs to use the dynamics of multiple units together to store information and perform
the tasks. This is in contrast to solutions we would obtain with a LSTM network, or
one of its variants, where information can be stored by a single unit and so no network
dynamics would be required.
The specific network model we use in the remainder of this thesis is defined by the
following equations. The dynamics of each unit in the network hi(t) is governed by the







Wreci j h j(t)+
Nin∑
k=1
W inik Ik(t)+bi +ξi(t) (1.48)
for i = 1, . . . , Nrec. The activity of each unit, hi(t), is related to the activation of that
unit, vi(t), through a nonlinearity which we generally take to be hi(t)= tanh(vi(t)). Each
unit receives input from other units through the recurrent weight matrix Wrec and
also receives external input, I(t), that enters the network through the weight matrix
W in. Each unit has two sources of bias, bi which is learned and ξi(t) which represents
noise intrinsic to the network and is taken to be Gaussian with zero mean and constant
variance. To perform tasks with the RNN we linearly combine the ‘firing rates’ of units
in the network and use this as the output. The linear readout neurons, yj(t), are given





This model can be motivated from the dynamics of spiking neurons (Dayan and Abbott,
2001; Shriki et al., 2003; Harish and Hansel, 2015). However, in this case the unit
activity must be interpreted as the positive firing rate of a neuron and the recurrent
weight matrix Wrec satisfies Dale’s law, i.e. each neuron has either an excitatory or
inhibitory effect on all of its postsynaptic targets and so all the elements within a column
of Wrec have the same sign. This interpretation may be overly restrictive as theoretical
and empirical work suggests that unit activities in equation (1.48) can be interpreted
as linear combinations of neural firing rates (Mante et al., 2013; Yamins et al., 2014;
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DePasquale et al., 2016). This interpretation implies there are no positivity constraints
on the unit activities and the recurrent weight matrix need not satisfy Dale’s law.
The RNN defined by equation (1.48) shares some of the same limitations as the brain,
namely, individual units with limited memory and computational capabilities, forcing
the RNN to use interactions between multiple units and the collective dynamics of the
network to solve problems. This could increase the similarity between the computational
mechanisms used by the RNN and those of the brain. However, we might wonder if
the RNN defined by equation (1.48) is too limited in its computational capabilities and
thus not able to solve certain classes of problems, a priori restricting its applicability for
modeling aspects of cognition. Fortunately, it is Turing complete for infinite precision
states and infinite computation time (Siegelmann and Sontag, 1992, 1994; Siegelmann,
1999; Chen et al., 2017), although see Weiss et al. (2018) for some caveats in more










DELAY ACTIVITY DYNAMICS: TASK DEPENDENT TIME
ENCODING AND LOW DIMENSIONAL TRAJECTORIES
Our decisions often depend on multiple sensory experiences separated by timedelays. The brain can remember these experiences (working memory) and, atthe same time, it can easily estimate the timing between events, which plays a
fundamental role in anticipating stimuli and planning future actions. To understand the
neural mechanisms underlying working memory and time encoding we analyze neural
activity recorded during delays in four different experiments on non-human primates
and we consider three classes of neural network models to explain the data: attractor
neural networks, chaotic reservoir networks and recurrent neural networks trained with
backpropagation through time. To disambiguate these models we propose two analyses:
1) decoding the passage of time from neural data, and 2) computing the cumulative
dimensionality of the neural trajectory as it evolves over time. Our analyses reveal that
time can be decoded with high precision in tasks where timing information is relevant
and with lower precision in tasks where it is irrelevant to perform the task. The neural
trajectories are low dimensional for all datasets. Consistent with this, we find that the
linear “ramping” component of each neuron’s firing rate strongly contributes to the
slow timescale variations that make decoding time possible. We show that these low
dimensional ramping trajectories are beneficial as they allow computations learned at
one point in time to generalize across time. Our observations constrain the possible
models that explain the data, ruling out simple attractor models and randomly connected
recurrent networks (chaotic reservoir networks) that vary on relatively fast timescales,
but agree with recurrent neural network models trained with backpropagation through
time. Our results demonstrate a powerful new tool for studying the interplay of temporal
processing and working memory by objective classification of electrophysiological activity.
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The work presented in this chapter is co-authored with Alex Saez, Encarni Marcos,
Aldo Genovesio, Mehrdad Jazayeri, Ranulfo Romo, C. Daniel Salzman, and Stefano Fusi.
2.1 Introduction
Humans and other animals can free their behavior from the immediacy of reflex actions
by actively preserving information about their sensory experiences. When events like
sensory inputs, decisions or motor responses are separated by time delays, the subject
has to be able to propagate information across these delays (e.g. the identity of a visual
stimulus). Moreover, it is often the case that the duration of the delay intervals can
be fundamental for interpreting incoming streams of sensory stimuli, requiring the
subject to measure the time that passes between one relevant event and the next. The
ability to propagate in time the information about the event preceding the delay relies on
what is often defined as working memory and it has been extensively studied (Baddeley
and Hitch, 1974; Miyake and Shah, 1999). Analogously, there are several studies on
the capacity of humans and animals to measure the time that has elapsed since the
event (Gibbon et al., 1997; Buonomano and Karmarkar, 2002). Here we analyzed the
delay activity recorded in monkeys during four different experiments to understand
the dynamics of the neural mechanisms that enable monkeys to preserve over time the
information about a particular event and, at the same time, to measure the interval
that passed since that event. We considered three classes of mechanisms that have been
suggested by previous theoretical work (Figure 2.1).
The first mechanism is often used to model working memory (see e.g. Amit, 1992;
Amit and Brunel, 1997) and it is based on the hypothesis that there are neural circuits
that behave like an attractor neural network (Hopfield, 1982; Amit, 1992) (Figure 2.1,
left column), in which different events (e.g. different sensory stimuli) lead to different
stable fixed points of the neural dynamics. Persistent activity, widely observed in many
cortical areas, has been interpreted as an expression of this attractor dynamics. For these
dynamical systems, the information about the event preceding the delay is preserved
as long as the neural activity remains in the vicinity of the fixed point representing the
event. However, once the fixed point is reached, the variations of the neural activity are
only due to noise; all timing information is lost and time is not encoded.
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Figure 2.1: Three different types of neural dynamics, which can be identified by decoding time
and dimensionality. (A) Trajectories in the firing rate space: the firing rates of a population
of simulated neurons are shown after they have been projected onto a two dimensional space
capturing the largest variance in their trajectories over time. On the left, a transient response is
followed by attractor dynamics. Information about two behavioral states is stored in separate
fixed points colored in red and blue. The two lines for each behavioral state correspond to two
different trials. These fixed points are attractors of the dynamics and the fluctuations around
them are due to noise. In the center, a randomly connected “reservoir” of neurons generates
chaotic trajectories. The trajectories have been stabilized as in Laje and Buonomano (2013)
The neural activity at each timepoint is unique and these changing firing rates can be used
as a clock to perform different computations at different times. Importantly, the red and blue
trajectories are distinct and linearly separable for all times, so also the behavioral state is
encoded throughout the interval, as in the attractor dynamics. On the right: low dimensional
trajectories - a transient is followed by linearly ramping neural responses. (B) Decoding time
from the data shown in (A). Neural firing rates are constant at a fixed point, and a classifier
cannot discriminate different timepoints. In contrast, in the reservoir computing framework
the neural activity at each timepoint is unique and it is possible to decode the ‘passage of time’
from the neural population. Decoding time from neural activity (Methods Figure 2.8M) helps
identify the contrasting neural regimes. Pixel(i,j) is the decode accuracy of a binary classifier
trained to discriminate timepoints i and j. On the left, the block of time where the decode is near
chance level (50%) is a signature of fixed point dynamics. On the right and center, it is possible
to decode time (down to some limiting precision due to noise in the firing rates) but these two
dynamical regimes, while different than the fixed point dynamics, yield the same time decode.
However, they are disambiguated by computing the cumulative dimensionality over time. (C)
The cumulative dimensionality of the neural activity over time increases linearly in the standard
stabilized reservoir network (center). This is in contrast to fixed point and ramping dynamics
where the cumulative dimensionality increases during an initial transient and then plateaus
during the fixed point and ramping intervals.
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Time encoding and memory can be done simultaneously in a category of models
known as reservoir networks, liquid state machines or echo state networks (Jaeger, 2001;
Maass et al., 2002; Buonomano and Maass, 2009). These are recurrent neural networks
(RNNs) with random connectivity that can generate high dimensional chaotic trajectories
(Figure 2.1A, center). If these trajectories are reproducible, then they can be used as
clocks as the network state will always be at some location in the firing rate space after
a certain time interval. Thanks to the high dimensionality, one can implement the clock
using a simple linear readout. Moreover, a linear readout is also sufficient to decode
any other variable that is encoded in the initial state. To identify this computational
regime we note that a prediction of the reservoir computing framework is that neural
activity at each timepoint is unique. If this is true, then it will be possible to decode the
‘passage of time’ from the neural population (Figure 2.1B center and Methods Figure
2.8M), regardless of whether timing information is relevant for the task or not. However,
there are a few problems with these models. In principle they are very powerful, as
they can generate any input-output function (output function of spatiotemporal inputs).
However, this would require an exponential number of neurons, or equivalently, the
memory span would grow only logarithmically with the number of neurons. Moreover,
the trajectories are chaotic, and so inherently unstable and not robust to noise. Recent
theoretical work (Laje and Buonomano, 2013; DePasquale et al., 2018) demonstrated
that there are ways of making them robust.
The third category of models is one in which the activity varies in time but across
trajectories that are low dimensional. For these models, it is still possible to encode time
and also to encode different values of other variables along separate trajectories (Figure
2.1, right column).
Here we show that the last scenario is compatible with four datasets from monkeys
performing a diverse set of working memory tasks. If one excludes from the analysis the
short time interval immediately following task relevant events (e.g. the presentation of
the stimulus) time can be decoded with low precision in tasks in which timing information
is irrelevant. Time can be decoded with higher precision in tasks in which it is relevant,
consistent with the idea that stable neural trajectories act as a clock to perform the
task. However, neural trajectories for all tasks are low dimensional; they evolve on slow
timescales such that the cumulative dimensionality of the neural activity over time is
low.
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Interestingly, many of the observed features of the data can be reproduced using
recurrent neural network models trained to perform the experimental tasks using
backpropagation through time.
2.2 Decoding time from neural data
To assess whether time is encoded, we performed the time decoding analysis already
described in Figure 2.1. We start with the trace-conditioning experiment conducted by
Saez et al. (2015) but we will later report the results of the same analysis for all datasets.
In Saez et al. (2015) monkeys were presented with one of two visual stimuli, A or B.
After a 1.5 second delay period the monkey was either rewarded or not. This is a context
dependent task: in context 1, stimulus A is rewarded and stimulus B is not, whereas, in
context 2, the associations are reversed (stimulus A is not rewarded and stimulus B is
rewarded). The trials are presented in contextual blocks; all trials within a block have the
same context. The monkey displays anticipatory behavior and in context 1 starts licking
the water spout after stimulus A and not after stimulus B. In context 2 it also performs
as expected, licking after stimulus B and not after stimulus A. In Saez et al. (2015) it was
shown that the animal is not just relearning the changing associations between stimuli
and reward but has actually created an abstract representation of context.
The time decode analysis is shown in Figure 2.2 for three brain areas: the orbito-
frontal cortex (OFC), the anterior cingulate cortex (ACC) and the amygdala. Pixel(i,j)
in Figure 2.2A and 2.2C shows the decode accuracy of a binary classifier trained to
discriminate time points i and j using 100 ms bins of neural activity. In Figure 2.2A
we considered the delay between the visual stimulus (CS) and the delivery of reward
(US) and in Figure 2.2C the interval preceding the presentation of CS. The decode
accuracy is near 100% during the initial 500 ms after the offset of the visual stimulus
(Figure 2.2A) and during the presentation of the visual stimulus (Figure 2.2C), but it
decreases near chance level for the remainder of the trace period and in the interval
preceding the CS. This is observed in all three brain areas. The blocks of time where
the time-decode is near chance level (50%) are consistent with constant firing patterns -
fixed points of the neural dynamics; if the neural activity at all time-points is similar
it will not be possible to decode the passage of time. This is consistent with previous
findings during working memory tasks, where constant firing patterns are displayed
by the self-sustaining reverberations of activity hypothesized to support time invariant
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storage (Fuster and Alexander, 1971; Miyashita and Chang, 1988; Miller et al., 1996).
Importantly, the inability to decode time from the neural data is not simply due to
excessive noise as other task relevant variables, like context and whether the monkey
receives a water reward or not, can be decoded as shown in Figure 2.2B and 2.2D. All
these quantities could be decoded throughout the delay in all three brain areas, as
already reported in Saez et al. (2015).
2.2.1 Reproducing the data with a recurrent neural network
model
An artificial recurrent neural network (RNN) trained to reproduce monkey behavior
on this task shows the same pattern of fixed point dynamics (Figure 2.2A and 2.2C,
bottom row) and the time decoding analysis produces results that are similar to those
observed in the experiment. This is significant because neural connectivity in the artificial
RNN was initialized randomly before training and unit activity was not constrained
to replicate neural data during training; the artificial RNN was only told ‘what’ to
do but not ‘how’ it should be done. The inputs to the RNN are time-varying signals
representing experimental stimuli and we ‘train’ the RNN so its outputs are time-
varying signals representing behavioral responses (anticipatory licking behavior). The
training procedure adjusts the connection weights between units using the Hessian-
free optimization algorithm (Martens and Sutskever, 2011) so that every input pattern
produces the desired output pattern. After training is complete the weights are fixed and
the model produces the appropriate context dependent responses for any sequence of
stimuli and changing contexts. The RNN is not explicitly given contextual information
and must infer it from the pairing of stimulus and reward. In Figure 2.2A the fixed
point dynamics appearing after stimulus offset in the RNN model correspond to the
network entering a state of either reward expectation or no-reward expectation and may
correspond to the monkey’s state of either licking in anticipation of reward or not-licking.
The putative fixed point dynamics seen in the electrode data before stimulus onset
(Figure 2.2C) are also present in the RNN model. The RNN model transitions to one of
two fixed points during the intertrial interval to store contextual information between
trials. This is surprising because we started with a randomly connected network that
knew nothing about context or anything else; context was not present at the beginning of
training and this information is never explicitly given to the network. The RNN formed
an abstract understanding of the environment just by learning to generate the right
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behavior. This contextually dependent behavior is enabled by our use of a recurrent























































































































































































































Figure 2.2: Decoding time from neural activity reveals signatures of fixed point dynamics. (A, C)
Pixel(i,j) is the decode accuracy of a binary classifier trained to discriminate time points i and j
using 100 ms bins of neural activity. The blocks of time where the decode is near chance level (50%)
are signatures of fixed point dynamic . Th pattern of fixed points seen in the data agree with
the RNN model. In the model, the fixed points before stimulus onset store contextual information
and the fixed points after stimulus offset encode the expected reward and the stimulus. (B, D)
Importantly, a linear classifier can easily discriminate other task relevant quantities during
these time intervals so the poor time-decode is not simply due to noisy neural responses. The
black curve shows the decode accuracy of a binary classifier trained to discriminate reward and
no-reward trials (B) and trials from context 1 and context 2 (D) using 100 ms bins of neural
activity. Error bars show two standard deviations.
2.3 Fixed points or slowly moving points?
The analysis of the activity recorded during the trace conditioning task appears to be
compatible with fixed point dynamics. However, the longest delay between external
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events is only 1.5 seconds. So there is the possibility that the dynamics have variations
on a longer time-scale than we can observe with this dataset. To explore this possibility,
we next looked at a dataset with a longer interval between external events, namely,
recordings from PFC in a vibrotactile discrimination task (Romo et al., 1999) which
has been extensively analyzed (see e.g. Brody et al., 2003; Machens et al., 2010; Barak
et al., 2010, 2013; Murray et al., 2017) and modeled (see e.g. Machens et al., 2005; Barak
et al., 2013; Murray et al., 2017). In this task a mechanical probe vibrates the monkey’s
finger at one of 7 frequencies. Then there is either a 3 or 6 second delay interval before
the monkey’s finger is vibrated again at a different frequency. The monkey’s task is to
report whether the frequency of the second stimulus is higher or lower than that of
the first. This dataset has already been analyzed in multiple ways and we know that
several neurons exhibit a time dependent ramping average activity (Brody et al., 2003;
Machens et al., 2010; Murray et al., 2017). However, time has never been explicitly
decoded, and it is not obvious a priori whether it can be decoded at all because on average
ramping activity can be interpreted in at least two different ways: it could actually
reflect a ramping component that appears consistently on every trial, or it could reflect
transitions between two stable states that occur at random times (Durstewitz and Deco,
2008; Miller and Katz, 2010; Latimer et al., 2015; Shadlen et al., 2016). In the first case,
it should be possible to decode time with a precision that is limited by the ratio between
the noise amplitude and the slope of the ramp. In contrast, in the second case it would
be impossible.
The longer delay period intervals used in this task actually reveal that it is possible
to decode time, but only with a limited precision. Figure 2.3A shows the time decode
analysis from PFC for delay intervals of 3 and 6 seconds. After an initial visual transient,
whose duration is surprisingly similar to the one observed in the dataset of Saez et al.
(2015), the time decode accuracy decreases in a band around the diagonal. However, time
intervals that are separated by more than 1 second, can still be distinguished, indicating
that time can actually be decoded but with a low precision. The precision is similar in
the 3 and 6 seconds cases. Moreover, the time decoding plots are similar to those of Saez
et al. (2015) when one focuses on the initial part of the interval (supplementary Figure
2.18S).
To quantify the temporal uncertainty of the neural data at a given point in time we
take firing rates from all neurons at this timepoint and train a classifier to predict the
time this recording was made. We then compare the prediction to the actual time to
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Figure 2.3: Network dynamics appear to evolve on a timescale of approximately half a second.
(A) The time decode analysis from PFC for delay intervals of 3 and 6 seconds is shown on the
right and left for both the data and RNN model. In each half second interval the decode accuracy
is near chance level, however, the longer delay period intervals used in this task reveal neural
dynamics that evolve over longer time scales. (B) The slowly varying dynamics observed in PFC
are consistent with the putative fixed point dynamics observed in the Amygdala, OFC, and ACC.
To quantify the temporal uncertainty at each point in time we train a classifier to estimate the
timepoint a neural recording was made and then compare this prediction to the actual time; we
repeat this classification for many trials obtaining a distribution about the true time. The ‘timing
error’ is the standard deviation of this distribution and is shown in black. The chance level is
shown in red. The timing error is shown during the 500 ms interval with putative fixed point
dynamics in Amygdala, OFC, and ACC, and for an arbitrary interval after the transient at the
beginning of the trial in PFC. In all brain regions the temporal uncertainty is near chance level.
Longer time-scale fluctuations may not be as apparent in the Amygdala, OFC, and ACC because
shorter delay periods were used in the experiment, preventing neural dynamics from evolving
sufficiently in the absence of external stimuli. Error bars show two standard deviations.
obtain the timing error. After performing this classification on many trials we obtain a
distribution of predictions around the true value (Methods Figure 2.9M). The ‘Timing
error’ shown in Figure 2.3B (black curves) is the standard deviation of this distribution
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of predicted values minus the true value, and is our metric for quantifying temporal
uncertainty. The chance level for the timing error (red curves in Figure 2.3B) is computed
by training and testing the classifier on neural data with random time labels. The chance
level is U-shaped as a classifier with uniform, random predictions will make greater
errors at the edges of the interval; when the true value is at the edge of the interval the
guesses of the random classifier will, on average, be further from this value and the error
will be higher. In Figure 2.3B, the timing error is shown during the 500 ms interval with
putative fixed point dynamics in Amygdala, OFC, and ACC, and for an arbitrary interval
after the transient at the beginning of the trial in PFC. In all brain regions the temporal
uncertainty is near chance level when this short interval is considered and plots are
surprisingly similar, even if the tasks and the brain areas are different. This suggests
that also in the dataset of Saez et al. (2015) there might be a slow varying component
that we cannot detect.
Similar long timescale dynamics are generated by a neural network model trained
to reproduce the experimentally observed behavior of discriminating frequency pairs,
plus an extra anticipatory output that predicts the time of the next event after the
delay period, namely, the delivery of the second vibrotactile frequency. The anticipatory
output is essential; without it the RNN model uses only fixed point dynamics to store the
frequency of the first stimulus and does not generate evolving dynamics. The network
reproduces both the time decoding plots of Figure 2.3A and the more quantitative
analysis of Figure 2.3B.
2.4 Encoding time in tasks in which timing is
important
In both tasks we have considered the monkey was not explicitly required to keep track
of timing information. In the randomly connected recurrent networks, with stabilized
trajectories, proposed in Laje and Buonomano (2013) it should be possible to decode time
whether the timing information is relevant for the task or not. However, it is also possible
that the task actually shapes the necessary neural dynamics and time is encoded only
when necessary. We analyzed two datasets in which timing information was necessary
in order to solve the task. The ready-set-go interval reproduction task from Jazayeri
and Shadlen (2015) required the monkey to keep track of the interval duration between
the ready and set cues (demarcated by two peripheral flashes) in order to reproduce the
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same interval with a self initiated saccadic eye movement at the appropriate time after
the set cue. The duration-discrimination task from Genovesio et al. (2009) required the
monkey to compare the duration of two visual stimuli (S1 and S2) and then report which
stimuli lasted longer on that trial.
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Figure 2.4: The timing error for the neural data (black curves) and RNN models (blue curves) is
less than chance level (red curves) and has better resolution for tasks in which timing information
is explicitly required, as in the duration discrimination task of Genovesio et al. (2009) (PFC data)
and the ready-set-go interval reproduction task of Jazayeri and Shadlen (2015) (LIP data). This
is consistent with the idea that stable neural trajectories act as a clock to perform the task. Error
bars show two standard deviations.
We decoded the passage of time in these datasets during intervals in which the
monkey had to keep track of timing information, i.e. the interval between ready and
set cues for Jazayeri and Shadlen’s LIP data, and the S1 interval for Genovesio et al.’s
PFC data. To see the neural dynamics evolve in the absence of external events we only
included trials with over 1000 ms between external events. We found that we could
decode time with higher precision than in the datasets where timing information was not
explicitly required (Figure 2.4). These results provide support for the scenario in which
the task can shape the neural dynamics depending on whether timing information is
important or not in the task. In the case of the vibrotactile task analyzed in the previous
section, time could be decoded with lower precision. One could argue that in that case
the timing information is not strictly necessary to perform the task, but it could help
to prepare the monkey for the arrival of the stimulus. So the difference between the
three tasks in which we could decode time is in the relative importance of the timing
information, which also seems to shape the neural dynamics.
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2.4.1 The importance of ramping activity
Next we tried to identify the component of the dynamics that is most important for
encoding time in all the cases in which we could decode it. The neural dynamics appear
to be driven by the linear ‘ramping’ component of each neuron’s firing rate. Figure 2.5
shows the temporal uncertainty in our ability to classify trials after the linear component
is removed for all the experiments in which time could be decoded (compare to Figure 2.4).
We calculated the linear fit to the average firing rate across trials, during the intervals
shown in Figure 2.5. We then subtracted this linear fit from each neuron’s firing rate
(Figure 2.5A). After the linear ramping component is removed the timing error is near
chance level for both tasks in which timing information is, and is not, explicitly relevant
(Figure 2.5B, black curves). This is also observed in the RNN models we trained to solve
the experimental tasks (Figure 2.5B, blue curves). In contrast, for the stabilized random
RNN (Laje and Buonomano, 2013) it is still possible to decode time with high accuracy
even after the linear component has been removed (Figure 2.5B, rightmost panel).
2.5 Cumulative dimensionality of the neural
trajectories
To further characterize how the neural dynamics evolved over the entire interval we
computed the cumulative dimensionality over time as shown in Figure 2.6 (see supple-
mentary Figure 2.19S for the RNN models). For all datasets the dimensionality increases
much slower than in the case of the stabilized reservoir network (Laje and Buonomano,
2013), which explores new dimensions of state space at each point in time. After an
initial rapid increase, which terminates around 500 ms in all datasets, the cumulative
dimensionality increases very slowly or saturates. The initial rapid increase reflects
the ability to decode time with high precision, which is probably due to a relatively
fast transient that follows the offset of the stimulus. The slow increase observed in the
remaining part of the delay is consistent with the strong linear ramping component
observed in Figure 2.5 as ramping activity would cause the neural trajectory to lie along
a single line in state space and so the cumulative dimensionality would be one.
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Figure 4: The standard deviation of the timing error is not at chance level and has better resolution
for tasks in which timing information is explicitly required for the task, as in the LIP and PFC data.
This is consistent with the idea that stable neural trajectories act as a clock to perform the task.
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Mean firing rate minus linear fit
Figure 5: The linear “ramping” component of each neuron’s firing rate appears to be driving the
slow timescale variations. (A) For each neuron, we calculate the linear fit to the average firing rate
across trials during the same time interval as in Figure 4. We then sub ract this linear fit from each
neuron’s firing rate and calculate the standard deviation of the timing error. (B) After the linear
ramping component is removed the temporal uncertainty is near chance level. In contrast, for the
stabilized reservoir model [11] it is still possible to decode time with high accuracy even after the
linear component has been removed.
4.1 The importance of ramping activity
These long timescale dynamics appear to be driven by the linear ‘ramping’ component of each
neuron’s firing rate. Figure 4 shows the temporal uncertainty in our ability to classify test trials
before and after the linear component is removed. We calculate the linear fit to the average firing
rate across trials. We then subtract this linear fit from each neuron’s firing rate and calculate the
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Figure 2.5: The linear “ramping” component of each neuron’s firing rate drives the decoder’s
ability to estimate the passage of time (compare with Figure 2.4). (A) For each neuron, we
calculate the linear fit to the average firing rate across trials during the same time interval
as in Figure 2.4. We then subtract this linear fit from each ne ron’s firing rate and calculate
the standard deviation of the timing error. (B) After the linear ramping component is removed
the temporal uncertainty in both the neural data (black curves) and trained RNN models (blue
curves) is near chance level (red curves). In contrast, for the untrained RNN with stabilized
chaotic dynamics (Laje and Buonomano, 2013) it is still possible to decode time with high accuracy,
down to the limiting resolution set by the 100 ms timebin of the analysis, even after the linear
component has been removed. Error bars show two standard deviations.
2.6 Decode generalization
The low dimensional ramping trajectories seen in the neural data may offer compu-
tational benefits, allowing computations to generalize across time, as in Spaak et al.
(2017). For example, consider the task of Saez et al. (2015) where the offset of a visual
stimulus is followed by a delay period and then either a water reward or no reward.
Imagine a neuron learns to linearly combine neural activity from prefrontal cortex after
the offset of th visu l stimulus in order to predict whether a reward will be delivered.
After some time has elapsed, e.g. a second, will this same neuron still be able to correctly
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Figure 2.6: The cumulative dimensionality of the neural activity increases slowly over time
after a transient of approximately 500 ms. In contrast, the cumulative dimensionality increases
linearly in the stabilized random network (Laje and Buonomano, 2013). The top two rows show
dimensionality for tasks in which timing is not explicitly important. The bottom row shows
dimensionality for tasks in which timing is required.
predict the upcoming reward? Will this same linear combination of information from
prefrontal cortex still be useful at a different time? The answer depends on how the
neural dynamics evolve. The low dimensional ramping trajectories of the neural data
allow a linear classifier trained at a few points in time to have predictive power at other
points in time (Figure 2.7). In particular, in OFC, ACC and amygdala (Figure 2.7, top
row), a linear classifier trained to decode the predicted value of the stimulus on a fraction
of time points can decode the value with an accuracy close to 100% also at the other
time points. In PFC, a classifier trained to decode high versus low vibro-tactile stimuli
can also generalize across time, though the decoding performance is lower than in the
case of reward decoding. This is compatible with the stability of the geometry of neural
representations observed in Spaak et al. (2017) and with the ability of a linear readout
to generalize across experimental conditions observed in Bernardi et al. (2018). This
ability to generalize to other time points is observed also in the RNN model trained with
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backpropagation (Figure 2.7, see all the plots with the label ‘RNN’). In contrast, for the
high dimensional neural dynamics of the simulated stabilized random RNN, a linear
classifier trained at a few points in time performs near chance level at other points in

























































Figure 2.7: Decode generalization when classifying neural activity with low and high cumulative
dimensionality. The decode accuracy of a binary classifier (colored in black for data and blue
for RNN models) is shown as the number of timepoints used during training is varied. The
chance level is shown in red. The neural activity with low cumulative dimensionality (fixed point
dynamics in the top row and ramping activity in the middle row) allows a classifier trained
at a single timepoint to perform with high accuracy when tested at other times. This is in
contrast to neural activity with high cumulative dimensionality (bottom row) where a decoder
trained at a single timepoint performs at chance level when tested at other timepoints. To assess
generalization performance the classifier is always tested on timepoints from the entire delay
interval with the exception of the first 500 ms after stimulus offset for the neural datasets. In
the top row, the decoder classifies rewarded versus non-rewarded trials. In the middle row, the
decoder classifies high versus low frequencies. In the bottom row, the decoder classifies trials
from the two patterns the network is trained to produce in Laje and Buonomano (2013) The
plotted decode accuracy is the mean of the classifier performance across this interval. Error bars
show two standard deviations.
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2.7 Discussion
We introduced two main analyses, namely, decoding the passage of time from neural data
and computing the cumulative dimensionality of the neural trajectory as it evolves over
time, in order to disambiguate several classes of neural dynamics. The specific neural
dynamic regimes we focus on each have different computational capabilities, including,
the ability to keep track of time, or preserve information robustly against the flow of time
(working memory). We used these analyses to characterize delay activity and gain insight
into the dynamical properties of neural circuits in the absence of external stimulation.
Our analysis of four datasets revealed that it is possible to decode time, but only with
limited precision in tasks in which the timing information is irrelevant. The precision is
significantly higher when timing information is important for performing the task. The
dynamics of the neural activity is low dimensional and the ability to decode time relies
on the ramping component of the activity. This is true when a transient of approximately
500 ms following the offset of the stimulus is excluded from the analysis. During these
500 ms it is likely that the activity is still driven by the sensory input, and it does
not reflect the internal dynamics of the neural circuits. These results indicate that the
experimental observations are more compatible with low dimensional dynamical models
like the recurrent neural network that we proposed, rather than chaotic dynamics, for
which the dimensionality would grow linearly with time. Previous studies (Barak et al.,
2013) of the vibrotactile stimulation experiment (Romo et al., 1999) that we also analyzed
show that it is not easy to reproduce the data using chaotic networks similar to those
reviewed by Buonomano and Maass (2009).
These results, which are compatible with observations from recent rodent experi-
ments (Inagaki et al., 2017) require some discussion. It is still possible that the dynamics
are chaotic but with an autocorrelation time that is relatively long, comparable with
the entire delay interval that we considered. In this case the cumulative dimensionality
would still grow linearly, but on a much longer time scale. On the time scale of the
experiment, the cumulative dimensionality would be approximately constant. Although
possible, this scenario would have to assume that the autocorrelation time constantly
changes to explain the rapid variations observed during the initial transients.
One of the robust results of our analysis is that the observed trajectories in the
firing rate space are low dimensional. This seems to be in contrast with other studies
in which the dimensionality of the neural representations was reported to be high (see
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e.g. Rigotti et al., 2013; Fusi et al., 2016; Stringer et al., 2018) or, as high dimensional
as it could be (Gao and Ganguli, 2015). However, it is important to stress that the
dimensionality measured in these other studies is a static dimensionality: it is the
minimal number of coordinate axes needed to determine the position of all the points
in the firing rate space that correspond to different conditions of the experiment. The
firing rates of the different conditions are all estimated in the same time bin. In our case,
we considered the points that correspond to different time bins for the SAME condition.
So it seems that the dimensionality across different conditions is usually high, whereas
the trajectories corresponding to each condition is low. This is not surprising given that
high dimensionality across conditions is needed in tasks like the one studied in Rigotti
et al. (2013), whereas it is probably not required for the delay activity trajectories that
we analyzed here or in other situations in which the task relevant variables do not
need to be mixed non-linearly (see e.g. Bernardi et al., 2018). To maximize the ability to
generalize, the dimensionality should always be the minimal required by the task, and
this is probably the case also in the tasks that we analyzed.
Reservoir networks are constructed to perform difficult tasks in which time and many
other quantities (e.g. combinations of events occurring at different times) can be decoded
using a simple linear decoder. In the tasks that we considered, there is probably no
need for such high dimensional trajectories. The observation that the recurrent neural
network (RNN) models that we trained with backpropagation generate low dimensional
trajectories is an indication that high dimensionality is not needed. And low dimensional
trajectories allow for better generalization as we showed in Figure 2.7. It is important
to note that in reservoir networks time can be decoded with a simple linear readout.
This is probably not the case for the low dimensional trajectories that we observed
(indeed, our time decoder illustrated in Figure 2.9MA is non-linear). However, there are
situations in which a linear decoder is not required to be able to decode time in every
time bin. For example, even in the low dimensional case in which a trajectory is perfectly
linear, it is often possible to linearly separate the last point from the others. So a linear
readout would be able to report that a certain time bin is at the end of a given interval,
and “anticipate” the arrival of the second stimulus. Moreover, the brain might employ a
non-linear decoder, which could easily be implemented by a downstream neural circuit
that involves at least one hidden layer. In all the tasks that we analyzed we are certainly
in a situation in which time is encoded in a way that can be used by the simulated
network (e.g. the duration of an interval can be remembered and then compared to the
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duration of another time interval), even if the points of the trajectories are not linearly
separable for all possible “colorings” (i.e. all possible ways of separating the points into
two groups).
The RNN models that we trained using backpropagation through time (BPTT) re-
produce many of the important features of the four datasets that we analyzed. RNNs
have also been successfully used to model the ready-set-go task when analyzing the
motor production interval between the set and go cues (Wang et al., 2018; Remington
et al., 2018), whereas in this work we analyze the interval when time is initially encoded,
between the ready and set cues. The success of these simulated RNN models is surprising
given that BPTT is a rather artificial algorithm, for which there is basically no biologi-
cally plausible implementation at the moment. However, the brain and the simulated
recurrent neural networks that we built are trained to perform the same tasks, and they
both tend to do it efficiently. This is probably why some of the features of the neural
representations are similar. It remains possible that some of the important mechanisms
are actually implemented in a very different way. For example, the ramping activity
might be a consequence of some biochemical processes that are present at the level of
individual neurons or synapses in the biological brain (Reutimann et al., 2004), but not
explicitly modelled in the recurrent neural network, in which all the elements are simple
rate neurons. This process can be imitated in the network by tuning the weights between
neurons of canonical circuits that essentially are devoted to implementing a specific
biochemical process. A more complex analysis will be developed to reveal these canonical
circuits. In the meantime it is important to keep in mind that we do not necessarily
expect a one-to-one correspondence between the neurons in the RNN and the neurons in
the brain.
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2.8 Methods
2.8.1 Decoding time
To create the “decode time matrix”, as detailed in Figure 2.8M, we first subdivide the
time after stimulus offset into nonoverlapping 100 ms intervals. We take the vector of
firing rates recorded from all neurons during a single interval (interval i) and train a
logistic regression classifier to discriminate between this and another interval (interval
j). We test the classifier on held-out trials and record the performance. This number,
between 50% and 100%, from the binary classifier trained to discriminate intervals i
and j is recorded in pixel (i,j) of the “decode time matrix.” If the decode accuracy is 100%
the pixel is colored yellow and if the decode accuracy is 50% the pixel is colored blue.
We use 3/5 of the trials for training and the remainder for testing, resampling single
unit recordings to create 10,000 trials for training and testing and then performing
cross-validation 100 times to establish the final mean decode accuracy.
To quantify the temporal uncertainty of the neural data at a given point in time we
take firing rates from all neurons at this timepoint and train a classifier to predict the
time this recording was made. We classify 10,000 trials (obtained through resampling
single unit recordings) at each point in time yielding a distribution of predictions around
the true value (Figure 2.9MA). We calculate the standard deviation of this distribution
(Figure 2.9MB) and this is the metric for temporal uncertainty that we refer to as
‘timing error.’ To classify trials we combine the pairwise binary classifications from
the “decode time matrix”, however, we obtain similar predictions with other multiclass
classifiers. The chance level for the timing error is computed by training and testing
the classifier on neural data with random time labels. To gain some intuition into the
chance level distribution we can imagine the classifier predictions, X , are random and
uniformly distributed over some interval T. We can compute various properties of X , for
example, the expectation of X is E[X ]= 0.5∗ (min(T)+max(T)). However, the quantity
we are interested in is the timing error, which quantifies how much the predictions
from our chance-level-classifier deviate from the true timepoint, t, i.e,
√
E[(X − t)2] .
If the chance-level-classifier guesses uniformly on the interval T then E[(X − t)2] =
t2 − t∗ (min(T)+max(T))+ ((max(T)3)−min(T)3)/(3∗ (max(T)−min(T))), yielding a U-
shaped curve for the timing error,
√
E[(X − t)2] , as seen in the chance level curves
of Figures 3-5. In practice, we don’t use the analytic expression for
√
E[(X − t)2] but
calculate this after training and testing a classifier on neural data that has the timepoint
37
CHAPTER 2. DELAY ACTIVITY DYNAMICS: TASK DEPENDENT TIME ENCODING







0   3000 6000






1000 1500 2000 2500 3000 3500 4000 4500 5000
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Figure 3: Network dynamics appear to evolve on a timescale of approximately half a second. (A)
The time decode analysis from PFC for delay intervals of 6 and 3 seconds is shown on the left and
right for both the data and RNN model. In each half second interval the decode accuracy is near
chance level, however, the longer delay period intervals used in this task reveal neural dynamics that
evolve over longer time scales. (B) The slowly varying dynamics observed in PFC are consistent
with the putative fixed point dynamics observed in the Amygdala, OFC, and ACC. To quantify the
temporal uncertainty at each point in time we calculate the standard deviation of the predicted time
(on test trials) relative to the actual elapsed time from stimulus offset. The standard deviation of the
distribution is shown in black and the chance level is shown in red. The standard deviation of the
timing error is shown during the 500 ms interval with putative fixed point dynamics in Amygdala,
OFC, and ACC, and for an arbitrary interval after the transient at the beginning of the trial in PFC. In
all brain regions the temporal uncertainty is near chance level. Longer time-scale fluctuations may
not be as apparent in the Amygdala, OFC, and ACC because shorter delay periods were used in the
experiment, preventing neural dynamics from evolving sufficiently in the absence of external stimuli.
in which timing information was necessary in order to solve the task. The ready-set-go interval
reproduction task from Jazayeri and Shadlen [13] required the monkey to keep track of the interval
duration between the read and set cues (demarcated by two peripheral flashes) in order to reproduce
the same interval with a self initiated saccadic eye movement at the appropriate time after the set cue.
The duration-discrimination task from Genovesio et al. [14] required the monkey to compare the
duration of two visual stimuli (S1 and S2) and then report which stimuli lasted longer on that trial.
We decoded the passage of time in these datasets during intervals in which the monkey had to keep
track of timing information, i.e. the interval between ready and set cues for Jazayeri and Shadlen’s
LIP data, and the S1 interval for Genovesio et al.’s PFC data. To see the neural dynamics evolve in the
absence of external stimuli we only included trials with over 1000 ms between external events. We
found that we could decode time with higher precision than in the datasets where timing information
was not explicitly required (Figure 4A). These results provide support for the scenario in which the
task can shape the neural dynamics depending on whether the timing information is important or
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Figure 3: Network dynamics appear to evolve on a timescale of approximately half a second. (A)
The time decode analysis from PFC for delay intervals of 6 and 3 seconds is shown on the left and
right for both the data and RNN model. In each half second interval the decode accuracy is near
chance level, however, the longer delay period intervals used in this task reveal neural dynamics that
evolve over longer time scales. (B) The slowly varying dynamics observed in PFC are consistent
with the putative fixed point dynamics observed in the Amygdala, OFC, and ACC. To quantify the
temporal uncertainty at each point in time we calculate the standard deviation of the predicted time
(on test trials) relative to the actual elapsed time from stimulus offset. The standard deviation of the
distribution is shown in black and the chance level is shown in red. The standard deviation of the
timing error is shown during the 500 ms interval with putative fixed point dynamics in Amygdala,
OFC, and ACC, and for an arbitrary interval after the transient at the beginning of the trial in PFC. In
all brain regions the temporal uncertainty is near chance level. Longer time-scale fluctuations may
not be as appar nt in the Amygdala, OFC, and ACC because shorter delay periods were used in the
experiment, preventing n ural dynamics from evolving sufficiently in the absence of external stimuli.
in which timing information was necessary in order to solve the task. The ready-set-go interval
reproduction task from Jazayeri and Shadlen [13] required the monkey to keep track of the interval
duration between the read and set cues (demarcated by two peripheral flashes) in order to reproduce
the same interval with a self initiated saccadic eye movement at the appropriate time after the set cue.
The duration-discrimination task from Genovesio et al. [14] required the monkey to compare the
duration of two visual stimuli (S1 and S2) and then report which stimuli lasted longer on that trial.
We decoded the passage of time in these datasets during intervals in which the monkey had to keep
track of timing information, i.e. the interval between ready and set cues for Jazayeri and Shadlen’s
LIP data, and the S1 interval for Genovesio et al.’s PFC data. To see the neural dynamics evolve in the
absence of external stimuli we only included trials with over 1000 ms between external events. We
found that we could decode time with higher precision than in the datasets where timing information
was not explicitly required (Figure 4A). These results provide support for the scenario in which the
task ca sha e the neural dynamics depending on whether the timing information is important or
not in the task. In the case of the vibrotactile task analyzed in the previous section, time could be
6
Figure 2.8M: Decode time matrix. Subdivide the time after stimulus offset into nonoverlapping
intervals. Take the vector of firing rates recorded from all neurons during a single interval
(interval 1, for example) and train a binary classifier to discriminate between this and another
interval (interval 2). Test the classifier on held-out trials and record the performance. This
number, between 50% and 100%, from the classifier trained to discriminate intervals i and j is
recorded in pixel (i,j) of the “decode time matrix.” If the decode accuracy is 100% the pixel is
colored yellow (as shown in this example) and if the decode accuracy is 50% the pixel is colored
blue.
labels randomly shuffled. We use 3/5 of the trials for training and the remainder for
testing, resampling single unit recordings to create 10,000 trials for training and testing
the classifier and then performing cross-validation 100 times.
2.8.2 Neural dimensionality
Our measure of neural dimensionality quantifies the stable component of the neural
trajectory across trials (Figure 2.10M). The stable component of the neural trajectory
is important as it can be used for consistent computations by downstream neurons.
Other common measures of dimensionality yield a large dimensionality even for random
Gaussian noise data, with no consistent firing rate fluctuations across trials, as shown in
38
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Figure 2.9M: Standard deviation of timing error. (A) To quantify the temporal uncertainty at
each point in time we calculate the predicted time (y-axis) relative to the actual elapsed time
from stimulus offset (x-axis). The predicted time (cross-validated) is calculated for each of the
10,000 trials (obtained through resampling single unit recordings) and the results are shown as a
heatmap. Data is from the delay interval of Romo et al. (1999) (B) The standard deviation of the
distribution in (A) is shown in black and the chance level is shown in red. Error bars show two
standard deviations.
Figure 2.11M. For this data, the only consistent aspect is the mean and our ‘trajectory
reconstruction dimensionality’ quantifies this data as zero dimensional.
To compute the cumulative neural dimensionality over time we used a cross-validation
procedure to estimate the number of dimensions that gave us the greatest predictive
power on firing rates from held out data. We first subdivided the time after stimulus offset
into T nonoverlapping 100 ms intervals. For each timepoint, from 1 through t = 1, . . . ,T
that we wished to estimate the cumulative dimensionality we constructed a training and
test matrix (FRtrain and FRtest) of size number-of-neurons × t containing firing rates
after averaging spikes in 100 ms bins and across trials. FRtrain and FRtest contained
averages from nonoverlapping sets of trials. If the neural activity was the same on every
trial then FRtrain and FRtest would be equal and we would be able to predict the firing
rates in FRtest perfectly from FRtrain. However, there is variability that is not shared
between FRtrain and FRtest so FRtrain is not perfectly predictive. We also expect some
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Figure 2.10M: Computing cumulative dimensionality. (A) The figure on the left shows five
trials recorded from an example dataset consisting of two neurons. These trials are split into
training and test groups, and then averaged within groups, as shown in the figure on the right.
(B) Principal components are calculated from the mean training trajectory. The mean training
trajectory is then projected onto the mean activity (left), first principal component (center), up
to the maximum number, which in this example is the first two principal components (right).
The mean squared error is then calculated between the training trajectory, after the projections,
and the test trajectory for all timepoints. In this example, the projection of the training trials
onto only one principal component yields the lowest error, i.e. is best able to predict the test
trajectory, and so the dimensionality is one. This process is repeated for neural trajectories of
varying lengths in order to assess the dimensionality as the firing activity evolves over time.
variability in the neural trajectory of FRtrain is shared with FRtest so there is an opti-
mal subspace of FRtrain that will yield the greatest prediction accuracy for FRtest. We
estimated this subspace by first projecting FRtrain onto principal components 1 through
k, sorted in order of descending variance so principal component 1 captures the most
variance. We define the dimensionality as the number of principal components k that
yields the greatest predictive accuracy for FRtest, i.e. that yields the smallest squared
error between FRtest and the ‘denoised’ trajectory of FRtrain after projecting onto the
first k principal components (Figure 2.10M). We used 3/5 of the trials for training and
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Figure 2.11M: Cumulative dimensionality of random Gaussian noise data. The cumulative
dimensionality is the dimensionality required to exaplain timepoints 1 through t where t =
1,2,3, . . . is increased from 1 to some maximum value. In the figure on the left, the dimensionality
is quantified as the number of principle components required to explain a fraction of the variance
(e.g. 90% as shown in red). The center figure shows the cumulative dimensionality when using
the Participation Ratio (Abbott et al., 2011; Gao et al., 2017). Both methods show an increase in
the dimensionality over time. However, by construction, there are no stable trajectories across
trials that can be used for consistent computation. The only consistent aspect of the data is the
mean and our ‘trajectory reconstruction dimensionality’ quantifies this data as zero dimensional.
the remainder for testing, repeating cross-validation 200 times. Single unit recordings
were resampled to create 1000 trials for the FRtrain and FRtest matrices.
2.8.3 Decode generalization
We first subdivide the delay period into T nonoverlapping 100 ms intervals, excluding
the first few hundred milliseconds after stimulus offset to better study the intrinsic
dynamics of the delay period without transient activity caused by the offset of the visual
stimulus. To quantify the ability of a classifier to generalize to other timepoints we train
a logistic regression classifier on a fraction of timepoints (from near 0 to 1) and then test
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its accuracy across the entire interval (see Figure 2.12M). The plotted decode accuracy
in Figure 2.7 is the mean of the classifier performance across the entire interval. In the
top row of Figure 2.7, the decoder classifies rewarded versus non-rewarded trials in the
dataset of Saez et al. (2015) during the interval from 500 ms to 1500 ms after stimulus
offset. In the middle row, the decoder classifies high versus low frequency trials in the
dataset of Romo et al. (1999) during the interval from 500 ms to 3000 ms after stimulus
offset (3s delay period) and 500 ms to 6000 ms (6s delay period). In the bottom row, the
decoder classifies trials from the two patterns the network is trained to produce in Laje
and Buonomano (2013) during the interval from 200 ms to 1200 ms after stimulus offset.
The chance level is computed by randomly shuffling these labels before training and
testing the classifier. We use 3/5 of the trials for training and the remainder for testing,
resampling single unit recordings to create 10,000 trials for training and testing the
classifier and then performing cross-validation T times. Each time cross-validation is
performed a new, unique set of timepoints are randomly chosen and used for training
the classifier. Note that when only a single timepoint is used for training the classifier,
we cycle once through each and every timepoint in the interval. Error bars show two
standard deviations.
2.8.4 Model description
For each of the four working memory tasks we train a recurrent neural network (RNN)
model. Our network models consist of a set of recurrently connected units (N = 100). The








Wreci j u j(t)+
Nin∑
k=1
W inik Ik(t)+bi +ξi(t) (2.1)
for i = 1, . . . , N. The activity of each unit, ui(t), is related to the activation of that unit,
xi(t), through a nonlinearity which in this study we take to be ui(t)= tanh(xi(t)). Each
unit receives input from other units through the recurrent weight matrix Wrec and
also receives external input, I(t), that enters the network through the weight matrix
W in. Each unit has two sources of bias, bi which is learned and ξi(t) which represents
noise intrinsic to the network and is taken to be Gaussian with zero mean and constant
variance. The network was simulated using the Euler method for T time steps, with a
step size of duration τ/10= 10 ms. To perform tasks with the RNN we linearly combine
the firing rates of units in the network and use this as the output. The linear readout
42
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Figure 2.12M: Decode accuracy when training classifier on one timepoint (left side) and two
timepoints (right side). The decode accuracy is shown for a binary classifier trained to discriminate
neural data from rewarded versus non-rewarded trials for the task of Saez et al. (2015) (Amygdala,
top row) and high versus low frequency trials during the task of Romo et al. (1999) (PFC, 6s on
bottom row). The figures on the left show the decode accuracy when the classifier is trained at a
single timepoint (highlighted with circles). Three examples are shown with the classifier trained
at times 600 ms (blue), 1000 ms (green) and 1400 ms (red) after stimulus offset for the data of
Saez et al. and at times 2000 ms (blue), 4000 ms (green), and 6000 ms (red) after stimulus offset
for the data of Romo et al. The figures on the right show the decode accuracy when the classifier
is trained at two timepoints. The decode accuracy is computed using trials that were not used for
training the classifier. The leftmost datapoint in Figure 2.7, for example, summarizes the decode
generalization when the smallest fraction of timepoints are used for training the classifier and is
computed as the mean decode accuracy of all the curves trained at a single timepoint (as shown
on the left), along with all other curves obtained during the other iterations of cross-validation
(not shown).
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The RNN for each working memory task has the same architecture but the network
parameters Wrec, W in, b and Wout are different for each task and adjusted to accomplish
the task-specific transformation of time-varying inputs to time-varying outputs.
We optimized the network parameters Wrec, W in, b and Wout to minimize the squared
error in equation (3.3) between target outputs and the network outputs generated





(yj(t,m)− ytargetj (t,m))2 (2.3)
Parameters were updated with the Hessian-free algorithm Martens and Sutskever (2011)
using minibatches of size 500, i.e. 500 sequences of length T for each parameter update.
In addition to minimizing the error function in equation (3.3) we regularized the input











The parameters Wout and b were initialized to zero. W in was initialized with random
values drawn from a normal distribution with zero mean and variance 1/Nin. Wrec was
initialized as a random orthogonal matrix Saxe et al. (2013).
For all four networks, the “firing rate” of each of the 100 units (u(t)) is stored every
100 ms and this activity is used for all subsequent analyses.
Inputs and outputs for the network: The RNN for the context dependent working
memory task of Saez et al. (2015) has four inputs (stimulus A, stimulus B, reward, and the
end-of-trial cue) and two outputs (reward predictive output and a no-reward predictive
output) as shown in Figure 2.13M. During context 1 stimulus A is followed by a reward
and stimulus B is not rewarded. During context 2 the associations are reversed and
stimulus B is rewarded while stimulus A is not rewarded. Context is not given to the RNN
but must be inferred from the previous stimulus/reward pairing stored in the network’s
firing activity. The RNN indicates its knowledge of context by switching the appropriate
output from zero to one, after stimulus offset, to indicate either an expected future reward
or no reward. The inputs are presented serially, e.g. stimulus A, followed by the reward,
followed by the end-of-trial cue, each having a value of one for 200 ms before returning
to their baseline values of zero. The reward predictive output turns on immediately after
44
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Figure 2.13M: RNN inputs and outputs for the context dependent working memory task of Saez
et al. (2015). The RNN has four inputs (stimulus A, stimulus B, reward, and the end-of-trial cue)
and two outputs (a reward predictive output and a no-reward predictive output). The mapping
between stimulus and reward changes depending on context. During context 1 stimulus A is
followed by a reward and stimulus B is not rewarded. During context 2 the associations are
reversed and stimulus B is rewarded while stimulus A is not rewarded. The RNN’s task is to
predict the upcoming reward following the presentation of a stimulus by selecting the appropriate
output. Outputs are shown for context 1.
the presentation of the stimuli the network thinks will be rewarded and stays on until
the end-of-trial cue. The no-reward predictive output turns on immediately after the
stimuli the network thinks will not be rewarded and stays on until the end-of-trial cue.
The reward can either follow stimulus A (context 1) or stimulus B (context 2). We trained
the network using sequences of length 7000 ms with randomly switching contexts and
intervals between events. An example trial is shown in Figure 2.14M. During training,
the interval between the end-of-trial cue and new stimulus was uniformly distributed
between 0 and 1000 ms. The interval between the end of a stimulus and the reward, if
present, was uniformly distributed between 0 and 1500 ms. The interval between the
end of the reward and end-of-trial cue was uniformly distributed between 0 and 500 ms.
The RNN for the vibrotactile discrimination task of Romo et al. (1999) is trained
to report whether the frequency of the second stimulus (f2) is higher or lower than
the frequency of the first (f1), and also to anticipate the time when f2 is presented.
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Context	1:	S+mulus	A	is	rewarded.	S+mulus	B	is	not	rewarded.	
Context	2:	S+mulus	B	is	rewarded.	S+mulus	A	is	not	rewarded.	
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Figure 2.14M: RNN inputs and outputs for the context dependent working memory task of
Saez et al. (2015) when the context changes. (A) The RNN has four inputs (stimulus A, stimulus
B, reward, and the end-of-trial cue) and two outputs (a reward predictive output and a no-
reward predictive output) The mapping etwee stimulus and reward changes depending on
context. During context 1 stimulus A is followed by a reward and stimulus B is not rewarded.
During context 2 th associations are reversed and stimulus B is rewarded while stimulus A
is not reward d. Note that a single pairing of stimu us/reward or stimulus/end-of-trial-cue is
sufficient t determine the context. The RNN’s task is to predict the upcoming reward following
the presen ation of a stimulus by selecting he appropriate utput. (B) The inputs and outp ts
are shown for a single sequence with a change in context. Imagine a preceding stimulus/reward
pairing (not shown) has established the context to be 1. Stimulus A and B are i putted and the
RNN produces the correct outputs. The context now switches to 2. No explicit contextual cues are
given to the RNN so when stimulus A is presented the RNN still responds with the appropriate
output for context 1, by ctivating the reward predictive unit. No reward is i putt d, as would be
appropriate for context 1, so when the end-of-trial-cue appears the RNN now knows the context
has changed to 2. For subsequent inputs the RNN now produces outputs appropriate for context
2.
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Figure 2.15M: RNN inputs and outputs for the vibrotactile discrimination task of Romo et al.
(1999). The RNN has one input representing vibrotactile frequency with the amplitude of an
input pulse. After two successive frequency inputs the RNN reports whether the frequency of the
second stimulus is higher or lower than that of the first by modulating an output to be +1 or -1
respectively. The RNN also anticipates the timing of the second frequency input by activating a
second output before the onset of the stimulus.
The RNN has one input that varies in magnitude to represent the frequency of f1 and
f2, and two outputs; an output to indicate the choice for the binary discrimination,
and an anticipatory-timer output that turns on before f2 onset (Figure 2.15M). The
inputs have a duration of 500 ms with amplitudes similar to Barak et al. (2013) that
linearly map the frequencies between 10-34 Hz to inputs between 0.2 and 1.8: input
= 0.2+ (1.8−0.2)∗ ( f −10)/(34−10) where f is the frequency in Hz. The RNN was trained
on sequences of duration 15000 ms with successive presentations of f1 and f2 randomly
chosen between 10 and 34 Hz. On each sequence the delay between f1 and f2 was fixed,
selected uniformly between 200 and 7000 ms, while the intertrial interval between f2
offset and f1 onset was uniformly distributed between 200 and 1000 ms. The RNN output
that performs frequency discrimination takes values of +1 if f2 > f1 and -1 if f2 < f1. This
output is zero until f2 onset, whereupon it takes the appropriate nonzero value until f2
offset, at which time the amplitude returns to zero. The anticipatory-timer output is not
constrained during the first f1/f2 pairing in a sequence, because the interval between f1
and f2 has not been established for this sequence. During subsequent inputs of f1/f2 the
anticipatory-timer output takes a value of one 200 ms before f2 onset and then returns
to zero immediately before f2 onset.
The RNN for the ready-set-go interval reproduction task from Jazayeri and Shadlen
(2015) has two inputs (ready and set cues) and one output to indicate the interval between
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Figure 2.16M: RNN inputs and outputs for the ready-set-go interval reproduction task from
Jazayeri and Shadlen (2015). The RNN tracks the duration of the interval between ready and
set cues (demarcated by two input pulses) in order to reproduce the same interval with a self
initiated output at the appropriate time after the set cue.
ready and set cues as shown in Figure 2.16M. During training, the ready cue is followed
by the set cue with an interval selected from a uniform random distribution between 200
and 1100 ms. The RNN output follows the set cue after a delay that matches the elapsed
time between the ready and set cues. All inputs and outputs take the value of zero when
they are “off” and one for a duration of 110 ms when they are “on”. The RNN was trained
on sequences of duration 4500 ms with multiple presentations of the ready and set cues
in each sequence.
The goal of the duration-discrimination task from from Genovesio et al. (2009) is
to compare the duration of two stimuli (S1 and S2) and select the stimulus that was
presented for the longest duration. The RNN for this task has four inputs (S1, S2,
go-cue for S1/S2 on left/right of screen, go-cue for S1/S2 on right/left of screen) and
two outputs to indicate a hand response to either the right or left (Figure 2.17M). The
RNN was trained on sequences of length 5000 ms with a single presentation of S1, S2,
and go-cue, per sequence. The order of events within a sequence is pre-stimulus period
(uniformly distributed between 100 and 500 ms), S1 (uniformly distributed between 100
and 1500 ms), delay period (uniformly distributed between 0 and 1000 ms), S2 (uniformly
distributed between 100 and 1500 ms), delay period (uniformly distributed between 0
and 1000 ms), and a go-cue that initiated the RNN output and remained on until until
the end of the sequence. In the experiment, the go-cue was the presentation of the two
stimuli (S1 and S2) simultaneously on the right and left side of the screen. On each trial
the left and right assignment of S1 and S2 was random so the motor response could not
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Figure 2.17M: RNN inputs and outputs for the duration-discrimination task of Genovesio et al.
(2009). The RNN compares the duration of two stimuli (S1 and S2) and then reports which
stimulus was on longer.
be prepared in advance of this go-cue. To mimic this in the RNN we use two go-cues to
indicate whether the position of S1 is on the right or left of the screen. The two RNN
outputs then correspond to a hand response to either the right or left. The outputs are
zero until the time of the go-cue, when the appropriate output becomes one until the end
of the sequence.
2.8.5 Stabilized random RNN
We analyzed the pretrained network accompanying the paper of Laje and Buonomano
(2013). To ensure the number of units is similar across datasets, we randomly selected
100 out of the 800 units in the network for further analyses. We generated and analyzed
100 trials from the network by adding Gaussian random noise, with zero mean and
standard deviation of 0.2, at each timestep of the simulation. The firing rate of each of
the 100 units is stored every 100 ms and this activity is used in all subsequent analyses.
2.8.6 Neural data
Electrode recordings were from nonhuman primates as previously described (Saez et al.,
2015; Romo et al., 1999; Jazayeri and Shadlen, 2015; Genovesio et al., 2009). For all
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datasets we only included correct trials in our analyses.
Context dependent working memory task of Saez et al. (2015): We analyzed units
recorded for at least 50 trials in each of the four experimental conditions (context 1 or 2
and stimulus A or B) leading to 138 units in the Amygdala, 129 units in the OFC, and
102 units in the ACC.
Vibrotactile discrimination task of Romo et al. (1999): 160 PFC units were analyzed
for the three second delay interval. Each unit was recorded for at least 10 trials for each
value of f1 in the set [10 14 18 22 26 30 34] Hz. 139 PFC units were analyzed for the six
second delay period. Each unit was recorded for at least 5 trials for each value of f1 in
the set [10 14 18 22 26 30 34] Hz.
Ready-set-go interval reproduction task of Jazayeri and Shadlen (2015): 48 units
were analyzed in LIP. Each unit was recorded for at least 20 trials with a minimum
sample duration (interval between ready and set cues) of 1000 ms.
Duration-discrimination task of Genovesio et al. (2009): 148 units were analyzed in
PFC. Each unit was recorded for at least 50 trials with a minimum S1 duration of 1000
ms.
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Figure 2.18S: Decode time matrices for datasets of Romo et al. (1999) (top row) and Saez et al.













































Figure 2.19S: Cumulative dimensionality for RNN models.
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Figure 2.20S: The cumulative dimensionality is stable as the number of timepoints along
the neural trajectory are varied. In the top row, firing rates are from nonoverlapping 100 ms
bins calculated every 100 ms. In the bottom row, firing rates are from overlapping 100 ms bins
calculated every 25 ms. Data are from Saez et al. (2015).
PFC,	3s	 PFC,	6s	

































Figure 2.21S: The cumulative dimensionality is stable as the number of timepoints along
the neural trajectory are varied. In the top row, firing rates are from nonoverlapping 100 ms
bins calculated every 100 ms. In the bottom row, firing rates are from overlapping 100 ms bins
calculated every 25 ms. Data are from Romo et al. (1999).
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Figure 2.22S: For the datasets of Genovesio et al. (2009) and Jazayeri and Shadlen (2015), the
cumulative dimensionality is stable as the number of timepoints along the neural trajectory are
varied. In the top row, firing rates are from nonoverlapping 100 ms bins calculated every 100
ms. In the bottom row, firing rates are from overlapping 100 ms bins calculated every 25 ms. For
the stabilized reservoir network of Laje and Buonomano (2013), the cumulative dimensionality










EMERGENCE OF GRID-LIKE REPRESENTATIONS BY
TRAINING RECURRENT NEURAL NETWORKS TO
PERFORM SPATIAL LOCALIZATION
In Chapter 2 we studied different dynamical regimes of biological and artificialrecurrent neural networks. We found that the dynamics of RNNs trained withbackpropagation through time agreed with electrode recordings made in nonhuman
primates. In this chapter we are not just interested in the final trained networks but
also in the specific training conditions that give rise to a desired final network. More
specifically, we use RNNs to generate hypotheses about the diverse set of neural response
properties seen during spatial navigation, in particular, grid cells, and other spatial
correlates, including border cells and band-like cells. The approach we take is 1) pick a
task that requires navigation (spatial or mental), 2) create a RNN to solve the task, and
3) adjust the task or constraints on the neural network such that grid cells and other
spatial response patterns emerge naturally as the network learns to perform the task.
The specific task and constraints of the successful network then provide a hypothesis for
the emergence of these spatial correlates in the brain.
Decades of research on the neural code underlying spatial navigation have revealed a
diverse set of neural response properties. The Entorhinal Cortex (EC) of the mammalian
brain contains a rich set of spatial correlates, including grid cells which encode space
using tessellating patterns. However, the mechanisms and functional significance of
these spatial representations remain largely mysterious. As a new way to understand
these neural representations, we trained recurrent neural networks (RNNs) to perform
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navigation tasks in 2D arenas based on velocity inputs. Surprisingly, we find that
grid-like spatial response patterns emerge in trained networks, along with units that
exhibit other spatial correlates, including border cells and band-like cells. All these
different functional types of neurons have been observed experimentally. The order of
the emergence of grid-like and border cells is also consistent with observations from
developmental studies. Together, our results suggest that grid cells, border cells and
others as observed in EC may be a natural solution for representing space efficiently
given the predominant recurrent connections in the neural circuits.
The work presented in this chapter is co-authored with Xue-Xin Wei
3.1 Introduction
Understanding the neural code in the brain has long been driven by studying feed-
forward architectures, starting from Hubel and Wiesel’s famous proposal on the origin
of orientation selectivity in primary visual cortex (Hubel and Wiesel, 1962). Inspired
by the recent development in deep learning (Krizhevsky et al., 2012; LeCun et al.,
2015; Hochreiter and Schmidhuber, 1997; Mnih et al., 2015), there has been a burst
of interest in applying deep feedforward models, in particular convolutional neural
networks (CNN) (LeCun et al., 1998), to study the sensory systems, which hierarchically
extract useful features from sensory inputs (see e.g., Yamins et al., 2014; Kriegeskorte,
2015; Kietzmann et al., 2017; Yamins and DiCarlo, 2016).
For more cognitive tasks, neural systems often need to maintain certain internal
representations of relevant variables in the absence of external stimuli- a process that
requires more than feature extraction. We will focus on spatial navigation, which typically
requires the brain to maintain a representation of self-location and update it according
to the animal’s movements and landmarks of the environment. Physiological studies
done in rodents and other mammals (including humans, non-human primates and bats)
have revealed a variety of neural correlates of space in Hippocampus and Entorhinal
Cortex (EC), including place cells (O’Keefe, 1976), grid cells (Fyhn et al., 2004; Hafting
et al., 2005; Fyhn et al., 2008; Yartsev et al., 2011; Killian et al., 2012; Jacobs et al.,
2013), along with border cells (Solstad et al., 2008), band-like cells (Krupic et al., 2012)
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and others (see Figure 3.1a). In particular, each grid cell only fires when the animal
occupies a distinct set of physical locations, and strikingly these locations lie on a lattice.
The study of the neural underpinning of spatial cognition has provided an important
window into how high-level cognitive functions are supported in the brain (Moser et al.,
2008; Aronov et al., 2017).
How might the spatial navigation task be solved using a network of neurons? Re-
current neural networks (RNNs) (Hochreiter and Schmidhuber, 1997; Graves et al.,
2013; Oord et al., 2016; Theis and Bethge, 2015; Gregor et al., 2015; Sussillo et al.,
2015) seem particularly useful for these tasks. Indeed, recurrent-based continuous at-
tractor networks have been one popular type of models proposed for the formation of
grid cells (McNaughton et al., 2006; Burak and Fiete, 2009; Couey et al., 2013) and
place cells (Samsonovich and McNaughton, 1997). Such models have provided valuable
insights into one set of possible mechanisms that could support the formation of the grids.
However, these models typically rely on fine-tuned connectivity patterns, in particular
the models need a subtle yet systematic asymmetry in the connectivity pattern to move
the attractor state according to the animal’s own movement. The existence of such a
specific 2D connectivity in rodent EC remains unclear. Additionally, previous models
have mainly focused on grid cells, while other types of responses that co-exist in the
Entorhinal Cortex have been largely ignored. It would be useful to have a unified model
that can simultaneously explain different types of neural responses in EC.
Motivated by these considerations, here we present an alternative modeling approach
for understanding the representation of space in the neural system. Specifically, we
trained a RNN to perform some spatial navigation tasks. By leveraging the recent
development in RNN training and knowledge of the navigation system in the brain, we
show that training a RNN with biologically relevant constraints naturally gives rise to a
variety of spatial response profiles as observed in EC, including grid-like responses. To
our knowledge, this is the first study to show that grid-like responses could emerge from
training a RNN to perform navigation.
Our result implies that the neural representation in EC may be seen as a natural way
for the brain to solve the navigation task efficiently (Wei et al., 2015). More generally, it
suggests that RNNs can be a powerful tool for understanding the neural mechanisms of
certain high-level cognitive functions.
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Figure 3.1: a) Example neural data showing different kinds of neural correlates underly-
ing spatial navigation in EC. All figures are replotted from previous publications. From
left to right: a “grid cell" recorded when an animal navigates in a square environment,
replotted from Krupic et al. (2012), with the heat map representing the firing rate of
this neuron as a function of the animal’s location (red corresponds to high firing rate);
a “band-like" cell from Krupic et al. (2012); a border cell from Solstad et al. (2008);
an irregular spatially tuned cell from Diehl et al. (2017); a “speed cell" from Kropff
et al. (2015), which exhibits roughly linear dependence on the rodent’s running speed; a
“heading direction cell” from Sargolini et al. (2006), which shows systematic change of
firing rate depending on animal’s heading direction. b) The network consists of N = 100
recurrently connected units (or neurons) which receive two external inputs, representing
the animal’s speed and heading direction. The two outputs linearly weight the neurons
in the RNN. The goal of training is to make the responses of the two output neurons
accurately represent the animal’s physical location. c) Typical trajectory after training.




Our network model consists of a set of recurrently connected units (N = 100). The








Wreci j u j(t)+
Nin∑
k=1
W inik Ik(t)+bi +ξi(t) (3.1)
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for i = 1, . . . , N. The activity of each unit, ui(t), is related to the activation of that unit,
xi(t), through a nonlinearity which in this study we take to be ui(t)= tanh(xi(t)). Each
unit receives input from other units through the recurrent weight matrix Wrec and
also receives external input, I(t), that enters the network through the weight matrix
W in. Each unit has two sources of bias, bi which is learned and ξi(t) which represents
noise intrinsic to the network and is taken to be Gaussian with zero mean and constant
variance. The network was simulated using the Euler method for T = 500 timesteps of
duration τ/10.
To perform a 2D navigation task with the RNN, we linearly combine the firing rates
of units in the network to estimate the current location of the animal. The responses of





3.2.2 Input to the network
The network inputs and outputs were inspired by simple spatial navigation tasks in
2D open environments. The task resembles dead-reckoning (sometimes referred to as
path integration), which is ethologically relevant for many animal species (Darwin, 1873;
Mittelstaedt and Mittelstaedt, 1980; Etienne and Jeffery, 2004; McNaughton et al., 2006).
To be more specific, the inputs to the network were the animal’s speed and direction
at each time step. Experimentally, it has been shown that the velocity signals exist in
EC (Sargolini et al., 2006; Kropff et al., 2015; Hinman et al., 2016), and there is also
evidence that such signals are necessary for grid formation (Winter et al., 2015a,b).
Throughout the paper, we adopt the common assumption that the head direction of
the animal coincides with the actual moving direction. The outputs were the x- and y-
coordinates of the integrated position. The direction of the animal is modeled by modified
Brownian motion to increase the probability of straight-runs, in order to be consistent
with the typical rodent’s behavior in an open environment. The usage of such simple
movement statistics has the advantage of having full control of the simulated trajectories.
However, for future work it would be very interesting to test the model using different
animals’ real movement trajectories to see how the results might change.
Special care is taken when the animal is close to the boundary. The boundary of the
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environment will affect the statistics of the movement, as the animal cannot cross the
boundary. This fact was reflected in the model by re-sampling the angular input variable
until the input angle did not lead the animal outside the boundary. In the simulations
shown below, the animal always starts from the center of the arena, but we verified that
the results are insensitive to the starting locations.
3.2.3 Training
We optimized the network parameters Wrec, W in, b and Wout to minimize the squared
error in equation (3.3) between target x- and y-coordinates from a two dimensional
navigation task (performed in rectangular, hexagonal, and triangular arenas) and the





(yj(t,m)− ytargetj (t,m))2 (3.3)
Parameters were updated with the Hessian-free algorithm (Martens and Sutskever,
2011) using mini-batches of size M = 500 trials. In addition to minimizing the error
function in equation (3.3) we regularized the input and output weights according to
equation (3.4) and the squared firing rates of the units (referred to as metabolic cost)
according to equation (3.5). In sum, the training aims to minimize a loss function, that
















We find that the results are qualitatively insensitive to the initialization schemes used
for the recurrent weight matrix Wrec. For the results presented in this paper, simulations
in the hexagonal environment were obtained by initializing the elements of Wrec to be
zero mean Gaussian random variables with variance 1.52/N, and simulations in the
square and triangular environments were initialized with an orthogonal Wrec (Saxe
et al., 2014). We initialized the bias b and output weights Wout to be zero. The elements
of W in were zero mean Gaussian variables with variance 1/Nin.
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Figure 3.2: Different types of spatial selective responses of units in the trained RNN. Ex-
ample simulation results for three different environments (square, triangular, hexagon)
are presented. Blue (yellow) represents low (high) activity. a) Grid-like responses. b)
Band-like responses; c) Border-related responses; d) Spatially irregular responses. These
responses can be spatially selective but they do not form a regular pattern defined in the
conventional sense.
3.3 Results
We run simulation experiments in arenas with different boundary shapes, including
square, triangular and hexagonal. Figure 3.1c shows a typical example of the model
performance after training; the network (red trace) accurately tracks the animal’s actual
path (black).
3.3.1 Tuning properties of the model neurons
We are mostly interested in what kind of representation the RNN has learned to solve this
navigation task, and whether such a representation resembles the response properties of
neurons in EC (Moser et al., 2008).
3.3.1.1 Spatial tuning
To test whether the trained RNN developed location-selective representations, we plot
individual neurons’ mean activity level as a function of the animal’s location during
spatial exploration. Note that these average response profiles should not be confused with
the linear filters typically shown in feedforward networks. Surprisingly, we find neurons
61
CHAPTER 3. EMERGENCE OF GRID-LIKE REPRESENTATIONS BY TRAINING
RECURRENT NEURAL NETWORKS TO PERFORM SPATIAL LOCALIZATION
in the trained RNN show a range of interesting spatial response profiles. Examination
of these response profiles suggests they can be classified into distinct functional types.
Importantly, as we will show, these distinct spatial response profiles can be mapped
naturally to known physiology in EC. The spatial responses of all units in trained
networks are shown in the Appendix.
Grid-like responses Most interestingly, we find some of the units in the RNN
exhibit clear grid-like responses (Figure 3.2a). These firing patterns typically exhibit
multiple firing fields, with each firing field exhibiting roughly circular symmetric or
ellipse shape. Furthermore, the firing fields are highly structured, i.e., when combined,
are arranged on a regular lattice. Furthermore, the structure of the response lattice
depends on the shape of the boundary. In particular, training the network to perform
self-localization in a square environment tends to give rectangular grids. In hexagonal
and triangular environments, the grids are closer to triangular.
Experimentally, it is shown that (medial) EC contains so-called grid cells which
exhibit multiple firing fields that lie on a regular grid (Fyhn et al., 2004; Hafting et al.,
2005). The grid-like firing patterns in our simulation are reminiscent of the grid cells
in rodents and other mammals. However, we also notice that the the grid-like model
responses typically exhibit few periods, not as many as experimental data (see Figure
3.1a). It is possible that using a larger network might reveal finer grid-patterns in our
model. Nonetheless, it is surprising that the gird-like spatial representations can develop
in our model, given there is no periodicity in the input. Another potential concern is
that, experimentally it is reported that the grids are often on the corners of a triangular
lattice (Hafting et al., 2005) even in square environments (see Figure 3.1a), though
the grids are somewhat influenced by the shape of the environment. However, the rats
in these experiments presumable had spatial experience in other environments with
various boundary shapes. Experimentally, it would be interesting to see if grid cells
would lie on a square lattice instead if the rats are raised in a single square environment
- a situation we are simulating here.
Border responses Many neurons in the RNN exhibit selectivity to the boundary
(Figure 3.2c). Typically, they only encode a portion of the boundary, e.g. one piece of
wall in a square shaped environment. Such properties are similar to the border cells
discovered in rodent EC (Solstad et al., 2008; Savelli et al., 2008; Lever et al., 2009).
Experimentally, border cells mainly fire along one piece of wall, although some have been
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observed to fire along multiple borders or along the whole boundary of the environment;
interestingly, these multi-border responses were also observed in some RNN models.
Currently, it is unclear how the boundary-like response profiles emerge (Solstad et al.,
2008; Savelli et al., 2008; Lever et al., 2009). Our model points to the possibility that the
border cells may emerge without the presence of tactile cues. Furthermore, it suggests
that border cell formation may be related to the movement statistics of the animals, i.e.
due to the asymmetry of the movement statistics along the boundary.
Band-like responses Interestingly, some neurons in the RNN exhibit band-like
responses (Figure 3.2b). In most of our simulations, these bands tend to be parallel to
one of the boundaries. For some of the units, one of the bands overlaps the boundary,
but for others, that is not the case. Experimentally, neurons with periodic-like firing
patterns have been recently reported in rodent EC. In one study, it has been reported
that a substantial portion of cells in EC exhibit band-like firing characteristics (Krupic
et al., 2012). However, we note that based on the reported data in Krupic et al. (2012),
the band pattern is not as clear as in our model.
Spatially-stable but non-regular responses Besides the units described above,
most of the remaining units also exhibit stable spatial responses, but they do not belong
to the above categories. These response profiles can exhibit either one large irregular
firing field; or multiple circular firing fields, but these firing fields do not show a regular
pattern. Experimentally these types of cells have also been observed. In fact, it is recently
reported that the non-grid spatial cells constitute a large portion of the neurons in Layer
II and III of rodent EC (Diehl et al., 2017).
3.3.1.2 Speed tuning and head direction tuning
Speed tuning We next ask how neurons in the RNN are tuned to the inputs. Many of the
model neurons exhibit linear responses to the running speed of the animal, while some
neurons show no selectivity to speed, as suggested by the near-flat response functions.
Example response profiles are shown in Figure 3.3. Interestingly, we observe that the
model border cells tend to have almost zero speed-tuning (e.g., see Figure 3.3g,h).
Head direction tuning A substantial portion of the model neurons show direction
tuning. There are a diversity of direction tuning profiles, both in terms of the strength of
the tuning and their preferred direction. Example tuning curves are shown in Figure
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Figure 3.3: Direction tuning and speed tuning for nine example units in an RNN trained
in a triangular arena. For each unit, we show the spatial tuning, (head) directional
tuning, speed tuning respectively, from left to right. a,b,c) The three model neurons
show strong directional tuning, but the spatial tuning is weak and irregular. The three
neurons also exhibit linear speed tuning. d,e,f) The three neurons exhibit grid-like
firing patterns, and clear speed tuning. The strength of their direction tuning differ. g,h)
Border cells exhibit weak and a bit complex directional tuning and almost no speed
tuning. i) This band cell shows weak directional tuning, but strong speed tuning.
3.3, and the direction tuning curves of a complete population are shown in the Appendix.
Interestingly, in general model neurons which show the strongest head direction tuning
do not show a clear spatial firing pattern (see Figure 3.3a,b,c). This suggests that there
are a group of neurons which are mostly responsible for encoding the direction. We
also notice that neurons with clear grid-like firing can exhibit a variety of direction
tuning strengths, from weak to strong (Figure 3.3d,e,f). In the Appendix, we quantify the
relation between these different tuning properties at the whole population level, which
show somewhat complex dependence.
Experimentally, the heading direction tuning in EC is well-known, e.g., Sargolini et al.
(2006). Both the grid and non-grid cells in EC exhibit head direction tuning (Sargolini
et al., 2006). Furthermore, the linear speed dependence of the model neurons is similar
to the properties of speed cells reported recently in EC (Kropff et al., 2015). Our result is
also consistent with another recent study reporting that the majority of neurons in EC
exhibit some amount of speed tuning (Hinman et al., 2016). It remains an open question
experimentally, at a population level, how different types of tuning characteristics in EC
relate to each other.
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3.3.1.3 Development of the tuning properties
We next investigate how the spatial response profiles evolve as learning/training pro-
gresses. We report two main observations. First, neurons that fire selectively along the
boundary typically emerge first. Second, the grid-like responses with finer spatial tuning
patterns only emerge later in training. For visualization, we perform dimensionality
reduction using the t-SNE algorithm (Maaten and Hinton, 2008). This algorithm embeds
100 model neurons during three phases of training (early, intermediate, and late) into
a two-dimensional space according to the similarity of their temporal responses. Here
the similarity metric is taken to be firing rate correlation. In this 2D space as shown in
Figure 3.4a, border cell representations appear early and stably persist through the end
of training. Furthermore, early during training all responses are similar to the border
related responses. In contrast, grid-like cells typically undergo a substantial change in
firing pattern during training before settling into their final grid-like representation
(Figure 3.4b). The spatial tuning of individual units during development is shown in
supplementary section 3.5.6.
The developmental time line of the grid-like cells and border cells is roughly con-
sistent with developmental studies in rodents. Experimentally, it is known that bor-
der cells emerge earlier in development, and they exist at about 2 weeks after the
rat is born (Bjerknes et al., 2014). The grid cells mature only at about 4 weeks after
birth (Langston et al., 2010; Wills et al., 2010; Bjerknes et al., 2014). Furthermore, our
simulations suggest the reason why border cells emerge earlier in development may
be that computationally it is easier to wire-up a network that gives rise to border cell
responses.
3.3.2 The importance of regularization
We find appropriate regularizations of the RNN to be crucial for the emergence of grid-
like representations. We only observed grid-like representations when the network was
encouraged to store information while perturbed by noise. This was accomplished by
setting the speed input to zero, e.g. zero speed 90% of the time, and adding Gaussian noise
to the network (ξi(t) in equation (3.1)); the precise method for setting the speed input
to zero and the value of the noise variance is not crucial for our simulations to develop
grid-like representations. The cost function which aims to capture the penalization on
the metabolic cost of the neural activity also acts as an important regularization. Our
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Figure 3.4: Development of border cells and grid-like cells. Early during training all
responses are similar to the border related responses, and only as training continues
do the grid-like cells emerge. We perform dimensionality reduction using the t-SNE
algorithm on the firing rates of the neurons. Each dot represents one neuron (N =
100), and the color represents different training stages (early/intermediate/late shown
in blue/cyan/yellow). Each line shows the trajectory of a single highlighted neuron
as its firing responses evolve during training. In panel a), we highlight the border
representation. It appears there are four clusters of border cells, each responding to one
wall of a square environment (spatial responses from four of these border cells are inset).
These cells’ response profiles appear early and stably persist through training, illustrated
by the short distance they travel in this space. In b), we show that the neurons which
eventually become grid cells initially have tuning profiles similar to the border cells
but then change their tuning substantially during learning. As a natural consequence,
they need to travel a long distance in this space between the early and late phase of the
training. Spatial responses are shown for four of these grid-like cells during the late
phase of training.
simulations show that the grid-like representation did not emerge without this metabolic
cost. In Figure 3.5, we show typical simulation results for a square environment, with
and without proper metabolic regularization. In the Appendix, we illustrate the effect of
regularization further, in particular the role of injecting noise into the RNN units.
Our results are consistent with the general notion on the importance of incorporating
proper constraint for learning useful representations in neural networks (Bengio et al.,
2013). Furthermore, it suggests that, to learn a model with response properties similar
to neural systems it may be necessary to incorporate the relevant constraints, e.g., noise
and metabolic cost.
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a b
Figure 3.5: Complete set of spatial response profiles for 100 neurons in a RNN trained in
a square environment. a) Without proper regularization, complex and periodic spatial
response patterns do not emerge. b) With proper regularization, a rich set of periodic
response patterns emerge, including grid-like responses. Regularization can also be
adjusted to achieve spatial profiles intermediate between these two examples.
3.3.3 Error correction around the boundary
One natural question is whether the trained RNNs are able to perform localization when
the path length exceeds the typical length used during training (500 steps), in particular
given that noise in the network would gradually accumulate, leading to a decrease in
localization performance. We test this by simulating paths that are several orders of
magnitude longer. Somewhat surprisingly, we find the RNNs still perform well (Figure
3.6b). In fact, the squared error (averaged over every 10000 steps) is stable. The spatial
response profiles of individual units also remain stable. This implies that the RNNs have
acquired intrinsic error-correction mechanisms during training.
As shown earlier, during training some of the RNN units develop boundary-related
firing (Figure 3.2c), presumably by exploiting the change of input statistics around
the boundary. We hypothesize that boundary interactions may enable error-correction
through signals based on these boundary-related activities. Indeed, we find that boundary
interactions can dramatically reduce the accumulated error (Figure 3.6a). Figure 3.6a
shows that, without boundary interactions, on average the squared error grows roughly
linearly as expected, however, interactions with the boundaries substantially reduce
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Figure 3.6: Error-correction happens at the boundary and the error is stable over time.
At the boundary, the direction is resampled to avoid input velocities that lead to a path
extending beyond the boundary of the environment. These changing input statistics
at the boundary, termed a boundary interaction, are the only cue the RNN receives
about the boundary. We find that the RNN uses the boundary interactions to correct
the accumulated error between the true integrated input and its prediction based on
the linear readout of equation (2). Panel a), the mean squared error increases when
there are no boundary interactions, but then decreases after a boundary interaction,
with more boundary interactions leading to greater error reduction. In the absence of
further boundary interaction, the squared error would gradually increase again (blue
curve) at roughly a constant rate. b) The network was trained using mini-batches of 500
timesteps but has stable error over a duration at least four orders of magnitude larger.
The error of the RNN output (mean and standard deviation shown in black, computed
based on 10000 timesteps) is compared to the error that would be achieved by an RNN
outputting the best constant values (red).
the error, and more frequent boundary interactions can reduce the error further. Error-
correction on grid cells via boundary interactions has been proposed (Hardcastle et al.,
2015; Pollock et al., 2017), however, we emphasize that the model proposed here develops
the grid-like responses, boundary responses and the error-correction mechanisms all
within the same neural network, thus potentially providing a unifying account of a
diverse set of phenomena.
3.4 Discussion
In this paper, we trained RNNs to perform path integration (dead-reckoning) in 2D
arenas. We found that after training RNNs with appropriate regularization, the model
neurons exhibit a variety of spatial and velocity tuning profiles that match neurophysiol-
ogy in EC. What’s more, there is also similarity in terms of when these distinct neuron
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types emerge during training/development. The EC has long been thought to be involved
in path integration and localization of the animal’s location (Moser et al., 2008). The
general agreement between the different response properties in our model and the neuro-
physiology provide strong evidence supporting the hypothesis that the neural population
in EC may provide an efficient code for representation self-locations based on the velocity
input.
Recently, there has been increased interest in using complex neural network models
to understand the neural code. But the focus has been on using feedforward architectures,
in particular CNNs (LeCun et al., 1998). Given the abundant recurrent connections
in the brain, it seems a particularly fruitful avenue to take advantage of the recent
development in RNNs to help with neuroscience questions (Mante et al., 2013; Song
et al., 2016; Miconi, 2017; Sussillo et al., 2015). Here, we only show one instance following
this approach. However, the insight from this work could be general, and potentially
useful for other cognitive functions as well.
The finding that metabolic constraints lead to the emergence of grid-like responses
may be seen as conceptually related to the efficient coding hypothesis in visual processing
(Barlow, 1961), in particular the seminal work on the emergence of the V1-like Gabor
filters in a sparse coding model by Olshausen and Field (1996). Indeed, our work is
partly inspired by these results. While there are conceptual similarities, however, we
should also note there are differences between the sparse coding work and ours. First,
the sparsity constraint in sparse coding can be naturally viewed as a particular prior
while in the context of the recurrent network, it is difficult to interpret that way. Second,
the grid-like responses are not the most sparse solution one could imagine. In fact, they
are still quite dense compared to a more spatially localized representation. Third, the
grid-like patterns that emerged in our network are not filters based on the raw input,
rather the velocity inputs need to be integrated first in order to encode spatial locations.
Our work is also inspired by recent work using the efficient coding idea to explain the
functional architecture of the grid cells (Wei et al., 2015). It has been shown that efficient
coding considerations could explain the particular set of grid scales observed in rodents
(Stensola et al., 2012). However, in that work, the firing patterns of the neurons are
assumed to have a lattice structure to start with. Furthermore, our work is related to the
study by Sussillo and others (Sussillo et al., 2015), in which they show that regularization
of RNN models are important for generating solutions that are similar to the neural
activity observed in motor cortex. In Sussillo et al., a smoothness constraint together
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with others lead to simple oscillatory neural dynamics that well matches the neural data.
We have not incorporated a smoothness constraint into our network.
Additionally, we note that there are a few recent studies which use place cells as
the input to generate grid cells (Dordek et al., 2016; Stachenfeld et al., 2016), which
are fundamentally different from our work. In these feedforward network models, the
grid cells essentially perform dimensionality reduction based on the spatial input from
place cells. However, the main issue with these models is that, it is unclear how place
cells acquire spatial tuning in the first place. To the contrary, our model takes the
animal’s velocity as the input, and addresses the question of how the spatial tuning can
be generated from such input, which are known to exist in EC (Sargolini et al., 2006;
Kropff et al., 2015). In another related study (Kanitscheider and Fiete, 2016), the authors
train a RNN with LSTM units (Hochreiter and Schmidhuber, 1997) to perform different
navigation tasks. However, no grid-like spatial firing patterns are reported.
Although our model shows a qualitative match to the neural responses observed in
the EC, nonetheless it has several major limitations, with each offering interesting future
research directions. First, the learning rule we use seems to be biologically implausible.
We are interested in exploring how a more biologically plausible learning rule could
give rise to similar results (Lillicrap et al., 2016; Miconi, 2017; Guerguiev et al., 2017).
Second, the simulation results do not show a variety of spatial scales in grid-like cells.
Experimentally, it is known that grid cells have multiple spatial scales, that scale
geometrically with a ratio 1.4 (Stensola et al., 2012), and this particular scale ratio is
predicted by efficient coding of space (Wei et al., 2015). We are investigating how to modify
the model to get a hierarchy of spatial scales, perhaps by incorporating more neurons or
modifying the regularization. Last but not least, we have focused on the representation
produced by the trained RNN. An equally important set of questions concern how the
networks actually support the generation of such a representation. As a preliminary
effort, we have examined the connectivity patterns of the trained network, and they do
not seem to resemble the connectivity patterns required by standard attractor network
models. Maybe this should not be seen as too surprising. After all, the trained networks
can produce a diverse set of neural responses, while the previous models only led to
grid responses. It would be interesting for future work to systematically examine the
questions related to the underlying mechanisms.
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Figure 3.7S: Noise and metabolic cost are important for grid-like representations. The
figure on the left shows the spatial responses for a network trained with noise and no
metabolic cost. The figure on the right shows the spatial responses for a network trained
with no noise and the metabolic cost.
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Training epoch 2900, 2000 trials, 500 time steps in simulation














Figure 3.8S: Head direction tuning of neurons when RNN is trained in a triangular
environment.












Training epoch 2900, 2000 trials, 500 time steps in simulation














Figure 3.9S: Speed tuning of neurons when RNN is trained in a triangular environment.
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3.5.2 Rectangular environment
Figure 3.10S: Spatial tuning of neurons when RNN is trained in a rectangular environ-
ment.













Training epoch 1000, 2000 trials, 450 time steps in simulation














Figure 3.11S: Head direction tuning of neurons when RNN is trained in a rectangular
environment.
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Training epoch 1000, 2000 trials, 450 time steps in simulation
errormain = 0.0047399, normalized error overall = 3.5752%
Speed	tuning	
Figure 3.12S: Speed tuning of neurons when RNN is trained in a rectangular environ-
ment.
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3.5.3 Hexagonal environment
Figure 3.13S: Spatial tuning of neurons when RNN is trained in a hexagonal environ-
ment.












Training epoch 900, 2000 trials, 450 time steps in simulation














Figure 3.14S: Head direction tuning of neurons when RNN is trained in a hexagonal
environment.
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Training epoch 900, 2000 trials, 450 time steps in simulation














Figure 3.15S: Speed tuning of neurons when RNN is trained in a hexagonal environment.
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3.5.4 Relation between speed, direction, and spatial selectivity
To quantify the speed selectivity of each unit we first fit a line to the tuning curve of
unit activity as a function of speed. The speed selectivity is the absolute value of the
slope. If the unit activity is not modulated by speed then the speed selectivity is 0. To
quantify the direction selectivity of each unit we calculated the average unit activity as a
function of direction input and then took the maximum minus minimum of this tuning
curve. If the unit activity is not modulated by direction then the direction selectivity is 0.
To quantify the spatial selectivity we used lifetime sparseness (Willmore and Tolhurst,
2001). If the unit activity is not modulated by spatial location then the spatial selectivity
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Figure 3.16S: Relation between speed, direction, and spatial selectivity.
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3.5.5 Additional training details
During training we tried to balance all three terms we were minimizing (E, RL2, and RFR)
so no single term was neglected or dominated. At the beginning of training we weighted
the regularization term RL2 to be equal to the error function E and then decreased the
weighting on RL2 according to the schedule used by Martens and Sutskever (2011). We
adaptively adjusted the weighting on RFR , starting from an initial value of E/10 and
enforcing an upper bound of E/3 as training progressed. We found this training procedure
improved training performance and led to more interesting representations.
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Figure 3.17S: Spatial turning during development. The spatial responses of eight example
units, out of one hundred in the network, are shown when the model is just starting
to learn the dead reckoning task. The four units on the top row will develop border
responses. The four units on the bottom row will develop grid-like responses. However,
there are no grid-like responses early in development.
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Figure 3.18S: Spatial turning during development. The spatial responses of the same
eight example units are shown during an intermediate stage of development. The border
responses of the top four units have stabilized; they will not change significantly as the
network continues to learn the task. The four units on the bottom have started to develop
finer spatial structure.
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Figure 3.19S: Spatial turning during development. The spatial responses of the same
eight example units are shown during a late stage of development. Grid-like spatial
responses have now appeared
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Figure 3.20S: Spatial turning during development. The spatial responses of six example
units, out of one hundred in the network, are shown when the model is just starting to
learn the dead reckoning task. This RNN is not the same network that was highlighted
in the previous set of developmental figures. The three units on the top row will develop
border responses. The three units on the bottom row will develop grid-like responses.
However, there are no grid-like responses early in development.
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Figure 3.21S: Spatial turning during development. The spatial responses of the same
six example units are shown during an intermediate stage of development. The border
responses of the top three units have stabilized; they will not change significantly as
the network continues to learn the task. The three units on the bottom have started to
develop finer spatial structure.
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Figure 3.22S: Spatial turning during development. The spatial responses of the same six











VISUAL PERCEPTION AS RETROSPECTIVE BAYESIAN
DECODING FROM HIGH- TO LOW-LEVEL FEATURES
Memory is the hallmark of recurrent neural networks, in contrast to standardfeedforward neural networks where all signals travel in one direction frominputs to outputs and the network contains no memory of previous experiences.
A recurrent neural network, as the name suggests, contains feedback loops giving the
network the computational power of memory. All the tasks we have considered so far in
this thesis require memory, but in this chapter we explicitly probe the ability to remember,
and more specifically, the interactions between multiple memories in a recurrent neural
network.
When a stimulus is presented, its encoding is known to progress from low- to high-
level features. How these features are decoded to produce perception is less clear, and
most models assume that decoding follows the same low- to high-level hierarchy of en-
coding. Moreover, observers often inspect different parts of a scene sequentially to form
overall perception, suggesting that perceptual decoding requires working memory, yet
few models consider how working-memory properties may affect decoding hierarchy. We
probed decoding hierarchy by comparing absolute judgments of single orientations and
relative/ordinal judgments between two sequentially presented orientations. We found
that lower-level, absolute judgments failed to account for higher-level, relative/ordinal
judgments. However, when ordinal judgment was used to retrospectively decode memory
representations of absolute orientations, striking aspects of absolute judgments, includ-
ing the correlation between two reported orientations in a trial, were explained. We
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propose that the brain prioritizes decoding of higher-level features because they are more
behaviorally relevant, and more invariant and categorical, and thus easier to specify
and maintain in noisy working memory, and that more reliable higher-level decoding
constrains less reliable lower-level decoding.
The work presented in this chapter is co-authored with Stephanie Ding, Misha Tsodyks,
and Ning Qian.
4.1 Introduction
Visual stimuli evoke neuronal responses (a process termed encoding), which lead to
our perceptual estimation of the stimuli (decoding). Experimental studies have firmly
established that encoding is hierarchical, progressing from lower-level representations of
simpler and less invariant features to higher-level representations of more complex and
invariant features along visual pathways (Felleman and Van Essen, 1991). Researchers
have also studied decoding by using models to relate neuronal responses to perceptual
estimation. Most models posit, explicitly or implicitly, that decoding follows the same
low- to high-level hierarchy, often in the form of what we call the absolute-to-relative
assumption (Green and Swets, 1966; Paradiso, 1988; Seung and Sompolinsky, 1993;
Series et al., 2009; Teich and Qian, 2003). For example, these models may decode V1
responses to a line into a perceived orientation of, say 51.2◦ (or a distribution around it).
Psychophysically, this is termed an absolute judgment. To determine the relationship
between two lines, the models first decode each orientation separately and the two result-
ing absolute orientations are then compared. For instance, the two absolute orientations
may be subtracted to obtain the angle between the lines (relative orientation), or the
sign of the difference may be used to determine whether the second line is clockwise or
counterclockwise from the first (ordinal orientation discrimination). Absolute orientation
of a single line is a simpler, less invariant, lower-level feature than relative/ordinal
relationship between two lines, and physiological and computational evidence suggests
that these features are encoded according to the standard low- to high- level hierar-
chy (Discussion). The absolute-to-relative assumption then implies that their decoding
follows the same hierarchy.
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The absolute-to-relative assumption is common to many decoding models, including
models based on the idea of relating tuning-curve slopes to discrimination (Teich and
Qian, 2003; Regan and Beverley, 1985; Lehky and Sejnowski, 1990): after the absolute
distributions are determined by tuning curves and a noise model, they are compared
to calculate ordinal discriminability. Despite its widespread use in both theoretical
studies and data analyses, the absolute-to-relative assumption was never rigorously
tested. Typically, people choose model parameters to simulate observed ordinal dis-
criminability without checking the relationship between absolute and relative/ordinal
judgments (Green and Swets, 1966; Paradiso, 1988; Seung and Sompolinsky, 1993;
Series et al., 2009; Teich and Qian, 2003). In particular, the assumption predicts that
absolute-judgment distributions fully determine the corresponding relative-judgment
distribution, yet no study measured distributions of both absolute and relative judgments
to provide a strong test of the assumption. It is unclear whether absolute judgments are
compared to reach relative judgments as assumed by most decoding models, or generally,
whether decoding follows the same low- to high-level hierarchy of encoding.
We therefore measured distributions of both absolute- and relative-orientation judg-
ments to test the absolute-to-relative assumption and the underlying low- to high-level
decoding assumption. We used simple line stimuli to avoid interpretation complications.
Our results not only unequivocally refuted the assumption but also lead to a differ-
ent computational framework. The common low- to high-level decoding assumption is
perhaps based on the implicit notion that encoding and decoding occur in the same
sensory neurons and at the same time. However, under natural viewing conditions, our
small fovea and frequent saccades introduce delays between the encoding of different
parts of a scene and the perceptual integration of the whole scene. Similarly, in many
psychophysical experiments (including ours), there are delays between stimuli, and/or
between the disappearance of the last stimulus and the report. We therefore propose that,
while encoding occurs in sensory neurons at the time of stimulus presentation, decoding
often happens later in working memory. Once relevant features are encoded and enter
working memory, their decoding could, in principle, follow any order. To understand
decoding hierarchy, then, one must consider working-memory properties of stimulus
features. Importantly, we propose that when the memory stability (or distortion) and
behavioral relevance (or irrelevance) of more categorical, higher-level (or more contin-
uous, lower-level) features are considered, then decoding should start with high- level
features which then constrain the decoding of lower-level features. We show that this
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framework explains our psychophysical data, including interreport correlation, whereas
the common low- to high-level decoding assumption cannot.
4.2 Results
Perceptual Decoding Does Not Follow the Standard Low- to High-Level Hier-
archy of Encoding. To probe decoding hierarchy, we designed a stimulus protocol
involving either one or two lines in a trial (1-line and 2-line conditions, respectively;
Figure 4.1). When a single line is flashed on the screen, subjects only perceive low-level
features such as its orientation. When two lines are presented sequentially, in addition
to the orientation of each line, subjects also perceive higher-level features such as rela-
tionships between the lines. We compared and modeled the reported line orientations in
these two conditions.
when it was flanked by other lines. Note that, even for the single line
alone, there was a relative disparity between its prejump and post-
jump absolute disparities. He thus concluded (in modern terms) that
relative disparity across time is much worse than relative disparity
across space, and discussed that vergence might contribute to the
difference. He did not test whether we judge relative disparity (across
time or space) by comparing absolute disparities. Similarly, motion
studies focused on position- vs. velocity-based mechanisms (13, 14),
and vernier studies examined contributions of size, position, and
orientation mechanisms (15, 16), without testing whether a relative
judgment results from comparing corresponding absolute judgments.
Like disparity, vernier acuity across time is also much worse than that
across space (17, 18). In sum, although the brain is known to be
sensitive to relationships, the sensitivity is not always good when the
relationship is defined across time. More importantly, it is unclear
whether absolute judgments are compared to reach relative judg-
ments as assumed by most decoding models, or generally, whether
decoding follows the same low- to high-level hierarchy of encoding.
Contrary to the standard hierarchy, there are also theories ar-
guing for global-first perception or reversed hierarchy (19–21), or
bidirectional processing (22, 23). However, these theories are de-
scriptive without quantifying the relationship between feature
decoding at different levels (19–21) or comparing with perception
(22, 23). In fact, they usually do not distinguish between encoding
and decoding. Additionally, interpretations of some relevant ex-
periments have been discussed due to stimulus complexity (24–27).
We therefore measured distributions of both absolute- and
relative-orientation judgments to test the absolute-to-relative as-
sumption and the underlying low- to high-level decoding as-
sumption. We used simple line stimuli to avoid interpretation
complications. Our results not only unequivocally refuted the as-
sumption but also lead to a different computational framework.
The common low- to high-level decoding assumption is p rhaps
based on the implicit notion that encoding and decoding occur in
the same sensory neurons and at the same time. However, under
natural viewing conditions, our small fovea and frequen saccades
introduce delays between the encoding of different parts of a scene
and the perceptual integration of the whole scene. Similarly, in
many psychophysical experiments (including ours), there are delays
between stimuli, and/or between the disappearance of the last
stimulus and the report. We therefore propose that, while encod-
ing occurs in sensory neurons at the time of stimulus presentation,
decoding often happens later in working memory. Once relevant
features are encoded and enter working memory, their decoding
could, in principle, follow any order. To understand decoding hi-
erarchy, then, one must consider working-memory properties of
stimulus features. Importantly, we propose that when the memory
stability (or distortion) and behavioral relevance (or irrelevance) of
more categorical, higher-level (or more continuous, lower-level)
features are considered, then decoding should start with high-
level features which then constrain the decoding of lower-level
features. We show that this framework explains our psychophysi-
cal data, including the new phenomena of backward aftereffect and
interreport correlation, whereas the common low- to high-level
decoding assumption or standard adaptation theories cannot.
Our model is formally similar to Stocker and Simoncelli’s model
(28) for Jazayeri and Movshon’s (29) experiment, but we focus on
the logical consequence of integrating working memory and per-
ceptual decoding while they do not (Discussion).
Results
Perceptual Decoding Does Not Follow the Standard Low- to High-Level
Hierarchy of Encoding. To probe decoding hierarchy, we designed a
stimulus protocol involving either one or two lines in a trial (1-line
and 2-line conditions, respectively; Fig. 1). When a single line is
flashed on the screen, subjects only perceive low-level features such as
its orientation. When two lines are presented sequentially, in addition
to the orientation of each line, subjects also perceive higher-level
features such as relationships between the lines. We compared and
modeled the reported line orientations in these two conditions.
We employed two 1-line conditions in which a single line of
either 50° or 53° orientation was shown for 500 ms. Following a
500-ms delay, subjects reported the line orientation by rotating
two marker dots (Methods). A subject’s reported orientations
over 50 repeated trials produced an absolute-judgment distri-
bution for either the 50° or 53° stimulus. These 1-line absolute
distributions for one naïve subject are shown in Fig. 2, Top.
Prominent features of the distributions are large spreads and
biases away from the true orientations which cannot be explained
by motor variability (SI Appendix). We therefore conclude that
the decoding of absolute orientations is unreliable, likely due to
noise accumulation in working-memory representations during
the delay between stimulus presentation and report (30, 31).
In the 2-line condition, the 50° and 53° lines were shown se-
quentially in counterbalanced, pseudorandomized order, with a
500-ms interstimulus interval to eliminate apparent motion (32).
After a 500-ms delay, subjects rotated the marker dots to report
the two orientations in the perceived order. We first analyzed the
two orientations separately (as the absolute-to-relative assumption
suggests) by compiling the histogram of the reports for each ori-
entation. The resulting 2-line absolute distributions are shown in
Fig. 2, Bottom, for the same subject. These distributions are even
less reliable compared with those from the 1-line conditions (Fig. 2,
Top), with greater variances and biases (see SI Appendix, text and
Fig. S1, for details). This is not surprising given that more time
elapsed between presentations and reports in the 2-line condition.
We then examined the relationship between the two reports in a
trial by plotting the subject’s report for the 53° line against that for
the 50° line. This joint distribution (Fig. 3A, gray dots) reveals a
striking pattern ot predicted by eit er the 1-line or 2-line absolute
distributions. The gray dots form an elongation demonstrating that
the reports for the 50° and 53° lines in a 2-line trial were correlated
(i terr port correlation; Pe r on correlation co fficient = 0.63,
P = 9.3 × 10−7). Most dots are clustered above the positive di-
agonal line, indicating that in most trials the subject correctly
1-Line Condi!ons: 50° or 
53° in separate blocks
500 ms
500 ms
Subjects rotate the 







Rotate to match 
1st line and click
2 dots appear
Rotate to match 
2nd line and click
2-Line Condi!on: 50° and 
53° in random order
A
Fig. 1. The 1-line and 2-line test conditions. (A) Trial sequence of the 1-line
test conditions. The 50° and 53° lines were run in separate blocks. (B) Trial
sequence of the 2-line test condition. The 50° and 53° lines were presented
in each trial in counterbalanced, pseudorandomized order. For each condi-
tion, the marker dots appeared randomly at either horizontal or vertical
initial positions, and subjects rotated them and clicked to report orientation(s).
See Methods for details and the actual stimulus parameters.
2 of 10 | www.pnas.org/cgi/doi/10.1073/pnas.1706906114 Ding et al.
Figure 4.1: The 1-line and 2-line test conditions. (A) Trial sequence of the 1-line test
co ditions. The 50◦ and 53◦ lines were run in separate blocks. (B) Trial sequence of the 2-
line test condition. The 50◦ and 53◦ lin s were presen ed in each trial in ounterbalanced,
pseudorandomized order. For each condition, the marker dots appeared randomly at
either horizontal or vertical initial positions, and subjects rotated them and clicked to
report orientation(s). See Methods of Ding et al. (2017) for details and the actual stimulus
parameters.
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discriminated the ordinal relationship between the lines. More-
over, the trials with correct and incorrect ordinal discrimination
(gray dots above and below the diagonal) are separated from the
diagonal by a gap, which can also be seen in the relative-
orientation distribution (Fig. 3B, gray histogram) obtained by
subtracting the 50°-line report from the 53°-line report (equivalent
to projecting gray dots of Fig. 3A to the negative diagonal axis).
None of these observations is predicted by the absolute-to-
relative assumption with either the 1-line or 2-line absolute
distributions. To avoid clutter, only predictions from the 1-line
absolute distributions are shown (Fig. 3A, light blue dots for the
predicted joint distribution; Fig. 3B, light blue histogram for the
predicted relative distribution); they were simulated by re-
peatedly drawing two numbers, one from the 50° absolute dis-
tribution and the other from the 53° absolute distribution, and
subtracting them. The predicted distributions, by definition,
cannot have the interreport correlation or the gap between trials
with correct and incorrect ordinal discrimination; they also have
much larger percentages of trials with incorrect ordinal dis-
crimination compared with the observation (Fig. 3D).
All 12 subjects showed very similar results (SI Appendix, Fig.
S2). In particular, every subject showed a significant trial-by-trial
interreport correlation (mean Pearson correlation coefficient,
0.56 ± 0.04; all values of P < 0.025) that cannot be explained by
the absolute-to-relative assumption. To quantify this difference
further, note that the absolute-to-relative assumption predicts
that, in the 2-line condition, the variance of the relative distri-
bution should equal the summed variances of the two corre-
sponding absolute distributions. Fig. 3C shows the predicted
against the observed SDs for the 12 subjects, demonstrating that,
contrary to the prediction, the former is significantly larger than
the latter (two-tailed Wilcoxon signed rank test, P = 4.9 × 10−4).
A common measure of relative judgment is the percentage of
trials with correct ordinal discrimination. This is simply the per-
centage of the points above the diagonal in the joint distribution
(Fig. 3A) or to the right of zero in the relative distribution (Fig.
3B). Fig. 3D shows that, across the subjects, the observed percent
correct discrimination is significantly better than those predicted by
the absolute-to-relative assumption with either the 1-line absolute
distributions (open dots; two-tailed Wilcoxon signed rank test, P =
9.8 × 10−4) or the 2-line absolute distributions (crosses; P = 4.9 ×
10−4). Interestingly, although the 2-line absolute distributions have
larger variances and biases than do the 1-line absolute distributions
(SI Appendix, text and Fig. S1), the former produced better ordinal
discrimination than the latter (Fig. 3D), mainly because of the
exaggerated orientation difference (Fig. 4B). This further contra-
dicts the absolute-to-relative assumption, which predicts that good
ordinal discriminability requires small variance of corresponding
absolute distributions (2, 3).
We conclude that our data clearly refute the widely used
absolute-to-relative assumption and the broader low- to high-
level decoding assumption (2–6).
Perceptual Decoding Cannot Be Explained by a Sequential Mechanism
or by Conventional Adaptation. The interreport correlation above
indicates that, in the 2-line condition, the two lines in a trial are
not decoded independently. One might argue that a sequential
mechanism could explain the correlation. Specifically, subjects
might decode the absolute orientation of the first line and then
decode the second line relative to the first. If the first, absolute
decoding is more variable than the second, relative decoding (an
assumption that already contradicts the common absolute-
to-relative assumption), then the observed interreport correlation
could occur. This sequential theory predicts that the second-line
variance should equal the summed variances of the first line and
the angular difference. Fig. 4A plots the predicted SD against the
actual SD of the second line, demonstrating that the former is
significantly larger than the latter (two-tailed Wilcoxon signed
rank test, P = 4.9 × 10−4) and rejecting the theory. The theory
also cannot explain the gap between the correct and incorrect
discrimination trials in Fig. 3 A and B.
Additionally, the sequential theory cannot readily explain the
exaggerated angular difference between the lines in the 2-line
condition. Fig. 4B plots the reported angular difference for the
2-line condition against that for the 1-line condition; the former
(mean, 7.0° ± 1.0°) is significantly larger than the actual 3° (two-
tailed Wilcoxon signed rank test, P = 4.9 × 10−4), whereas the
latter (mean, 2.7° ± 0.6°) is not (P = 0.47). We show below some
additional properties of the data (see Figs. 5 and 7) that cannot
be explained by the sequential theory.
Finally, the exaggerated orientation difference in the 2-line
condition could simply be repulsive tilt aftereffect of orientation
adaptation. First note that the tilt aftereffect cannot explain the
interreport correlation. Indeed, different aftereffect magnitudes
across trials should produce an elongation parallel to the nega-
tive diagonal, instead of the observed elongation parallel to the
positive diagonal, in the joint distribution (Fig. 3A). We show
further data analysis below that cannot be accounted for by
conventional adaptation and its theories.
In conventional adaptation paradigm, two orientations are pre-
sented sequentially in a trial and subjects only report the second
orientation (test) but not the first (adaptor) (33, 34). It studies how
the first line affects the perception of the second one, which we will
call forward aftereffect. Our 2-line condition was different in that
the subjects reported the orientations of both lines in a trial,
affording an opportunity to investigate both forward aftereffect
and backward aftereffect (how the second line affected the per-
ception of the first one at the time of report). To this end, we split
each 2-line absolute distribution into two according to whether a
given orientation appeared first or second in a trial, resulting in



























Stimulus orientation: 50° Stimulus orientation: 53°



























Stimulus orientation: 50° Stimulus orientation: 53°
Fig. 2. A naive subject’s absolute-judgment distributions from the 1-line
test conditions (Top row) and 2-line test condition (Bottom row). The dis-
tributions for the 50° and 53° stimuli are shown on the Left and Right, re-
spectively. In each panel, the red and black arrows indicate the actual
stimulus orientation and the mean of the distribution (i.e., the mean of the
subject’s reported orientations), respectively. See SI Appendix, Fig. S1, for
comparisons of variances and biases between all 12 subjects’ 1-line and 2-line
absolute distributions. deg, degrees.













Figure 4.2: A naive subject’s a solute-j dgment istributions from the 1-line test con-
ditions (Top row) and 2-line test condition (Bottom row). The distributions for the 50◦
and 53◦ stimuli are shown on the Lef and Right, respectively. In h panel, the red and
black arrows indicate the actual stimulus orientation and the mean of the distribution
(i.e., the mean of the subject’s reported orientations), respect vely.
We employed two 1-line conditions in which a single line of either 50◦ or 53◦ ori-
entation was shown for 500 ms. Following a 500-ms delay, subjects reported the line
orientation by rotating two marker dots (Methods of Ding et al. (2017)). A subject’s
reported orientations over 50 repeated trials produced a absolute-judgment distribution
for either the 50◦ or 53◦ stimulus. These 1-line absolute distributions for one naive
subject are shown in Figure 4.2, Top. Prominent featur s of the di tributions are large
spreads and biases away from the true orientations which cannot be explained by motor
variability (Supporting Information of Ding et al. (2017)). We therefore conclude that
the decoding of absolute orientations is unreliable, likely due to noise accumulation in
working-memory representations during the delay between stimulus presentation and
report (Compte et al., 2000; Itskov et al., 2011).
In the 2-line condition, the 50◦ and 53◦ lines were shown sequentially in counter-
balanced, pseudorandomized order, with a 500-ms i terstimulus interval to eliminate
apparent motion (Farrell and Shepard, 1981; Strybel et al., 1990; Dawson, 1991; Get-
zmann, 2007; Harrar et al., 2008). After a 500-ms delay, subjects rotated the marker
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dots to report the two orientations in the perceived order. We first analyzed the two
orientations separately (as the absolute-to-relative assumption suggests) by compiling
the histogram of the reports for each orientation. The resulting 2-line absolute distri-
butions are shown in Figure 4.2, Bottom, for the same subject. These distributions are
even less reliable compared with those from the 1-line conditions (Figure 4.2, Top),
with greater variances and biases. This is not surprising given that more time elapsed
between presentations and reports in the 2-line condition. We then examined the rela-
tionship between the two reports in a trial by plotting the subject’s report for the 53◦
line against that for the 50◦ line. This joint distribution (Figure 4.3A, gray dots) reveals
a striking pattern not predicted by either the 1-line or 2-line absolute distributions. The
gray dots form an elongation demonstrating that the reports for the 50◦ and 53◦ lines
in a 2-line trial were correlated (Pearson correlation coefficient = 0.63, P = 9.3×10−7).
Most dots are clustered above the positive diagonal line, indicating that in most trials
the subject correctly discriminated the ordinal relationship between the lines. Moreover,
the trials with correct and incorrect ordinal discrimination (gray dots above and below
the diagonal) are separated from the diagonal by a gap, which can also be seen in the
relative-orientation distribution (Figure 4.3B, gray histogram) obtained by subtracting
the 50◦-line report from the 53◦-line report (equivalent to projecting gray dots of Figure
4.3A to the negative diagonal axis).
None of these observations are predicted by the absolute-to-relative assumption
with either the 1-line or 2-line absolute distributions. To avoid clutter, only predictions
from the 1-line absolute distributions are shown (Figure 4.3A, light blue dots for the
predicted joint distribution; Figure 4.3B, light blue histogram for the predicted relative
distribution); they were simulated by repeatedly drawing two numbers, one from the 50◦
absolute distribution and the other from the 53◦ absolute distribution, and subtracting
them. The predicted distributions, by definition, cannot have the interreport correlation
or the gap between trials with correct and incorrect ordinal discrimination; they also
have much larger percentages of trials with incorrect ordinal discrimination compared
with the observation (Figure 4.3D).
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four absolute distributions referred to as 50°-first, 50°-second, 53°-
first, and 53°-second distributions (four panels of Fig. 5A). By
comparing the mean of, for example, the 50°-first distribution (black
arrow in the Fig. 5A, Top Left) with the mean of the baseline, 1-line
50° distribution (the black arrow in the Fig. 2, Top Left), we obtained
the backward aftereffect on the 50° stimulus; it indicates how the 53°
Fig. 3. Observations from the 2-line condition and the corresponding predictions by the absolute-to-relative assumption. (A) A naive subject’s joint distribution with
the reported orientation for the 53° stimulus plotted against that for the 50° stimulus in each trial of the 2-line condition (gray dots). Predictions from the subject’s
1-line absolute distributions are shown for comparison (light blue dots). The trials with correct and incorrect ordinal discrimination of the stimulus orientations are above
and below the diagonal line, respectively. The red dot indicates the actual orientations. (B) The subject’s reported relative-judgment distribution (gray histogram) and
that predicted from the 1-line absolute distributions (light blue histogram). They were obtained by projecting the dots in A along the negative diagonal. The red, black,
and blue arrows indicate the actual orientation difference (3°), the mean of the reported orientation difference, and the mean predicted by the 1-line absolute dis-
tribution, respectively. SI Appendix, Fig. S2, shows the individual plots for the other 11 subjects. Note that 10,000 simulated samples were used to define the simulated
relative distributions well but only 100 of themwere randomly selected for the scatter plot of the simulated joint distribution to avoid clutter. (C) Relative-distribution SD
predicted by the absolute-to-relative assumption vs. the observation for all 12 subjects. (D) Percentage of correct ordinal discrimination predicted with the 1-line (open
dots) and 2-line (crosses) absolute distributions plotted against the observation for all 12 subjects. (Two of the 12 crosses happened to superimpose.) deg, degrees.
Fig. 4. Second-report variability and orientation difference in the 2-line condition. (A) Second-report SD predicted by a sequential theory vs. the observation.
The open dots and crosses are results for the 50° and 53° stimulus orientations, respectively. (B) The perceived orientation difference in the 2-line condition vs.
that in the 1-line conditions for each subject. The red lines indicate the actual orientation difference of 3° between the 50° and 53° stimulus orientations. The
orientation difference was exaggerated in the 2-line condition, but not in the 1-line conditions. deg, degrees.
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Figure 4.3: Observations from the 2-line condition and t e corresponding predictions
by the absolute-to-relative assumption. (A) A naive subject’s joint distribution with
the reported orientation for the 53◦ stimulus plotted against that for the 50◦ stimulus
in each trial of the 2-line condition (gray dots). Predictions from the subject’s 1-line
absolute distributions are shown for comparison (light blue dots). The trials with correct
and inc rect ordinal discriminati n of the stimulus orientati ns are above and below
the diagonal line, respectively. The red dot indicates the actual orientations. (B) The
subject’s reported relative-judgment distribution (gray histogram) and that predicted
from the 1-line absolute distributions (light blue histogram). They were obtained by
projecting the dots in A along the negative diagonal. The red, black, and blue arrows
indicate the actual orientation difference (3◦), the mean of the reported orientation
difference, and the mean predicted by the 1-line absolute distribution, respectively. The
Supporting Information of Ding et al. (2017), shows the individual plots for the other 11
subjects. Note that 10,000 simulated samples were used to define the simulated relative
distributions well but only 100 of them were randomly selected for the scatter plot
of the simulated joint distribution to avoid clutter. (C) Relative-distribution standard
deviation (SD) predicted by the absolute-to-relative assumption vs. the observation for
all 12 subjects. (D) Percentage of correct ordinal discrimination predicted with the 1-line
(open dots) and 2-line (crosses) absolute distributions plotted against the observation for
all 12 subjects. (Two of the 12 crosses happened to superimpose.)
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All 12 subjects showed very similar results (Supporting Information of Ding et al.
(2017)). In particular, every subject showed a significant trial-by-trial interreport correla-
tion (mean Pearson correlation coefficient, 0.56±0.04; all values of P < 0.025) that cannot
be explained by the absolute-to-relative assumption. To quantify this difference further,
note that the absolute-to-relative assumption predicts that, in the 2-line condition, the
variance of the relative distribution should equal the summed variances of the two
corresponding absolute distributions. Figure 4.3C shows the standard deviations of the
absolute-to-relative prediction against the observed standard deviations for the 12 sub-
jects, demonstrating that, contrary to the absolute-to-relative prediction, the former is
significantly larger than the latter (two-tailed Wilcoxon signed rank test, P = 4.9×10−4).
A common measure of relative judgment is the percentage of trials with correct ordinal
discrimination. This is simply the percentage of the points above the diagonal in the joint
distribution (Figure 4.3A) or to the right of zero in the relative distribution (Figure 4.3B).
Figure 4.3D shows that, across the subjects, the observed percent correct discrimination
is significantly better than those predicted by the absolute-to-relative assumption with
either the 1-line absolute distributions (open dots; two-tailed Wilcoxon signed rank test,
P = 9.8×10−4) or the 2-line absolute distributions (crosses; P = 4.9×10−4). Interestingly,
although the 2-line absolute distributions have larger variances and biases than do the
1-line absolute distributions, the former produced better ordinal discrimination than the
latter (Figure 4.3D). This further contradicts the absolute-to-relative assumption, which
predicts that good ordinal discriminability requires small variance of corresponding
absolute distributions (Green and Swets, 1966; Paradiso, 1988).
We conclude that our data clearly refute the widely used absolute-to-relative assump-
tion and the broader low- to high- level decoding assumption (Green and Swets, 1966;
Paradiso, 1988; Seung and Sompolinsky, 1993; Series et al., 2009; Teich and Qian, 2003).
Perception as Retrospective Bayesian Decoding in Working Memory from
High to Low Levels. To elucidate the functional significance of feature interactions
in working memory, we first consider how lines’ absolute orientations and their ordinal
relationship are stored in working memory during the delay between stimulus disap-
pearance and report. Absolute orientation of a line has a continuous value requiring a
continuous attractor to represent it in neuronal working memory (Machens et al., 2005).
Such representations are unstable in the presence of noise and become distorted with
time (Compte et al., 2000; Itskov et al., 2011), contributing to the biases and variances
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in the observed absolute distributions (Figure 4.2). In contrast, the ordinal relationship
between two lines is categorical requiring only 1 bit of information to specify, and can be
reliably maintained in point attractors which are resistant to noise (Hopfield, 1982). We
therefore hypothesize that once all relevant features are represented in working memory,
at the report time, the brain first decodes the reliable ordinal relationship and then uses
this information to retrospectively constrain and improve the decoding of the distorted
















Trial 34, training epoch 300, 600 time steps in simulation















Trial 1, training epoch 300, 600 time steps in simulation






Figure 4.4: RNN inputs and outputs. (A) The network consists of N = 100 recurrently
connected units which receive external input, representing the orientation of a line, and
a “go-cue” instructing the RNN to begin its response. After the go-cue the RNN outputs
the angle of line 1, the angle of line 2, and the ordinal relationship between the two. (B)
The inputs and outputs vary with time. The input pulses indicating the orientation of
line 1 and line 2 are separated by a delay, and then another delay is present before the
go-cue. After the go-cue the RNN’s responses persist until the end of the trial.
We instantiated this hypothesis with a recurrent neural network model . The network
is trained to perform an abstracted version of the psychophysics task. It receives inputs
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that represent the orientations of line 1 and line 2, and then after a go-cue, must report
the orientations of the two lines (Figure 4.4). The RNN “sees” the orientations of the lines
via the firing rates of a population of 32 cosine tuned neurons as shown in supplementary
Figure 4.6S. The firing rates of these 32 neurons are inputted into the RNN to indicate
the orientation of the line. After the go-cue the network reports the orientations of the
two lines by outputting the cosine and sine of each orientation (cos(2*line1), sin(2*line1),
cos(2*line2), sin(2*line2)) so that a line oriented at 0 degrees has the same output as a
line oriented at 180 degrees.
Our network model consists of a set of recurrently connected units (N = 100). The








Wreci j u j(t)+
Nin∑
k=1
W inik Ik(t)+bi (4.1)
ui(t)= tanh(xi(t))+ξi(t) (4.2)
for i = 1, . . . , Nrec. The activity of each unit, ui(t), is related to the activation of that
unit, xi(t), through a nonlinearity which in this study we take to be ui(t)= tanh(xi(t)).
Each unit receives input from other units through the recurrent weight matrix Wrec and
also receives external input, I(t), that enters the network through the weight matrix
W in. Each unit has two sources of bias, bi which is learned and ξi(t) which represents
noise intrinsic to the network and is taken to be Gaussian with zero mean and constant
variance. The network was simulated using the Euler method for T = 600 timesteps of
duration τ/10.
To perform the psychophysics task with the RNN, we linearly combine the firing rates
of units in the network to estimate the orientations of the two lines. The responses of the





We optimized the network parameters Wrec, W in, b and Wout to minimize the squared
error in equation (4.4) between the target outputs and the network outputs generated
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(yj(t,m)− ytargetj (t,m))2 (4.4)
Parameters were updated with the Hessian-free algorithm (Martens and Sutskever,
2011) using mini-batches of size M = 500 trials. After training, the network is able to
produce the correct behavior (when the firing rate noise ξi(t) was not too large), as seen
by the close agreement between the target output and RNN output in Figure 4.4B. The
RNN was also able to stably store the orientations of line 1 and line 2 when the firing
rate noise ξi(t) was not too large, as shown in supplementary Figure 4.7S and Figure
4.8S.
We trained three versions of the recurrent neural network model, on three variations
of the psychophysics task, to probe the conditions that give rise to the behavior shown
in Figures 4.3A and 4.3B. Version 1 was only trained to output the orientations of
line 1 and line 2 but not the clockwise/counterclockwise (ordinal) judgement. When
this network was probed with line 1 and line 2 oriented at 50◦ and 53◦, as in the
human psychophysics experiment, the network generated a distribution of predictions,
spherically centered around the true values as shown in supplemental Figure 4.9S. This
is not consistent with the correlated outputs and exaggerated angular differences seen in
the human psychophysics results of Figures 4.3A and 4.3B. To encourage the network to
remember and use the clockwise/counterclockwise relationship between the lines, version
2 incorporated an additional clockwise/counterclockwise output as shown in Figure 4.4.
This output was +1 if the orientation of the second line was clockwise from the first line,
and -1 if the rotation between first and second stimulus is counterclockwise. This network
was not trained in the presence of noise. When it was tested on inputs of 50◦ and 53◦,
with a small amount of noise added to the firing rates to create trial-to-trial variability,
the output distribution was, again, spherical and centered around the true values as in
supplementary Figure 4.9S. Even though the clockwise/counterclockwise memory was
stored by the RNN it was not used to constrain the memories of line 1 and line 2. To
reproduce the psychophysics results we don’t just need a clockwise/counterclockwise
memory we need to force the RNN to use it by introducing noise into the network, making
the continuous angular memories less stable than the binary clockwise/counterclockwise
memory. Version 3 of the network had the full set of outputs (line 1, line 2, and their
ordinal relationship) and noise was injected into the firing rates of the network during
training via equation (4.2). As shown in Figure 4.5 the RNN outputs in this case are
97
CHAPTER 4. VISUAL PERCEPTION AS RETROSPECTIVE BAYESIAN DECODING
FROM HIGH- TO LOW-LEVEL FEATURES
correlated and repulsed from the y=x line, in agreement with the human psychophysics
results of Figures 4.3A and 4.3B.
Noise	0.5	Noise	0.3	Noise	0.2	




































Figure 4.5: RNNs trained to output orientation and clockwise/counterclockwise clas-
sification in the presence of noise. When the network is trained to output the ordinal
relationship between the lines, and this training occurs in the presence of noise, the
RNN’s outputs are correlated and repulsed from the y=x line as observed in the human
psychophysics results of Figures 4.3A and 4.3B. Three noise values are shown (0.2, 0.3,
and 0.5) indicating the standard deviation of noise that was added to the network during
training (and also during testing to generate these figures). As more noise is added, the
repulsion from the y=x line grows. At the largest noise value of 0.5 some of the ordinal
memories appear to have flipped and the RNN is responding with an incorrect ordinal
judgment, i.e. the reported orientation for the 50◦ line is greater than for the 53◦ line.
4.3 Discussion
By measuring joint distributions of two judgments in a trial, which contained distri-
butions of both absolute and relative judgments, we refuted the absolute-to-relative
assumption which has been widely used in neural decoding models and signal detection
theory. To the extent that absolute and relative/ordinal orientations are features of
different levels (see below), our study also rejected the general low- to high-level decoding
assumption. We constructed a recurrent neural network model that instantiates our
claim of visual perception as retrospective decoding in working memory from high- to low-
level features. We demonstrated that the network model accounts for essential aspects
of the data including interreport correlation, bimodal relative distribution with a gap
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near zero, and exaggerated orientation difference. These findings argue for a paradigm
of perception that integrates perceptual decoding and working memory.
We considered the relationship between two sequentially presented orientations as
a higher-level feature than the individual orientations themselves for a few reasons.
Physiologically, most V1 neurons are tuned to single orientations (Hubel and Wiesel,
1968) while a significant fraction of V2 neurons are tuned to combinations of orientations
(Anzai et al., 2007). Computationally, successful object recognition models (including
HMAX and related deep-learning networks) encode single orientations and their re-
lationships in two successive layers of processing [e.g., the study by Riesenhuber and
Poggio (Riesenhuber and Poggio, 1999)]. Conceptually, the relationship between two
orientations depends on the two individual orientations but not vice versa. Although,
in principle, V1 neurons or the first layer of neural networks could directly encode all
combinations of angular differences between two orientations (or even more complex
objects), this is not the case presumably because of computational difficulties.
Our experiment, like most psychophysical experiments, required working memory
because of the delays. Under natural conditions, because of frequent saccades and small
foveas, our coherent perception of the world must also depend on working memory.
Compared with lower-level features (e.g., absolute orientation, luminance), higher-level
properties (e.g., ordinal orientation, facial expression) are more invariant and categorical,
and are thus easier to specify and maintain in working memory. They are also more
behaviorally relevant (Peelen and Kastner, 2014). For example, the absolute orienta-
tion of a person’s eyebrow varies constantly with viewers’ head and eye orientations,
providing little useful information. However, whether the eyebrow tilts more clockwise
or counterclockwise from a moment ago (or with respect to the eye) is invariant over
a broad range of viewing parameters and conveys facial emotion (Ekman and Friesen,
2003). Although lower-level features are encoded earlier along visual pathways, once
all task-relevant features reach working memory their later decoding does not have to
follow the order of encoding. Indeed, decoding should focus on behaviorally relevant,
high-level features. Lower-level features are decoded only when necessary, and because
their continuous values render their memory representations unreliable (Compte et al.,
2000; Itskov et al., 2011), their decoding should be constrained by more reliable, higher-
level decoding for consistency and accuracy. Our work provides evidence for such high- to
low-level decoding. Our work also raises the question of whether generally, higher-level,
more categorical memories (e.g., person A is good) are more stable than lower-level, less
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categorical memories (e.g., the things person A did or tweeted), and if so, whether the
former influences the latter more strongly than the other way around, regardless of the
memories’ temporal order of formation.
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4.4 Supplementary Materials





























Preferred	orientaIon	of	neuron	(degrees)	Figure 4.6S: RNN input representation. The orientation of a lin is communicated to the
RNN via the firing rates of a population of 32 cosine tuned neurons. These 32 firing rates
are represented as a vector and this vector (after normalizing so the maximum element






Activation of hidden units, training epoch 300
Plotting 36 trial(s), 90 time steps in simulation











Trial 1, training epoch 300, 600 time steps in simulation


















Trial 34, training epoch 300, 600 time steps in simulation







Activation of hidden units, training epoch 300
Plotting 36 trial(s), 90 time steps in simulation
Fraction of PC variance 0.34696     0.30563     0.11858
Go-cue	
Figure 4.7S: RNN activity between the presentation of line 1 and line 2. The RNN
activity from all 100 units, between line 1 offset and line 2 onset, is shown projected onto
the first two (left) and three (right) principal component axes. Each curve shown in black
is the neural trajectory when line 1 is presented at a specific orientation. One hundred
trajectories are shown, representing the unit activity during one hundred presentations
of line 1 spaced uniformly between 0 and 180 degrees. Each dot shows equal intervals
of time. Initially, after line 1 is presented, the trajectories move quickly and then they
slow down and settle around a ring. Their position around the ring corresponds to the
orientation of the line from 0 to 180 degrees. The trajectories are stable and remain at
this position around the ring until line 2 is presented.
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Figure 4.8S: RNN activity before go-cue. The RNN activity from all 100 units, before the
go-cue, is shown projected onto the first two principal components. Each dot shows the
activity for a different orientation of line 1 and line 2. The figure on the left shows the
activity colored according to the orientation of line 1. The figure on the right shows the
activity colored according to the orientation of line 2. These representations are stable
and persist until the go-cue is presented.
103
CHAPTER 4. VISUAL PERCEPTION AS RETROSPECTIVE BAYESIAN DECODING
FROM HIGH- TO LOW-LEVEL FEATURES








Trial 1000, training epoch 500, 600 time steps in simulation













Trial 1000, training epoch 500, 600 time steps in simulation


















































Figure 4.9S: RNN psychophysics when trained with no ordinal output. The RNN
was trained to output the orientations of line 1 and line 2 but not produce a clock-
wise/counterclockwise judgement. Each red dot shows the RNN’s prediction for the
orientations of line 1 and line 2 on a single trial when tested on input orientations of
50◦ and 53◦. The output distributions are spherical and centered around the true values,
in contrast to the correlated outputs, with exaggerated angular differences, seen in the
human psychophysics results of Figures 4.3A and 4.3B. The variability in the RNN
outputs on different trials is due to additive noise in the firing rates of equation (4.2).
The figure on the left (right) shows the outputs when the delay period between line 2
offset and the onset of the go-cue is 20 (200) timesteps. As we might expect, the variance
of the distribution increases when the delay period increases. However, this broadening
does not respect the clockwise/counterclockwise relationship between the two lines, as











In this thesis we have presented recurrent neural network models trained to per-form a number of tasks, ranging from experiments with nonhuman primates, toethologically relevant movement behaviors, to human psychophysics. This is both
satisfying and also disappointing. The network models do not come close to approxi-
mating the complexity found in the brain and so my hope was that one of these tasks
would be too difficult for the simple network models and we would be forced to include
more biological realism. However, I am optimistic about the future prospects of breaking
these simple neural networks as researchers start to explore more complex experiments.
There are many challenging and open questions. How can a network continuously learn
new tasks? How can it reuse computational motifs from one task in another? How does
a network, with the capacity for short-term memory, interact with a network capable
of storing long-term memories? How can these networks use previous experiences to
imagine potential futures, and then use these mental simulations to guide behavior?
Current research with artificial neural networks is starting to probe these questions.
However, the future melding of these networks with new neuroscience experiments still
leaves me a bit unsatisfied. Most of these neural networks follow the same basic recipe
of minimizing a cost function with gradient descent (sometimes this cost function is
iteratively refined as with reinforcement learning). Is the key to matching more and more
of the brain’s computational capabilities just writing down (or learning) increasingly
complicated cost functions and minimizing with gradient descent? I hope not! I expect,
and look forward to, the new conceptual frontiers and paradigms waiting to be explored.
After all, one of the most fun and exciting parts of studying the brain is that so many
fundamental questions remain completely unanswered.
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