1 A set of metapopulation models representing non-exclusive hypotheses for the persistence of a parasite metapopulation in time were used to examine spatial patterns and processes in a Triphragmium ulmariae -Filipendula ulmaria parasite-host interaction from the Skeppsvik Archipelago, northern Sweden, using ecological data from an 11-year study. 2 Models were fitted to the data set using maximum likelihood and subsequently ranked using parsimony criteria derived from information theory. 3 Over intermediate time-scales (10-100 years), the persistence of the parasite metapopulation is determined by core-satellite relationships, with a few high-quality patches with large host and parasite populations contributing to the overall stability of the parasite metapopulation. 4 Evidence was obtained for the existence of a complex hierarchical structuring of populations, with dispersal rates among populations on the same island being an order of magnitude greater than among islands in the same island chain. In turn, dispersal among populations on the same island chain were orders of magnitude higher than the baseline rate.
Introduction
Ecological and coevolutionary processes occur at many different spatial scales, ranging from single populations, through groups of populations in local areas, to broad geographical regions. At these different scales, different phenomena assume different levels of importance. Changes in single, isolated populations tend to be dominated by demographic and genetic stochasticity. Factors affecting colonization and extinction dynamics have a large influence in metapopulations, while, over larger geographical regions, phylogenetic patterns and historical events become more important (Thompson 1994; Freckleton & Watkinson 2002; Freckleton & Watkinson 2003 ).
Significant insights into the dynamics of coevolutionary processes have been gained by combining elegant theory with long-term and large-scale ecological studies across all these spatial scales (Burdon et al . 1990; Thompson 1994; Morand et al . 1996; Frank 1997; Burdon & Thrall 1999; Thompson 1999) . However, it is at the interface between the single discrete population and the uneven distribution of individuals into a series of populations that show varying degrees of connectedness -the metapopulation -that spatial considerations have their biggest impact. Indeed, if spatial structure is important, ecological and evolutionary processes in such metapopulations are likely to be quite different to those occurring in single populations.
Since Levins' formal exposition of the metapopulation concept in a simple mathematical model ignoring local population size and spatial location (Levins 1969) , a series of spatially structured metapopulation models have been developed (see Gyllenberg et al . 1997; Hanski & Simberloff 1997; Hanski 1999 , for detailed discussion). In these spatial models, individual populations vary in size and quality, and have specific spatial locations such that dispersal rates among patches show a general decline with increasing distance, while autocorrelation in patch occupancy may develop with complicated consequences for demographic stability of the metapopulation.
Metapopulation theory, incorporating different levels and kinds of detail in models ranging from simple to complex, has provided qualitative insights into metapopulation dynamics and general insights about particular systems. In this paper, we use this ecological theory to provide a set of non-mutually exclusive hypotheses to guide an analysis of the metapopulation dynamics of a parasite-plant interaction for which we have an 11-year data set. To date, empirical studies of the dynamics of spatially distributed parasite-plant interactions have identified differences in demographic unpredictability at the individual vs. multiple population levels (Ericson et al . 1999; Thrall et al . 2001a) , asynchrony in parasite numbers over short distances Alexander et al . 1996) , greater genetic relatedness with increasing proximity (Thrall et al . 2001b) , and considerable variation in the degree of local adaptation of parasites to hosts (Kaltz & Shykoff 1998; Thrall et al . 2002) . These patterns are consistent with the view that the direction and intensity of coevolutionary changes are affected by multiple processes acting at different spatial scales, thereby generating a complex mosaic of interactions. However, such observations have rarely been supported by detailed analysis.
Here we investigate an extensive dataset for the Triphragmium ulmariae-Filipendula ulmaria association Ericson et al . 2002) to examine the appropriateness of a metapopulation approach for this system, and to assess the persistence of the parasitehost association over space and time. In this system, the persistence of parasite populations may be due to a simple balance between extinction and colonization of local parasite populations or demographic stability in a few critical core populations (core-satellite dynamics in structured metapopulations). Alternatively, areas with a high concentration of suitable habitat patches in close proximity may have high rates of contagion and act as core areas where parasites persist (spatial metapopulations). Finally, particular aspects of the landscape may be responsible for the observed distribution of species (landscape models). Each theory presents plausible explanations, but selecting among competing hypotheses requires a quantitative approach.
The approach we have followed combines model building, model fitting and model selection. Using metapopulation theory as an inspiration, we have developed a suite of metapopulation models ranging from simple metapopulations to structured, spatial metapopulation models incorporating critical features of the landscape. We have fitted all these models to the 11-year data set using maximum likelihood estimation; the fitted parameters quantify the relative effect of variables such as habitat quality, population density and location. We have ranked the models against one another based on explicit parsimony criteria derived from information theory, namely Akaike's Information Criterion ( AIC ). Simple models may impose bias, while more complicated models may over-fit the data. The goal of model selection is to identify a model with an appropriate level of complexity.
Methods

  - 
Over the period 1990-2000, epidemiological patterns in the incidence, prevalence and severity of the rust pathogen Triphragmium ulmariae were followed in a metapopulation of its host Filipendula ulmaria found growing on islands of the Skeppsvik Archipelago near the mouth of the river Sävarån on the Gulf of Bothnia, northern Sweden (63 ° 44-48 ′ N, 20 ° 31-33 ′ E) .
Filipendula ulmaria L. (Rosaceae) is an herbaceous, perennial dicotyledonous species typically found in mesic and moist habitats. In the study area it is a dominant species on the upper part of the shore on many offshore islands. Plants reproduce by seed and by slow lateral spread of a rhizomatous rootstock. Establishment of seedlings occurs intermittently with recruitment largely restricted to years when new sites are available for colonization as a result of prolonged low water levels coinciding with seed germination (Ericson 1981) . Adult plants may produce large quantities of seed that float, thus aiding dispersal.
In this system the fungus T. ulmariae (DC.) Link (Sphaerophragmiaceae) is an autoecious, macrocyclic rust pathogen that is restricted to F. ulmaria (Wilson & Henderson 1966) . As the host plant dies back to an underground rootstock during the winter, survival of the pathogen during this period is exclusively as teliospores found on dead leaf and stem fragments. These germinate the following spring to initiate a process of sexual recombination and establish aecial infections characterized by bright orange eruptions on petioles and the abaxial veins of leaves. The aecial generation is followed by one or more uredial (asexual) generations. Uredinia are small, circular and lemon-yellow in colour. Under generally unfavourable conditions, especially towards the end of the summer, uredinia switch over to the production of brown-black teliospores . Dispersal of the pathogen occurs withinseason through wind dispersal of urediniospores or among-seasons via water dispersal of telia and teliospores on leaf and stem fragments. The extent to which the latter form of dispersal contributes to the epidemiology of the disease is likely to be influenced by the strength and timing of autumn and winter storms.
 
In 1990, 133 populations of F. ulmaria were identified on a total of 55 islands and four areas of the immediately adjacent mainland. Populations were regarded as distinct when separated from other groups of plants by at least 20 m of intervening alder woodland or at least 50 m of rocky shoreline. Up to 12 distinct populations occurred on some of the larger islands while single populations were found on many of the smaller ones. Each population was visited in mid-July when aecia of T. ulmariae were still actively producing spores, and a few uredial infections were also present. The occurrence and severity of each of these lesion types was recorded separately. Disease incidence in each population was determined by carefully screening a sample of randomly chosen plants (minimum number = 25) for the presence of pustules, while severity was assessed on individual infected plants using a visual scale measuring percentage of leaf area infected. In very small populations of F. ulmaria (< 80 plants) all individuals were examined; in larger populations this was not practical, so a random sample determined by the numerical size and the spatial distribution of the population was assessed (range of 50 -200 per population). If disease was not found on these plants a further intensive search was made to determine whether the pathogen was present but at very low frequency. The size of each host population was estimated at the same time by counting numbers in representative areas and then adjusting those scores for the total area covered by the population.
Disease surveys were repeated yearly (1990-2000 inclusive) while host population size estimates were made in all years except 1991 and 1993. Over this 11-year period we continued to monitor potential, but, as yet, unoccupied sites throughout the archipelago. As a consequence, additional host populations were identified during the study, such that by 2000 a total of 186 populations on 70 islands were being followed. Of the 55 new populations, 43 (78%) were disease free in the year of discovery, and 39 (71%) were less than 200 individuals in size when first discovered. Some of these populations may have existed in previous years and been missed by the previous census. Three small host populations went extinct during the study, but one of these was recolonized 2 years later.
The location of each population was recorded by taking co-ordinates from the detailed maps (Ekonomisk Karta över Sverige, Västerbottens län) of the area using position 7080/20K 6 h Tärnögen as the N/W 0/0 co-ordinate position.
In addition to these surveys, we also collected information about variables that, on the basis of our understanding of this system, we believed might influence the dispersal process. The islands of the Skeppsvik archipelago are arranged in 'drumlin lines' resulting from glacial activity in the area during the last ice age (Fig. 1a,b , see for a detailed map); these drumlin lines define four major island chains (Fig. 1b) separated by deeper water channels or 'water courses' (Fig. 1c) . Populations were allocated to individual island chains on the basis of their position, the depth of water between them, and islands in adjacent chains (obtained from the standard cartographic map). Equally, populations were allocated to water courses by their aspect on individual islands, and hence, the water course to which they had greatest exposure. The shallower water and shorelines of the islands may create lateral barriers to the dispersal of telia and teliospores on flotsam, thus increasing contagion among populations on the same island. Similarly, the arrangement of islands could enhance contagion among populations on the same island chain, or on populations on shorelines that are exposed to the same water course. The predominant winds in the archipelago in autumn and winter flow, respectively, from south to north or from north to south. These winds, coupled with the inflow of the Sävarån River at the north-western end of the archipelago, waterlevel fluctuations (amplitude 2.5 m) in connection with northern or southern storms, and differences in the onset of ice formation, also create a general environmental gradient in deposition of flotsam, and hence the dispersal of telia and teliospores on the flotsam. As a rough approximation of this process, we have assigned the populations to one of three weather zones (Häyrén 1940) . The islands in the outer part are surrounded by open waters, the shores being exposed to wave wash, especially storm waves in autumn through early winter. This contrasts with the sheltered conditions on the islands near the shore. One consequence of the greater disturbance in the outermost part of the archipelago is that plant litter (as well as the telia) faces a greater likelihood of being removed.
    
We have developed a notation to refer to the data throughout (summarized in Table 1 ). Scores of the presence or absence of disease on a per plant basis were used to determine disease incidence (presence/absence) and prevalence (% plants infected) at the population level. We let X ( i , t ) denote the infection status of the i th population at time t ; if at least one plant in the population was infected, we say that the population was infected, and X ( i , t ) = 1, and if no plants were infected, then X ( i , t ) = 0. We let R ( t ) = Σ i X ( i , t ) denote the total number of infected populations at time t , and N ( i , t ) represent the total number of hosts in the i th host population at time t . Severity of infection for the population as a whole was determined by taking the mean percentage of leaf area infected across the sampled F. ulmariae ; D ( i , t ) denotes the severity of infection in the i th host population at time t . We let I ( i , t ) denote the number of infected populations on the same island as the i th population at time t , C ( i , t ) the number of infected populations in the same island chain, and W ( i , t ) the number of infected populations on the same watercourse.
 
To associate spatio-temporal patterns in the data with the underlying metapopulation dynamics, we developed a set of candidate models to predict the basic process of contagion. Rust persists by maintaining a chain of infection, and new infections are initiated when the infective stage of a parasite shed from an infected individual comes into contact with an uninfected individual. Since T. ulmariae infections are not systemic, and infected host tissue dies over-winter, each host plant must be reinfected each year from new contact with dispersing 
X(i, t) The infection status of the ith population at time t R(t)
The number of infected populations at time t,
Number of host plants in the ith population at time t
The disease severity score for the ith population at time t I(i, t)
Number of infected populations on the same island as population i at time t (Fig. 1a )
Number of infected populations on the same island chain as population i, at time t (Fig. 1b )
Number of infected populations on the same watercourse as population i at time t (Fig. 1c )
The distance between population i and population j parasite spores. Local extinction in this metapopulation occurs if all the plants in a population fail to become reinfected in any given year. The mathematical models describe these underlying processes; each candidate model is a rule for generating probabilities of local infection or local extinction for all the islands over time conditioned on their infection status, the infection status of neighbouring populations and environmental or demographic variables. All the models are based on a discrete-time, stochastic analogue of Levins' metapopulation model. We developed complicated models by treating each factor separately, then combining several factors. Each one-factor model is based on a variable that is believed to contribute to the observed spatio-temporal patterns of disease incidence. A few of these one-factor models were inspired by metapopulation theory, representing structured-or spatial-metapopulations. Others were based on factors considered to be epidemiologically important based on our understanding of the natural history of the interaction. Finally, we developed several models that combined multiple factors.
For simplicity, we refer to the models using a symbol Ψ followed by capital letters in parentheses that represent the factors included in the model. The simplest model is Ψ(m), where 'm' denotes the simple metapopulation. Five factors, N, D, I, C and W, follow the notation for variable names in Table 1 . The other factors are K (for kernel-based methods) and Z (for weather zones). Thus, Ψ(DI) refers to the candidate model incorporating the factors D and I. The basic model and the onefactor models are described in the following sections. A theoretical treatment of models of this type is provided by Hanski (1999) . The formulae for the maximally complicated model and several others, including fitted parameters, are available from Appendix S1 (see Supplementary Material).
  
Discrete metapopulation,Ψ(m)
Each population in each year was either infected or not. For convenience in notation, we let P(i, t) [1 → 0] denote the probability of extinction in year t + 1 for a local population that was infected in year t (Pr[X(i,
denote the probability that an uninfected local population in year t becomes infected in year t + 1.
A population that was infected in one year may reinfect itself, or may become infected by spores dispersed from a nearby parasite population. To develop the candidate models, we consider the probability of reinfection from self and the probability of infection from another population as independent events. For populations that were infected in year t, we let S(i, t) denote the probability that a population reinfects itself. Similarly, B(i, t) is the probability that the parasite population is infected by contact with another infected population, independent of the infection status the previous year. It follows that
Persistence in simple metapopulations is due to a balance between local extinction and colonization. In the simplest model, these probabilities are constant over time. Patches with at least one infected individual reinfect themselves with constant probability; S = α. The probability of contagion from other populations is κ, per infected local population; thus
, where R(t) is the prevalence at time t.
Kernel-based spatial metapopulation,Ψ(K)
Spatial metapopulation models incorporate information about the location of patches; the probability of contagion decreases as a function of distance. We use a mathematical function describing the probability in populations vs. distance, often called a kernel. To describe the probability of contagion from an infected population, we use the functional form ν exp (-µd(i, j) θ ), where d(i, j) represents the distance from population i to population j; the parameter θ affects the shape of the dispersal kernel, µ sets the spatial scale, and ν changes the probability for all distances. The function describes a large family of dispersal kernels and it is adaptable to a wide range of biological situations (Ribbens et al. 1994) , although other types of functions may do as well or better. The probability of not becoming infected is the product of not becoming infected from each neighbouring population that is also infected, discounted by the distance, . Reinfection, S, has the same functional form as Ψ(m). Note that if ν = κ and µθ = 0, then Ψ(K) and Ψ(m) are identical; thus the simple metapopulation is a special case of the spatial metapopulation that ignores distance.
Structured metapopulation,Ψ(D)
In structured metapopulations, large populations are less likely to go extinct than small ones. In this model, parasite population size is proportional to disease severity, D (i, t) , and high disease severity may contribute to a heavier load of telia in the detritus. We do not explicitly model the factors responsible for the fluctuations in the population density of the parasites. Instead, we use disease severity data to predict the probability of reinfection. Thus, this model evaluates whether local fluctuations in parasite population density contribute to persistence of the metapopulation.
We use a saturating function to describe the relationship between the probability of reinfection and disease severity:
The parameter ρ is the maximum probability of reinfection for the most heavily infected populations, and λ is a shape parameter that determines how fast the probability of reinfection approaches ρ as a function of D. Infection from other populations, B is the same as Ψ(m). If ρ = α and λ ≈ 0 then Ψ(D) and Ψ(m) are identical. 
Core-satellite dynamics,Ψ(N)
Large patches may serve as stable populations and contribute disproportionately to the stability of the entire metapopulation, while small populations tend to be more ephemeral, dying out to be recolonized at a later date. One advantage of host-specific parasites is that the quality of the local patch is relatively easy to define. Because T. ulmariae is host-specific, the quality of a patch is defined by the size of the F. ulmaria population, denoted N(i, t). Other factors such as genetic variation in susceptibility to infection among hosts may affect this relationship, but we do not have measures of the genetic susceptibility of these host populations. We formulated this model based on the assumption that each individual in the local host population could become infected. The probability of no infection is N(i,t+1) . Because we consider the probability of infection in year t + 1, the probability of infection depends on the population size in the year t + 1, not t. The probability of reinfection uses the same functional form as Ψ(m) in models that do not combine N with D; for models that combine N and D, we use the form
Note that Ψ(m) is generally not a special case of Ψ(N) unless all the populations happen to be the same size.
Island metapopulationΨ(I)
Land masses may create turbulent air flows that increase the deposition rates of aecidio-or urediniospores, and flotsam with teliospores may travel more frequently along the shoreline of an island. Hence in this candidate model, we assume that dispersal is more likely to occur among local populations on the same island than it is among populations in the entire archipelago. Thus, dispersal in this model is organized hierarchically; each island is a population of local populations, and the whole archipelago behaves as a population of island populations. The probability of infection is high among populations on the same island and lower among populations that are separated by water (see Fig. 1a ). We let σ denote the probability of infection from each nearby infected population. Thus, B(i, t) = (1 − σ) I(i,t) (1 − κ)
R(t)−I(i,t)
. S follows Ψ(m). Note that Ψ(I ) and Ψ(m) are identical if σ = κ.
Island chain metapopulationΨ(C)
This model is similar to the island metapopulation model Ψ(I ), although here we consider the possibility that dispersal is affected by the north-south distribution of islands in the drumlin lines (see Fig. 1b ) that run parallel to the direction of the prevailing winds. We let η denote the probability of infection from each infected population on the same island chain. Thus, B(i, t) = (1 − η) C(i, t) (1 − κ)
R(t)−C(i,t)
. S follows Ψ(m). Note that Ψ(C ) and Ψ(m) are identical if η = κ.
Watercourse metapopulationΨ(W)
Similar to models Ψ(I ) and Ψ(C ), we consider the possibility that dispersal is affected by the arrangement of islands along water courses (see Fig. 1c ). Stormy weather and rapidly changing water levels (of a metre or more) may generate significant amounts of flotsam that is dispersed between host populations on shores fringing the same watercourse. In this model, we let ω denote the probability of infection from each nearby infected population on the same watercourse. Thus, W(i,t) . S follows Ψ(m). Note that Ψ(W ) and Ψ(m) are identical if ω = κ.
Weather-zone metapopulation Ψ(Z)
In this model, we consider the possibility that infection occurs at higher rates in different weather zones as these mirror a striking environmental gradient from the outer to the inner part of the archipelago. In the outer zone, host populations are more regularly affected by storm waves both affecting pathogen extinction (removal of host plants and telia) and pathogen colonization (accumulation of flotsam) while in the innermost zone host population are only rarely affected by physical disturbance due to the sheltered location, but they may be affected by water flowing from the mouth of the Sävarån river. We let ζ j denote the probability of infection in weather zone j from distant populations. In the jth weather zone, the probability of infection is B = 1 − (1 − ζ j ) R(t) . S follows Ψ(m). Note that Ψ(W ) and Ψ(m) are identical if ζ 1 = ζ 2 = ζ 3 = ζ. To interpret these parameters, we note that ζ 3 is the rate for populations near the shore and ζ 1 is the rate for populations near the open water (see Fig. 1d ).
- 
We developed multifactor models by extending the one-factor models. The set of multifactor models made by combining all the factors from the set {D, N, K, I, C, W, Z} would be extremely large. To avoid testing the entire set, we employed a forward fitting procedure. To choose a subset of two-factor models, we ranked all of the single factor models and compared the AIC values with the simple metapopulation model Ψ(m). We developed six two-factor models by combining the best one-factor, Ψ(N), with all other factors. Similarly, we generated five three-factor models by combining the best two-factor model, Ψ(ND) with all the other factors. The three factor model Ψ(NDI) was the best of the threefactor models, but the model Ψ(NDK) was nearly as good. Therefore, we developed all 15 possible multifactor models that were extensions of Ψ(NDI ) and the seven additional models that were extensions of Ψ(NDK ) but not Ψ(NDI ), including the maximally complicated model Ψ(NDIKCWZ).
     
We have fitted the models to the long-term data set using maximum likelihood estimation (MLE). To fit the models to the data, we first define the log-likelihood of the model, Ψ, given the data as:
For each candidate model, we used the metropolis algorithm to find the parameters that maximize L(X | Ψ) (Press et al. 1988) . The likelihood was computed using all data for which the population was observed in consecutive years. In 1991 and 1993, the host population size was not measured, but each of the other parameters was measured. This data is used by the models incorporating host population size, Ψ(N*). To compare models, it is necessary to use exactly the same data set; therefore, we did not use the data from 1991 and 1993 to maximize the likelihood for any of the models. We repeated the maximum likelihood estimation using interpolated values for 1991 and 1993, and the results were largely unchanged (results not shown). Because Ψ(m) is a special case of all the single-factor models except Ψ(N ), the fitted parameter values can be compared to the fitted parameter values for Ψ(m) to illustrate the strength of each effect. This quantifies the relative size and strength of each factor, insofar as it is supported by the data. Most of the pairs of models are not nested within one another; for example, Ψ(m) is nested within Ψ(D) and Ψ(I ), but neither of these is nested within the other. In each case where a model is nested within a more complicated model, the more complicated model must fit at least as well as the model nested within it. The improved fit may simply be the natural result of the additional complexity. Selected models and results are available in Appendix S1.
  
Akaike's Information Criterion (AIC) is defined as −2L(X* | Ψ) + 2K, where K is the number of parameters in the model Ψ, and L is the log likelihood evaluated at X *, the maximum likelihood estimates for the model. Information criteria are explicitly parsimony criteria; the values are roughly interpreted as the amount of information lost from the data. Information can be lost by over-fitting data as well as by having a poor fit to the data. Information criteria balance these two competing interests, mapping them onto a single number. In practical terms, the AIC value for each model is not meaningful; it is only useful for assessing the relative evidential support for each model in the data relative to other models. The model with the lowest AIC value is considered the best overall model, and its value becomes the pivot. The AIC values relative to the pivot model are called the ∆AIC values. The greater the difference, the greater one model is favoured by the evidence relative to the other. As a rule, if the AIC differences are less than 2, there is no credible reason to prefer one model to another. On the other hand, if the ∆AIC value is greater than 10, there is very strong evidence against the model (Burnham & Anderson 1998) .
Thus, we are not making claims about the best possible model; there are almost certainly other models which would rank higher than any of the models fitted here. We have chosen this set of models based on theoretical considerations and our biological intuition. We have evaluated this set of models as a way of testing theory, and developing a quantitative understanding of the dynamics of T. ulmariae.
Results
  
The average size of individual populations of F. ulmaria followed a remarkably consistent linearly increasing trend (R 2 = 0.953) rising from a mean of 420 individuals in 1990 to 826 individuals in 2000, during which the total number of host populations also increased from 133 to 186. Unlike the steady increase in mean population size, the rise in number of local populations showed significantly greater increases between 1993 and 1994 (134-161) and 1996 and 1997 (167-185) than at other times (Fig. 2a) . Within these general trends the size of individual host populations varied from year-to-year, reflecting variation in recruitment success.
Over the same time period the number of host populations with some individuals infected by T. ulmariae also increased across the host metapopulation (Fig. 2a) . Despite the increase in number of populations infected, the fraction of populations infected ranged between 41% and 61%, but did not show any trends over time.
Thus among the 133 populations followed for the entire 11-year period, 33% (44 populations) remained disease-free for the entire census period; 25.8% harboured T. ulmariae continuously, while in the remaining host populations, disease was present for varying periods of time (Fig. 2b) . The fluctuating and unpredictable occurrence of disease among the latter group of populations was reflected in the colonization and extinction rates of T. ulmariae across the metapopulation as a whole (Fig. 2c) . In line with the slow increase in diseased populations over time, the mean colonization rate was higher than the extinction rate (0.060 year −1 vs. 0.034 year −1 , respectively). However, these rates varied markedly from year-to-year with colonization rates showing a threefold variation (0.03-0.08) and extinction rates a 10-fold range (0.008-0.081).
Associated with these fluctuations in the presence of the parasite in specific populations, mean disease prevalence within a host population (number of individuals infected) and mean severity of disease also showed considerable year-to-year variability (Fig. 2d) , although they were highly correlated (Severity = −0.299 + 0.185[Prevalence]; r 2 = 0.649; P = 0.02). Disease dynamics in individual populations varied markedly over space (within one year) and across time (within individual populations). Such differences could be found at all spatial scales although they were more apparent as the distance between population pairs increased.
 
Good models all incorporated host population size, disease severity and higher transmission rates among populations sharing an island. The best overall models also included some combination of island chains, proximity and weather zones. The model incorporating only the first three factors was relatively poorly supported, providing strong evidence for the importance of N, D and I, but associated with a weak effect related to the other three factors.
The best overall model was Ψ(NDIKC ), but the models Ψ(NDICZ ), and Ψ(NDIZ ) were both nearly as good with ∆AIC values less than 2. Several other models had ∆AIC values slightly greater than the arbitrary cut-off of 2 (Fig. 3) . In fact, all 16 models that were extensions of Ψ(NDI ) had ∆AIC values less than 10. Other than these models, only Ψ(NDKC ), Ψ(NDKCZ ), and Ψ(NDKCW ) had a ∆AIC value less than 10. All the models with ∆AIC values less than 20 are plotted in Fig. 3 , and the results for the single-factor models are reported in Table 2 . Details of the four best models, the most complicated model, and Ψ(NDI ) are given in Appendix S1. Based on the results, we have focused on analysis of the models Ψ(NDI ), Ψ(NDIKZ ), Ψ(NDIC ) and Ψ(NDICZ ), and with some analysis of other selected models.
  
Among single factor models, the best model was Ψ(N), the model incorporating host population size followed by Ψ(D), disease severity. Both factors relate to the structure of local populations in a metapopulation, and the improvement in fit over models lacking these factors is dramatic. A difference of 10 indicates that one model is very strongly supported by the evidence relative to another. Incorporating population size improves the fit by an average of 107 relative to the slightly simpler model that omits it. Similarly, incorporating disease severity improves the fit by 69. Both these measures suggest that the local demographic structure of the metapopulation has a strong influence on the dynamics. The dramatic difference in local host population size and the associated probabilities of recolonization indicate that large local host populations are much more important than small ones for maintaining T. ulmariae populations. Factors that influence local fluctuations in host population density or disease severity may have dramatic consequences for the stability of the metapopulation.
The analysis indicates strong support in the data for those models that incorporate host population size, disease severity, and islands. One way to interpret these results is to focus on the separate problems of average duration of and waiting time to infection. We compute the persistence times of T. ulmariae in an infected host population from the previous year ignoring transmission from other infected populations. The average waiting time to infection for uninfected populations is computed with and without spatial information.
Persistence times
In local populations where the probability of an event in each year is the constant ξ, the waiting time before the event is geometrically distributed with expected time ξ/(1 − ξ). For example, in the simple metapopulation model Ψ(m), the rate of reinfection is α ≈ 0.92, which predicts an average persistence time of 11.7 years. The yearly probability of remaining uninfected is given by the parameter (1 − κ) R(t) . Using the mean number of infected populations (R = 86.8), and the maximum likelihood estimate for κ ≈ 0.0016, we get a mean expected time to infection of 8.7 years.
The probability of self-reinfection increases as a function of host population size and disease severity in the previous year in the models Ψ(NDI ) and Ψ(NDIKC ). The difference between the quantitative predictions made by the two models is described by the parameter Fig. 3 The models plotted by their ∆AIC values. The best model was ψ(NDIKC ), but the models ψ(NDICZ ) and ψ(NDIZ ) both had ∆AIC values less than 2. All models with ∆AIC values less than 20 are shown and are presented in columns indicating the number of factors considered. All 16 extensions of ψ(NDI ) ranked higher than it, with ∆AIC values less than 10, whereas only three other models had ∆AIC values less than 10: ψ(NDKC ), ψ(NDKCZ ) and ψ(NDKCW ).
Table 2
The Levins' style metapopulation and the single-factor models, their AIC values, and the maximum likelihood estimates for the parameters. Models incorporating host population size (N ), disease severity (D), and the number of infected populations on the same island (I ) were the highest ranked models. Models incorporating dispersal kernels (K ) and the number of infected islands on the same chain (C ) were also strongly preferred over the Levins' style model, (m), but those incorporating water courses (W ) and weather zones (Z ) had relatively weak support compared with ψ (m) 
1 − ν µ θ ρ, the maximum probability of reinfection; in Ψ(NDI) ρ ≈ 1, but in Ψ(NDIKC), ρ ≈ 0.96 (Fig. 4a,c show the fitted functions). The quantitative predictions made by the two models differ substantially with respect to their interpretations for metapopulation dynamics. To compute the expected persistence times for each population, we compute the average severity, Î(i) = Σ t D(i, t)/T i , and the average population size, N(i) = Σ t N(i, t)/T i ′, for each population, where T i is the set of years for which data are available from each island, and T i ′ omits data from 1991 and 1993. Because of the different fitted parameters, the two models produce wildly different predictions (Fig. 4b,d ). In Ψ(NDIKC), the predicted persistence times range only up to 21 years, compared to a maximum of around 400 years for Ψ(NDI ), with a substantial fraction surviving past 50 or even 100 years. The different predictions are due to the difference in the fitted asymptote, ρ. In Ψ(NDI ), the persistence is largely attributed to self-reinfection. In contrast, Ψ(NDIKC) attributes more of the persistence in large, severely diseased populations to infection from nearby infected populations. Because the ∆AIC values of the two models are not large, the difference should not be regarded as especially significant; the existing data does not allow the difference between the two predictions to be further resolved.
  
Space clearly played an important role in transmission. All the models with ∆AIC values less than 10 included at least two of the spatial factors, except for the model Ψ(NDI ) itself. Among factors tested, the distribution of local populations on islands clearly had the strongest effect. In fact, most of the models under consideration were extensions of Ψ(NDI ). Among single factor models, Ψ(I ) ranked third, behind Ψ(N ) and Ψ(D); the AIC value of models incorporating islands was around 30 better than the slightly simpler models that did not. Proximity, the arrangement of the islands in chains along drumlin lines and weather zones all emerged as important factors, but the size of the effect associated with these factors is fairly weak, and there is no strong evidence to prefer some set of these factors over others. We are inclined not to consider watercourse as a useful variable independent of island chains; both factors capture similar information (Fig. 1 ), but models with the factor C consistently rank higher than the analogous model with the factor W (e.g. Ψ(NDIKC) ranks higher than Ψ(NDIKW )), and any model that incorporates both ranks lower than the model incorporating only island chains (Fig. 3) .
To determine whether there is an independent effect of island chains or proximity after considering the arrangement on islands, we would need to analyse the results from multiple-factor models.
  
The waiting time to infection is a function of local host population size and proximity to infected populations. Expected persistence times for the populations. The demographic stability of parasite populations is most strongly affected by self-reinfection; in the best overall models this is computed using the product of disease severity last year and host population size this year, D(t − 1)N(t). We plotted the functions for the probability of self-reinfection using (a) the fitted parameters from model ψ(NDI ) and (c) the best overall model ψ(NDIKC ). The maximum probability of self-reinfection is represented by the dashed line, and contrasted with the fitted probability of self-reinfection from ψ(m). Although host populations fluctuated, we interpreted the functions by computing the expected persistence time using the average of the product of N and D for (b) ψ(NDI ) and (d) ψ(NDIKC ).
The time to infection differs depending on the number of infected populations on the same island, same chain, in the whole archipelago, and possibly their distance from one another. To illustrate these multivariate relationships, we have plotted the expected waiting times for a single variable (Fig. 5 ).
In the model Ψ(NDI ), transmission among populations on an island occurs at a rate that is two orders of magnitude higher than for populations that are not. In the model Ψ(NDICZ ), transmission occurs at a rate that is two orders of magnitude higher from infected populations on the same island than infected populations on the same island chain. Infection from populations on the same island chain are one order of magnitude higher than infection from a population elsewhere in the archipelago (Fig. 5a,b,c) . Finally, populations nearest the shore have the lowest infection rates. Infection rates in zone 3 are approximately double those in zone 1 and 50% higher than zone 2; in Ψ(NDIKC), all these effects are modified by distance, so they are more difficult to interpret (Fig. 5d) .
These parameters describe complicated quantitative relationships. Having one infected population on the same island decreases the expected waiting time to infection of a healthy population by roughly the same amount as doubling in size from 50 to 100 individuals (Fig. 5a ) or a four-fold increase in the number of infected islands on the same chain (Fig. 5c) . In Ψ(NDIKC), the same set of infected neighbours decrease waiting times roughly by half if they are twice as close (Fig. 5d ).
Discussion
Structured metapopulation models incorporating local demographics of parasite and host, the spatial distribution of individual populations, and some detailed information about the landscape, provided the best picture of the structure and persistence of Triphragmium ulmariae in the Skeppsvik Archipelago. Analysis of the data strongly suggests that this association is not a simple patch-occupancy relationship such as originally described by Levins (1969) , in which all populations have approximately the same risk of extinction. Rather the association shows many characteristics of a core-satellite model (Hanski & Simberloff 1997; Hanski 1999 ), a structured metapopulation in which pathogen populations maintain a constant presence within some populations, while being ephemerally present in others. Moreover, dispersal in this system is structured by the arrangement of islands and island chains in the archipelago; islands with a large number of populations may represent core areas where the parasite is maintained. Dispersal to small, isolated populations is sporadic, and infections are more transient.
As already noted, a previous analysis of the first 4 years of this data set indicated that, in common with many insect-plant interactions (Hanski & Gilpin 1997) , and at least one other plant-pathogen metapopulation (Ericson et al. 1999) , host population size was a major factor driving the dynamics of the pathogen . The current longer-term study provides strong support for that conclusion. A few large host populations nearly always sustained parasite populations, while small ones were generally free of disease. Evidence suggests that this was due to both the size of the local host population (substrate) and the size of the co-occurring parasite population (severity of the disease). However, the models disagree regarding the long-term stability of the parasite in large host populations; one model, Ψ(NDIKC), suggests that these populations would persist for decades (persistence in core areas), while another, Ψ(NDI ) suggests pathogen persistence times of centuries (persistence in core populations). The models Ψ(NDICZ ) and Ψ(NDIZ ) are similar to Ψ(NDI ). Existing data do not allow for a stronger discrimination among the two models. Given that follow-up studies cannot continue for decades into the future, understanding the factors influencing fluctuations in local host population size and disease severity may help to resolve the factors that contribute to the stability of the metapopulation.
All good models suggest that large local host populations are more likely to become reinfected than small ones if the parasite goes locally extinct. They also suggest that large islands that support multiple local populations may sustain pathogen populations, and that dispersal among populations on the same island is more frequent than dispersal among populations on the same islands chain. These factors are important whether or not distance is incorporated into the model. Indeed, one of the best overall models ignores distance. Dispersal rates within islands are an order of magnitude higher than among islands in the same chain, and among chain rates are an order of magnitude higher than among other islands in the archipelago. This suggests that the local populations are structured hierarchically. Each island is a 'metapopulation' of local populations, and each island chain is a 'metapopulation' of islands. The archipelago is a 'metapopulation' of local island chains. This gives rise to a complex, spatial hierarchy within the metapopulation. The enhanced probability of dispersal among populations on a single island and among populations on islands within a single island chain suggests that water-borne dispersal of teliospores on host plant debris during the late autumn and spring periods may be very important in the epidemiology of T. ulmariae. Certainly during the yearly censuses we (L.E. & J.J.B.) have frequently observed aecia on plants growing through deposits of water-borne debris on the strand-line. However, from a second census taken in late summer each year (of populations that were disease-free at the early full census; data not shown), it is apparent that infections induced by wind-borne urediniospores do occur in most years.
Many studies of spatio-temporal dynamics have focused on spatial variation using variation across space as a surrogate for variability through time. While this approach may well approximate a reasonable 'first cut' (Jarosz & Burdon 1991) it is always limited to a frozen vignette of the complex dynamics of such interactions. Without a time component there is no way of determining whether differences between populations growing at different sites reflect underlying permanent differences in site quality or are simply ephemeral fluctuations that may disappear in the following year. Similarly, the degree of asynchrony in parasite populations and fluctuations in their absolute size across time, have significant implications for the generation, maintenance and partitioning of genetic variation within and among parasite populations (McCauley 1991). In essence, there is no real substitute for long-term studies that provide the opportunity to develop an understanding of the true dynamics of a system, its extinction and recolonization rates, the degree of interpopulation relatedness and longerterm interactions (Antonovics et al. 1994) . Indeed, in the current study it is the long temporal sequence of data that has allowed recognition of the complexity of the T. ulmariae-F. ulmaria association and demonstration that it is best characterized as a metapopulation in which connectedness between individual populations is shaped by complex patterns in the physical environment.
What are the potential consequences of such patterns of disease occurrence for long-term evolutionary interactions within a metapopulation? The intermittent occurrence of a parasite in a host population does not prevent it from having a significant impact on population size or structure. In the interaction between Linum marginale and Melampsora lini, parasite populations can be absent (or present at very low levels) in some years, yet in other years have a significant impact on host population size (reductions of 60-80%; Jarosz & Burdon 1992; J. Burdon, unpublished data) and genetic structure (Burdon & Thompson 1995) . Similarly, in a simple theoretical model, Haldane & Jayakar (1962) showed that once a resistance-susceptibility polymorphism is established in a host population, the sporadic occurrence of a severe epidemic that kills all susceptible individuals once every 10 years is sufficient to maintain a dynamic polymorphism even if resistant plants have a 5 -10% fitness penalty in the absence of disease.
Recently (Ericson et al. 2002) have shown the existence of significant levels of genetic variation for resistance to T. ulmariae in populations of F. ulmaria occurring in northern Sweden. Two of those populations were part of the current metapopulation system. While the level of differentiation in overall resistance among these two F. ulmaria populations was less than that between some of the more distantly placed host populations, there was sufficient variation in overall resistance and in the response of individual open-pollinated families to the T. ulmariae parasite populations to provide the raw materials for selection to act upon. That selection for resistance is actually happening in this system was demonstrated in an assessment of the survival of naturally infected seedlings of F. ulmaria on an island lying just outside the Skeppsvik metapopulation. Over a 5-year period, survival was positively correlated with plant size and negatively with disease severity. Those individuals surviving to the end of the study all showed consistently lower levels of disease throughout the trial.
Pathogen population dynamics across the metapopulation as a whole result from many separate interactions occurring at a range of different spatial scales. In the current study, we have focused on spatial interactions across the Skeppsvik Archipelago to show the existence of a structured hierarchy of interactions among populations on given islands and populations on common island chains. These interactions are a vitally important part of the long-term persistence of the parasite. In addition, they provide vital clues as to the likely relatedness of parasite populations and hence ways in which differences in resistance or virulence may be distributed across the metapopulation. Ultimately though, selection occurs at the level of the individual, and hence within individual populations. In those situations, the probability of self-infection, of infection from other individuals within the population, and of infection from immigrant propagules, all contribute to disease incidence and severity, and hence the intensity of selection on both host and parasite. These interactions are beyond the scope of the current paper.
The finding that this is not a classical metapopulation is consistent with other parasite-plant studies. The observed higher likelihood of infection of F. ulmaria populations showing high disease severity in the previous year is mirrored by a similar tendency in another rust-plant association (Uromyces-Valeriana) occurring on a series of off-shore islands in Sweden. These populations also demonstrated marked within-season epidemic behaviour followed by population crashes and frequent local extinctions (Ericson et al. 1999) . Over a 13-year period the frequency of disease-free populations changed very little, although there was considerable flux in mean local extinction (0-20% year ). In contrast, in the Linum marginale-Melampsora lini association, although major population crashes frequently follow local epidemics the frequency of local pathogen extinction is markedly lower (Jarosz & Burdon 1991) . The pattern is pervasive in other pathogen-host systems. For example, data suggest that measles in Great Britain tends to persist in London, which is a core area that reintroduces infection for the surrounding cities where it has gone extinct (Grenfell et al. 2001) .
Extinction and recolonization rates in host-pathogen systems are likely to be affected by a range of spatial (physical distance between populations) and biological factors (the intersection of particular life-history aspects of both host and pathogen). The question of how to operationally define or classify a metapopulation is not simple. One defining feature of a metapopulation is that the component local populations are linked by limited dispersal. A second feature is demographic instability in local populations. However, both these criteria have ill-defined limits and large collections of subdivided local populations approximately equal in size are called metapopulations, as are subdivided populations with core-satellite dynamics (Harrison et al. 1988) . Despite these shortcomings, the metapopulation concept is a useful principle as it provides a robust framework for assessing dynamics in a wide range of different spatial contexts and for identifying the existence of population or environmental features that influence processes of demographic stochasticity.
