In this paper, the existence of nonoscillatory solutions of the second-order nonlinear neutral differential equation 2, . . . , m), are studied. Some new sufficient conditions for the existence of a nonoscillatory solution of above equation are obtained for general P (t) and Q i (t) (i = 1, 2, . . . , m) which means that we allow oscillatory P (t) and Q i (t) (i = 1, 2, . . . , m). In particular, our results improve essentially and extend some known results in the recent references.
Introduction
Consider the second-order nonlinear neutral differential equation
r(t) x(t) + P (t)x(t − τ )
+ 
With respect to Eq. (1), throughout we shall assume the following:
(i) m 1 is an integer, τ > 0, σ i 0;
(ii) r, P , Q i ∈ C([t 0 , ∞), R), r(t) > 0, f i ∈ C(R, R), i = 1, 2, . . . , m.
Let ϕ ∈ C([t 0 − ρ, ∞), R), where ρ = max 1 i m {τ, σ i }, be a given function and let y 0 be a given constant. Using the method of steps, Eq. (1) has a unique solution x ∈ C([t 0 − ρ, ∞), R) in the sense that both x(t) + P (t)x(t − τ ) and r(t)(x(t) + P (t)x(t − τ )) are continuously differentiable for t t 0 , x(t) satisfies Eq. (1) and
A solution of Eq. (1) is called oscillatory if it has arbitrarily large zeros, and otherwise it is nonoscillatory.
Oscillation and nonoscillation of second-order neutral differential equations have been studied in recent years. We refer the reader to [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] and the references cited therein. The existence of nonoscillatory solution of second-order neutral differential equations received much less attention, which is due mainly to the technical difficulties arising in its analysis.
In 1998, Kulenovic and Hadziomerspahic [5] investigated the existence of nonoscillatory solutions of the second-order linear neutral differential equation
where c is a constant. In 2005, Yu and Wang [9] studies the existence of nonoscillatory solutions of the following second-order nonlinear neutral differential equation:
where f, g ∈ C(R, R). By using Banach contraction mapping principle, they proved the following theorems which extend results in [5] . 
Then Eq. (E) has a nonoscillatory solution.
Theorem B. [9, Theorem 2] Suppose that conditions (H 1 ), (H 2 ) and (H 4 ) hold, and if one of the following two conditions is satisfied:
(H 5 ) P (t) 0 eventually, and 0 < P 1 < 1, (H 6 ) P (t) 0 eventually, and −1 < P 2 < 0,
where P 1 = lim sup t→∞ P (t), P 2 = lim inf t→∞ P (t), then Eq. (E) has a nonoscillatory solution.
In this paper, by using Krasnoselskii's fixed point theorems and some new techniques, we obtain some sufficient conditions for the existence of a nonoscillatory solution of (1) for general Q i (t) (i = 1, 2, . . . , m) and P (t) which means that we allow oscillatory Q i (t) (i = 1, 2, . . . , m) and P (t). In particular, our results improve essentially Theorems A and B by removing the restrictive conditions (H 1 ) and (H 2 ) and relaxing the hypothesis (H 3 ), (H 5 ) and (H 6 ).
Main results
The following some fixed point theorems will be used to prove the main results in this section.
Lemma 1 (Krasnoselskii's Fixed Point Theorem). [3]
Let X be a Banach space, let Ω be a bounded closed convex subset of X and let S 1 , S 2 be maps of Ω into X such that S 1 x + S 2 y ∈ Ω for every pair x, y ∈ Ω. If S 1 is a contraction and S 2 is completely continuous, then the equation
has a solution in Ω.
Theorem 1. Assume that there exist nonnegative constants
Then Eq.
(1) has a bounded nonoscillatory solution.
Proof. By interchanging the order of integral, we note that (2) is equivalent to
By (3), we choose T > t 0 sufficiently large such that
where
be the set of all continuous functions with the norm x = sup t t 0 |x(t)| < ∞. Then C([t 0 , ∞), R) is a Banach space. We define a closed, bounded and convex subset Ω of C([t 0 , ∞), R) as follows:
Define two maps S 1 and S 2 : Ω → C([t 0 , ∞), R) as follows:
(i) We shall show that for any x, y ∈ Ω, S 1 x + S 2 y ∈ Ω. In fact, for every x, y ∈ Ω and t T , we get
Furthermore, we have
Hence,
Thus we have proved that S 1 x + S 2 y ∈ Ω for any x, y ∈ Ω.
(ii) We shall show that S 1 is a contraction mapping on Ω.
In fact, for x, y ∈ Ω and t T , we have
where c 0 = max{c 1 , c 2 }. This implies that
Since 0 < c 0 < 1, we conclude that S 1 is a contraction mapping on Ω.
(iii) We now show that S 2 is completely continuous. First, we will show that S 2 is continuous. Let We choose c 1 = P 1 + ε, c 2 = 0 or c 1 = 0, c 2 = −P 2 + ε. Clearly, c 1 + c 2 < 1 and −c 2 P (t) c 1 . Hence, the conditions of Theorem 1 relaxing the hypotheses (H 3 ), (H 5 ) and (H 6 ).
Remark 3.
Minor adjustments are only necessary to discuss the neutral differential equation
r(t) x(t) + P (t)x(t − τ )
+ F t, x σ 1 (t) , . . . , x σ n (t) = 0, t t 0 ,
where F : [t 0 , ∞) × R × · · · × R → R is continuous, σ i (t) → ∞ (i = 1, 2, . . . , n), as t → ∞, n 1 is an integer. We omit the details.
