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de  la señal de voz como son  la duración o  la calidad, así como once métodos diferentes 
para  su  compensación  y  mejora  del  rendimiento  de  los  sistemas  biométricos.  Estos 
métodos  se  basan  en  técnicas  de  modelado  gaussiano  y  regresión  logística  para 
compensar el desalineamiento de  las puntuaciones  finales del  sistema de  identificación 
en  condiciones  de  variabilidad.  Algunos  de  ellos  han  sido  definidos  previamente  en  la 
literatura  y  otros  constituyen  una  contribución  misma  de  este  proyecto,  como  se 
manifiesta  en  las  dos  publicaciones  derivadas  de  este  trabajo  (1)  (2),  una  de  ellas  de 
carácter  internacional.  Para medir  la  eficacia  de  los  algoritmos  implementados  se  ha 
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Actualmente  el  uso  de  técnicas  de  reconocimiento  y  autenticación mediante  voz  está    
cobrando gran relevancia en todos los ámbitos, ya que supone una forma más segura de 
identificación de personas que mediante  tarjetas o claves que pueden ser extraviadas u 
olvidadas. Algunos de  los ejemplos más  comunes donde  se engloban estos  sistemas  se 
enumeran  a  continuación:  controles  de  acceso,  aplicaciones  telefónicas,  comercio 
electrónico, aplicaciones forenses, domótica y accesibilidad. 
Un  sistema  de  reconocimiento  automático  de  locutor,  en  adelante  SRAL,  es  aquél  que 
pretende  identificar  la  pertenencia  de  un  archivo  de  voz  desconocido  a  partir  de  la 
medida de similitud o parecido frente a un modelo estadístico de locutor que representa 
al  locutor  bajo  estudio.  Este  parecido  entre  las  muestras  de  voz  se  denominada 
puntuación  o  score,  y  estará  directamente  relacionado  con  la  tasa  de  error  de 
identificación del sistema  (rendimiento). Las principales ventajas de  los SRAL  radican en 
que son difícilmente falseables y poco  intrusivos, es decir, el usuario no debe realizar un 
esfuerzo  adicional  que  resulte  incómodo  para  que  un  sistema,  por  ejemplo  de  acceso, 
analice su voz a costa de ganar en seguridad. 
Debido a  la gran diversidad de aplicaciones en  las que puede  implementarse un SRAL, el 
escenario  y  las  condiciones  de  la  locución  del  habla  pueden  presentar  extensas 
diferencias, como por ejemplo en contextos en los cuales la duración del fichero de voz a 
identificar está limitada, como es el caso de las aplicaciones forenses donde la muestra de 
voz  del  usuario  no  identificado  puede  presentar  cualquier  longitud.  Del mismo modo 
ocurre cuando  la calidad de  los archivos de audio presenta variabilidad de un  fichero a 
otro,  debido  en  parte  a  las  condiciones  de  captura  de  la  muestra  (ruido  de  fondo, 
conversaciones  simultáneas,  fidelidad  del  dispositivo  de  adquisición)  y  al  estado 
emocional del hablante en cada caso. 




de un desalineamiento de  las distribuciones  target  (probabilidad de que  la puntuación 
obtenida del sistema cumpla la hipótesis de que modelo y fichero son del mismo locutor) 










voz  corresponde  al  locutor  o  no  (siendo  la  puntuación mayor  o menor  que  el  umbral, 
respectivamente),  o  cuando  se  desea  combinar  diferentes  sistemas  (apartado  3.3). De 
hecho, la compensación de la variabilidad (en términos generales) que presenta la voz, ha 
sido durante  la última década estudio de grandes evaluaciones de carácter competitivo 
como  NIST  SRE  (National  Institute  of  Standards  and  Technology  Speaker  Recognition 
Evaluation) (8), que tratan de evaluar de forma objetiva el rendimiento de la multitud de 
sistemas existentes en  la actualidad  implementados por  la comunidad científica bajo  las 
mismas condiciones de ensayo. Si bien existen técnicas de normalización y compensación 
de  la variabilidad  intrasesión (variaciones durante  la sesión de captura) propuestas en  la 
literatura como T‐Norm (4) o Factor Analysis (9), el estudio llevado a cabo como parte de 
este  trabajo  demuestra  que  no  son  determinantes,  por  lo  que  abre  la  puerta  a  una 










de  diferente  duración  debido  al  desalineamiento  entre 


















medidas  de  calidad  de  la  voz  en  el  rendimiento  de  los  sistemas  automáticos  de 
reconocimiento de locutores en el estado del arte. Esta variabilidad en la calidad o en 
la duración de voz afectará tanto al modelo de entrenamiento, el cual representará al 
individuo  de  forma  estadística,  como  a  la muestra  de  voz  o  fichero  de  test  cuya 
pertenencia se desea conocer.  
2. Dado que en la actualidad no existen bases de datos de carácter abierto con suficiente 
variabilidad  en  cuanto  a  duración,  el  primer  paso  para  acometer  el  estudio  del 
impacto de  la variabilidad en  la  longitud de  las muestras,  será adaptar  las bases de 
datos de NIST  SRE 2006  (9)  y NIST  SRE 2008  (3): para ello  se  crearán dos bases de 
datos nuevas (apartado 5.1) con ficheros de audio entre 3 y 150 segundos. 
3. Una vez estudiado el efecto de la duración en el sistema, el siguiente paso es analizar 

















El  presente  proyecto  fin  de  carrera  ha  contribuido  con  el  grupo  de  reconocimiento 
biométrico ATVS y la comunidad científica en los siguientes aspectos: 
? Estudio del estado del arte en sistemas automáticos de reconocimiento de locutor. 
? Creación  de  dos  bases  de  datos  con  variabilidad  en  cuanto  a  duración  de  las 





los  archivos  de  voz  de  entrenamiento  y  los  ficheros  de  test  (1)  presentadas  a 
continuación:  KLPC  (Kurtosis  of  Linear  Prediction  Coefficients),  KCEP  (Kurtosis 
Cepstral), UBML  (Universal  Background Model  Likelihood),  SNR  (Signal  to Noise 
Ratio) y la recomendación P.563 de la ITU (International Telecommunication Union) 
(ver capítulo 7). 
? Implementación  de  11  técnicas  de  compensación  de  variabilidad  en  las 
condiciones  del  habla  (1)  (2),  algunas  de  ellas  basadas  en  trabajos  previos 
encontrados  en  la  literatura  y  otras  de  carácter  novedoso  como  contribución 
misma de este proyecto. 
? Estudio del rendimiento de  las técnicas de compensación bajo  las condiciones de 
NIST  SRE  2006  y  2008,  haciendo  uso  de  datos  telefónicos  para  compensar  la 
duración y datos  telefónicos y microfónicos para compensar  la variabilidad en  la 
calidad de las muestras de voz. 
Remarcar que tanto el análisis del impacto de la variabilidad en las condiciones del habla 









El  capítulo  2  describe  los  fundamentos  y  características  de  los  rasgos  biométricos 
haciendo  hincapié  en  la  voz,  en  los  aspectos  que  la  hacen  válida  como  característica 
biométrica y sus ventajas como identificador. Seguidamente, los capítulos 3 y 4 abordan el 
estado  del  arte  de  los  sistemas  de  reconocimiento  biométrico  y  los  sistemas  de 
reconocimiento de  locutor, describiendo para estos últimos  las  técnicas existentes en  la 
actualidad  de  clasificación  y  compensación.  Después,  en  el  capítulo  5,  se  describe  de 
forma detalla  tanto el  sistema como  las bases de datos utilizadas para el desarrollo del 
análisis  y  la  elaboración  de  los  experimentos.  El  bloque  central  de  esta  memoria  lo 
componen  los  apartados  6  y  7,  donde  se  analiza  en  profundidad  el  efecto  de  la 
variabilidad en cuanto a duración de  los archivos de voz y su calidad. A continuación se 
definen los métodos a utilizar para compensar su impacto (capítulo 8). Será en el apartado 
9  cuando  se  evalúe  la  eficacia  de  los  algoritmos  propuesto  cuyas  conclusiones  se 
comentarán en el 10, terminando la memoria con futuras líneas de investigación a seguir 
derivadas de este trabajo. 
Al  final  del  trabajo  se  presentan  las  referencias  consultadas  para  la  elaboración  del 
















Hace  cuatro  décadas  la  empresa  IBM  (International  Business Machines)  sugirió  que  el 






• Una característica  física o conductual de  la persona: un rasgo biométrico como 
por ejemplo la voz, intransferible, personal y que siempre se lleva encima, aunque 






aplicaciones  son  la  realización mediante  firma  on‐line  de  transferencias  bancarias,  la 
huella dactilar como medida de apoyo en  la autenticación de criminales o  la voz como 
herramienta de ayuda a  personas con sufren algún tipo de discapacidad motriz. 






















































































Huella dactilar  ≈ ↑ ↑ ≈ ↑ ≈  ≈
Rostro ↑ ↓ ≈ ↑ ↓ ↑  ↑
Geometría de la mano  ≈ ≈ ≈ ↑ ≈ ≈  ≈
Iris  ↑ ↑ ↑ ≈ ↑ ↓  ↓
Voz ≈ ↓ ↓ ≈ ↓ ↑  ↑
Venas de la mano  ≈ ≈ ≈ ≈ ≈ ≈  ↓
Retina ↑ ↑ ≈ ↓ ↑ ↓  ↓
Termografía facial  ↑ ↑ ↓ ↑ ≈ ↑  ↓
Oreja ≈ ≈ ↑ ≈ ≈ ↑  ≈
Firma manuscrita  ↓ ↓ ↓ ↑ ↓ ↑  ↑
Escritura  ↓ ↓ ↓ ↑ ↓ ≈  ↑
Dinámica de tecleo  ↓ ↓ ↓ ≈ ↓ ≈  ≈
Forma de caminar  ≈ ↓ ↓ ↑ ↓ ↑  ≈
ADN ↑ ↑ ↑ ↓ ↑ ↓  ↓
Tabla 2.1. Comparación de los rasgos biométricos en cuanto a nivel de criterios (12). 




los  órganos  que  intervienen  en  su  producción  (apartado  2.3)  así  como  de  factores 
socioculturales y por lo tanto, de alta aceptación en la sociedad como rasgo identificador. 
Por  contra,  es  una  característica  no muy  distintiva  cuando  se  trabaja  con  un  conjunto 
elevado de muestras  (millones de usuarios), ya que depende del estado emocional y su 
tasa  de  error  se  ve  afectada  por  las  condiciones  del  entorno  en  las  que  se  captura. 

































































Es  el  rasgo  biométrico  de mayor  utilización  debido  a  su  gran  poder  discriminativo. De 
hecho, hoy en día constituye aproximadamente el 40% del mercado de  reconocimiento 
biométrico. En cuanto a  su caracterización, existen varias  técnicas para  la extracción de 
patrones   (13), siendo  la más popular  la caracterización de minucias o puntos relevantes 
de  las  crestas  de  la  huella.  Algunas  ventajas  sobre  otros  rasgos  biométricos  son  la 




Es probablemente el método más extendido que  tienen  los humanos para  reconocerse. 
Su principal ventaja es que es un rasgo de carácter no  intrusivo. La aproximación clásica  
más  popular  al  problema  es  reconocer  la  cara  mediante  la  localización  de  formas  y 
atributos  faciales como  los ojos o  los  labios  (15). Algunas de  las  líneas de  investigación 




Se  basa  en  la  realización  de  distintas medidas  características  de  la mano,  incluyendo 
forma, tamaño,  la  longitud y anchura de  los dedos (13). Una ventaja muy  importante de 
este  rasgo  es  que  los  sistemas  de  adquisición  son  económicos,  permitiendo  su 
incorporación  al mercado  dado  su  también  su  carácter  poco  intrusivo.  Algunas  de  sus 
limitaciones  son:  i)  es  un  rasgo  poco  discriminativo,  por  lo  que  su  uso  está  sólo 
recomendado  para  sistemas  de  acceso  privados  en  el  que  el  conjunto  de  usuarios  es 
limitado. ii) requiere de un sistema de captura grande por lo que la hace inapropiado para 
incorporarlo  a  ordenadores  personales  o  dispositivos  móviles.  Actualmente  algunas 













Constituye  un  rasgo  ampliamente  aceptado  por  la  sociedad  por  ser  el  principal 
instrumento  de  comunicación  entre  las  personas.  Es  un  rasgo  tanto  físico  como 
conductual (18), y por ello variable en función del estado de ánimo del sujeto,  lo que  lo 




caracterización.  La  imagen  del  patrón  se  realiza  mediante  emisión  de  luz  de  alta 
frecuencia.  Se  utiliza  en  sistemas  de  alta  seguridad  ya  que  destaca  por  su  buen 
rendimiento (18). 
 RETINA 







y  resuelve  los problemas derivados de  los artefactos así como el peinado como ocurría 
con el reconocimiento facial. 
 OREJA 
Es  una modalidad  emergente  de  gran  acogida  ya  que mediante  técnicas  de  carácter 








rasgo biométrico es el segundo, en el cual  la  firma debe  realizarse sobre una superficie 
especial que es capaz de medir  la variación de  las   coordenadas cartesianas provocadas 
por  el  trazo  de  la  firma  en  función  del  tiempo. Algunos  sistemas  proveen  también  de 
información de inclinación y presión del elemento con el que se firma, lo que los dota de 
un carácter más robusto. En la actualidad, es un rasgo bastante estudiado debido tanto a 





tipo de  identificación exige previamente  la utilización de algoritmos OCR o  lo que es  lo 









La  forma  de  andar  es  muy  distintiva  de  cada  persona.  Sin  embargo  los  sistemas  de 
identificación basados en este rasgo presentan un rendimiento muy por debajo de otros 
sistemas  como  usan  la  huella  dactilar  o  la  voz.  Este  rendimiento  se  ve  afectado  por 
factores como la vestimenta o el peso que pueda portar el sujeto (15). No obstante es un 
rasgo muy útil cuando sólo se tiene una grabación de la persona a identificar como ocurre 











































































































































































































































en  distintas  evaluaciones  abiertas  de  carácter  internacional  en  el  que  el  organismo 
organizador  define  las  bases  de  datos  y  protocolos  a  utilizar,  incentivando  así  la 
investigación de empresas privadas y entidades públicas en este sentido. Un ejemplo de 




















En  la  producción  de  sonidos  hablados  la  laringe  excita  estas  cavidades  produciendo 
distintas  frecuencias de  resonancia denominadas  formantes, que desempeñan un papel 
fundamental en la diferenciación de los sonidos, la forma con la que se pronuncian y por 
lo tanto la identificación del individuo. La detección de estas frecuencias de resonancia se 
































posesión  o  conocimiento  como  ya  se  explicó  al  inicio  de  este  capítulo,  es  necesario 
considerar  las  limitaciones  de  estos  sistemas  que  se  agravan  cuando  se  trabaja  con 
millones de usuarios. Algunas de estas limitaciones se presentan a continuación: 
 RUIDO Y DISTORSIÓN  
El  ruido  es  una  variable  que  introduce  variabilidad  en  la  muestra,  haciendo  que  el 
rendimiento disminuya con  la calidad de ésta. Tratándose de  la voz, se puede entender 
como  el  entorno  que  envuelve  la  información  que  se  desea  transmitir:  voz  de  otros 






Si  bien  es  cierto  que  existen  técnicas  como  factor  analysis  que  reducen  de  forma 
significativa  la variabilidad  introducida por el canal  (9), estas técnicas dependen en gran 
medida  de  la  disponibilidad  de  un  corpus  apropiado,  deseablemente  con  las mismas 
condiciones de la voz a reconocer. Pero este hecho no es frecuente en aplicaciones reales, 
por  lo que motiva  la definición de nuevos algoritmos para  compensar esta  variabilidad 
como se presentan en este trabajo (ver capítulo 8). Para compensar la influencia del ruido 





con  información  de  alto  nivel  como  características  dialectales  o  secuencias  típicas  de 
palabras  que  son  robustas  al  ruido  con  resultados  prometedores  pero  lejos  de  una 
solución definitiva. 
 VARIABILIDAD INTER‐SESIÓN 
La variabilidad  inter‐sesión es típicamente causada por una  interacción  incorrecta con el 
sensor.  Algunos  ejemplos  comunes  en  voz  son:  la  grabación  de  ésta  mediante  un 
micrófono a diferentes distancias, hablar mediante un teléfono distinto con el que se han 
grabado  las conversaciones anteriores, el cambio de voz con  la edad,  la duración de  las 
muestras capturadas o el ruido y distorsión introducida en la señal de voz al capturarla y 
almacenarla.  Típicamente,  para  solucionar  este  problema  la  mejor  aproximación  es 
disponer  de  numerosas  muestras  que  contemplen  toda  la  variabilidad  posible  y 
clasificarlas  en  función  del  archivo  a  enfrentar. Una  vez  realizada  dicha  clasificación  se 
puede  recurrir  a  técnicas  de  normalización  que  eliminen  esta  variabilidad,  como  es  el 
objetivo de este trabajo y cuyos métodos propuestos se describirán en el apartado 8.  
 VARIABILIDAD INTRA‐SESIÓN 
Es  la variabilidad producida en  las muestras por el mismo usuario durante  la  sesión de 
captura.  Típicamente  se  puede  ejemplificar  como  que  la  calidad  y  el  espacio  de 





















También  incluyen  la  creación  de  artefactos  para  imitar  la  identidad  de  otra 
persona,  combatidos  con  la  detección  de  vida  o  combinación  con  el 
reconocimiento de otros rasgos biométricos. 
• Ataques  Hill‐Climbing:  es  un  tipo  de  ataque  que,  cuando  se  tiene  acceso  al 
sistema  de  reconocimiento,  consiste  en  generar  parámetros  de  acuerdo  con  el 















2. Módulo  de  procesado:  que  extrae  las  características  relevantes  del  rasgo 
biométrico.  Algunos  sistemas  incorporan  un  control  de  calidad  que  obliga  a 
recapturar  la muestra biométrica si dicha calidad es  insuficiente para  la posterior 
identificación. 
3. Módulo  de  cálculo  de  similitud  (matching):  que  compara  las  características 
extraídas con el conjunto de características de otro usuario y calcula una medida 
de dicha similitud (puntuación o score). 
4. Base  de  datos:  contiene  el  conjunto  de  características  de  todos  los  usuarios 








ser  inscrito mediante  una  ficha  personal  que  contenga  su  identificador  (ID)  y  el  rasgo 
biométrico a evaluar. Para ello  se  captura una muestra de este  rasgo  cuya  calidad  será 
















En  el modo  verificación  el  usuario  introduce  su  ID  en  el  sistema  y  éste  compara  los 
parámetros extraídos de la muestra capturada con la ya existente en la base de datos, es 














































En el modo  identificación  se desconoce  la  identidad del usuario, por  lo que  se  realizan 
tantas comparaciones como usuarios existen en  la base de datos y se devuelve una  lista 













negativo, es decir,  cuando el usuario a  identificar no  se encuentra en  la base de datos 
obteniéndose como resultado, de igual forma, una lista ordenada. Debido a este problema 
es  común  utilizar  un  umbral  para  dotar  al  sistema  de  robustez  cuando  se  trabaja  con 
conjuntos abiertos. Por el contrario y como ventaja, este tipo de sistemas no necesitan de 

























es  la EER  (Equal Error Rate), que  se define como el punto en el que  la probabilidad de 





usuario  y  el  modelo  almacenado  con  el  que  se  compara  son  la  misma  persona 
(distribución  target)  y  a  la  hipótesis  en  el  que  ambos  no  coinciden  (distribución  non 
target).  Por  lo  tanto,  si  se  compara  el  modelo  del  supuesto  usuario  frente  a  las 




mismo umbral,  respectivamente.  La misma  situación puede definirse mediante  la  curva 





seguridad.  Un  ejemplo  típico  podría  ser  la  autenticación  para  realizar  una 
transferencia bancaria, escenario en el que es preferible que el usuario tenga que 
ingresar sus datos más veces contar de dotar al sistema de una cierta robustez. 
• Interesará un umbral bajo, que  implica una PFR baja, en  aplicaciones donde  la 
privacidad no sea un requisito  indispensable. Un ejemplo de este caso podría ser 










La  relación  entre  la  PFA  y  la  PFR  se  representa  típicamente mediante  las  curvas  DET 
(Detection Error Trade‐off)  (Figura  3.6), donde  interesará que  la  curva  representada esté 
más  cerca  del  origen  ya  que  significará  que  la  discriminación  entre  las  distribuciones 
target y non  target es mayor,  siendo así el  sistema más  robusto  frente a  los errores de 
clasificación.  
Aunque  el  uso  del  EER  como medida  de 
rendimiento  está  ampliamente  extendido 
(26), si el umbral establecido es distinto de 
este  punto  la medida  puede  no  ser muy 
representativa,  por  lo  que  existen  otras 
medidas  alternativas  como  el  MinCllr, 
definido entre 0 y ,1 que tienen en cuenta 
lo bueno que es un sistema discriminando 
para  cualquier  umbral  (representan  de 
forma cuantitativa la curva DET completa y 
no  sólo  un  punto  como  el  EER).  Esta 
medida  de  rendimiento  se  define 
cualitativamente  de  la  siguiente  forma: 
cuanto mayor MinCllr  peor  discriminación 
(correspondiendo el valor 1 a las distribuciones target y  non target totalmente solapadas) 



































se  deberá  a  que  se  obtiene  más  información  característica  del  sujeto  o  con  menor 
distorsión que, combinándola de manera apropiada, mejorará el rendimiento del sistema 
global.  A  este  concepto  se  le  denomina  fusión  de  sistemas  y  existen  varias  formas  de 
implementarlo (28) (ver Figura 3.7):  
• a  nivel  de  sensores:  utilizando  diferentes  instrumentos  de  medida  que  se 
distorsionan de forma diferente. En voz, pueden emplearse técnicas para fusionar 
datos de procedencia microfónica con telefónica. 
• a  nivel  de  muestras:  utilizando  diferentes muestras  adquiridas  bajo  el  mismo 
sensor en iguales o diferentes condiciones de entorno. 
• a  nivel  de  instancias:  utilizando  el  mismo  rasgo  biométrico  pero  diferente 








por ejemplo, el  reconocimiento de voz con el de  rostro para diseñar un  sistema 
global más  robusto.  Estos  sistemas  solucionan  en  parte  el  problema  de  la  no 
universalidad  y  el  de  la  escasa  disponibilidad  de muestras  biométricas  de  una 


















































































• Reconocedores de alto nivel, que se centran en  la  información hablada como el 
tipo de  lenguaje empleado,  las pausas,  la melodía o el número de veces que  se 
repiten  ciertas palabras o  ciertos  fonemas. Este  tipo de  sistemas  se presuponen 
más  robustos  frente a  ruido y distorsión, perturbaciones que  sí afectan a  los de 
bajo nivel. Las líneas de investigación actuales apuntan a algoritmos complejos que 
ofrecen  un  peor  rendimiento  que  los  de  bajo  nivel  cuando  la  duración  de  la 
muestra es  inferior a 10 minutos (30). Aún así, estas  investigaciones son de suma 
importancia  pues  estos  sistemas  ofrecen  gran  complementariedad  al 
reconocimiento  de  bajo  nivel.  Este  grupo,  a  su  vez,  puede  dividirse  en  varios 
niveles diferentes entre los que destacan el prosódico, el lingüístico y el fonético. 
• Reconocedores  de  bajo  nivel,  que  caracterizan  al  hablante  desde  la  fase  de 
producción de  voz, etapa en  la que  intervienen  los órganos  ya estudiados en el 
apartado 2.3.1. Caracterizan  la  información asociada con el espectro de  la señal, 
como  el  tono,  las  frecuencias  de  resonancia  o  formantes,  la  coarticulación  y  la 
concatenación de los sonidos. Éste nivel también se denomina acústico‐espectral. 
Para  construir  un  buen  sistema  de  reconocimiento  automático  de  locutor,  en  adelante 
SRAL, es importante saber combinar de la manera adecuada los diferentes reconocedores. 
Por  lo  tanto,  una  división más  precisa  de  los  niveles  citados  se  define  de  la  siguiente 
manera: 
• Nivel  lingüístico: hace referencia a  las características relacionadas con el uso del 
lenguaje y por  lo  tanto depende de aspectos  como  la educación, el origen y  las 
condiciones sociológicas del hablante (30). 
• Nivel  prosódico:  es  el  principal  responsable  de  dotar  a  la  voz  de  naturalidad  y 



















































































































































































2. Se  realiza un análisis  localizado mediante  la aplicación de ventanas,  típicamente 
ventanas  Hamming  o  rectangular  de  20  ms  de  duración,  que  presentan  en 
frecuencia  un  compromiso  entre  el  tamaño  del  lóbulo  principal,  que  debe  ser 
estrecho,  y unos  lóbulos  secundarios bajos. A  continuación  se presente  la  señal 
enventanada definida como: 
ݔሺ݉ሻ ൌ ݏሺ݊ሻ · ݓሺ݉ െ ݊ሻ,       ݊ א ሾ݉ െ ܰ ൅ 1, ݉ሿ 
donde  ݔሺ݉ሻ  es  el  resultado  de multiplicar  la  señal  original  de  voz  ݏሺ݊ሻ  por  la 
ventana temporal ݓሺ݊ሻ siendo N la duración de la ventana aplicada. 
Con este  tipo de ventanas  se pretende  reducir  la distorsión en  la mayor medida 
posible  en  señal  final,  ya  que  la  multiplicación  temporal  se  convierte  en  una 
convolución en  frecuencia.  La  ventana Hamming, utilizada para  la extracción de 
características  del  sistema  utilizado  en  este  proyecto  tiene  una  estructura 
temporal en forma de coseno alzado (ver Figura 4.2): 
ݓሺ݊ሻ ൌ ቊ0.54 െ 0.46 · cos൫
2ߨ݊
ܰ െ 1ൗ ൯, 0 ൑ ݊ ൑ ܰ െ 1
0,                                                                      ݁݊ ݈݁ ݎ݁ݏݐ݋
 

















































Aunque  los  coeficientes más  representativos  son  los MFCC  existen  otros  como  los  LPC 
(Linear  Prediction  Coefficients),  cuyo  uso  también  se  encuentra muy  extendido  en  el 
ámbito del reconocimiento de voz. Estos coeficientes se basan en la fuerte correlación de  
muestras  consecutiva  en  el  habla,  por  lo  que  una  muestra  se  puede  definir  como 
combinación  lineal  de  las  anteriores.  De  esta manera,  y  asemejándolo  al modelo  de 
producción de voz,  formado por diferentes modelos matemáticos que definen de  forma 
determinista  el  tracto  vocal,  se  puede  establecer  una  relación  para  definir  un  sistema 
lineal que responda a la envolvente espectral de la voz del usuario. Por lo tanto, y a través 
del análisis de predicción lineal (que queda fuera de este proyecto) se pueden definir los 
coeficientes  LPC  como  los polos de dicho  filtro, por  lo que  serán  representativos de  la 
identidad del usuario y de gran utilidad en el campo del reconocimiento de voz. 








aplicación  muy  común  es  el  reconocimiento  de  idioma,  que  por  ejemplo  puede  ser 
incorporado  a  un  número  de  emergencia  para  transferir  al  usuario  que  llama 
directamente  a  una  persona  que  hable  su  lengua.  Otras  aplicaciones  derivadas  del 
reconocimiento de voz son  la  identificación de  individuos, ya sea en ámbitos  forenses o 














Este  tipo  de  sistemas  ha  experimentado  un  gran  desarrollo  durante  las  dos  últimas 
décadas ya que presentan un desafío en cuanto a conocimiento científico se refiere al ser 
desconocido  el  contenido  lingüístico  de  la  locución  a  reconocer.  Son más  comunes  en 
reconocimiento  automático  de  locutor  ya  que  cualquier  indicio  de  voz  sirve  para 
identificar  a  un  usuario  al  no  estar  sujeto  a  un  texto  específico.  Están  basados, 
principalmente, en el nivel  acústico  (características espectrales de  la  voz).  Los  sistemas 
típicos  que  se  utilizan  en  la  actualidad  incluyen  los  modelos  de  mezclas  gaussianas 
(GMM),  las  máquinas  de  vectores  soporte  (SVM)  y  sistemas  híbridos  GMM‐SVM 
(SuperVectors). 








ello  será  necesario  crear  un modelo  del  locutor  a  través  de  las  características  de  su 
locución,  que  será  el  que  se  compare  o  enfrente  con  la  información  extraída  de  los 














probabilidades  de  transición  entre  estados  y    los  bj(Om)  la  probabilidad  de  observar  la 













posibles,  que  se  convierte  en  una  solución  impracticable  cuanto  mayor  es  el 
número de estados. Por lo tanto, se utilizan otros algoritmos como los Forward  o 
Backward que consiguen llegar a una solución computacionalmente aceptable. 
2. Problema  de  reconocimiento  de  estados:  ¿Cómo  encontrar  la  secuencia  de 
estados que mejor se ajusta a las observaciones? 
Puede  ocurrir  que  la  secuencia  de  estados  no  tenga  sentido  (si  por  ejemplo  la 
coarticulación de esos  fonemas no exista en ese  idioma). Por  lo  tanto habrá que 






máxima  verosimilitud,  en  el  que  se maximiza  la  probabilidad  de  la  observación 
dado el modelo. Para ello se inicializa el modelo de forma aleatoria y se itera sobre 
los datos disponibles hasta cumplir con el criterio de máxima verosimilitud fijado. 
Un sistema basado en HMM modela de  forma estadística  la acústica de  la voz teniendo 





Cada  estado  del  HMM  puede  considerarse,  a  su  vez,  como  un  modelo  de  mezclas 
gaussianas o GMM. Un GMM es un modelo estadístico que define  las distribuciones de 






ߠ ൌ ሼ߱௜, ߤ௜ , ߑ௜ሽ 
Ante una observación ݔ desconocida, el modelo GMM asigna una puntuación relacionada 
con la verosimilitud entre el modelo y la muestra observada. La siguiente fórmula define 
la  probabilidad  de  observar  el  parámetro  ݔ  de  dimensión  D,  dada  la  hipótesis  target, 
como  una  suma  ponderada  de  las  funciones  densidad  de  probabilidad  de  dichas 
gaussianas características del usuario (Figura 4.6): 















a) Distribución  espacial  de  los  coeficientes
espectrales 1  y 2 para distintas muestras de  voz 
del mismo locutor. 










 ൑ ݑ    ՜ ݏ݁ ܽ݌ݑ݁ݏݐܽ ܽ ݍݑ݁ ݔ ܿ݋ݎݎ݁ݏ݌݋݊݀݁ ݈ܽ ݈݋ܿݑݐ݋ݎ.       
൐ ݑ    ՜ ݏ݁ ܽ݌ݑ݁ݏݐܽ ܽ ݍݑ݁ ݔ ݊݋ ܿ݋ݎݎ݁ݏ݌݋݊݀݁ ݈ܽ ݈݋ܿݑݐ݋ݎ.  
Para  estimar  ݌ሺݔ|݊݋݊ ݐܽݎ݃݁ݐሻ se  hace  uso  del  modelo  universal  o  UBM  (Universal 
Background Model).  El UBM  es  un modelo  de  1024  gaussianas  entrenado  con  toda  la 
información de voz disponible, de tal manera que las gaussianas obtenidas representan a 



































que  hace  uso  del  algoritmo  EM  (Expectation Maximization)  (35)  para  transformar  las 
diferentes gaussianas de forma independiente variando su media y covarianza (Figura 4.7). 
Esta adaptación opera parámetro a parámetro de los GMMs y considera que el coeficiente 
del modelo  independiente del  locutor es  la  información a priori  sobre dicho parámetro 
para después, con la nueva información observada del locutor, estimarlo. La nueva media 
para la gaussiana m en el estado j se calculará mediante la siguiente fórmula, donde τ es el 









































parámetros  O  de  test,  relacionada  con  la  probabilidad  de  que  el  modelo  de 
entrenamiento (ߣ௧) observe esos mismos parámetros se define como puntuación (score), 
y  será una magnitud  fiable de pertenencia de estos coeficientes característicos  siempre 
que  se  disponga  de  las  probabilidades  condicionadas  (el  resultado  de  enfrentar  ese 
fichero de test frente a modelos conocida su pertenencia o no pertenencia). 






principal  objetivo  es  establecer  una  frontera  de  separación  entre  clases  en  el  dominio 
transformado  (36). De esta manera, al evaluar una muestra de voz dado  su modelo de 
entrenamiento, si sus características caen 
del  lado  target  se  puede  decir  que muy 
probablemente  el usuario de  la muestra 
de  voz  y  el modelo  enfrentado  sean  la 
misma persona. De  igual modo  se podrá 
decir  de  la  clase  non  target  si  las 
características  del  fichero  de  test  se 
encuentran al otro lado de la frontera. En 
este  tipo  de  sistemas  la  puntuación  se 
expresa como la distancia de los vectores 
al hiperplano de separación. Dada su gran 
flexibilidad  y  buen  comportamiento  es 
una de  las  técnicas más populares  en  la 




con  un  SVM,  por  lo  que  estos  vectores  se  transforman  usando  técnicas  como  GLDS 
(Generalized  Linear  Sequence  Kernel),  aumentando  su  dimensión  hasta  encontrar  un 
hiperplano  que  separe  dichos  conjuntos  de  características.  La  Figura  4.8  muestra  dos 









vectores  a  una  dimensión  mayor  mediante  la  transformación  adecuada  se  consigue 
generar  un  hiperplano  que  diferencie  a  ambos  locutores,  es  decir,  si  otro  vector  de 
características  puntúa  por  debajo  del  hiperplano  en  el  espacio  transformado  muy 
probablemente  corresponderá  al  locutor  cuyo  modelo  se  rija  por  los  parámetros 
representados mediante  cuadrados  (enfrentamiento  target),  y en  caso  contrario  tendrá 
muchas posibilidades de pertenecer al otro usuario (enfrentamiento non target). 





















En  este  apartado  se  explican  diferentes  técnicas  que  se  utilizan  en  la  actualidad  para 
minimizar  el  efecto  del  ruido  y  otras  perturbaciones  introducidas  por  el  canal  de 
transmisión. Estas perturbaciones se engloban en  lo que se denomina variabilidad  inter‐
sesión, ya explicada en el apartado 2.3.2. 
Si bien  la disminución de  las perturbaciones es un parámetro  importante para definir su 
rendimiento, éste  también está caracterizado por el dominio en el que  se aplican estas 
técnicas  (a nivel de parámetros, modelos o  scores),  si  requieren de entrenamiento o  si 
necesitan trabajar mediante los datos etiquetados previamente del canal. 
 CMN (CESPTRAL MEAN NORMALIZATION) 
La  normalización  por  media  cesptral  es  una  técnica  muy  popular  en  el  ámbito  de 
normalización de  canal debido  a  su  sencillez.  Trabaja  en el dominio de  los parámetros 
característicos del hablante y no requiere ni entrenamiento ni etiquetado previo del canal. 
Consiste en, supuesto el canal lineal invariante durante toda la locución, eliminar el efecto 
del  canal  en  el  dominio  cesptral  eliminando  de  cada  coeficiente  su media  ponderada 
calculada a través de toda la locución (39). 
 FILTRADO RASTA 
Explota  las diferencias entre  las propiedades temporales del habla y  las propiedades del 
canal. Consiste en filtrar cada componente cepstral mediante un filtro paso banda bajo la 
hipótesis  de  que  cualquier  constante  o  componente  de  variación  demasiado  lenta  o 
rápida no es habla. El filtro a aplicar se define a continuación (40): 
ܪሺݖሻ ൌ 0.1 · ݖସ ·
2 ൅ ݖିଵ െ ݖିଷ െ 2 · ݖିସ
1 െ 98 · ݖିଵ
 
Aunque  es  también  un  método  que 
trabaja en el dominio de los parámetros y 
no  requiere  ni  de  entrenamiento  ni  de 


















varianza  unidad.  Se  basa  en  que  la 
distorsión  de  canal  modifica  la 
distribución  real  de  los  coeficientes 
cepstrales  en  cortos  periodos  de 
tiempo (41).  
Trabaja  en  el  dominio  de  los 
parámetros  y  no  requiere  ni 
entrenamiento ni etiquetado de canal. 
 FM (FEATURE MAPPING) 
Esta  técnica  de  normalización  presenta  unos  resultados mejores  que  FW  (42).  Es  una 
técnica que entrena un conjunto de transformaciones no lineales para asignar un espacio 
de características neutral a uno dependiente del canal. Esto se logra entrenando un GMM 
con  información  de  todos  los  posibles  canales  convirtiéndolo  en  un modelo  libre  de 
contexto, para posteriormente adaptar ese modelo universal a los parámetros del modelo 
original. Teniendo un conjunto de GMMs dependientes del contexto, las locuciones de voz 
pueden enfrentarse  con  cada uno de ellos  y determinar el más parecido para después 
mapear  estas  locuciones  a  un  espacio  de  características  sin  información  de  canal. 
Originalmente la generación de los GMMs dependientes de contexto se hace etiquetando 
los diferentes canales a modelar. 









Es  una  técnica  de  compensación  desarrollada  en  los  últimos  años  que  ha  demostrado 
reducir  de  forma  significativa  la  influencia  del  canal  en  las  locuciones  (9).  Consiste  en 
modelar  las  direcciones  de  máxima  variabilidad  interlocutor  e  intra‐locutor  de  las 
características  extraídas  del  habla. A  partir  de  esta  información  se  trata  de  compensar 
aquellas  variaciones  relacionadas  con  la  variabilidad  intra‐locutor  y  mantener  las 
variaciones interlocutor. La gran limitación de esta técnica es que su rendimiento depende 






intersesión  (canal, entorno, etc.)  (43), y es propiamente una variante de  JFA usada  con 
sistemas SVM. Para implementar esta técnica se pueden distinguir dos pasos importantes: 
por  un  lado,  la  creación  de  una matriz  de  referencia  que  se  usa  para  compensar  los 
vectores  y  por  otro  lado  la  compensación  en  sí  de  estos.  Está  demostrado  que  la 
variabilidad  intersesión  sólo afecta, principalmente, a algunas dimensiones de  los datos 
de  entrada,  por  lo  que  realizando  una  proyección  de  los  coeficientes  en  el  dominio 
cepstral se eliminará en gran parte el efecto nocivo del canal, pero eso sí,  introduciendo 






de  peores  resultados,  por  lo  que  habrá  que  llegar  a  un  compromiso  entre  coste 
computacional  y  rendimiento  obtenido  según  la  disponibilidad  de  una  base  de  datos 
apropiada (variable en cuanto a calidad y con diferentes canales de transmisión). Este es 
el caso de factor analysis, que ofrece un rendimiento notable y un coste computacional no 
muy  elevado  en  la  realización  de  las  comparaciones  mediante  las  técnicas  de 
implementación  actuales  (44).  Otro  aspecto  a  considerar  de  gran  importancia  es  el 
dominio  de  trabajo:  el  rendimiento  de  los  algoritmos  que  trabajan  en  el  dominio  del 





Es  evidente  que  la  mejor  solución  para  lograr  eliminar  el  efecto  del  canal  y  poder 
comparar  el  modelo  del  locutor  con  los  parámetros  de  test  en  un  espacio  de 
características  común, es utilizar varios de  los métodos brevemente descritos de  forma 








CMN  Parámetros  NO NO 
RASTA  Parámetros  NO NO 
Wiener  Parámetros  NO NO 
FW  Parámetros  NO NO 
FM  Parámetros  SÍ SÍ 
JFA  Modelado  SÍ NO 




La  normalización  se  define  como  una  transformación  de  los  scores  de  salida,  de  un 
sistema de reconocimiento de locutor, con el objetivo de reducir el desalineamiento de las 
distribuciones  target  y  non  target  debido  a  variaciones  en  las  condiciones  de  los 
enfrentamientos  (45).  Principalmente  se  emplea  para  eliminar  la  dependencia  del 
enfrentamiento  con  el  canal  de  adquisición  pero  también  sirve  para  homogeneizar  los 
rangos de los scores de cara a la fusión de distintos sistemas (uno puede medir similitudes 
como GMM y otro distancias como hacen los sistemas SVM). Adicionalmente, como es el 
caso  que  en  este  proyecto  se  estudia,  las  normalizaciones  ayudan  a  situar  las 
distribuciones en el mismo rango de cara a situar un umbral común para el sistema y no 






















parámetros de  la distribución de  los  scores non  target  supuesta gaussiana y obtenida a 
través  del  enfrentamiento  del modelo  de  test  y  la  cohorte  de  impostores  y  ݏ்௡௢௥௠  se 
define como el score normalizado.  A la hora de aplicar T‐Norm la selección de la cohorte 
de  modelos  es  un  elemento  importante  y  sujeto  a  investigación.  Debe  utilizarse  un 
número elevado de modelos de características similares a  los modelos de usuario. Para 
este trabajo se ha realizado T‐Norm con una cohorte de modelos de impostores de la base 
de  datos  de  NIST  SRE  2005,  con  aproximadamente  100  modelos  para  cada  sexo  (la 




el modelo  de  entrenamiento  el  que  se  compara  a  una  cohorte  de  ficheros  de  test  de 
usuarios impostores para obtener la distribución non target de la cual se extraen la media 









normalizado. El  resultado de aplicar esta  técnica será el alineamiento de  los scores non 












En  la  actualidad,  existen  numerosas  técnicas  basadas  en  T‐Norm  y  en  Z‐Norm  para 
compensar la variabilidad inter‐sesión a nivel de puntuación. Algunas de ellas normalizan 
por  dispositivo  (Handset‐Norm)  o  por  canal  (Channel‐Norm)  (49),  donde  la  media  y 
desviación  se  obtiene  de  una  cohorte  de  segmentos  de  test  con  variabilidad 
correspondiente a cada caso (dispositivo o canal). Sin embargo, existen otras técnicas que 
consideran a la vez la información del modelo de entrenamiento y del fichero de test para 
la normalización de  las puntuaciones y en consecuencia,  la eliminación de  la variabilidad 



























En  esta  sección  se  definen  los  protocolos  experimentales  seguidos  para  analizar  y 
compensar el  impacto de  la  variabilidad en  las  condiciones del habla  (duración  y otras 
medidas  de  calidad),  se  detallan  las  bases  de  datos  utilizadas  y  se  describe  el  sistema 
mediante  el  cual  se  han  obtenido  los  resultados  de  análisis  (capítulos  1  y  7)  y 
compensación (capítulo 9). 
5.1 PROTOCOLOS: EVALUACIONES NIST SRE 
El organismo norteamericano NIST  (National  Institute of  Standards and Technology)  (8) 
organiza evaluaciones bianuales abiertas de carácter competitivo en  las que se elaboran 
bases  de  datos  y  se  definen  una  serie  de  tareas  o  protocolos  para medir  de manera 
objetiva el  rendimiento, bajo  las mismas  condiciones, de  los  sistemas presentados.  Las 





de  las  muestra  de  voz,  es  necesario  disponer  de  una  base  de  datos  específica  que 
contenga suficientes archivos de cualquier longitud.  Para ello, se han creado dos bases de 




short3  parte  telefónica  (3)  para  testearlos.  En  ambos  casos  los  archivos  provienen  de 
hablantes masculinos y femeninos. Son de carácter conversacional y de aproximadamente 







NIST SRE 06 NIST SRE 08
Target  Non target Target Non target





segundos  de  habla  neta  (después  de  eliminar  los  silencios).  El  número  de  archivos  y 
enfrentamientos resultantes se presenta en  la Tabla 5.3 y  la Tabla 5.6 de forma respectiva, 
donde  la  columna Modelos hace  referencia al número de  ficheros de voz  creados para 








Hombres  Mujeres Ambos Hombres Mujeres  Ambos
Modelos  Tests  Modelos  Tests  Modelos Tests Modelos Tests Modelos Tests  Modelos Tests
352  1.604  462  2.127  814  3.731 648 895 1.140 1.678  1.788 2.573
  DurTelSRE06  DurTelSRE08 
  Hombres  Mujeres  Ambos Hombres Mujeres  Ambos
Duración  Modelos  Tests  Modelos  Tests  Modelos Tests Modelos Tests Modelos  Tests  Modelos Tests
3  352  1604  461  2125  813 3729 648 895 1140  1678  1788 2573
10  351  1604  461  2124  812 3728 648 895 1140  1678  1788 2573
15  350  1604  461  2123  811 3727 648 895 1140  1678  1788 2573
20  349  1604  461  2123  810 3727 648 895 1140  1677  1788 2573
30  349  1599  459  2120  808 3719 646 894 1135  1672  1781 2566
40  347  1586  456  2107  803 3693 641 887 1131  1664  1772 2551
50  345  1568  451  2089  796 3657 634 866 1123  1638  1757 2504
60  341  1535  445  2048  786 3583 612 844 1097  1599  1709 2443
100  243  1166  324  1572  567 2738 435 593 842  1224  1277 1818

















































































































































































































3,3  3613 47367 3832 33218
10,10  3610 47314 3832 33218
15,15  3610 47222 3832 33218
20,20  3605 47177 3832 33218
30,30  3593 46951 3807 32989
40,40  3550 46404 3769 32684
50,50  3496 45567 3697 31885
60,60  3406 44095 3523 30330
100,100  1970 24281 2297 17233




en  los  experimentos  con  el  objetivo  de  aumentar  la  variabilidad  de  los  indicadores  de 
degradación,  dando  lugar  a  dos  tipos  de  experimentos  que  utilizan  bases  de  datos 
distintas: 
• Compensación de ficheros telefónicos: entrenando  los algoritmos con  la base de 
datos  de NIST  SRE  2006  protocolo  1con4w  1conv4w  y  evaluando  los  resultados 
sobre  la  base  de  datos  de  NIST  SRE  2008  protocolo  short2‐short3  (parte 
telefónica). 
• Compensación de ficheros telefónicos y microfónicos: en este caso se ha utilizado 
únicamente  la  base  de  datos  de NIST  SRE  2008  protocolo  short2‐short3  en  sus 



























estudiados  por  los  distintos  grupos  de  reconocimiento  biométrico  existentes  en  el 
panorama internacional como es el ATVS. 
























2005  compuesta  por  100  locutores  para  las  condiciones  tel‐tel  y  tel‐mic,  y  100 
locutores telefónicos y 240 microfónicos para las condiciones mic‐tel y mic‐mic. 
 MODELADO GMM 
• Entrenado con dos UBMs distintos, uno para  la condición  tel‐tel   y otro para  las 






























lo  cual  constituye  una  contribución  misma  de  este  proyecto.  Este  hecho  se  debe 
principalmente a la propia configuración de las tareas en las evaluaciones NIST, en las que 
existe mucha información de variabilidad en cuanto calidad pero apenas varía la duración 
de  los  archivos  de  voz  a  utilizar,  oscilando  estos  alrededor  de  los  150  segundos.  No 
obstante, existe un gran  conjunto de escenarios de aplicación donde  la  longitud de  las 
muestras de voz a  reconocer puede variar, como es el caso de  las aplicaciones  forenses  
(50), donde la variación de la locución a identificar implicaría crear un escenario similar a 






distribuciones  target  y  non  target  de  scores  en  función  de  la  duración  de  los  archivos 
involucrados  en  el  enfrentamiento,  lo  cual  supone  una  degradación  del  rendimiento 
global del sistema cuando se evalúa de forma conjunta esas puntuaciones dependientes 
de  la  longitud  de  los  archivos  (6).  Con  el  objetivo  de  estudiar  la  influencia  de  la 
configuración de  las muestras en relación al sistema, el estudio  llevado a cabo presenta 
dos objetivos principales: 
• El  principal  objetivo  de  este  análisis  es  determinar  el  comportamiento  de  la 
variabilidad de la duración en test habiendo usado T‐Norm definido mediante una 










umbral, o de homogeneizar  las distribuciones en un mismo  rango para  fusionar 
este  sistema  con  otros  (50).  Este  hecho  motiva  el  uso  de  algoritmos  que  se 
estudiarán en la sección 8 para compensar a nivel de score esta variación. 
• Como objetivo secundario y ya que la base de datos se ha diseñado para que tenga 
variabilidad  en  cuanto  a  duración  del  fichero  de  test  y  del  modelo  de 
entrenamiento, se ha procedido estudiar el impacto de la duración de éste último 




de  compensación  propuestos  dependiendo  de  si  se  utiliza  normalización  de 
puntuaciones dependiente de modelo o no en trabajos futuros. 







• Curvas  DET  ࡰ࢚ࢋ࢙࢚:  sobre  los  subconjuntos  de  scores  dependientes  de  duración 
agrupados por longitud del fichero de test ignorando la del modelo (es decir, todas 
las  duraciones  de  los  diferentes  ficheros  que  entrenaron  los  modelos  se 
consideran de forma simultánea). 
• Curvas DET ࡰ࢓࢕ࢊࢋ࢒࢕: sobre  los subconjuntos de scores dependientes de duración 
agrupados  por  longitud  del modelo  de  entrenamiento  ignorando  la  del  test  (es 
decir,  todas  las  duraciones  de  los  diferentes  ficheros  de  test  se  consideran  de 
forma simultánea). 
• Distribuciones Kernel ࡰ࢚ࢋ࢙࢚: distribuciones de probabilidad sobre los subconjuntos 
de  scores  dependientes  de  duración  agrupados  por  longitud  del  fichero  de  test 
ignorando la del modelo. 
• Distribuciones  Kernel  ࡰ࢓࢕ࢊࢋ࢒࢕:  distribuciones  de  probabilidad  sobre  los 















6.4,  donde  se  ilustra  el  efecto  en  cuanto  a  rendimiento  en  condiciones  de  duración 
extrema para las bases de datos DurTelSRE06 y DurTelSRE08:  
• La  figura a), en  cada  caso, presenta  las distribuciones Kernel3 de  scores  target y 
non  target  generadas mediante  el  sistema  GMM‐UBM  del  ATVS  implementado 
para las evaluaciones de NIST SRE 2008 (apartado 5.2). Cada par de distribuciones 





Interpretando  estas  representaciones,  se  puede  ver  cómo  a  medida  que  aumenta  la 
duración del archivo de test o del modelo la EER disminuye aumentando la discriminación 
del  sistema  (ver  curvas  DET)  ya  que  se  dispone  de  más  información  característica 
perteneciente  al  usuario.  Por  otra  parte,  observando  las  distribuciones  se  diferencia 
claramente  como  cuando  la  duración  del  archivo  de  audio  es  pequeña,  ya  sea  para 
entrenar el modelo (Figura 6.1 y Figura 6.3) o el fichero de test a reconocer (Figura 6.2 y Figura 
6.4),  sus distribuciones  se encuentran casi  totalmente  solapadas derivando en cerca del 
peor  EER  posible  (50%).  Sin  embargo,  cuando  la  duración  aumenta  éstas  se  separan 
contribuyendo a la robustez del sistema. Por lo tanto, viendo el fuerte desalineamiento en 
cualquiera de los cuatro casos (DurTelSRE06 y 08 para ܦ௠௢ௗ௘௟௢ y ܦ௧௘௦௧) se puede entender 








el  punto  adecuado  para  la  distribución  de  3  segundos  implicaría  considerar  todos  los 
usuarios  como  impostores  si  su modelo  se  entrenara  con más  información  (100  y  150 
segundos  en  el  ejemplo).  Este  efecto  puede  verse  con  claridad  en  la última  fila de  las 
figuras ya que en ella se representa el desajuste considerando un sistema que trabaje con 
cualquier duración de entrada. 
a) Distribuciones  Kernel para  DurTelSRE06 y  duración 
variable en el modelo. 




a) Distribuciones  Kernel para  DurTelSRE06 y  duración 
variable en el test. 

















































































































































































a) Distribuciones  Kernel  para  DurTelSRE08 y  duración 
variable en el modelo. 




a) Distribuciones  Kernel  para  DurTelSRE08 y  duración 
variable en el test. 
b) Curvas  DET para  DurTelSRE08 y 
duración variable en el test. 
Figura 6.4. Efecto del desalineamiento debido a la variabilidad en la duración del test (DurTelSRE08). 
Por  lo tanto, y a  la vista de  los resultados obtenidos, cuando se disponga de un sistema 
que  puede  trabajar  con  archivos  de  voz  de  múltiples  duraciones,  es  recomendable 
disgregar  el  problema  en  tantas  partes  como  longitudes  se  dispongan  para  aplicar  la 
normalización pertinente a cada locución y después evaluar el sistema de forma conjunta. 
   














































































































































































tendencia  de  la  media  y  la  desviación  típica  de  las  distribuciones  en  función  de  la 
duración. De esta manera, se puede apreciar cómo según aumenta la duración las medias 
de las distribuciones se alejan reduciendo la PFR y la PFA (área de solape dado un umbral)  
aumentando  la  discriminación  del  sistema.  Este  aumento  en  la  discriminación  se  ve 
afectado de forma negativa por un aumento en la desviación típica de las curvas, el cual es 































































































Por otra parte, se sabe que  la variación de  la duración del modelo y del  test  influye de 
manera  negativa  cuando  de  reconocer  a  un  usuario  se  trata,  pero  ¿cuál  de  las  dos 





observándose un peor  rendimiento cuando  la duración del modelo disminuye de  forma 
drástica.  Sin  embargo,  que  la  duración  del  test  sea  baja  sólo  influye  de  forma  muy 
negativa  cuando  la  del modelo  también  lo  es.  Por  lo  tanto,  se  puede  concluir  que  la 
autenticación será más fiable cuanta más  información se tenga del modelo y que  la falta 
de  longitud de  la muestra de test es menos crítica debido a  la T‐Normalización  llevada a 
cabo. 


























































































a) MinCllr en  función de  la duración del modelo y del 
test para DurTelSRE06. 





































































































c) MinCllr en  función de  la duración del modelo y del 
test para DurTelSRE08. 
d) MinCllr en  función de  la duración del modelo y del 
test para DurTelSRE08. 
Figura 6.8. Evolución del MinCllr en función de la duración del modelo y del test (DurTelSRE06 y DurTelSRE08). 
Otra  forma de visualizar el buen comportamiento del sistema cuando  la duración de  las 
muestras  de  voz  se  enfrentan  es  elevada,  es mediante  la  representación  en  3D  de  las 
medias y desviaciones  típicas de  las distribuciones  target y non  target en  función de  la 
duración del modelo de entrenamiento y el  fichero de  test  (Figura 6.9). Para observar  la 
evolución de éstas, también se representa la resta de medias y desviaciones para las dos 
distribuciones.  De  nuevo,  y  para  ambas  bases  de  datos,  se  puede  observar  cómo  la 
tendencia  de  las medias  es  la  de  separarse,  contribuyendo  en mayor medida  que  el 
aumento  de  las  desviaciones,  a  que  exista  una  menor  área  de  solape  entre  las 
distribuciones  respectivas  siendo  la discriminación del  sistema mayor. Hay que destacar 













































efecto  final  del  desalineamiento  en 
forma de curva DET y EER en  la Figura 
6.10,  donde  se  ha  evaluado  el 
rendimiento del sistema ATVS utilizado 
mediante las bases de datos originales 
de  NIST  SRE  de  2006  y  2008  y  las 
conformadas  con  variabilidad  en 
duración  para  este  estudio, 
DurTelSRE06  y  DurTelSRE08.  La 
consecuencia de este desalineamiento 
se  traduce  en  la  obtención  de  un 
rendimiento entre  tres y cuatro veces 
inferior  al  original,  hecho  que  de 
nuevo  motiva  la  implementación  de 
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NIST SRE 2006 1conv4w-1conv4w condition: EER = 5.94
DurTelSRE06 pooled: EER = 25.09
NIST SRE 2008 short2-short3 condition: EER = 8.62
























La  idea  de  que  la  calidad  de  una muestra  de  voz  puede  afectar  al  rendimiento  de  un 
sistema  de  verificación  automática  de  locutor  es  bastante  intuitiva  (52).  De  hecho  la 
medida y compensación de la calidad de una señal de audio ha sido una tarea en el que se 
ha invertido un gran esfuerzo en el ámbito científico biométrico en los últimos años (52). 









son:  la  KLPC  (Kurtosis  of  Linear  Prediction  Coefficients),  la  KCEP  (Kurtosis  Cepstral),  la 







• La  fidelidad,  que  se  refiere  a  la  exactitud  y  precisión  con  la  que  una muestra 
biométrica es capturada, procesada y almacenada en el sistema. 










relativa  de  una muestra  como  predictor  del  rendimiento  de  un  sistema,  este  trabajo 






anteriores  (7)  y por  comportarse de manera  consistente en  cuanto  a bases de datos  y 
sistemas utilizados, es decir, el rendimiento en  función de  la calidad elegida presenta  la 
misma tendencia para diferentes bases de datos y sistemas. Otro criterio de elección es el 
nivel  de  correlación  entre  los  indicadores  de  degradación  propuestos  (7),  que  indican 




potencia de  ruido que  la  corrompe. Por  lo  tanto, queda definida mediante  la  siguiente 
fórmula: 




siendo ܧ௩௢௭ y ܧ௦௜௟௘௡௖௜௢  la energía media de  las zonas de voz y silencio del  fragmento de 
audio respectivamente. 
Aunque  existen  varias maneras  de  estimar  la  SNR,  en  este  proyecto  se  ha  calculado 
mediante  un  detector  de  actividad  de  voz  (VAD),  cuyo  principal  problema  es  que  la 
fiabilidad  de  la  calidad  dependerá  de  la  precisión  de  este  sistema  siendo  una  no muy 
buena referencia como indicador de degradación si el diseño de éste no es el apropiado. 
No obstante es un indicador de degradación ampliamente extendido y utilizado. 











donde ݔ corresponde al valor de SNR obtenido en un rango de ሺ0 െ 60ሻ݀ܤ ሺ56ሻ. 
 SIMILITUD A UN MODELO DE HABLA UNIVERSAL (UBML) 
La UBML es una medida de calidad que trata de aproximar la similitud de una locución al 
modelo  de  habla  universal  utilizado  para  la  generación  del modelo  estadístico  de  un 
locutor.  Es  una  medida,  considerada  de  forma  reciente  en  (56),  se  extrae  de  forma 
obligatoria,  sin  suponer  un  coste  computacional  adicional,  en  los  sistemas  GMM  para 
calcular la puntuación de similitud: 
ܵሺܱ, ߣ௧ሻ ൌ log൫݌ሺܱ, ߣ௧ሻ൯ െ log൫݌ሺܱ, ߣ௎஻ெሻ൯ 
donde  ܵሺܱ, ߣ௧ሻ es  el  score  de  similitud  entre  el  modelo  del  locutor  y  el  universal  y 
݌ሺܱ, ߣ௧ሻ y ݌ሺܱ, ߣ௎஻ெሻ son las funciones densidad de probabilidad del modelo de usuario 
y universal respectivamente. Por lo tanto, la UBML queda definida de la siguiente forma: 









Es un método de evaluación objetivo de calidad  subjetiva definido por  la  ITU  (52). Esta 
recomendación surgió por la necesidad de monitorizar la calidad de la señal de voz en las 
redes  telefónicas  y  en  la  actualidad  se  utiliza  como  indicador  de  calidad  en  algunos 
sistemas biométricos. Esta medida tiene en cuenta la mayoría de factores degradantes de 
la señal de voz en  las redes de comunicaciones actuales tales como el ruido,  los ecos,  la 
diafonía y la interferencia. Este algoritmo, de gran complejidad, calcula 51 parámetros de 
la señal de voz a partir de los cuales estima el factor de degradación dominante (hace uso 































































• La correlación entre  los  identificadores de degradación P.563 y SNR es baja. Este 











• Entre  las calidades estudiadas  la UBML presenta una mayor utilidad en cuanto a 
predicción del rendimiento del sistema. 
• En  condiciones  en  las  cuales  el  modelo  de  entrenamiento  es  de  procedencia 
telefónica y el fichero de test de procedencia microfónica la KCEP presenta utilidad 
como predictor del rendimiento. 
• La  P.563  está  diseñada  para medir  la  calidad  de  la  voz  transmitida  por  la  red 
telefónica, por  lo que  considerarla para medir  la degradación de  señales de voz 
adquiridas de otro canal puede no ser útil (datos microfónicos). 














entrenamiento  de  los  modelos  como  para  los  ficheros  de  test  muestras  de  voz  de 
procedencia telefónica y microfónica (ver apartado 5.1). 
A  continuación  se  representa  mediante  tablas  y  diagramas  de  barras  el  número  de 
archivos (modelos y tests) y enfrentamientos (target y non target) de  las bases de datos 
utilizadas dependientes de las medidas de calidad presentadas en la sección 7.2. Destacar 





TT  KLPC  KCEP  UBML  SNR  P.563 
Bins  Target  Non target  Target  Non target Target Non target  Target Non target  Target  Non target
1º  11  148  232  3117  22  345  15  254  570  7981 
2º  635  8449  875  12060  2103  26799  658  8748  2765  35776 
3º  2709  35505  1679  22218  1488  20232  2538  32929  278  3619 
































































TT  KLPC  KCEP UBML SNR  P.563
Bins  Target  Non target Target  Non target Target Non target Target Non target  Target Non target
1º  7  91  260  2130 60 582 70 729  841 7743
2º  664  5491  1037  8958 2445 21092 1500 13346  2760 23648
3º  2727  24074  1580  14207 1327 11544 1976 16449  230 1810




TM  KLPC  KCEP UBML SNR  P.563
Bins  Target  Non target Target  Non target Target Non target Target Non target  Target Non target
1º  41  112  0  0 34 152 0 0  988 3043
2º  737  2182  16  32 2589 7303 541 1349  2914 8581
3º  2797  8385  2297  6728 1346 4347 2948 8706  67 178























































































































MT  KLPC  KCEP  UBML SNR P.563
Bins  Target  Non target  Target  Non target Target Non target Target Non target  Target  Non target
1º  1  43  158  2003 278 2413 259 2438  578  5798
2º  359  3299  173  1477 815 8107 824 8138  485  4441
3º  600  6081  340  2991 12 116 2 32  40  382




MM  KLPC  KCEP  UBML SNR P.563
Bins  Target  Non target  Target  Non target Target Non target Target Non target  Target  Non target
1º  55  104  2111  4129 2517 4821 2714 5321  6270  12323
2º  3646  6997  1643  3308 8872 17440 8747 17096  4803  9306
3º  6518  12831  3295  6324 136 260 32 104  430  864
























































































































TT  KLPC  KCEP  UBML  SNR  P.563 
Bins  Modelos  Tests  Modelos  Tests Modelos Tests Modelos Tests  Modelos  Tests
1º  159  205  3349  3335  367  855  269  673  8551  11657 
2º  9084  8255  12935  11607 28902  31081 9406  11485  38541  35948 
3º  38214  35626  23897  22005 21720  19053 35467  33495  3897  3384 





TT  KLPC KCEP UBML SNR  P.563
Bins  Modelos  Tests  Modelos Tests Modelos Tests Modelos Tests  Modelos Tests
1º  98  40  2390  2288 642 1000 799 10  8584 8885
2º  6155  5392  9995  8871 23537 24202 14846 7773  26408 26255
3º  26801  26591  15787 16350 12871 11848 18425 26322  2040 1910



























































































































TM  KLPC  KCEP  UBML SNR P.563
Bins  Modelos  Tests  Modelos  Tests Modelos Tests Modelos Tests  Modelos  Tests
1º  153  559 0  2048 186 3725 0 2252  4031  11194
2º  2919  7933  48  2766 9892 11831 1890 12829  11495  4225
3º  11182  6894  9025  8712 5693 215 11654 690  245  341
4º  1517  385 6698  2245 0 0 2227 0  0  11
Tabla 7.8. Número de archivos de la base de datos de NIST SRE 2008: condición tel‐mic.  
Figura 7.8. Diagrama de barras: archivos de la base de datos de NIST SRE 2008: condición tel‐mic. 
 
MT  KLPC  KCEP  UBML SNR P.563 
Bins  Modelos  Tests  Modelos  Tests Modelos Tests Modelos Tests  Modelos  Tests
1º  44  408 2161  0 2691 35 2697 0 6376  3183
2º  3658  1336  1650  0 8922 7432 8962 2866  4926  8050
3º  6681  8281  3331  6590 128 4274 34 7705  422  508
4º  1358  1716  4599  5151 0 0 48 1170  17  0
Tabla 7.9. Número de archivos de la base de datos de NIST SRE 2008: condición mic‐tel.  


























































































































MM  KLPC  KCEP UBML SNR  P.563
Bins  Modelos  Tests  Modelos Tests Modelos Tests Modelos Tests  Modelos Tests
1º  159  1323  6240  199 7338 6383 8035 4248  18593 21923
2º  10643  15826  4951  4077 26312 27310 25843 29708  14109 10909
3º  19349  15294  9619  22849 396 353 136 90  1294  1209





datos  no  presenta  suficiente  variabilidad  en  cuanto  a  valores  de  calidad  extremos  (las 
muestras,  en  general, presentan un  valor  entre  0.25  y  0.75 para  todas  las medidas de 
calidad no existiendo muestras para  los  intervalos de 0 a 0.25 y de 0.75 a 1), se decidió 
agrupar las puntuaciones por el valor de sus indicadores de degradación mediante el uso 








































































• Curvas DET ࡽ࢚ࢋ࢙࢚:  sobre  los  subconjuntos de  calidades agrupados por  cuartil de 
calidad de test ignorando la calidad del modelo (considerando todas las muestras 




dependientes  de  la  calidad  del  test  de  forma  simultánea  al  igual  que  con 
variabilidad en duración, sección 6.2). 




Antes  de  entrar  en  detalle  en  el  análisis  de  cada  calidad  es  importante  remarcar  que 
debido  a  la  poca  variabilidad  existente  en  cuanto  a  calidad,  las  curvas  interpoladas 
presentan  un  carácter  ondulatorio,  por  lo  que  en más  de una  ocasión  la  tendencia  de 
éstas no es del todo clara debido al efecto de la interpolación cúbica. De igual manera se 




Para  las distintas condiciones, al contrario que en duraciones,  la calidad del  test es más 
crítica  que  la  del  modelo.  Posiblemente  este  hecho  se  explique  observando  los 
histogramas para la calidad UBML de la Figura 7.2 a la Figura 7.5, donde se indica que antes 
de realizar el mapeo a cuartiles la calidad está distribuida entre 0.25 y 0.75, no existiendo 
apenas muestras de calidad superior e  inferior. Por  lo  tanto, al  realizar subconjuntos de 
scores de 4  cuartiles estos  se  repartirán dicho  rango de  calidades  siendo  los grupos de 
indicadores  similares,  dando  lugar  a  distribuciones  no  muy  desalineadas.  Aunque  la 













d) EER en  función de  la  calidad del modelo y del 
test: condición mic‐mic. 
Figura 7.11. EER en función de la calidad UBML del modelo y del test para las 4 condiciones. 
Para  las  curvas DET ܳ௧௘௦௧  (ver  Figura  7.12)  existe  una mayor  diferencia  entre  el  EER  del 
primer  y  segundo  cuartil  (hasta  4.15  puntos  de  diferencia)  que  para  las  curvas  DET 
ܳ௠௢ௗ௘௟௢ (hasta 1.52 puntos de diferencia). Por lo tanto, este hecho apunta a que la calidad 
del  test  es  más  crítica  que  la  del  modelo.  No  obstante,  observando  la  pronunciada 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Al estar  la SNR y  la UBML correladas de  forma notable,  la  tendencia del EER es  similar 
siendo  la  SNR una buena medida de  rendimiento del  sistema. Como  se  comentó en el 
apartado  7.2.2,  esta medida  ofrece  una  buena  estimación  de  la  EER  cuando  se  evalúa 
sobre muestras procedentes de canales microfónicos. Este efecto se puede observar de 
forma  más  pronunciada  en  la  Figura  7.16,  donde  se  aprecia  cómo  el  cambio  en  el 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































El  caso  de  la  P.563  es  diferente:  la  tendencia  clara  de  aumento  de  rendimiento  con  la 
calidad puede verse en  la condición  tel‐tel  (Figura 7.19, Figura 7.20 y Figura 7.21), donde de 
nuevo existe mayor diferencia entre las curvas que en los otros casos y cuyo rendimiento 
es mayor  (EER del 6.29% en el mejor de  los  casos) que para  las medidas de  calidad ya 
analizadas  (por  encima  del  7%).  Sin  embargo,  el  resto  de  condiciones  presentan  un 
carácter diferente al visto hasta ahora y es porque esta medida de calidad está diseñada 
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































La  kurtosis  cepstral  se presenta  como un  indicador de nivel de degradación moderado. 
Esta afirmación se fundamenta observando la no muy clara tendencia de las curvas en 3D 
de  la  figura  Figura  7.23,  debido  en  parte  al  efecto  de  la  interpolación  cúbica  de  los 
estadísticos usada para  la  representación pero no a  la escasa variabilidad como ocurría 
con las medidas de calidad UBML y SNR (ver que existe una buena distribución en cuanto 
al  número  de  archivos  y  enfrentamientos  desde  la  Figura  7.1  a  la  Figura  7.10  y  en  sus 








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































la  condición  tel‐tel  (Figura  7.27),  que  presenta  una  tendencia  clara  de  mejora  con  la 
evolución de  la  calidad del modelo  y del  test. Observando  la  Figura  7.29  y  Figura  7.30  se 
puede apreciar como el EER aumenta  (disminuye el rendimiento del sistema) cuando se 
evalúan  las muestras de mayor calidad,  justo al contrario de  lo que debería  suceder,  lo 
que le convierte en un indicador de degradación no muy bueno. Este efecto podría estar 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































presentan  las  condiciones  tel‐mic, mic‐tel    y mic‐mic  que  junto  con  la  T‐Normalización 
hace que las distribuciones non‐target  se encuentre alineadas. En este caso la pérdida de 
rendimiento  viene motivada  por  un  desalineamiento  perceptible  en  las  distribuciones 
target (ver media representada en color verde en las gráficas de distribuciones Kernel) por 
lo  que  motiva  la  definición  de  nuevos  algoritmos  que  consideren  también  esta 




obtenido es de 18.95% para el primer  cuartil de  la  condición mic‐tel de  la  calidad  SNR 
(Figura 7.18), muy por encima, en cuanto a robustez se refiere, del 43.97% obtenido cuando 
se estudiaba  la variabilidad en  la  longitud de  las muestras. Realmente,  la duración y  la 
calidad son  igual de críticas, solo que para  la calidad no se ha podido observar de forma 
razonable ya que  los archivos de  la base de datos de NIST SRE 2008 presentan un rango 
homogéneo  de  calidad  sin  existir  casi  archivos  de  calidades  extremas  como  ocurría  en 

















que  causa  una  degradación  del  rendimiento  global.  Aunque  este  problema  puede 
solucionarse en parte con una normalización de scores basada en una cohorte de usuarios  
impostores  que  alinee  las  distribuciones  non  target  (4),  el  típico  uso  de  una  cohorte 
estática  para  realizar  T‐Norm  (normalización  dependiente  de  test)  o  Z‐Norm 
(normalización  dependiente  de  modelo)  no  elimina  completamente  los  efectos  de  la 
variabilidad como ya se ha analizado. De hecho, este tipo de normalizaciones tienen por 
objetivo  alinear  las distribuciones non  target  sin  considerar que el  rendimiento de EER 
viene dado también en función del alineamiento de las distribuciones target. Por lo tanto, 
es  acertado  pensar  que  una  normalización  que  considere  las  distribuciones  target 
ayudaría a aumentar el rendimiento del sistema disminuyendo el área de solape entre las 
dos distribuciones y por lo tanto la EER, pero este tipo de metodología es impracticable ya 






existente  de  las  distribuciones  target.  Las  técnicas  que  en  este  capítulo  se  estudian 
consisten  en  transformar  los  scores  a  LLRs  (Log‐Likelihood‐Ratio)  (26)  que  pueden  ser 
interpretados  bajo  un  marco  bayesiano  (60).  Estas  técnicas,  actualmente  revisadas  y 
aceptadas para su publicación en diferentes congresos  (1) (2), son: 
• Modelado  Gaussiano  en  una  y  dos  dimensiones  (One  Dimension  Gaussian 
Modelling o 1D‐GM y Two Dimensions Gaussian Modelling o 2D‐GM). 
• Regresión  Logística  Lineal  en  una  y  dos  dimensiones  (One  Dimension  Linear 
Logistic Regression o 1D‐LLR y Two Dimensions  Linear  Logistic Regression o 2D‐
LLR). 





Los métodos  1D‐GM,  1D‐LLR  y  BLR‐1  se  pueden  aplicar  a  los  subconjuntos  de  scores 







de  las  técnicas  propuestas,  los  parámetros  de  compensación  deben  ser  extraídos  de 
enfrentamientos en los que no intervenga ni el mismo modelo ni el mismo test que en la 
comparación  bajo  estudio.  Es  decir,  el  entrenamiento  se  hará  de  forma  realista  (no  se 
dispone de ninguna  información de  la procedencia de  la muestra de voz), bien mediante 
el  uso  de  bases  de  datos  diferentes  para  entrenar  los  modelos  y  probarlos  o  bien 
mediante el uso de técnicas de validación cruzada, 
Por último, mencionar que aunque los métodos se expliquen basándose en el ejemplo de 





calidad  del modelo  y  fichero  de  test  en  una  relación  de  verosimilitud  en  el  dominio 























en este  trabajo  consiste en  realizar  justo  lo  contrario: variar  la duración o valor  ݆ de  la 
calidad del segmento de test  ignorando  la duración o calidad del modelo ݅ de  la calidad 
(agrupando  los  modelos).  Combinando  estas  dos  técnicas  se  obtiene  el  método  de 
modelado gaussiano de dos dimensiones (2D‐GM), original de este proyecto. 
El  esquema  de  compensación  se  representa  en  la  Figura  8.1  y  la  Figura  8.2  para  el 
subconjunto  de  scores  dependiente  de  la  longitud  del  modelo  y  el  subconjunto 
dependiente de la longitud de test respectivamente. Como se puede observar, la Figura 8.1 
muestra un enfrentamiento de duración de modelo  ݅  (Dmodelo) y todas  las duraciones de 

























































































Por  último,  destacar  que  para  una  correcta  normalización  es  necesario  disponer  de  la 
media  y  desviación  típica  propia  de  cada  distribución  dependiente  de  la  duración  del 
modelo y del  test  (según el  tipo de normalización GM), por  lo que en escenarios reales 
donde la duración de los archivos en cuestión es distinta a los valores de entrenamiento, 
dichos valores de medias y desviaciones se obtienen de una  interpolación cúbica de  los 

























































































8.3 REGRESIÓN  LOGÍSTICA  LINEAL  (LINEAR  LOGISTIC 
REGRESSION O LLR) 
Esta técnica constituye una contribución original de este trabajo no habiéndose utilizado 




salvo  que  en  vez  de  trabajar  con  funciones  de  densidad  de  probabilidad  gaussianas 





la  relación que existe ente el  score ݔ௜௝ bajo estudio  y  las probabilidades  condicionadas 
target y non target. 
௜ܲ௝൫ݔ௜௝|ܶ൯ · ௜ܲ௝ሺܶሻ ൌ ௜ܲ௝൫ܶ|ݔ௜௝൯ · ௜ܲ௝൫ݔ௜௝൯ 





















































൫ݔ௜௝|ܶ൯ · ௜ܲ௝ሺܶሻ · ௜ܲ௝൫ݔ௜௝൯
௜ܲ௝൫ݔ௜௝|ܰܶ൯ · ௜ܲ௝ሺܰܶሻ · ௜ܲ௝൫ݔ௜௝൯






















































donde  ܥ൫ߙ௜௝, ߚ௜௝൯ es  la  función  a  optimizar  para  cada  conjunto  de  datos  ܯ  de 
entrenamiento tal que se satisfaga las siguientes relaciones: 
௜ܲ௝൫ܶ|ݔ௜௝൯  ՛՛ ݏ݅ ݔ௜௝ ߳ ݐܽݎ݃݁ݐ  
௜ܲ௝൫ܶ|ݔ௜௝൯  ՝՝ ݏ݅ ݔ௜௝ ߳ ݊݋݊ ݐܽݎ݃݁ݐ  

































ቇ ൌ ߙ௜௝ · ܮܮܴ௜௝ ൅ ߚ௜௝





൫ݔ௜௝|ܶ൯ · ௜ܲ௝ሺܶሻ · ௜ܲ௝൫ݔ௜௝൯
௜ܲ௝൫ݔ௜௝|ܰܶ൯ · ௜ܲ௝ሺܰܶሻ · ௜ܲ௝൫ݔ௜௝൯
ቇ ൌ ߙ௜௝ · ܮܮܴ௜௝ ൅ ߚ௜௝







ቇ ൌ ߙ௜௝ · ܮܮܴ௜௝ ൅ ߚ௜௝
ᇱ · log ቆ ௜ܲ௝
ሺܶሻ
௜ܲ௝ሺܰܶሻ







ቇ ൌ ߙ௜௝ · ܮܮܴ௜௝ ൅ ߚ௜௝ 
ݔ௜௝௡௢௥௠ ൌ ߙ௜௝ · ݔ௜௝ ൅ ߚ௜௝ 
Por  lo  tanto, el objetivo que persigue esta  técnica consiste en hallar ߙ௜௝ y ߚ௜௝  tal que si 






recibe  el  nombre  de  1D‐LLR  (Figura  8.1  y  la  Figura  8.2).  Si  por  el  contrario  se  habla  de 
variabilidad en modelo y en  test a  la vez entonces el método propuesto se denominará 
2D‐LLR  (Figura 8.5 y Figura 8.6). Al  igual que para GM este algoritmo también se puede se 
puede  generalizar  para  cualquier  valor  de  calidad  o  duración  realizando  algún  tipo  de 
interpolación cúbica de los ߙ௜௝ y ߚ௜௝. 
 
8.4 REGRESIÓN  LOGÍSTICA  BILINEAL  (BILINEAR  LOGISTIC 
REGRESSION O BLR) 
Este  método  es  una  técnica  elegante  que  optimiza  el  modelo  de  regresión  logística 
condicionado  por  el  conjunto  de  valores  tomando  información  adicional  del 






sistemas usando  información  lingüística del  locutor  (si  el  locutor  es nativo o no)  como 
información  complementaria, pero no  información de  calidad o duración  como en este 
trabajo, por lo que también constituye una contribución original del mismo. Esta técnica, 
al estar basada en el modelo de regresión logística se define de forma similar: 




donde  los  pesos ߙ, ߙ௞  y ߚ  son  ahora  pesos  fijos  para  todos  los  posibles  conjuntos  de 
scores dependientes de calidad o duración, y ߣ௞ definido en el rango ሺ0 െ 1ሻ corresponde 
a  la  información  de  las  calidades  o  duraciones  del modelo  y/o  del  test  exigiendo  una 
normalización del valor respecto del máximo posible (150 segundos para duraciones y 1 
para  calidades). Para  la  realización de este  trabajo  se ha definido dicha  información de 
cuatro maneras diferentes dando lugar a cuatro modalidades del algoritmo: 
• BLR‐1:  ߣଵ ൌ  ሼܦ௠,  ܦ௧ሽ  o  ߣଵ ൌ  ሼܳ௠,  ܳ௧ሽ  →  donde  la  información  adicional 
corresponde con  la duración del modelo o del test o a su calidad, en función del 
tipo de normalización que se desee hacer. 
• BLR‐2: ߣଵ ൌ  ܦ௠; ߣଶ ൌ  ܦ௧ o ߣଵ ൌ  ܳ௠; ߣଶ ൌ  ܳ௧  → donde se toma la información 
de duración o de calidad únicamente del modelo o del fichero de test. 
• BLR‐3: ߣଵ ൌ  |ܦ௠ െ ܦ௧|   o   ߣଵ ൌ   |ܳ௠ െ ܳ௧| → donde  la  información adicional es 
la diferencia entre  la duración del modelo y del  test o  la de  sus  calidades. Esta 
configuración  intenta  motivar  el  hecho  de  que  puntuaciones  tomadas  con 
desajustes  grandes  de  condiciones  pueden  dar  lugar  a  diferentes 
desalineamientos. 
• BLR‐4: ߣଵ ൌ  ඥܦ௠ · ܦ௧  o ߣଵ ൌ  ඥܳ௠ · ܳ௧ → donde la información complementaria 
corresponde  con  la  media  geométrica  de  las  duraciones  o  de  los  valores  de 
calidad. 













Por  último,  es  importante  mencionar  que  los  algoritmos  aquí  propuestos  no  son 




































































y el MinCllr  con el del  conjunto original. En primera  instancia  se han  testeado  aquellos 
grupos  de  puntuaciones  cuya  duración  es muy  elevada  o muy  reducida  (presentan  un 
carácter extremo) para  comprobar  el  tipo de  alineación obtenida  cuando  se presentan 
distribuciones muy  poco  parecidas.  Este  efecto  puede  comprobarse  en  la  Figura  9.1:  la 
figura a) representa las distribuciones kernel de un sistema que trabaja archivos de test de 
3s, 10s, 60s, 100s y 150s  sin  compensar el efecto de desalineamiento que en  conjunto 
producen como se muestra en b). Seguidamente, se normaliza cada  conjunto  de  scores 
a) Scores  dependientes  de  la  duración  del  test, 
agrupados y sin normalizar. 



















































































































































dependientes  de  la  duración  de  test  (figura  d))  para  después  agruparlos  y  ver  que  el 
sistema ha mejorado en cuanto a rendimiento (figura a)) en un 7.56%. Destacar que para 
ilustrar este efecto no se tiene en cuenta la duración del modelo, es decir, se considera de 
forma  simultánea  el  conjunto  de  scores  cuyo  modelo  de  entrenamiento  presenta 
variabilidad en la duración.  
El mismo efecto puede comprobarse si se varía  la duración de modelo y no se  tiene en 




que  al  realizar  la  división  y  posterior  logaritmo,  como  indica  el método  descrito  en  el 
apartado 8.2, el rango de valores que toma la distribución target es mucho mayor que la 
non target, rango que no se representa en  la  figura para poder observar el efecto de  la 
compensación  sobre  la  distribución  non  target.  Por  lo  tanto,  se  puede  concluir  que, 
favoreciendo al rendimiento, las distribuciones target  y  non target  presentan un mayor 
alineamiento debido al rango en el que se definen. 
a) Scores  dependientes  de  la  duración  del 
modelo, agrupados y sin normalizar. 




d) Distribuciones  kernel  compensadas  y 
parcialmente alineadas (scores como log‐LR). 
Figura  9.2.  Distribuciones  kernel:  Normalización  1D‐GM  para  el  conjunto  de  scores  dependientes 
DurTelSRE08 de la duración del modelo. 













































































































































a) Scores  dependientes  de  la  duración 
del test, sin normalizar. 
b) Scores dependientes  de  la  duración 
del test, normalizados. 





a) Scores  dependientes  de  la  duración 
del modelo, sin normalizar. 
b) Scores dependientes  de  la  duración 
del test, normalizados. 





simultánea  (por ejemplo, agrupando  los  subconjuntos de 3s y 10s), y el modelo puede 
tomar  cualquiera  de  las  disponibles  en  la  base  de  datos  creada  (agrupando  los 
subconjuntos de duración  igual a 3s, 10s, 15s, 20s, 30s, 40s, 50s, 60s, 100s y 150s). Los 
mismos experimentos se han realizado para el modelo, ignorando la duración del test. 
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muestra el EER original  y  la mejora en  rendimiento de  cada método  sobre el  conjunto 





Dtest (seg)  Sin compensar  1D‐GM  2D‐GM  1D‐LLR  2D‐LLR  BLR‐1  BLR‐2  BLR‐3  BLR‐4 
3, 10  31,34  2,79  7,17  2,68  7,41  2,63  6,86  4,04  ‐0,95  4,08 
3, 100  31,81  9,61  16,99  9,31  17,23  9,34  15,73  4,59  0,67  10,43 
3, 150  33,08  5,21  10,26  5,15  10,54  4,75  8,73  1,62  1,06  5,92 
10, 100  26,39  3,47  15,67  3,33  15,79  3,57  15,49  2,29  ‐0,71  7,36 
10, 150  27,41  1,97  11,98  1,95  12,28  1,89  11,67  0,22  ‐0,20  5,22 
3, 10, 150  31,11  4,55  10,42  4,43  10,73  2,14  6,32  ‐0,16  0,04  4,81 
3, 100, 150  31,33  10,28  19,01  10,00  19,29  8,38  13,89  6,67  ‐0,15  10,92 
3, 30, 60, 
100, 150 
27,96  7,59  19,54  7,44  19,80  3,38  11,67  2,02  ‐1,04  8,80 
Conjunto 
completo 
26,55  4,30  16,37  4,20  16,62  1,84  12,21  0,16  0,10  6,98 




Dtest (seg)  Sin compensar  1D‐GM  2D‐GM  1D‐LLR  2D‐LLR  BLR‐1  BLR‐2  BLR‐3  BLR‐4 
3, 10  0,83  2,10  5,93  2,03  5,94  1,26  4,19  2,78  1,39  3,20 
3, 100  0,83  7,04  14,62  6,81  14,56  4,42  9,06  3,99  ‐0,08  7,55 
3, 150  0,86  4,60  9,09  4,46  9,05  3,39  6,14  2,48  0,18  4,92 
10, 100  0,74  3,12  14,38  3,02  14,36  2,41  11,28  1,92  0,74  6,40 
10, 150  0,76  2,21  10,89  2,16  10,91  1,97  9,05  0,99  0,16  4,79 
3, 10, 150  0,83  3,91  9,14  3,80  9,14  1,63  5,29  0,30  0,00  4,15 
3, 100, 150  0,82  7,31  16,06  7,10  15,98  3,91  9,14  4,14  0,03  7,96 
3, 30, 60, 
100, 150 
0,77  6,33  17,87  6,19  17,81  1,35  9,19  1,45  1,83  7,75 
Conjunto 
completo 
0,75  4,05  15,46  3,95  15,41  1,05  9,67  0,46  2,06  6,51 







Dmodelo (seg)  Sin compensar  1D‐GM  2D‐GM  1D‐LLR  2D‐LLR  BLR‐1  BLR‐2  BLR‐3  BLR‐4 
3, 10  38,90  0,16  6,86  ‐0,18  6,76  ‐0,58  2,03  2,00  1,09  2,27 
3, 100  35,66  12,99  16,88  13,56  17,29  13,68  14,66  0,71  8,50  12,28 
3, 150  39,64  6,11  10,13  6,43  10,37  6,6  7,73  0,5  2,66  6,32 
10, 100  29,60  13,85  21,73  14,48  21,97  14,34  16,99  0,25  3,87  13,44 
10, 150  31,58  6,48  15,53  6,86  15,63  6,73  9,97  ‐0,35  ‐0,06  7,60 
3, 10, 150  36,86  3,18  9,48  3,04  9,57  3,48  5,48  0,48  ‐1,09  4,20 
3, 100, 150  33,47  14,66  18,49  15,48  19,02  15,64  16,52  3,16  10,08  14,13 
3, 30, 60, 
100, 150 
25,66  9,40  14,31  9,82  14,68  10,00  11,63  0,00  0,64  8,81 
Conjunto 
completo 
26,55  9,42  16,37  9,42  16,62  9,56  12,21  0,16  0,10  9,23 




Dmodelo (seg)  Sin compensar  1D‐GM  2D‐GM  1D‐LLR  2D‐LLR  BLR‐1  BLR‐2  BLR‐3  BLR‐4   
3, 10  0,94  2,21  5,08  1,91  4,98  1,67  2,30  0,90  ‐0,18  2,36 
3, 100  0,82  7,64  9,30  7,76  9,45  7,18  7,64  ‐0,37  3,74  6,54 
3, 150  0,89  3,27  4,48  3,36  4,58  3,10  3,47  ‐0,27  1,57  2,95 
10, 100  0,74  6,93  11,33  6,41  11,24  6,50  7,40  ‐0,78  0,65  6,21 
10, 150  0,79  3,02  7,54  2,57  7,36  2,75  3,71  ‐0,31  ‐0,36  3,29 
3, 10, 150  0,90  3,84  6,67  3,33  6,54  2,49  3,16  0,24  0,71  3,37 
3, 100, 150  0,78  8,61  10,29  8,79  10,50  8,04  8,49  ‐0,70  4,43  7,31 
3, 30, 60, 100, 
150 
0,73  12,67  16,13  12,43  16,24  9,97  10,83  0,00  4,06  10,29 
Conjunto 
completo 
0,75  10,7  15,46  10,04  15,41  8,6  9,67  0,46  2,06  9,05 






del  vector  de  entrenamiento  y  el  de  test  no  es  representativa  como  para 




normalización. Realmente es  lógico que  suceda esto  ya que enfrentamientos de 
longitud elevada  con  igual diferencia entre  las duraciones del modelo  y del  test 
(150s y 140s) presentarían la misma información complementaria que aquellos de 




mejora  mucho  menor  que  los  de 
dos  dimensiones  (ver  Figura  9.5) 
siendo  más  acusado  cuando  los 
scores dependen de la duración del 
fichero  de  test:  por  ejemplo  el 
método  1D‐GM,  considerando  el 
conjunto  completo  de  scores 
dependientes  de  la  duración  de 
test, presenta un 4.30% de mejora 
en EER frente al 16.37% que ofrece 
2D‐GM.  Este  hecho  se  debe 
principalmente  al  uso  de  T‐Norm, 
que  alinea  parcialmente  las 
distribuciones non target haciendo que el sistema presente por sí mismo un EER 
más  competitivo  que  cuando  no  se  usa  (los  EER  originales  son  mayores,  en 
general, para los subconjuntos dependientes de la duración del modelo). 
• Cuando  se utilizan  técnicas que  consideran  la duración del modelo  y del  test el 
rendimiento aumenta notablemente,  siendo mayor en  las  técnicas 2D‐GM y 2D‐
LLR  (15.46% y 15.41% de mejora de EER para el  subconjunto dependiente de  la 
duración de test y 16.37% y 16.62% para la dependiente del modelo). 
• Las mejores rendimientos dependientes de  la duración del test se obtienen para 







Figura  9.5.  Rendimiento  de  los  métodos  1D‐GM, 
1D‐LLR,  2D‐GM  y  2D‐LLT  sobre  el  conjunto 
completo dependiente de la calidad del modelo 
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a) Peor,  mejor  y  global  (subconjunto) 
dependiente  de  la  duración  de  test  para  el 
método 2D‐GM. 
b) Peor,  mejor  y  global  (subconjunto) 
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a) Comparativa  de  los  3  mejores 
métodos para Dmodelo = 3s y 10s. 
b) Comparativa  de  los  3  mejores 
métodos para Dmodelo = 10s y 100s. 
c) Comparativa  de  los  3  mejores 





Los  experimentos  que  en  este  apartado  se  presentan,  analizan  el  rendimiento  de  los 
algoritmos estudiados en el  capítulo 8 en  cuanto a  compensación de variabilidad en  la 
calidad  de  las muestras  de  voz  se  refiere.  A  continuación,  en  la  Tabla  9.5  se  detalla  el 
conjunto de experimentos llevado a cabo. Cabe destacar que la realización de cada ensayo 
ha  sido  motivada  por  su  predecesor,  adaptando  las  condiciones  experimentales  para 





es decir, diferente a  la de evaluación  (escenario  real). También  se han  realizado 
pruebas  a  posteriori  (escenario  optimista,  en  el  que  la  base  de  datos  de 




de datos que  la que se evalúa pero sin contener al modelo y  fichero de  test del 
enfrentamiento a compensar.  
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• En todos  los casos se analiza el subconjunto de scores, obteniéndose  los mismos 
resultados para los métodos de 2 dimensiones cuando dicho conjunto depende de 
la  calidad  del  modelo  o  del  test,  salvo  para  BLR‐1  cuya  información 
complementaria puede corresponderse con la calidad del modelo (λm) o la calidad 
test  (λm). En el  caso de  las  técnicas de una dimensión  (1D‐GM y 1D‐LLR) ocurre 
igual  que  en  BLR‐1,  por  lo  que  se  analizarán  como  métodos  diferentes 












Condiciones Escenario  Métodos  Calidades






























































Bins  MinCllr  Mejora del MinCllr (%)   
06/08  Original  1D‐GM: Qm  1D‐GM: Qt  1D‐LLR: Qm  1D‐LLR: Qt  2D‐GM  2D‐LLR  BLR‐1: λm  BLR‐1: λt  BLR‐2  BLR‐3  BLR‐4 
KLPC 
7,80 
‐0,33  0,09  ‐0,44  0,31  ‐2,52  ‐2,06  ‐0,02  ‐0,04  ‐0,08  ‐0,05  ‐0,19  ‐0,48 
KCEP  0,09  ‐0,07  ‐0,05  ‐0,05  2,60  ‐1,42  0,03  ‐0,07  ‐0,04  0,00  ‐0,06  0,09 
UBML  0,30  1,94  0,23  2,00  2,60  1,99  0,37  0,31  0,66  2,00  0,99  1,22 
SNR  ‐0,49  0,48  ‐0,53  0,84  ‐0,47  ‐1,67  0,12  0,29  1,10  ‐0,02  0,38  0,00 
P563  ‐0,28  1,01  0,11  0,76  0,51  0,66  0,71  0,66  0,71  ‐0,03  1,00  0,53 
‐0,14  0,69  ‐0,14  0,77  0,54  ‐0,50  0,24  0,23  0,47  0,38  0,42  Media 
Tabla 9.7. Mejora del MinCllr para todos los métodos y calidades usando 4 bins (escenario realista). 
Cuartiles  EER (%)  Mejora del EER (%)   
06/08  Original  1D‐GM: Qm  1D‐GM: Qt  1D‐LLR: Qm  1D‐LLR: Qt  2D‐GM  2D‐LLR  BLR‐1: λm  BLR‐1: λt  BLR‐2  BLR‐3  BLR‐4 
KLPC 
7,80 
‐0,77  ‐0,46  ‐0,35  ‐0,08  ‐2,66  ‐4,67  ‐0,35  ‐0,58  ‐0,54  ‐1,85  ‐0,66  ‐1,18 
KCEP  ‐0,31  ‐0,04  ‐0,35  0,20  ‐0,35  ‐0,35  ‐0,62  ‐0,35  ‐0,66  ‐0,46  ‐0,66  ‐0,36 
UBML  0,23  2,66  ‐0,04  1,66  2,08  2,01  ‐1,00  1,27  1,16  3,24  2,36  1,42 
SNR  ‐1,00  1,54  ‐1,35  2,01  ‐0,35  ‐2,01  ‐0,35  1,35  1,47  1,00  1,35  0,33 
P563  0,00  0,93  0,73  0,42  1,00  0,50  1,00  0,66  2,01  0,00  2,36  0,87 




Bins  EER (%)  Mejora del EER (%)   
06/08  Original  1D‐GM: Qm  1D‐GM: Qt  1D‐LLR: Qm  1D‐LLR: Qt  2D‐GM  2D‐LLR  BLR‐1: λm  BLR‐1: λt  BLR‐2  BLR‐3  BLR‐4 
KLPC 
7,80 
1,16  ‐0,35  ‐0,31  ‐0,08  ‐3,01  ‐4,17  ‐0,35  ‐0,50  ‐0,39  ‐2,01  ‐0,70  ‐0,97 
KCEP  ‐0,36  0,36  0,36  0,20  3,01  ‐0,69  0,12  0,00  ‐0,08  ‐0,08  0,00  0,26 
UBML  0,00  3,05  0,00  1,66  3,01  2,66  ‐1,00  1,27  1,16  3,24  2,36  1,58 
SNR  0,35  1,01  0,27  2,01  0,35  1,35  ‐0,31  1,01  2,01  1,01  0,73  0,89 
P563  0,00  1,51  0,00  0,42  1,70  ‐0,35  1,00  0,66  1,00  0,00  2,32  0,75 




Cuartiles  MinCllr  Mejora del MinCllr (%)   
06/08  Original  1D‐GM: Qm  1D‐GM: Qt  1D‐LLR: Qm  1D‐LLR: Qt  2D‐GM  2D‐LLR  BLR‐1: λm  BLR‐1: λt  BLR‐2  BLR‐3  BLR‐4 
KLPC 
7,80 
‐0,06  ‐0,51  ‐0,82  0,31  ‐2,04  ‐2,91  ‐0,04  ‐0,04  ‐0,08  ‐0,01  ‐0,19  ‐0,58 
KCEP  ‐0,19  0,12  ‐0,41  ‐0,05  ‐1,07  ‐1,02  ‐0,03  0,02  0,00  0,09  ‐0,09  ‐0,24 
UBML  0,52  0,84  0,45  2,00  1,05  0,91  0,37  0,31  0,66  2,00  0,99  0,92 
SNR  ‐0,26  0,86  ‐0,08  0,84  0,75  0,49  0,10  0,39  0,48  0,03  0,53  0,38 
P563  0,51  0,68  0,67  0,76  0,50  0,18  0,71  0,66  1,09  ‐0,03  0,99  0,61 














dispares sean  las muestras. Por  lo tanto, dada  la naturaleza de éstas (todas telefónicas y 
de calidad relativamente similar, sin valores extremos) este estudio no es concluyente. No 
obstante, se considerará sólo el uso de cuartiles en  los experimentos posteriores ya que 
permiten  trabajar  en  condiciones más  generales  donde  puede  no  existir  algún  tipo  de 
muestra (los algoritmos de modelado gaussiano, basados en el cálculo de los estadísticos 
de  estos  intervalos  podrían  fallar  al  no  disponer  de  información  del  bin  que  se  desea 
analizar). 
En cuanto a la mayor compensación en términos de EER, ésta se logra mediante la técnica 
BLR‐3  (explicada  en  el  apartado  8.4)  cuyo  valor  es  del  3.24%  cuando  se  considera 
variabilidad en la calidad UBML (destacar que para los métodos BLRs los enfrentamientos 
no  se  agrupan  por  cuartiles  o  bins). Otras  compensaciones  como  1D‐GM: Qt  o  2D‐GM 
muestran  una  mejora  por  encima  de  la  media  (3.05%  usando  bins  y  2.66%  usando 
cuartiles para  el método de una dimensión  considerando UBML). No  obstante, para  la 







(condiciones extremas) en  cuanto  a  la  calidad de  las muestras,  como es el  caso de  las 
condiciones que tienen en cuenta también micrófonos.  
 EXPERIMENTOS  CON  4  CUARTILES  EN  EL  ESCENARIO  OPTIMISTA  CONSIDERANDO 
MUESTRAS MICROFÓNICAS. 
Siguiendo con  la  investigación, el siguiente paso ha sido medir  la eficacia de  las técnicas 
propuestas  bajo  condiciones  de  mayor  variabilidad,  es  decir,  evaluando  el  escenario 
optimista cuya base de datos presenta datos telefónicos y microfónicos.  
Al  repetir  los  experimentos  usando  4  cuartiles  sobre  el  conjunto  de  métodos 
desarrollados se ha observado que los métodos 2D‐GM, 2D‐LLR, BLR‐2 y BLR‐4 presentan, 




TT  EER (%)  Mejora del EER (%)  MinCllr  Mejora del MinCllr (%) 
08/08  Original  2D‐GM  2D‐LLR  BLR‐2  BLR‐4  Original  2D‐GM  2D‐LLR  BLR‐2  BLR‐4 
KLPC 
7,80 
‐1,66  ‐1,16  1,58  0,66  ‐0,15 
0,29 
‐1,37  ‐0,78  0,35  0,27  ‐0,38 
KCEP  ‐1,43  0,00  0,35  ‐0,35  ‐0,36  ‐0,90  ‐0,28  0,08  ‐0,01  ‐0,28 
UBML  0,00  ‐0,35  1,51  2,08  0,81  0,64  1,20  0,78  0,95  0,89 
SNR  2,05  1,97  1,35  1,35  1,68  0,98  1,79  0,77  0,51  1,01 
P563  0,00  ‐0,35  1,70  2,01  0,84  0,54  0,75  1,10  1,02  0,85 
‐0,21  0,02  1,30  1,15  Media ‐0,02  0,54  0,62  0,55  Media 
Tabla 9.10. Resultados de los métodos con mejor rendimiento (escenario optimista: condición tel‐tel). 
TM  EER (%)  Mejora del EER (%)  MinCllr  Mejora del MinCllr (%) 
08/08  Original  2D‐GM  2D‐LLR  BLR‐2  BLR‐4  Original  2D‐GM  2D‐LLR  BLR‐2  BLR‐4 
KLPC 
11,24 
0,9  0,45  0,68  0,23  0,57 
0,36 
‐1,1  ‐0,04  ‐0,09  ‐0,02  ‐0,31 
KCEP  4,52  5,43  1,81  0  2,94  2,49  3,45  0,16  ‐0,04  1,52 
UBML  6,26  8,82  6,79  6,56  7,11  3,92  5,89  2,49  2,65  3,74 
SNR  6,11  7,01  6,94  6,56  6,66  3,14  3,54  3,38  2,87  3,23 
P563  0  0,15  ‐0,23  0  ‐0,02  ‐0,33  0,89  ‐0,02  ‐0,01  0,13 





MT  EER (%)  Mejora del EER (%)  MinCllr  Mejora del MinCllr (%) 
08/08  Original  2D‐GM  2D‐LLR  BLR‐2  BLR‐4  Original  2D‐GM  2D‐LLR  BLR‐2  BLR‐4 
KLPC 
11,68 
‐2,66  ‐0,81  ‐0,81  ‐0,81  ‐1,27 
0,41 
0,67  1,29  0,02  0  0,50 
KCEP  ‐2,33  ‐0,81  ‐1,85  ‐2,5  ‐1,87  1,07  1,86  0,64  0,76  1,08 
UBML  0,64  0,16  ‐0,81  ‐1,05  ‐0,27  2,8  3,16  ‐0,38  ‐0,3  1,32 
SNR  ‐1,61  0,72  ‐3,46  ‐3,38  ‐1,93  4,3  4,09  0,37  0,17  2,23 
P563  0  ‐1,93  ‐1,53  ‐0,4  ‐0,97  2,18  2,67  0,77  0,88  1,63 
‐1,19  ‐0,53  ‐1,69  ‐1,63  Media 2,20  2,61  0,28  0,30  Media
Tabla 9.12. Resultados de los métodos con mejor rendimiento (escenario optimista: condición mic‐tel). 
MM  EER (%)  Mejora del EER (%)  MinCllr  Mejora del MinCllr (%) 
08/08  Original  2D‐GM  2D‐LLR  BLR‐2  BLR‐4  Original  2D‐GM  2D‐LLR  BLR‐2  BLR‐4 
KLPC 
8,51 
0,47  0  0,05  ‐0,1  0,11 
0,31 
‐0,02  0,35  0,42  0,24  0,25 
KCEP  0,68  0,52  0,31  0,31  0,46  1,76  1,96  0,28  0,24  1,06 
UBML  3,34  3,76  1,93  2,3  2,83  3,98  4,03  2,48  2,69  3,30 
SNR  0,89  0,94  1,3  1,3  1,11  1,51  1,59  1,19  1,16  1,36 
P563  ‐0,78  ‐1,04  0  0  ‐0,46  0,3  0,42  0,2  0,05  0,24 
0,92  0,84  0,72  0,76  Media 1,51  1,67  0,91  0,88  Media
Tabla 9.13. Resultados de los métodos con mejor rendimiento (escenario optimista: condición mic‐mic). 
Como era de esperar, usando información con distinto tipo de calidad se aprecian mejoras 
más sustanciales, como  se puede apreciar para  la condición  tel‐mic,  la cual presenta su 





parte,  las  medidas  KLPC,  KCEP  y  P563  siguen  sin  ser  útiles  en  la  compensación 
posiblemente debido a que no son indicadores de rendimiento tan buenos como la UBML 




(Figura 7.5)  la compensación no  logra grandes  resultados, posiblemente debido a que no 
son indicadores de degradación suficientemente útiles (ver resultados de KLPC y KCEP en 






a) Rendimiento  del método  2D‐LLR  dependiente 
de  UBML  y  de  SNR  para  las  condiciones  con 
peor mejora (tel‐tel y mic‐tel). 
b) Rendimiento  del método  2D‐LLR  dependiente 
de  UBML  y  de  SNR  para  las  condiciones  con 
mayor mejora (tel‐tel y mic‐tel). 
 
c) Rendimiento  del  método  BLR‐2  dependiente 
de  UBML  y  de  SNR  para  las  condiciones  con 
peor mejora (tel‐tel y mic‐tel). 
d) Rendimiento  del  método  BLR‐2  dependiente 
de  UBML  y  de  SNR  para  las  condiciones  con 
peor mejora (tel‐tel y mic‐tel). 
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e) Rendimiento  del  método  BLR‐4  dependiente 
de  UBML  y  de  SNR  para  las  condiciones  con 
peor mejora (tel‐tel y mic‐tel). 
f) Rendimiento  del  método  BLR‐4  dependiente 












08/08  Sin excluir  25% excluido  Sin excluir  25% excluido 
BLR‐1 λmodelo  ‐0,39  ‐0,69  0,37  0,35 
BLR‐1 λtest  2,01  1,66  0,53  0,41 
BLR‐2  1,51  1,51  0,78  0,75 
BLR‐3  3,01  1,00  2,04  0,77 
BLR‐4  2,08  2,01  0,95  0,82 
1,64  1,10  0,93  0,62  Media 
Tabla 9.14. Rendimiento para BLR excluyendo el 25% de scores de peor UBML (condición tel‐tel). 
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08/08  Sin excluir  25% excluido  Sin excluir  25% excluido 
BLR‐1 λmodelo 3,17  3,17  0,88  1,06 
BLR‐1 λtest  4,98  4,75  1,79  1,45 
BLR‐2  6,79  6,94  2,49  2,71 
BLR‐3  1,13  0,83  0,13  0,30 
BLR‐4  6,56  6,33  2,65  2,24 
4,53  4,40  1,59  1,55  Media 
Tabla 9.15. Rendimiento para BLR excluyendo el 25% de scores de peor UBML (condición tel‐mic). 
MT‐UBML  Mejora del EER (%)  Mejora del MinCllr (%) 
08/08  Sin excluir  25% excluido  Sin excluir  25% excluido 
BLR‐1 λmodelo ‐0,32  0,08  0,14  ‐0,02 
BLR‐1 λtest  ‐1,53  ‐0,32  ‐0,40  ‐0,38 
BLR‐2  ‐0,81  ‐1,61  ‐0,38  ‐0,17 
BLR‐3  0,08  0,16  0,16  0,23 
BLR‐4  ‐1,05  ‐0,81  ‐0,30  0,22 
‐0,73  ‐0,50  ‐0,16  ‐0,02  Media 
Tabla 9.16. Rendimiento para BLR excluyendo el 25% de scores de peor UBML (condición mic‐tel). 
MM‐UBML  Mejora del EER (%)  Mejora del MinCllr (%) 
08/08  Sin excluir  25% excluido  Sin excluir  25% excluido 
BLR‐1 λmodelo 0,99  0,37  1,40  0,77 
BLR‐1 λtest  0,89  1,30  1,25  1,17 
BLR‐2  1,93  2,45  2,48  1,90 
BLR‐3  1,25  0,05  0,95  1,05 
BLR‐4  2,30  1,46  2,69  1,86 
1,47  1,13  1,75  1,35  Media 
Tabla 9.17. Rendimiento para BLR excluyendo el 25% de scores de peor UBML (condición mic‐mic). 
En  general,  suprimir  del  conjunto  de  scores  aquellos  enfrentamientos  de  peor  calidad 
ayudará a mejorar el  rendimiento del sistema global  (a costa de no evaluarlos), pero  lo 
que  en  este  apartado  se  pretende  caracterizar  es  la  influencia  de  este  hecho  sobre  la 
eficacia de las técnicas BLR mostradas en la tabla. Comparando los resultados “Sin excluir” 





9.15  y  la  Tabla  9.17)  se  observa  un  pequeño  decremento  en  el  rendimiento  cuando  se 
excluyen datos,  lo que viene a confirmar que cuanta más extrema sea  la calidad mayor 
eficaces serán los métodos propuestos. 




Observando  la  Tabla  9.18  se  puede  ver  cómo  la  mejora  para  la  condición  tel‐mic  en 
términos de EER y MinCllr es mayor usando 4 cuartiles (7.54% y 3.75% respectivamente) 
frente  a  2  cuartiles  (6.33%  y  2.93)  y  8  cuartiles  (7.47%  y  0.74%).  Notar  que  la 
configuración de 8 cuartiles es especialmente crítica para la condición mic‐mic. 
2D‐LLR  EER (%)  Mejora del EER (%) MinCllr Mejora del MinCllr (%)
UBML  Original  2 cuartiles  4 cuartiles 8 cuartiles Original 2 cuartiles  4 cuartiles  8 cuartiles
TEL‐TEL  7.8  ‐1.08  ‐1 0.62 0.29 0.14 ‐0.53  ‐1.74
TEL‐MIC  11.24  6.33  7.54 7.47 0.36 2.93 3.75  0.74
MIC‐TEL  11.68  ‐0.48  ‐2.33 ‐7.17 0.41 ‐0.29  ‐0.71  ‐5.91
MIC‐MIC  8.51  2.19  3.03 3.44 0.31 1.79 3.22  3.24
Tabla 9.18. Comparación del rendimiento de 2D‐LLR‐UBML usando 2, 4 y 8 cuartiles (condición tel‐tel).  
 COMPARACIÓN  DEL  RENDIMIENTO  USANDO  ESCENARIO  REALISTA  (JACKKNIFE)  Y 
OPTIMISTA PARA LAS CUATRO CONDICIONES 
La Tabla 9.19 muestra el rendimiento de los algoritmos 2D‐LLR y BLR‐4 dependientes de la 
























TEL‐TEL  ‐1  ‐0,35  1.93 2.08 ‐0.53 1,20  0.76  0.95
TEL‐MIC  7.54  8,82  6.11 6.56 3.75 5,89  2.30  2.65
MIC‐TEL  ‐2.33  0,16  ‐1.53 ‐1.05 ‐0.71 3,16  ‐0.78  ‐0.3













en  un  sistema  de  verificación  de  locutor.  Para  ello  se  ha  analizado  el  rendimiento  del 
sistema  presentado  por  el  ATVS  en  las  evaluaciones  de  2008  (apartado  5.2)  bajo  las 
suposiciones de variabilidad en las condiciones de ensayo. A lo largo de los capítulos 6 y 7 




supone  un  problema  a  la  hora  de  establecer  un  único  umbral  en  el  sistema  para  que 
pueda  trabajar de  forma  robusta  en  estas  condiciones, o  cuando  se desea  combinar o 
calibrar sistemas a nivel de puntuación para obtener un sistema global más robusto o con 
una  interpretación  probabilística  (60).  Por  ello,  y  para  reducir  este  efecto  se  han 
implementado  11  nuevos  métodos,  algunos  de  ellos  estudiados  previamente  en  la 
literatura  (1D‐GM  dependiente  del  modelo  y  BLR  haciendo  uso  de  la  información 
lingüística del locutor) (5) (10) (11) y otros como 1D‐LLR (dependiente de la variabilidad en 
el modelo  y  dependiente  de  la  variabilidad  en  el  test),  2D‐GM,  2D‐LLR  y  BLR  con  la 







es  compensar  los  subconjuntos  de  scores  dependientes  de  duración  o  calidad  para 
comparar el EER normalizado con el original.  
Respecto  a  la  compensación  de  duración,  en  primera  instancia  se  ha  evaluado  el 
rendimiento de  los sistemas que trabajan en condiciones de duración extrema, bien del 
modelo de entrenamiento o bien del fichero de test, obteniéndose los mejores resultados  











se  refiere. También son generalizables a cualquier  tipo de duración  interpolando 
los parámetros de compensación extraídos. 
• Los métodos de una dimensión (1D‐GM, 1D‐LLR y BLR‐1), independientemente del 






• Cuando  se utilizan  técnicas que  consideran  la duración del modelo  y del  test el 
rendimiento aumenta notablemente,  siendo mayor en  las  técnicas 2D‐GM y 2D‐
LLR  (15.46% y 15.41% de mejora de EER para el  subconjunto dependiente de  la 
duración de test y 16.37% y 16.62% para la dependiente del modelo). 
• Aunque  las técnicas BLR sean más óptimas que 2D‐GM y 2D‐LLR, éstas presentan 
peor  rendimiento  (ver  Figura  9.8)  y  pueden  diverger  por  no  mencionar  que 




a  continuación:  la  primera  aproximación  ha  consistido  en  evaluar  las  técnicas  de 
compensación  de  scores  utilizando  diferentes  configuraciones  de  las  muestras  de  los 
conjuntos de enfrentamientos dependientes de la calidad KLPC, KCEP, UBML, SNR y P.563, 
motivado  por  la  existencia  de  pocos  archivos  de  calidad  extrema  (alta  o  baja):  se  han 
utilizado  intervalos  o  bins  y  cuartiles,  demostrando  que  el  rendimiento  de  las  técnicas 
bajo estas suposiciones es similar, aunque se ha decidido utilizar 4 cuartiles para el resto 
de  experimentos  por  su  carácter  generalista  (métodos  como  2D‐GM  pueden  fallar  al 






• Escenarios  realistas: por una parte, se ha evaluado  la eficacia de  los algoritmos 
para  compensar  la  variabilidad  de  la  base  de  datos  de  NIST  SRE  2008  tel‐tel 
dependiente de las 5 calidades a través del entrenamiento de la base de datos de 
NIST SRE 2006. Por otra parte se ha evaluado el rendimiento de los algoritmos 2D‐
LLR  y  BLR  para  las  condiciones  tel‐tel,  tel‐mic‐  mic‐tel  y  mic‐mic  mediante 
validación cruzada para la evaluación de 2008 (ver Tabla 9.5). 
• Escenarios  optimistas:  se  ha  evaluado  la  utilidad  de  los  de  algoritmos 




medio  y  no  de  carácter  extremo  como  en  duraciones,  y  pese  a  que  es  sencillo 
construir  un  conjunto  de  datos  de  duraciones  extremas,  no  es  trivial  ni  incluso 
prudente  construir  artificialmente  un  conjunto  de  datos  de  calidades  extremas. 
Por lo tanto, se ha tenido que trabajar con la base de datos disponible, y por ello el 
rendimiento de los métodos de compensación no es muy elevado. No obstante, se 
aprecian buenos  resultados en  la  condición  tel‐mic para  los  conjuntos de  scores 
dependientes de la calidad UBML o la calidad SNR, obteniéndose un valor máximo 
del 8.82% de mejora en EER para 2D‐LLR (Tabla 9.11 y Figura 9.9.b) y un 7.07% para 
cada  calidad,  lo que motiva el  análisis del  rendimiento en otros  ámbitos donde 




con  la UBML  como medida  a  compensar  ya  que  su  cálculo  es  obligatorio  para 
















de degradación  a estudiar  se  refiere  (duración, UBML,  SNR, etc.) para medir de 
una forma más precisa y realista la eficacia de los algoritmos presentados en este 
trabajo.  
• Evaluar  el  rendimiento  de  los  métodos  descritos  bajo  otras  técnicas  de 
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Resumen El presente art´ıculo es un estudio preliminar en el que se
evalu´an 3 me´todos propuestos para compensar la pe´rdida de rendimien-
to en los sistemas de verificacio´n de locutor debido a la variabilidad en
la calidad de las muestras de audio estudiada. Estos algoritmos esta´n
basados en otros definidos en la literatura y sera´n evaluados median-
te la mejora en te´rminos de EER (Equal Error Rate) de un sistema
GMM-UBM entrenado y testeado mediante la condicio´n short2-short3
de la evaluacio´n NIST SRE 2008 (Speaker Recognition Evaluation) [1].
La mejora relativa de EER ma´s significativa obtenida es del 8,82%, ha-
llada mediante el algoritmo de Regresio´n Log´ıstica Lineal de 2 Dimensio-
nes (2D-LLR) para la condicio´n tel-mic de NIST SRE 2008, utilizando
UBML (Universal Background Model Likelihood) como informacio´n de
calidad, aunque tambie´n se han explorado resultados con la Relacio´n
Sen˜al a Ruido del mismo modo. Aunque los resultados son preliminares
y optimistas, puesto que los algoritmos se han entrenado con los mismos
datos que la evaluacio´n, se observa una clara y relevante tendencia de
mejora.
Keywords: verificacio´n de locutor, calidad, utilidad, rendimiento, UBML,
SNR, regresio´n log´ıstica.
1. Introduccio´n
La idea de que la calidad de una muestra de voz puede afectar al rendimien-
to de un sistema de reconocimiento automa´tico de locutor es bastante intuitiva
[2]. De hecho la medida y compensacio´n de la calidad de una sen˜al de audio ha
sido una tarea en el que se ha invertido un gran esfuerzo en el a´mbito cient´ıfi-
co biome´trico en los u´ltimos an˜os [3]. Inicialmente este esfuerzo viene por la
* Este trabajo ha sido financiado por el Ministerio de Ciencia e Innovacio´n (TEC2009-
14719-C02-01) y la ca´tedra UAM-Telefo´nica.
2 Sergio Pe´rez Go´mez et. al.
necesidad de controlar la calidad de la voz en las redes telefo´nicas pero en la ac-
tualidad se ha transformado en la definicio´n de medidas de calidad y algoritmos
de calibracio´n que permitan predecir el rendimiento de un sistema biome´trico.
Si bien es cierto que existen te´cnicas como factor analysis que reducen de
forma significativa la variabilidad introducida por el canal [4] estas te´cnicas de-
penden en gran medida de la existencia de un corpus apropiado, deseablemente
con las mismas condiciones de la voz a reconocer. Sin embargo, estos modelos
son dependientes de los datos utilizados para su entrenamiento. La calidad de
voz esta´ basada en el conocimiento de la sen˜al de voz mediante la cual se pue-
de predecir tanto el rendimiento de un sistema de verificacio´n de locutor como
un posible desalineamiento de las puntuaciones del mismo debido a cambios en
dicha calidad. En este trabajo se propone el uso de la informacio´n de calidad
para ajustar el desalineamiento entre las puntuaciones target y non target de un
sistema de verificacio´n de locutores, mediante modelos de regresio´n log´ıstica.
Esta investigacio´n se inicia en el estudio de distintas medidas de calidad
definidas y su utilizacio´n para compensar variabilidad intersesio´n a nivel de lo-
cucio´n. De entre todas ellas se ha procedido a elegir 2 que definen de manera ma´s
significativa que el resto el poder discriminativo del sistema [5]: la SNR (Signal
To Noise Ratio) y la UBML (Universal Background Model Likelihood). Una vez
estudiado el comportamiento del sistema definido en 5.2 frente a estos indicado-
res de degradacio´n de rendimiento se han disen˜ado 3 algoritmos basados en un
modelo de regresio´n log´ıstica [6]: Regresio´n Log´ıstica Lineal de 2 Dimensiones
(2D-LLR) y Regresio´n Log´ıstica Bilineal (BLR tipo 1 y tipo 2), que evaluara´n
dicho rendimiento sobre la base de datos de NIST SRE 2008 [1] que presenta un
desaf´ıo de variabilidad intersesio´n [7].
Este art´ıculo esta´ organizado de la siguiente manera: la seccio´n 2 presenta la
motivacio´n de este trabajo as´ı como la definicio´n de las medidas de calidad que
determinan el rendimiento del sistema a mejorar. En la seccio´n 4 se describen
los me´todos propuestos de compensacio´n aplicados sobre la base de datos y el
sistema descrito en la seccio´n 5, cuyos resultados y conclusiones son ampliamente
analizados en 6 y 7.
2. Tratamiento e interpretacio´n de medidas de calidad
La calidad de una muestra biome´trica viene definida por tres criterios ba´sicos
segu´n [8], un borrador esta´ndar de calidad segu´n NIST [9] de dicho tipo de
muestras:
La fidelidad, que se refiere a la exactitud y precisio´n con la que una muestra
biome´trica es capturada, procesada y almacenada en el sistema.
El cara´cter, entendido como la actitud o predisposicio´n del usuario a que se
capture su muestra biome´trica (factores conductuales).
La utilidad, definida como la caracter´ıstica para evaluar y predecir el rendi-
miento de un sistema de reconocimiento biome´trico.
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Distribuiciones Kernel para el subconjunto de scores evaluado por calidad UBML
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Curvas DET para el subconjunto de scores evaluado por calidad UBML
 
 
test = primer cuartil: EER = 13.68
test = segundo cuartil: EER =11.88
test = tercer cuartil: EER = 8.99
test = cuarto cuartil: EER = 7.09
test = todos los cuartiles: EER = 11.24
Figura 1. (Izquierda) Representacio´n de las distribuciones target y non target en fun-
cio´n del cuartil elegido para la calidad UBML del fichero de test mostrando su conse-
cuente desalineamiento. Cabe destacar que la calidad del modelo no se tiene en cuenta
en esta representacio´n (los subconjuntos de scores han sido agrupados por calidad de
test sin importar la del modelo). (Derecha) Curvas DET (Detection Error Trade-off )
equivalentes a la figura anterior.
Figura 2. EER en funcio´n de la calidad
del modelo y del test para el subconjunto
de scores dependientes de la calidad UBML
condicio´n tel-mic.
Si bien es interesante estudiar es-
tos tres criterios que definen de for-
ma concisa la calidad relativa de una
muestra y por lo tanto el rendimien-
to de un sistema, este trabajo preten-
de evaluar mediante la utilidad [10]
el rendimiento global del sistema ba-
jo los diferentes algoritmos propuestos
en la seccio´n 4. Por lo tanto, es im-
portante remarcar que los resultados
obtenidos fruto de este trabajo (sec-
cio´n 5) dependera´n en gran medida de
la disponibilidad de unas buenas con-
diciones de fidelidad (tipo de disposi-
tivo de adquisicio´n, supervisio´n en la
adquisicio´n, tasa de compresio´n, etc.),
del cara´cter del individuo (coopera-
cio´n del sujeto, estado emocional, etc.) y de una base de datos apropiada, es
decir, de ma´xima variabilidad y con un nu´mero amplio de muestras.
Por lo tanto, y habiendo enunciado algunos hechos determinantes que influ-
yen en la degradacio´n de la calidad de una muestra de voz, se han seleccionado 2
tipos de indicadores por su impacto o dependencia con el rendimiento del sistema
y por su coherencia con diferentes bases de datos y sistemas [5]: la Relacio´n Sen˜al
a Ruido (SNR) y la Universal Background Model Likelihood (UBML) definida
recientemente en [5].
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El efecto de esta u´ltima se puede apreciar en la figura 2, en la que se observa
la tendencia del EER en funcio´n de la calidad UBML del modelo y del test: a
medida que la calidad el sistema aumenta la discriminacio´n del sistema mejora.
Como se especificara´ en 3.2 y se propone en [10] la calidad debe ser mapeada
entre 0 y 1: dado que el nu´mero de ficheros con una calidad extrema es limitado
(existen muy pocos ficheros de voz con muy buena o muy mala calidad) y estos
son requeridos para la evaluacio´n del rendimiento de los algoritmos propuestos
se ha procedido a homogeneizar el nu´mero de ficheros ordenando los archivos por
valor de calidad y tomando ma´s o menos ficheros de una calidad determinada
hasta alcanzar el porcentaje de ficheros correspondiente al 25%, del 25% al 50%,
del 50% al 75% y de e´ste al 100% (4 cuartiles) de la calidad total. Por lo tanto
quedara´n definidos 4 bloques de calidad representados como 0,25 para el primer
cuartil y 0,50, 0,75 y 1 para los restantes.
Dado que las bases de datos existentes en general no son lo suficientemente
ricas en cuanto a variabilidad para implementar te´cnicas como e´sta se recurre
a otros me´todos de normalizacio´n y calibracio´n como la regresio´n log´ıstica, que
tratan de calibrar el sistema en funcio´n de la calidad del enfrentamiento para
reducir el desalineamiento de las distribuciones target y non target como se re-
presenta en la figura 1. No´tese que las distribuciones nombradas hacen referencia
a un sistema automa´tico de reconocimiento trabajando en modo verificacio´n en
el que se cumple la hipo´tesis de que el usuario y el fragmento de voz a evaluar
son la misma persona y en el que no, de forma respectiva.
3. Medidas de calidad empleadas
3.1. Relacio´n sen˜al a ruido (SNR)
Como su nombre indica la SNR expresa la relacio´n entre la potencia de la
sen˜al de voz y la potencia de ruido que la corrompe. Por lo tanto, queda definida
mediante la siguiente fo´rmula:






siendo Evoz y Esilencio la energ´ıa media de las zonas de voz y silencio respecti-
vamente del fragmento de audio.
El principal problema de utilizar esta medida de calidad es que la fiabilidad
de e´sta dependera´ de la precisio´n del detector de actividad de voz (VAD) siendo
una no muy buena referencia de calidad si el disen˜o de e´ste no es el apropiado.
No obstante es una medida ampliamente extendida y utilizada.
Siguiendo las recomendaciones de [10] y [11], para trabajar de forma ho-
moge´nea con cualquier tipo de calidad es necesario expresar todo indicador de
degradacio´n en un rango entre 0 y 1 mediante una funcio´n de mapeo Q(x), siendo
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donde x corresponde al valor de SNR obtenido en un rango de (0− 60)dB.
3.2. Similitud a un modelo de habla universal (UBML)
La UBML es una medida de calidad que trata de aproximar la similitud de
una locucio´n al modelo de habla universal utilizado para la generacio´n del modelo
estad´ıstico de un locutor. Es una medida considerada de forma reciente en [5]
que se extrae en los sistemas GMM (Gaussian Mixture Model) para calcular la
puntuacio´n de similitud:
S(O, λt) = log (p(O, λt))− log (p(O, λUBM )) (3)
donde S(O, λt) es el score o puntuacio´n de similitud entre el modelo del locutor
y el modelo universal y p(O, λt) y p(O, λUBM ) son las funciones densidad de
probabilidad del modelo de usuario y universal respectivamente. Por lo tanto, la
UBML queda definida mediante:
UBML = log (p(O, λUBM )) (4)





donde x corresponde al valor de la UBML obtenido en el rango de (−13,−5).
4. Algoritmos de compensacio´n propuestos
Los me´todos que en esta seccio´n se describen pretenden compensar el rendi-
miento del sistema a nivel de score dado el desalineamiento de las distribuciones
(figura 1) como efecto de la variabilidad de la calidad explicado en la seccio´n
anterior. Para ello se han evaluado 3 algoritmos diferentes basados en regresio´n
log´ıstica, ya utilizada en reconocimiento de locutor para fusio´n y calibracio´n
[6][12][13].
4.1. Regresio´n log´ıstica lineal de dos dimensiones (2D-LLR)
El me´todo LLR (Linear Logistic Regression) es un algoritmo de compensa-
cio´n que transforma el conjunto de puntuaciones generadas bajo unas condiciones
de calidad mediante un modelo de regresio´n lineal en el logaritmo de una relacio´n
de verosimilitud [6], el cual puede definirse de la siguiente manera:
xNormi,j = log
Pi,j(xi,j |T )
Pi,j(xi,j |NT ) = αi,j · xi,j + βi,j (6)
6 Sergio Pe´rez Go´mez et. al.
Los pesos αi,j y βi,j se obtienen de las puntuaciones de entrenamiento [6]
1
de las comparaciones de los modelos del cuartil de calidad i con los ficheros de
test de calidad del cuartil j. La puntuacio´n o score a compensar xi,j presenta el
mismo cuartil de calidad que las puntuaciones de entrenamiento. Por lo tanto,
ya que dicho algoritmo es dependiente de la calidad del modelo y del test se
puede decir que la regresio´n log´ıstica seguida presenta dos dimensiones dando
de esta manera nombre al algoritmo implementado.
Por u´ltimo. destacar que este algoritmo se puede generalizar para cualquier
valor de calidad realizando algu´n tipo de interpolacio´n de los pesos αi,j y βi,j
(por ejemplo cu´bica).
4.2. Regresio´n log´ıstica bilineal (BLR)
Este me´todo esta´ basado en [12], donde se tomaba como informacio´n com-
plementaria informacio´n lingu¨´ıstica del locutor y puede definirse como sigue:
xNormi,j = α · xi,j +
K∑
k=1
αk · λk · xi,j + β (7)
donde α, αk y β son ahora pesos fijos para todos los posibles conjuntos de scores
dependientes de calidad, y λk corresponde a la informacio´n de las calidades
del modelo y del test. Para la realizacio´n de este trabajo se ha definido dicha
informacio´n de dos maneras diferentes dando lugar a dos algoritmos diferentes:
BLR tipo 1: λ1 = Qm y λ2 = Qt, donde la informacio´n complementaria
corresponde a la calidad mapeada del modelo Qm junto con la del test Qt.
BLR tipo 2: λ1 =
√
Qm ×Qt, donde la informacio´n complementaria corres-
ponde con la media geome´trica de las calidades.
5. Experimentos
5.1. Base de datos y protocolos
El organismo norteamericano NIST (National Institute of Standards and Te-
chnology) [9] organiza evaluaciones bianuales abiertas de cara´cter competitivo
en el que se elaboran bases de datos y se definen una serie de tareas o protocolos
para medir de manera objetiva el rendimiento, bajo las mismas condiciones, de
los sistemas presentados. La base de datos utilizada para el desarrollo de este
trabajo es la de NIST SRE 2008 [1], la cual ofrece un importante desaf´ıo en
cuanto a compensacio´n de variabilidad de calidad se refiere. El protocolo segui-
do para la realizacio´n de estos experimentos es el short2-short3 de la misma
evaluacio´n, que comprende archivos de audio conversacionales capturados de un
1 El toolkit FoCal ha sido usado para el entrenamiento de la LLR.
http://sites.google.com/site/nikobrummer/focal
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canal telefo´nico o microfo´nico de 5 minutos de duracio´n, de los cuales aproxima-
damente 2.5 minutos son de cada locutor de la conversacio´n una vez suprimidos
los silencios, y datos microfo´nicos en formato interview o entrevista en los cuales
la mayor´ıa de audio de los 3 minutos de duracio´n corresponde al entrevistado.
El trabajo llevado a cabo presenta 4 condiciones de evaluacio´n o escenarios
diferentes:
tel-tel, en el que el modelo de entrenamiento y el fichero de test han sido
adquiridos de un canal telefo´nico.
tel-mic, en el que el fichero de audio con el que se entrena el modelo del
usuario a identificar ha sido adquirido a trave´s de un canal telefo´nico y el
fichero de test mediante un micro´fono.
mic-tel, en el que el modelo se ha extra´ıdo de una grabacio´n con micro´fonos
y el archivo de enfrentamiento se ha capturado a trave´s de la red telefo´nica.
mic-mic, en la que el modelo y fichero de test han sido capturados con un
dispositivo microfo´nico.
No´tese que las grabaciones telefo´nicas presentan diversos factores de degrada-
cio´n de la sen˜al principalmente relacionados con la distorsio´n del canal de comu-
nicacio´n mientras que las muestras microfo´nicas se ven ma´s afectados mediante
otros para´metros como la fidelidad del dispositivo de captura, la distancia al
micro´fono, las condiciones ambientales, etc.. Tanto los ficheros de entrenamiento
como los de enfrentamiento, presentan un filtrado Wiener ya que se ha demos-
trado que este tipo de procesado ayuda a mejorar el rendimiento de sistemas que
trabajan con este tipo de muestras.
Por u´ltimo, remarcar que dado el cara´cter preliminar del estudio los algorit-
mos propuestos se han entrenado con los mismos datos que la evaluacio´n.
5.2. Sistema de desarrollo
El sistema de desarrollo sobre el cual se ha medido el rendimiento de los 3 al-
goritmos propuestos es el sistema presentado por el grupo ATVS en la evaluacio´n
NIST SRE de 2008. Este sistema esta´ basado en modelo GMM (Gaussian Mix-
ture Model) de 1024 mezclas y 19 para´metros MFCC (Mel Frecuency Cepstral
Coefficients), adaptados de un UBM (Universal Background Model) entrena-
do con una gran cantidad de datos provenientes de las evaluaciones NIST hasta
NIST SRE 2006. Dicho sistema tambie´n incluye compensacio´n de canal mediante
te´cnicas basadas en feature warping y factor analysis aplicando adaptacio´n NAP
(Nuisance Attribute Projection) [14] a los modelos GMM. Por u´ltimo, destacar
el uso de T-Norm para normalizar los scores [15].
6. Resultados
El cuadro 1 muestra en te´rminos de EER la mejora de los algoritmos pro-
puestos en funcio´n de la condicio´n de NIST SRE 2008 evaluada. El me´todo
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2D-LLR que realiza una LLR por subconjunto de scores en funcio´n de la calidad
del modelo Qm y la calidad del test Qt ofrece pra´cticamente en todos los casos
una mejora en te´rminos de EER en cuanto al EER original y al EER mejorado
por los otros algoritmos. En cualquier caso, so´lo sufre un empeoramiento para
la condicio´n tel-tel de UBML, el cual puede ser considerado despreciable por su
proximidad a 0. No obstante. los me´todos BLR-1 y 2 ofrecen peores resultados
salvo para esta misma condicio´n, en el que presentan una mejora por encima
del resultado obtenido usando 2D-LLR siendo mejor para el segundo caso en el
que la informacio´n complementaria es la media geome´trica de las calidades del
modelo y del test.
Los mismos resultados son representados de forma gra´fica en la figura 3,
en las que se han separado para los 3 algoritmos las 2 condiciones con peor
rendimiento, tel-tel y mic-tel y las 2 con mejor rendimiento, tel-mic y mic-mic.
UBML SNR
Compensacio´n Condicio´n EER EERnorm Mejora EER EERnorm Mejora EER
2D-LLR
tel-tel 7, 80 7, 82 −0, 35 7, 64 1, 97
tel-mic 11, 24 10, 24 8,82 10, 45 7,01
mic-tel 11, 68 11, 66 0,16 11, 60 0,72
mic-mic 8, 51 8, 19 3,76 8, 43 0, 94
BLR tipo 1
tel-tel 7, 80 7, 68 1, 51 7, 69 1,35
tel-mic 11, 24 10, 47 6, 79 10, 46 6, 94
mic-tel 11, 68 11, 77 −0, 81 12, 08 −3, 46
mic-mic 8, 51 8, 35 1, 93 8, 40 1,3
BLR tipo 2
tel-tel 7, 80 7, 63 2,08 7, 69 1,35
tel-mic 11, 24 10, 50 6, 56 10, 50 6, 56
mic-tel 11, 68 11, 80 −1, 05 12, 07 −3, 38
mic-mic 8, 51 8, 32 2, 3 8, 40 1,3
Cuadro 1. Tabla resumen en la que se muestra la mejora en te´rminos de EER del
sistema en tanto por ciento de los algoritmos propuestos para las 4 condiciones y los
subconjuntos dependientes de calidad.
7. Conclusiones y trabajo futuro
En este art´ıculo se ha estudiado el rendimiento del sistema, en cuanto a
te´rminos de EER se refiere, en funcio´n de los subconjuntos de scores dependientes
de las calidades UBML y SNR respaldadas en estudios anteriores como buenos
indicadores de degradacio´n. Para ello se han implementado varios algoritmos
probados sobre NIST SRE 2008 con resultados prometedores.
Resumiendo los resultados obtenidos mediante esta base de datos cabe desta-
car que la mejora del 8,82% evaluando los datos a partir de la calidad UBML en
la condicio´n tel-mic mediante el me´todo 2D-LLR es considerable, lo cual incita
a seguir realizando estudios en este sentido, ya que la fiabilidad y cara´cter de
las muestras telefo´nicas son diferentes a las microfo´nicas produciendo un mayor
desajuste en las distribuciones (ver media de las distribuciones target en figura
1). Otra resultado a destacar es que el me´todo BLR-2 mejora en un 2,08% en la
condicio´n tel-tel, donde el me´todo 2D-LLR no obtiene buen rendimiento para el
subconjunto de scores obtenidos a trave´s de la calidad UBML. Dicho me´todo es
una variacio´n elegante del me´todo 2D-LLR aunque con mayores problemas en
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cuanto a coste computacional y divergencia. Por u´ltimo, en cuanto a conclusio-
nes extra´ıdas se refiere, destacar que para un sistema GMM obtener la calidad
UBML, en la cual se obtienen mejoras ligeramente superiores a usar la SNR, no
implica ningu´n coste adicional ya que es un hecho que debe realizarse de forma
imperativa si se pretende lanzar un score como resultado final a evaluar.
Como trabajo futuro hay que remarcar que ser´ıa interesante entrenar los
pesos de compensacio´n de las regresiones log´ısticas mediante un conjunto de
scores diferente al de test, no como en este estudio, en el que dichos para´metros
conten´ıan informacio´n de los datos a normalizar debido a que se ha utilizado la
base de datos de 2008 a posteriori. Estudios en esta l´ınea se esta´n llevando a cabo
en el ATVS. Otra l´ınea de investigacio´n a seguir ser´ıa evaluar el rendimiento de
estos algoritmos bajo otras te´cnicas de normalizacio´n como ZT-Norm que trata
de normalizar las distribuciones target y non target a trave´s de los modelos de
entrenamiento, o el uso de cohortes dependientes de la calidad a la hora de
normalizar.
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Curvas DET para las condiciones tel−tel y mic−tel
 
 
tel−tel: EER = 7.80
Norm 2DLLR−UBML tel−tel: EER = 7.82
Norm 2DLLR−SNR tel−tel: EER = 7.64
mic−tel: EER = 11.68
Norm 2DLLR−UBML mic−tel: EER = 11.66
Norm 2DLLR−SNR mic−tel: EER = 11.60
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Curvas DET para las condiciones tel−mic y mic−mic
 
 
tel−mic: EER = 11.24
Norm 2DLLR−UBML tel−mic: EER = 10.24
Norm 2DLLR−SNR tel−mic: EER = 10.45
mic−mic: EER = 8.51
Norm 2DLLR−UBML mic−mic: EER = 8.19
Norm 2DLLR−SNR mic−mic: EER = 8.43
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Curvas DET para las condiciones tel−tel y mic−tel
 
 
tel−tel: EER = 7.80
Norm BLR−2−UBML tel−tel: EER = 7.68
Norm BLR−2−SNR tel−tel: EER = 7.69
mic−tel: EER = 11.68
Norm BLR−2−UBML mic−tel: EER = 11.77
Norm BLR−2−SNR mic−tel: EER = 12.08
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Curvas DET para las condiciones tel−mic y mic−mic
 
 
tel−mic: EER = 11.24
Norm BLR−2−UBML tel−mic: EER = 10.47
Norm BLR−2−SNR tel−mic: EER = 10.46
mic−mic: EER = 8.51
Norm BLR−2−UBML mic−mic: EER = 8.35
Norm BLR−2−SNR mic−mic: EER = 8.40
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Curvas DET para las condiciones tel−tel y mic−tel
 
 
tel−tel: EER = 7.80
Norm BLR−4−UBML tel−tel: EER = 7.63
Norm BLR−4−SNR tel−tel: EER = 7.69
mic−tel: EER = 11.68
Norm BLR−4−UBML mic−tel: EER = 11.80
Norm BLR−4−SNR mic−tel: EER = 12.07
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Curvas DET para las condiciones tel−mic y mic−mic
 
 
tel−mic: EER = 11.24
Norm BLR−4−UBML tel−mic: EER = 10.50
Norm BLR−4−SNR tel−mic: EER = 10.50
mic−mic: EER = 8.51
Norm BLR−4−UBML mic−mic: EER = 8.32
Norm BLR−4−SNR mic−mic: EER = 8.40
Figura 3. Rendimiento de los algoritmos mostrado en formato curva DET (Detection
Error Trade-off ). A la izquierda se muestran las curvas para las condiciones tel-tel y
mic-tel que corresponden a las de peor mejora y a la derecha las de tel-mic y mic-mic
con resultados prometedores. Notar que la escala en cada gra´fica es diferente.
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Abstract
In this work we aim at compensating the degrading effects
of utterance length variability of speaker verification systems,
which appear in many typical applications such as forensics.
The paper concentrates in the score misalignments due to dif-
ferent utterance lengths, proposing several algorithms for its
normalization. In order to test the proposed methods, we have
built two corpora from NIST SRE 2006 and 2008 data to simu-
late high utterance length variability. Results show an improve-
ment of the overall system performance for all the algorithms
proposed, which is significant even when score normalization
techniques such as T-Norm are used.
1. Introduction
Speaker verification aims at comparing two sets of speech data
with the aim of discriminating among target comparisons where
the identity of both is the same; and non-target comparisons
where they are not. One of the biggest challenges affecting
performance in automatic speaker verification is related to the
variability on the conditions of the speech signal, due to mul-
tiple factors which may change in different recording sessions.
In fact, compensation of such session variability has been the
main technology improvement in speaker recognition in the last
ten years, as testified by NIST Speaker Recognition Evaluations
(SRE)1. One of this degrading variability factors is the length of
the speech utterances involved in enrollment and testing pro-
cesses [1]. However, nowadays little research has been con-
ducted for compensating the effects of speech duration variabil-
ity, or even analyzing their impact. This is mainly due to the
configuration of tasks in NIST SRE, where the length of the en-
rollment and testing utterances present small variation in a sin-
gle condition. However, there is a plethora of operational sce-
narios where the length of the utterance involved in the recog-
nition process may vary, e.g. forensic applications [2] where
the variation in the length of questioned speech (test segment)
is virtually unpredictable in real casework.
A typical effect of utterance length variability is a variable
score misalignment, causing a global degradation of perfor-
mance when scores obtained with utterances of different du-
ration are pooled together. While this can be partially solved
with score normalization [3], the typical use of fixed cohorts for
T-Norm or Z-Norm does not completely eliminate the effects
of duration variability. Therefore, we propose a modified fu-
sion/calibration stage, present in most speaker verification sys-
tems, which incorporates duration information. As we show in
this paper, the proposed algorithms improve the performance of
This work has been funded by the Spanish Ministry of Science and
Innovation under project TEC2009-14719-C02-01.
1http://www.itl.nist.gov/iad/mig/tests/sre/
the system both when there is a previous score normalization
stage or not, transforming the scores into log-likelihood-ratios
which can be interpretable under a Bayesian decision frame-
work [4]. Some of those techniques have been previously pro-
posed in the literature [1, 5], but here we also propose several
novel methods based on Gaussian models and logistic regres-
sion. In order to test the approaches proposed, we have gener-
ated two corpora from the telephone-only speech in NIST SRE
2006 and 2008 databases, namely DurTelSRE06 and DurTel-
SRE08. There, we have simulated variability by altering the
length of the speech files.
The paper is organized as follows: Section 2 present the mo-
tivation of the work, as well as an analysis of the effects of ut-
terance length variability. Section 3 describes the methods used
for compensation. In Section 4 the experimental protocol is de-
scribed, and the results showing the adequacy of the proposed
techniques are presented. Finally, conclusions are drawn in Sec-
tion 5.
2. Variability of utterance length in speaker
verification
Figure 1 illustrates the effect of utterance length variability in
the range of the speaker recognition scores. The plots show
target and non-target distribution of scores generated with the
Gaussian Mixture Model system based on Universal Back-
ground Modelling (GMM-UBM) presented by ATVS in NIST
SRE 2008, and described in Section 4. The database and proto-
col has been constructed from telephone-only speech of NIST
SRE 2008 short2-short3 condition, in order to simulate extreme
speech length variability. This corpus has been named DurTel-
SRE08, and is described in detail in Section 4. Each pair of tar-
get and non-target distributions were generated with the same
speaker models, enrolled with various utterance lengths; but the
test segment length is different for each pair of distributions.
The EER of each pair of target and non-target scores is also
shown in the plot. It is shown that the range of each pair of dis-
tributions varies with utterance length. Although T-Norm has
been used for score normalization, it does not completely elim-
inate this misalignment, mainly due to the use of a fixed cohort,
which is the typical configuration. That causes that, although
the EER of each set of scores independently reaches relatively
low values, its value for all the scores from all durations pooled
together is poor. This misalignment not only affects the overall
discriminating power of the system, but also represents a prob-
lem when a single decision threshold is to be established, or
when distributions have to be modelled for calibration or fusion
purposes [4]. This motivates the use of the proposed algorithms,
which compensate such variations in the score range due to ut-
terance length.
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Figure 1: Kernel distributions of scores generated with 3, 100
and 150 seconds for test segment length and all model lengths
for DurTelSRE08 set-up.
3. Compensation Methods
All the presented algorithms are supervised, meaning that the
compensation models should be previously trained with a sep-
arate development set of scores, different from the test scores
to compensate. For this work we have used scores from two
databases built for the paper from NIST SRE data, and de-
scribed in Section 4, namely DurTelSRE06 for training the al-
gorithms and DurTelSRE08 for testing their performance.
3.1. Length-conditional Gaussian Modelling (GM)
This algorithm transforms the scores generated with given utter-
ance lengths into a log-likelihood ratio, whose distributions are
assigned to the training scores corresponding to such lengths.
In this way, assuming that score distributions are Gaussian2 and
T and NT respectively correspond to the target and non-target
hypotheses, for a given score xi,j having training speech length














where, Pi,j are Gaussian distributions. The parameters µTi,j and
σ
T
i,j are respectively the mean and standard deviation computed
from target training scores for model speech duration i and test
segment speech duration j; and µNTi,j and σNTi,j are the corre-
sponding values for non-target training scores. Given that the
variability to compensate will be focused on the test segment
rather than the training model, a one-dimensional (1D-GM) ver-
sion of this method has been used as proposed in [1], where
the value of j for the testing scores varied, but the value of i
was ignored, and all the possible scores from different enrolled
model durations were pooled together. Moreover, we also pro-
pose the use of the training model duration i, leading to the
two-dimensional approach in Equation 1 (2D-GM).
As it can be seen, the possible values of i and j will belong
2The assumption of Gaussianity is supported by the use of score
normalization techniques such as T-Norm [3].
to a discrete set, and therefore it will be difficult to represent all
possible continuous utterance lengths in the training scores. For
instance, in our experimental set-up (described in Section 4),
this discrete set was {3, 10, 15, 20, 30, 40, 50, 60, 100, 150},
expressed in seconds, both for model enrollment speech and test
segments. In more general scenarios, where the testing lengths
may have any possible value, possible strategies are the binning
of the scores with respect to their utterance lengths, or also some
kind of interpolation such as the one performed in [1] using cu-
bic splines.
3.2. Length-conditional Linear Logistic Regression (LLR)
In this method, we handle the training and testing data in a
similar way as for length-conditional Gaussian method, but the
model used instead of Gaussian densities is linear logistic re-






= αi,j · xi,j + βi,j (2)
The weights αi,j and βi,j are obtained from the training scores
[6]3 from comparisons of models enrolled with speech utter-
ances having length i and test segments of length j. The score to
compensate xi,j presents the same utterance length conditions
as the training scores. Again, we will refer to as 2-dimensional
LLR, or 2D-LLR, when the training and testing speech data
are respectively restricted to utterance lengths i and j; and 1-
dimensional LLR or 1D-LLR when the length of the speech
used for test segments j is restricted but model enrollments of
all lengths are pooled together. As it happened for GM mod-
els, in scenarios with a potentially continuous speech variabil-
ity, binning of the scores with respect to their utterance lengths,
or interpolation of αi,j and βi,j using e.g. cubic splines are a
solution for achieving generality.
3.3. Bilinear Logistic Regression (BLR)
This method is an elegant technique that optimizes a logistic
regression model conditioned to a set of values which represent
some form of information additional to the score. A similar
method has been previously used in [5] to system fusion using
linguistic information. Here we incorporate the information of
the utterance length, both for the enrolled model and for the test




i,j = α · xi,j +
KX
k=1
αk · λk · xi,j + β (3)
where α, αk and β are now weights which are fixed for all pos-
sible values of utterance lengths, and a number of λk values in
the [0, 1] range are derived from the utterance lengths of model
and test segment speech, divided by the maximum length (150
seconds in our case). If such normalized durations are respec-
tively denoted as dm and dt, the selection of the λk values deter-
mine the information used for compensating utterance length,
which leads to 3 approaches of BLR used in this paper: BLR-
1 when λ1 = dt; BLR-2 when λ1 = dt and λ2 = dm; and
BLR-3 when λ1 = |dt − dm|.
3The FoCal toolkit has been used for LLR training.
http://sites.google.com/site/nikobrummer/focal
4. Experiments
4.1. Database and protocols
In NIST SRE protocols the variability in speech length within
a given condition is limited, making it unappropriated to test
the proposed algorithms. Therefore, two databases and proto-
cols have been generated. For both of these corpora, telephone
speech data in NIST SRE 2006 1conv4w-1conv4w condition
and the telephone-only speech of NIST SRE 2008 short2-short3
condition have been used. For each utterance in each of these
databases, we have truncated them to generate speech segments
with lengths 3, 10, 15, 20, 30, 40, 50, 60, 100 and 150 sec-
onds (after silence removal). Then, all the possible comparisons
among fragments obtained from model enrollment speech and
from test segments were used for generating scores, obtaining
roughly 4 millions of scores from NIST SRE 2006 and 3 mil-
lions of scores from NIST SRE 2008. We have respectively
called such sets of scores DurTelSRE06, used for training the
models in the proposed algorithms; and DurTelSRE08, which
will be compensated in order to assess their performance.
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NIST SRE 2006 1conv4w−1conv4w: EER = 5.94
DurTelSRE06: EER = 25.09
NIST SRE 2008 short2−short3: EER = 8.62
DurTelSRE08: EER = 26.55
Figure 2: ATVS system used in NIST SRE 2008. Compari-
son among DurTelSRE06 and DurTelSRE08 corpora, and the
telephone-only subsets of NIST SRE 2006 1conv4w 1conv4w
and NIST SRE 2008 short2-short3.
In this paper, the GMM-UBM based system presented by
ATVS in NIST SRE 2008 is used for all experiments. Session
variability compensation is achieved by the use of factor anal-
ysis techniques, applying Nuisance Attribute Projection (NAP)
for the GMM models and using feature-level channel factors for
the test segments [7]. T-Norm has been also used for score nor-
malization [3], but no Z-Norm is applied. This allows to see the
effects of the proposed algorithms whith score normalization
and when score normalization is not applied or is ineffective.
In order to illustrate the performance expected for corpuses
DurTelSRE06 and DurTelSRE08, in Figure 2 the DET curves
obtained with the system used in this paper and such high-
variability corpora are compared to the standard NIST SRE
2006 1conv4w-1conv4w and NIST SRE 2008 short2-short3
telephone-only datasets. It is shown that duration variability im-
plies a dramatic performance decrease, even if the other session
variability factors are controlled.
4.2. Results
Results in terms of EER and its relative improvement using the
proposed compensation algorithms are presented in Table 4.1
for DurTelSRE08. We compare different subsets of the scores
presenting different durations for the speech in the test segments
(Test segment length in the table). For instance, 10, 100 in the
Test segment length column indicates that only scores gener-
ated with test segments with 10 and 100 seconds are selected.
This is done in order to highlight the adequacy of the proposed
methods in conditions of extreme duration variability. The per-
formance for the whole DurTelSRE08 corpus is shown in the
All Durations row. First, it is seen that all the proposed meth-
ods obtain a performance improvement in terms of EER. 1D-
methods and BLR-1 only uses duration information of the test
segment, whose effects have been partially compensated by T-
Norm, but even though the improvement in performance is sig-
nificant (e.g., 4, 30% for all durations using 1D-GM). This in-
dicates that fixed-cohort normalization schemes are not enough
to compensate for duration variability effects. Moreover, when
compensation methods are applied using information about the
length of the speech used for model enrollment, the improve-
ment in performance is even bigger (e.g., 16, 62% for all dura-
tions using 2D-LLR). This indicates that, when score normal-
ization is not present or is uneffective, the proposed methods
compensate the remaining duration effects. This is important,
since score normalization techniques may not be useful when
the cohort is not adapted to the data to use in operational condi-
tions (a situation which is typical in forensics). Although BLR
solution is more elegant and workable in terms of model param-
eters, its performance is worse than its corresponding GM and
LLR approaches. It seems that, in this case, the bigger num-
ber of parameters in GM and LLR allows the model to better
adapt to the problem than the more constrained BLR. Interest-
ingly enough, the proposed LLR and GM schemes, both 1D and
2D, are superior than BLR in terms of computational cost, and
also presents a better behavior in terms of their convergence to
an optimal solution.
5. Conclusions
This work has discussed the problem of the degradation of
speaker verification systems due to the variability of the length
of the available speech, which causes misalignments of score
distributions. We have compared several novel methods for
compensating such effects at the score level, including some
novel methods based on Gaussian modelling and Logistic Re-
gression, which outperform previous proposals found in the lit-
erature. Results show that using the proposed techniques, sig-
nificant EER improvements are obtained for different duration
variability situations. Moreover, it is shown that even score
normalization techniques such as T-Norm are not able to com-
pletely eliminate degrading duration effects due to misalign-
ments, and the proposed methods help to compensate them. Fu-
ture work includes a more comprehensive study of the effects
of the proposed algorithms under different score normalization
techniques, including adaptive schemes.
EER (%) EER improvement (%)
Test segment length (sec.) 1D-GM 2D-GM 1D-LLR 2D-LLR BLR 1 BLR 2 BLR 3
3, 10 31.34 2.79 7.17 2.68 7.41 2.63 6.86 4.04
3, 100 31.81 9.61 16.99 9.31 17.23 9.34 15.73 4.59
3, 150 33.08 5.21 10.26 5.15 10.54 4.75 8.73 1.62
10, 100 26.39 3.47 15.67 3.33 15.79 3.57 15.49 2.29
10, 150 27.41 1.97 11.98 1.95 12.28 1.89 11.67 0.22
3, 10, 150 31.11 4.55 10.42 4.43 10.73 2.14 6.32 −0.16
3, 100, 150 31.33 10.28 19.01 10.00 19.29 8.38 13.89 6.67
3, 30, 60, 100, 150 27.96 7.59 19.54 7.44 19.80 3.38 11.67 2.02
All Durations 26.55 4.30 16.37 4.20 16.62 1.84 12.21 0.16
Table 1: EER improvement in DurTelSRE08 when utterance length compensation is applied. 1D indicates compensation using duration
of the test segment (already partially compensated by T-Norm). 2D indicates compensation applied using both durations of the test
segment and the speech used to enroll models.
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verificación  de  locutor  utilizando  información  de  duración  y  calidad.  En  lo  que  sigue,  se 
supondrá  que  el  proyecto  ha  sido  encargado  por  una  empresa  cliente  a  una  empresa 
consultora con  la  finalidad de  realizar dicho  sistema. Dicha empresa ha debido desarrollar 
una  línea de  investigación  con objeto de elaborar el proyecto. Esta  línea de  investigación, 








proposición  más  favorable  sin  atender  exclusivamente  al  valor  económico, 
dependiendo de las mayores garantías ofrecidas. La empresa que somete el proyecto 
a concurso se reserva el derecho a declararlo desierto. 
2. El montaje y mecanización completa de  los equipos que  intervengan  será  realizado 
totalmente por la empresa licitadora. 
3. En  la oferta,  se hará constar el precio  total por el que  se compromete a  realizar  la 
obra y el tanto por ciento de baja que supone este precio en relación con un importe 
límite si este se hubiera fijado. 
4. La  obra  se  realizará    bajo  la  dirección  técnica  de  un  Ingeniero  Superior  de 
Telecomunicación, auxiliado por el número de  Ingenieros Técnicos y Programadores 
que se estime preciso para el desarrollo de la misma. 










sirvió  de  base  para  la  contratación,  a  las  modificaciones  autorizadas  por  la 
superioridad o a  las órdenes que con arreglo a sus  facultades  le hayan comunicado 
por escrito al Ingeniero Director de obras siempre que dicha obra se haya ajustado a 





8. Tanto  en  las  certificaciones de obras  como  en  la  liquidación  final,  se  abonarán  los 
trabajos realizados por el contratista a  los precios de ejecución material que figuran 
en el presupuesto para cada unidad de la obra. 
9. Si  excepcionalmente  se  hubiera  ejecutado  algún  trabajo  que  no  se  ajustase  a  las 
condiciones de  la contrata pero que sin embargo es admisible a  juicio del  Ingeniero 
Director de obras, se dará conocimiento a la Dirección, proponiendo a la vez la rebaja 
de precios que el  Ingeniero estime  justa y si  la Dirección resolviera aceptar  la obra, 
quedará el contratista obligado a conformarse con la rebaja acordada. 
10. Cuando se juzgue necesario emplear materiales o ejecutar obras que no figuren en el 
presupuesto de  la contrata, se evaluará   su  importe a  los precios asignados a otras 
obras  o  materiales  análogos  si  los  hubiere  y  cuando  no,  se  discutirán  entre  el 
Ingeniero Director y el contratista, sometiéndolos a la aprobación de la Dirección. Los 
nuevos  precios  convenidos  por  uno  u  otro  procedimiento,  se  sujetarán  siempre  al 
establecido en el punto anterior. 
11. Cuando  el  contratista,  con  autorización  del  Ingeniero  Director  de  obras,  emplee 
materiales de calidad más elevada o de mayores dimensiones de  lo estipulado en el 
proyecto,  o  sustituya  una  clase  de  fabricación  por  otra  que  tenga  asignado mayor 
precio o ejecute  con mayores dimensiones  cualquier otra parte de  las obras, o en 
general,  introduzca en ellas  cualquier modificación que  sea beneficiosa a  juicio del 
Ingeniero  Director  de  obras,  no  tendrá  derecho  sin  embargo,  sino  a  lo  que  le 






el presupuesto  final  (general), no  serán abonadas  sino a  los precios de  la  contrata, 
según  las  condiciones  de  la misma  y  los  proyectos  particulares  que  para  ellas  se 
formen, o en su defecto, por lo que resulte de su medición final. 
13. El contratista queda obligado a abonar al  Ingeniero autor del proyecto y director de 









oficial  de  las  mismas  y  la  definitiva,  al  año  de  haber  ejecutado  la  provisional, 
procediéndose si no existe reclamación alguna, a la reclamación de la fianza. 
18. Si el contratista al efectuar el replanteo, observase algún error en el proyecto, deberá  
comunicarlo  en  el  plazo  de  quince  días  al  Ingeniero  Director  de  obras,  pues 
transcurrido ese plazo será  responsable de la exactitud del proyecto. 
19. El contratista está obligado a designar una persona responsable que se entenderá con 
el  Ingeniero  Director  de  obras,  o  con  el  delegado  que  éste  designe,  para  todo 
relacionado  con  ella.  Al  ser  el  Ingeniero  Director  de  obras  el  que  interpreta  el 
proyecto, el contratista deberá  consultarle cualquier duda que surja en su realización. 
20. Durante  la  realización  de  la  obra,  se  girarán  visitas  de  inspección  por  personal 












efectos,  el  interventor  y  el  jefe  de  servicio  o  un  representante,  estampando  su 
conformidad el contratista. 
22. Hecha  la  recepción  provisional,  se  certificará  al  contratista  el  resto  de  la  obra, 
reservándose la administración el importe de los gastos de conservación de la misma 
hasta  su  recepción definitiva y  la  fianza durante el  tiempo  señalado como plazo de 
garantía. La recepción definitiva se hará en las mismas condiciones que la provisional, 
extendiéndose  el  acta  correspondiente.  El  Director  Técnico  propondrá  a  la  Junta 
Económica  la devolución de  la  fianza al  contratista de acuerdo  con  las  condiciones 
económicas legales establecidas. 
23. Las tarifas para la determinación de honorarios, reguladas por orden de la Presidencia 
del  Gobierno  el  19  de  Octubre  de  1961,  se  aplicarán  sobre  el  denominado  en  la 




La  empresa  consultora,  que  ha  desarrollado  el  presente  proyecto,  lo  entregará  a  la 





2. La  empresa  consultora  se  reserva  el  derecho  a  la  utilización  total  o  parcial  de  los 
resultados de  la  investigación  realizada para desarrollar  el  siguiente proyecto, bien 




contará  con  autorización expresa  y por escrito del  Ingeniero Director del Proyecto, 
que actuará  en representación de la empresa consultora. 





5. En  todas  las  reproducciones  se  indicará  su procedencia, explicitando el nombre del 
proyecto, nombre del Ingeniero Director y de la empresa consultora. 
6. Si el proyecto pasa la etapa de desarrollo, cualquier modificación que se realice sobre 
él, deberá    ser notificada al  Ingeniero Director del Proyecto  y a  criterio de éste,  la 
empresa consultora decidirá  aceptar o no la modificación propuesta. 
7. Si  la modificación  se  acepta,  la  empresa  consultora  se  hará  responsable  al mismo 
nivel que el proyecto inicial del que resulta el añadirla. 
8. Si  la modificación no es aceptada, por el contrario,  la empresa consultora declinará  
toda responsabilidad que se derive de la aplicación o influencia de la misma. 
9. Si la empresa cliente decide desarrollar industrialmente uno o varios productos en los 
que  resulte  parcial  o  totalmente  aplicable  el  estudio  de  este  proyecto,  deberá 
comunicarlo a la empresa consultora. 
10. La empresa  consultora no  se  responsabiliza de  los efectos  laterales que  se puedan 
producir en el momento en que se utilice la herramienta objeto del presente proyecto 
para la realización de otras aplicaciones. 






contrario,  la persona designada deberá   contar con  la autorización del mismo, quien 
delegará en él las responsabilidades que ostente. 
 
 
 
 
