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Keyphraseextraction is a textual informationprocessing task
concerned with the automatic extraction of representative
and characteristic phrases fromadocument that express all
the key aspects of its content. Keyphrases constitute a suc-
cinct conceptual summaryof adocument,which is veryuse-
ful in digital informationmanagement systems for semantic
indexing, faceted search, document clustering and classifi-
cation. This article introduces keyphrase extraction, pro-
vides a well-structured review of the existing work, offers
interesting insights on the different evaluation approaches,
highlights open issues and presents a comparative exper-
imental study of popular unsupervised techniques on five
datasets.
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1 | INTRODUCTION
Keyphrase extraction is concernedwith automatically extracting a set of representative phrases fromadocument that
concisely summarize its content (Hasan and Ng, 2014). There exist both supervised and unsupervised keyphrase ex-
traction methods. Unsupervised methods are popular because they are domain independent and do not need labeled
training data, i.e. manual extraction of the keyphrases, which comes with subjectivity issues as well as significant in-
vestment in time and money. Supervised methods on the other hand, have more powerful modeling capabilities and
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typically achieve higher accuracy than the unsupervised ones according to previous studies (Kim et al., 2013; Caragea
et al., 2014;Meng et al., 2017).
Theversatility of keyphrases renders keyphraseextractionavery importantdocumentprocessing task. Keyphrases
can be used for semantically indexing a collection of documents either in place of their full-text or in addition to it, en-
abling semantic and faceted search (Gutwin et al., 1999). In addition, they can be used for query expansion in the
context of pseudo-relevance feedback (Song et al., 2006). They can also serve as features for document clustering
and classification (Hulth and Megyesi, 2006). Furthermore, the set of extracted keyphrases can be viewed as an ex-
treme summary of the corresponding document for human inspection, while the individual keyphrases can guide the
extraction of sentences in automatic document summarization systems (Zhang et al., 2004). Keyphrase extraction is
particularly important in the (academic) publishing industry for carrying out a number of important tasks, such as the
recommendation of new articles or books to customers, highlightingmissing citations to authors, identifying potential
reviewers for submissions and the analysis of content trends (Augenstein et al., 2017).
There exists a number of noteworthy keyphrase extraction surveys. Hasan andNg (2014) focus on the errors that
are made by state-of-the-art keyphrase extractors: (a) evaluation errors (when a returned keyphrase is semantically
equivalent to a gold one but it is evaluated as erroneous), (b) redundancy errors (when a method returns correct but
semantically equivalent keyphrases), (c) infrequency errors (when a keyphrase appears one or two times in a text and
the method fails to detect it), and (d) overgeneration errors (when a system correctly returns a phrase as a keyphrase
because it contains a word that appears frequently in the document, but erroneously outputs additional phrases as
keyphrases that contain this frequent word). Despite that their analysis is not based on a large number of documents,
it is quite interesting andwell-presented. An earlier survey by the same authors presents the results of an experimen-
tal study of state-of-the-art unsupervised keyphrase extraction methods, conducted with the aim of gaining deeper
insights into these methods (Hasan and Ng, 2010). The main conclusions are the following: (a) methods should be
evaluated on multiple datasets, (b) post-processing steps (e.g., phrase formation) have a large impact on the perfor-
mance of methods, and, (c) TfIdf is a strong baseline. Boudin et al. (2016) study the effect of document pre-processing
pipelines to the keyphrase extraction process, while Florescu andCaragea (2017a) examine how keyphrase extraction
is affected by phrase ranking schemes.
Our article constitutes a contemporary review of the keyprase extraction task, containing the followingmain con-
tributions:
• Asystematic presentationof bothunsupervised (Section2) and supervised (Section3) keyphrase extractionmeth-
ods via comprehensive categorization schemes based on the main properties of these methods. Our article re-
views 37 additional methods compared to Hasan and Ng (2014). In addition, we contribute a time line of unsu-
pervised and supervised methods to shed light on their evolution, as well as a presentation of the main types of
features employed in supervisedmethods, along with a discussion of the issue of class imbalance.
• Wepresent the different approaches that can be followed for evaluating keyphrase extractionmethods, aswell as
the different evaluationmeasures that exist, along with their popularity in the literature (Section 4).
• We provide a list of popular keyphrase extraction datasets, including their sources and properties, as well as a
comprehensive catalogue of commercial APIs and free software (Section 5) related to keyphrase extraction.
• We present a thorough empirical study, both quantitative and qualitative, among commercial APIs and state-of-
the-art unsupervised methods, which allows to gain a deeper understanding of how the results are affected by
different evaluation approaches, evaluationmeasures and ground truth standards (Section 6).
Thearticle search strategy thatwe followed, involved searching for “keyphraseextraction” in the followingdatabases
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of scientific literature: Google Scholar, Springer Link, IEEE Xplore, ACMDigital Library and DBLP.We focused mainly
on articles appearing at the high quality journals and conference proceedings that are given in Appendix C.
2 | UNSUPERVISED METHODS
The basic steps of an unsupervised keyphrase extraction system are the following (Hasan andNg, 2010, 2014):
1. Selection of the candidate lexical units based on some heuristics. Examples of such heuristics are the exclusion of
stopwords and the selection of words that belong to a specific part-of-speech (POS).
2. Ranking of the candidate lexical units.
3. Formation of the keyphrases by selectingwords from the top-rankedones or by selecting a phrasewith a high rank
score or whose parts have a high score.
F IGURE 1 Presentation structure of the unsupervised keyphrase extractionmethods.
Table 1 presents the time line of themain research approaches related to unsupervised keyphrase extraction that
are cited in this survey. We present the methods discussed below, along with their key-characteristics that support
our adopted presentation structure in the following sections. Eachmethod can be characterized as (i) statistics-based
(Stat.), (ii) graph-based that incorporates statistics (Stats into Graph), (iii) topic-based (labels in gray color) that uses
clustering (Clust.), LDA or knowledge graphs (KG) to find the document’s topics, (iv) methods that use citation net-
works or neighbors’ information (C/N Info) as well as (v) semantics (Sem.), and (vi) language model-based methods
(Lang. Mod.). According to Table 1, graph-based methods are the most popular ones. However, the statistics-based
methods still hold the attention of the research community. Additionally, the incorporation of semantics seems to be
helpful for the task as more and more methods use them. Figure 1 shows the presentation structure of the section.
First, we present the statistics-based (Section 2.1) and the graph-based ranking methods (Section 2.2). Then, we dis-
cuss themethods that arebasedonembeddings (Section2.3) aswell as the categoryof languagemodel-basedmethods
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(Section 2.4).
Year • Methods • Stat. Stats
into
Graph
Clust. LDA KG C/N
Info
Sem. Lang.
Mod.
2003 • Tomokiyo andHurst (2003) • X
2004 • Mihalcea and Tarau (2004) • X
2008 • Wan and Xiao (2008) -
SingleRank
Wan and Xiao (2008) -
ExpandRank
• X
X X
2009 • Liu et al. (2009)
El-Beltagy and Rafea (2009)
• X
X
X
2010 • Liu et al. (2010)
Rose et al. (2010)
• X
X
X
2013 • Bougouin et al. (2013) • X X
2014 • Gollapalli and Caragea (2014)
Wang et al. (2014)
• X
X
X
X
2015 • Sterckx et al. (2015a)
Sterckx et al. (2015b)
Danesh et al. (2015)
Wang et al. (2015)
• X
X
X
X
X
X
X
2017 • Teneva and Cheng (2017)
Florescu and Caragea (2017b)
Shi et al. (2017)
• X
X
X X
X
X
2018 • Campos et al. (2018b)
Boudin (2018)
Bennani-Smires et al. (2018)
Papagiannopoulou and
Tsoumakas (2018)
Mahata et al. (2018)
Yu andNg (2018)
• X
X
X
X
X
X
X
X
X
X
X
2019 • Won et al. (2019) • X
TABLE 1 A time line of all the unsupervised keyphrase extractionmethods discussed in this review, along with
their key-characteristics.
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2.1 | Statistics-basedMethods
TfIdf is the common baseline on the task. This method scores and ranks the phrases according to the formula:
TfIdf = Tf × Idf
where Tf is the raw phrase frequency and Idf = log2 N1+|d∈D: phrase∈d | , withN the number of documents in the document
set D and |d ∈ D: phrase ∈ d | the number of documents in which the phrase appears. Effective variations of TfIdf are
also implemented, such as taking the logarithm of the phrase frequency instead of the raw frequency to saturate the
increase for high frequency words. Phrase frequency also contributes to alternative scoring schemes such as the one
recently proposed by Florescu and Caragea (2017a). Specifically, the score of the phrase is calculated as:
mean × Tf
wheremean corresponds to themean of the words’ scores which constitute the phrase and Tf is the phrase frequency
in the text document. This is not a free-standing scoring scheme, but it can be considered as an intermediate stage of
an unsupervisedmethod.
KP-Miner (El-Beltagy and Rafea, 2009) is a keyphrase extraction system that exploits various types of statistical
information beyond the Tf and Idf scores. It follows a quite effective filtering process of candidate phrases and uses
a scoring function similar to TfIdf. Particularly, the system keeps as candidates those that are not be separated by
punctuation marks/stopwords, considering at the same time the least allowable seen frequency (lasf) factor and a cutoff
constant (CutOff) that is defined in terms of a number of words after which a phrase appears for the first time. Then,
the system ranks the candidate phrases taking into account the Tf and Idf scores as well as the term position and a
boosting factor for compound terms over the single terms.
Around the same time, co-occurrence statistics and statistical metrics based on external resources started to be
used for semantic similarity calculation among the document’s candidate terms. KeyCluster (Liu et al., 2009) tries to ex-
tract keyphrases that cover all the major topics of a document. First, it removes stopwords and selects the candidate
terms. Then, it utilizes a variety of measures (co-occurrence-based orWikipedia-based) to calculate the semantic re-
latedness of the candidate terms and groups them into clusters (using spectral clustering). Finally, itfinds the exemplar
terms of each cluster in order to extract keyphrases from the document.
The great importance of using both statistics and contexts info is confirmed by recent methods such as YAKE
(Campos et al., 2018b) and the method proposed by Won et al. (2019). YAKE, besides the term’s position/frequency,
also uses new statistical metrics that capture context information and the spread of the terms into the document.
First, YAKE preprocesses the text by splitting it into individual terms. Second, a set of 5 features is calculated for
each individual term: Casing (Wcase that reflects the casing aspect of a word), Word Positional (WPosition that values
more those words occurring at the beginning of a document), Word Frequency (WFreq), Word Relatedness to Context
(WRel that computes the number of different terms that occur to the left/right side of the candidate word), andWord
DifSentence (WDifSentence quantifies how often a candidate word appears within different sentences). Then, all these
features are used for the computation of the S(w) score for each term (the smaller the value, the more important the
wordwwould be).
S (w ) = WRel ∗WPosition
Wcase + WFreqWRel +
WDifSentence
WRel
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Finally, a contiguous sequence of 1, 2 and 3-gram candidate keywords is generated using a sliding window of 3-grams.
For each candidate keyword kw the following score is assigned:
S (kw) =
∏
w∈kw S(w)Tf(kw) ∗ (1 +∑w∈kw S(w))
The smaller the score themoremeaningful the keywordwill be. In addition, themethodofWonet al. (2019) shows that
using a combination of simple textual statistical features is possible to achieve results that competewith state-of-the-
art methods. The first step of this method is the selection of the candidate phrases using morphosyntactic patterns.
Then, for each candidate the following features are calculated: Term Frequency, i.e., the sum of each word frequency of
the candidate phrase, Inverse Document Frequency (Idf), Relative First Occurrence, i.e., the cumulative probability of the
type (1 − a)k where a ∈ [0, 1]measures the position of the first occurrence and k the candidate frequency, and, Length,
i.e., a simple rule that scores 1 for unigrams and 2 for the remaining sizes. The final score of each candidate is the result
of the product of these 4 features. Moreover, with respect to the observation that the larger document datasets are
associated with a higher number of keyphrases per document, the top-N candidates are extracted for each document
with n = 2.5 × log10(doc size) (the 2.5 parameter was found experimentally).
2.2 | Graph-based RankingMethods
The basic idea in graph-based ranking is to create a graph from a document that has as nodes the candidate phrases
from the document and each edge of this graph connects related candidate keyphrases. The final goal is the ranking of
the nodes using a graph-based ranking method, such as Google’s PageRank (Brin and Page, 1998), Positional Function
(Herings et al., 2005) and HITS (Kleinberg, 1999) or generally solving a proposed optimization problem on the graph.
Based on the methods described below, PageRank has been successfully used for graph-based keyphrase extraction.
PageRank is based on eigenvector centrality and recursively defines the weight of a vertex as a measure of its influ-
ence inside the graph-of-words, regardless of how cohesive its neighborhood is. However, Rousseau and Vazirgiannis
(2015) consider the vertices of the main core as the set of keywords to extract from the document, as it corresponds
to the most cohesive connected component of the graph. For this reason, the vertices are intuitively appropriate can-
didates.
TextRank was the first graph-based keyphrase extraction method proposed by Mihalcea and Tarau (2004) which
inspired researchers to build upon it, leading towell-known state-of-the-artmethods. First of all, the text is tokenized,
and annotated with POS tags. Then, syntactic filters are applied to the text units, i.e., only nouns and adjectives are
kept. Next, the lexical units that pass the filters mentioned above, i.e., the candidates, are added to the graph as nodes
and an edge is added between the nodes that co-occur within a window ofM words. The graph is undirected and un-
weighted. The initial score assigned to each node is equal to 1 and then thePageRank algorithm runs until it converges.
Specifically, for a nodeVi the corresponding score function that is repeatedly computed is:
S (Vi ) = (1 − λ) + λ ∗
∑
j ∈N (Vi )
1
N (Vj ) S (Vj )
whereN (Vi ) is the set of neighbors ofVi ,N (Vj ) is the set of neighbors ofVj and λ is the probability of jumping from one
node to another. Once the algorithm converges, the nodes are sorted by decreasing score.
SingleRank (Wan andXiao, 2008) is an extension of TextRankwhich incorporatesweights to edges. Similarly, to the
statistical-based methods, the co-occurrence statistics are crucial information regarding the contexts. Hence, each
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edge weight is equal to the number of co-occurrences of the two corresponding words. Then, the score function for a
nodeVi is computed in a similar way:
WS(Vi ) = (1 − λ) + λ ∗
∑
j ∈N (Vi )
#c i j∑
Vk ∈N (Vj ) #c j k
WS(Vj )
where #c i j is the the number of co-occurrences of word i and word j . In a post-processing stage, for each continu-
ous sequence of nouns and adjectives in the text document, the scores of the constituent words are summed up and
theT top-ranked candidates are returned as keyphrases. Co-occurrences are also used by various graph-basedmeth-
ods such as the one of Rose et al. (2010), called RAKE (Rapid Automatic Keyword Extraction), that utilizes both word
frequency and word degree to assign scores to phrases. RAKE take as input parameters a list of stopwords, a set of
phrase delimiters and a set ofword delimiters to partition the text into candidate phrases. Then, a graph ofword-word
co-occurrences is created and a score (word frequency or the word degree or the ratio of degree to frequency) is as-
signed for each candidate phrase which is the sum of the scores of the words that comprise the phrase. In addition,
RAKE is able to identify keyphrases that contain interior stopwords, by detecting pairs of words that adjoin one an-
other at least twice in the same document, in the same order. Finally, the topT ranked candidate phrases are selected
as keyphrases for the document.
In this vein, the more recent methods SGRank (Danesh et al., 2015) and PositionRank (PR) (Florescu and Caragea,
2017b) utilize statistical, positional, and, word co-occurrence information, thus improving the overall performance. In
particular, SGRank (Danesh et al., 2015), first, extracts all possible n-grams from the input text, eliminating those that
contain punctuation marks or whose words are anything different than noun, adjective or verb. Furthermore, it takes
into account term frequency conditions. In the second stage, the candidate n-grams are ranked based on a modified
version of TfIdf (similar to KP-Miner). In the third stage, the top ranking candidates are re-ranked based on additional
statistical heuristics, such as position of first occurrence and term length. Finally, the ranking produced in stage three
is incorporated into a graph-based algorithm which produces the final ranking of keyphrase candidates. PositionRank
(PR) (Florescu and Caragea, 2017b) is a graph-based unsupervisedmethod that tries to capture frequent phrases con-
sidering the word-word co-occurrences and their corresponding position in the text. Specifically, it incorporates all
positions of a word into a biasedweighted PageRank. Finally, the keyphrases are scored and ranked.
The rest of the graph-based methods are grouped into three main categories, i.e., the methods that incorporate
information from similar documents or citation networks (Section 2.2.1), the topic-basedmethods (Section 2.2.2), and
the graph-basedmethods that utilize semantics (Section 2.2.3), which are discussed in the following sections.
2.2.1 | Incorporating Information from Similar Documents/Citation Networks
The graph-based methods discussed earlier assume that the documents are independent of each other. Hence, only
the information included in the target document, i.e., the phrase’s TfIdf, position etc., is used during the keyphrase ex-
traction process. However, related documents have mutual influences that help to extract keyphrases. ExpandRank
(Wan and Xiao, 2008) is an extension of SingleRank that takes into consideration information from neighboring doc-
uments to the target document. It constructs an appropriate knowledge context for the target document that is used
in the keyphrase extraction process and helps to extract important keyphrases from it. According to this method each
document is represented by a vectorwith TfIdf scores. For a target document d0, its k nearest neighbors are identified,
and a larger document set D of k+1 documents is created. Based on this document set, a graph is constructed, where
each node corresponds to a candidateword inD , and edges are addedbetween twonodes, (vi ,vj ), that co-occurwithin
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a window ofM words in the document set. The weight of an edge, e(vi ,vj ) is computed as follows:
e(vi ,vj ) =
∑
dk ∈D
sim(d0, dk ) × freqdk (vi ,vj )
where sim(d0, dk ) is the cosine similarity between d0 and dk , and freqdk (vi ,vj ) is the co-occurrence frequency of vi ,vj
in document dk . Once the graph is constructed, the rest of the procedure is identical to SingleRank.
A more related knowledge context to the target document can be also found via citation networks. In a citation
network, information flows from one paper to another via the citation relation. In other words, the influence of one
paper on another is captured through citation contexts (i.e., short text segments surrounding a paper’s mention). In this
vein, CiteTextRank (Gollapalli and Caragea, 2014) incorporates information from citation networks for the keyphrase
extraction process capturing the information from such citation contexts. In particular, given a target document d and
a citation network C (d ∈ C ), a cited context for d is a context in which d is cited by a paper di , and a citing context
for d is a context in which d is citing another paper dj . The content of d is dubbed as global context. As a first step,
they construct an undirected graph G = (V , E ) for d , with nodes the words from all types of contexts of d and edges
between the nodes (vi ,vj ), in case of co-occurrence within a window of M continuous tokens in any of the contexts.
The weight of an edge is set equal to:
e ij =
∑
t∈T C
∑
c∈Ct
λt · sim(c, d ) · #c (vi ,vj )
where the TC are the available types of contexts in d (global, citing, cited), sim(c, d ) is the cosine similarity between the
TfIdf vectors of any context c of d and d , #c (vi ,vj ) is the number of co-occurrences of vi ,vj in context c ,Ct is the set of
contexts of type t ∈ TC and λt is the weight for contexts of type t . Finally, they score the vertices using the PageRank
algorithm.
2.2.2 | Topic-basedMethods
Except the previous methods that use classic statistical heuristics (Tf, Idf, position) as well as context-aware statistics
such as word-word co-occurrence information, there are also methods that try to return keyphrases related to the
topics discussed in the document. Specifically, the topic-basedmethods try to extract keyphrases that are representa-
tive for a text document in terms of the topics it covers. Such methods usually apply clustering techniques or Latent
Dirichlet Allocation (LDA) (Blei et al., 2003) to detect themain topics discussed.
Clustering-basedMethods
TopicRank (TR) (Bougouin et al., 2013), first, preprocesses the text to extract the candidate phrases. Then, the
candidate phrases are grouped into separate topics using hierarchical agglomerative clustering. In the next stage, a
graph of topics is constructed whose edges are weighted based on a measure that considers phrases’ offset positions
in the text. Then, TextRank is used to rank the topics and one keyphrase candidate is selected from each of the N
most important topics (first occurring keyphrase candidate). A more recent very similar method to TopicRank but
more advanced isMultipartiteRank (MR) (Boudin, 2018) which introduces an in-between step where edge weights are
adjusted to capture position information giving bias towards keyphrase candidates occurring earlier in the document.
Note that the heuristic to promote a specific group of candidates, e.g., those that appear earlier in the text, can be
adapted to satisfy other conditions/needs.
LDA-basedMethods
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Topical PageRank (TPR) (Liu et al., 2010) is a topic-based method upon which various topic-based methods have
been built. TPR uses LDA to obtain the topic distribution pr(z|w) of each word w , for topic z ∈ K , where K is the
number of topics and the topic distribution pr(z|d) of a new document d , for each topic z ∈ K . Then, for a document
d , it constructs a word graph based on word-word co-occurrences by adding only the adjectives and nouns. The idea
of TPR is to run a Biased PageRank for each topic separately. So, for every topic z , the topic-specific PageRank word
scores are calculated as follows:
Sz (wi ) = λ
∑
j :wj→wi
e(wj ,wi )
O (wj ) Sz (wj ) + (1 − λ)pz (wi )
where pz (wi ) is equal to pr (z |w ) which is the probability of topic z given wordw , λ is a damping factor range from 0
to 1, e(wj ,wi ) is the weight of link e(wj ,wi ), andO (wj ) is the out-degree of vertexwj . The final PageRank word scores
are obtained by the equation given above, iteratively, until convergence. Using the topic-specific importance scores of
words, the ranking of candidate phrases with respect to each topic z separately is:
Sz (p) =
∑
wi ∈p
Sz (wi )
where p is a candidate phrase. Finally, the topic distribution of the document p(z |d ) is considered by integrating the
topic-based rankings of candidates:
S (p) =
K∑
1
Sz (p) × pr(z |d )
Single Topical PageRank (Single TPR) (Sterckx et al., 2015a) is an alternative method to avoid the large cost of TPR
by running only one PageRank for each document. According to this method, the sum of the K topic-specific values of
each wordwi is replaced by the concept of topical importanceW (wi ). Particularly, first, the cosine similarity (W (wi ))
is calculated between the vector of word-topic probabilities and the document-topic probabilities. Finally, the Single
PageRank S (wi ) becomes
S (wi ) = λ
∑
j :wj→wi
e(wj ,wi )
O (wj ) S (wj ) + (1 − λ)
W (wi )∑
w∈V W (w )
whereV = {w1, . . . ,wN } is the set of graph nodes. Moreover, in a related study, Sterckx et al. (2015b) propose the
utilization of multiple topic models for the keyphrase extraction task to show the benefit from a combination of mod-
els. Particularly, the models disagree when they are trained on different corpora, as there is a difference in contexts
between the corpora. This leads to different topic models and disagreement about the word importance. So, this dis-
agreement is leveraged by computing a combined topical word importance value which is used as a weight in a Topical
PageRank, improving the performance, in cases where the topic models differ substantially.
In this spirit, Salience Rank (Teneva and Cheng, 2017) is quite close to Single TPR as it runs only once PageR-
ank, incorporating in it a word metric called word salience Sα (w ), which is a linear combination of the topic specificity
(Chuang et al., 2012a) and corpus specificity of aword (the last can be calculated countingword frequencies in a specific
corpus). Intuitively, topic specificity measures how much a word is shared across topics (the less the word is shared
across topics, the higher its topic specificity). Users can balance topic specificity and corpus specificity of the extracted
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keyphrases and can tune the results according to particular cases. So, the Single PageRank becomes:
S (wi ) = λ
∑
j :wj→wi
e(wj ,wi )
O (wj ) S (wj ) + (1 − λ) × Sα (wi )
An interesting and probably effective direction in LDA-based methods would be the utilization of a topic model
similar to the one proposed by El-Kishky et al. (2014). Indeed, most topic modeling algorithms model text corpora
with unigrams, whereas human interpretation often relies on inherent grouping of terms into phrases. Particularly,
El-Kishky et al. (2014) first propose an efficient phrase mining technique to extract frequent significant phrases and
segment the text at the same time, which uses frequent phrase mining and a statistical significance measure. Then,
they introduce a simple but effective topicmodel that restricts all constituent termswithin a phrase to share the same
latent topic, and assigns the phrase to the topic of its constituent words. Besides, the first part of the method (phrase
mining) could be exploited to filter out false candidate keyphrases in the context of a keyphrase extraction pipeline.
2.2.3 | Graph-basedMethodswith Semantics
Semantics fromKnowledge Graphs/Bases
The main problems of the topic-based methods are that the topics are too general and vague. In addition, the
co-occurrence-based methods suffer from information loss, i.e., if two words never co-occur within a window size in a
document, there will be no edges to connect them in the corresponding graph-of-words even though they are seman-
tically related, whereas the statistics-based methods suffer from information overload, i.e., the real meanings of words
in the document may be overwhelmed by the large amount of external texts used for the computation of statistical
information. To deal with such problems and incorporate semantics for keyphrase extraction, Shi et al. (2017) propose
a keyphrase extraction system that uses knowledge graphs. First, nouns and named entities (keyterms) are selected
and grouped based on semantic similarity by applying clustering. Then, the keyterms of each cluster are connected to
entities of DBpedia. For each cluster, the relations between the keyterms are detected by extracting the h-hop keyterm
graph from the knowledge graph, i.e., the subgraph of DBpedia that includes all paths of length no longer than h be-
tween two different nodes of the cluster. Then, all the extracted keyterm graphs of the clusters are integrated into one
and a Personalized PageRank (PPR) (Haveliwala, 2002) is applied on it to get the ranking score of each keyterm. The
final ranking scheme of the candidate phrases uses the PPR score which is the sum of the PPR scores of the keyterms
in it, as well as, the frequency and first occurrence position of the phrase. Moreover, this method could be categorized
to the topic-basedmethods using clustering (see Table 1).
Similarly, Yu andNg (2018) proposeWikiRank, an unsupervised automatic keyphrase extractionmethod that tries
to link semanticmeaning to text. First, they useTAGME (Ferragina and Scaiella, 2010), which is a tool for topic/concept
annotation that detects meaningful text phrases and matches them to a relevant Wikipedia page. Additionally, they
extract noun groupswhose pattern is zero ormore adjectives followed by one ormore nouns as candidate keyphrases.
Then, a semantic graph is built whose vertices are the union of the concept set and the candidate keyphrase set. In
case the candidate keyphrase contains a concept according to the annotation of TAGME an edge is added between
the corresponding nodes. The weight of a concept is equal to the frequency of the concept in the full-text document.
Moreover, they propose the score of a concept c in a subgraph ofG to be:
S (c) =
deg(c)∑
i=0
wc
2i
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wherewc is the weight of the concept c , and deg (c) is the degree of c in the corresponding subgraph. The goal is to
find the candidate keyphrase setΩwith the best coverage, i.e., themaximum sum of scores of the concepts annotated
from the phrases inΩ.
Semantics fromPretrainedWord Embeddings
Although the methods that utilize semantics from knowledge graphs/bases have shown their improvements, the
keyphrase extraction process requires more background knowledge than just semantic relation information. Thus,
Wang et al. (2014) propose a graph-based rankingmodel that considers semantic information coming fromdistributed
word representations as background knowledge. Again, a graph of words is created with edges that represent the co-
existence between the words within a window ofM consecutive words. Then, a weight, called word attraction score is
assigned to every edge, which is the product of two individual scores; a) the attraction force between two words that
uses the frequencies of the words and the euclidean distance between the corresponding word embeddings and b)
the dice coefficient (Dice, 1945; Stubbs, 2003) to measure the probability of two words co-occurring in a pattern, or
by chance. Particularly, given a document d as a sequence of words w , i.e., d = w1,w2, . . . ,wn the dice coefficient is
computed as:
dice(wi ,wj ) = 2 × freq(wi ,wj )freq(wi ) + freq(wj )
where freq(wi ,wj ) is the co-occurrence frequency of words wi and wj , and freq(wi ) and freq(wj ) are the occurrence
frequencies ofwi andwj in d . Once more, a weighted PageRank algorithm is utilized to rank the words. Wang et al.
(2015) propose an improvedmethod that uses a Personalizedweighted PageRankmodel with pretrainedword embed-
dings and also more effective edge weights. Particularly, the strength of relation of a pair of words is calculated as the
product of the semantic relatedness and local co-occurrence co-efficient, as:
sr(wi ,wj ) = semantic(wi ,wj ) × cooccur(wi ,wj )
where semantic(wi ,wj ) = 11−cosine(wi ,wj ) with cosine(wi ,wj ) to be the cosine similarity between the corresponding vec-tors. Furthermore, as co-occurrence co-efficient is used the Point-wise Mutual Information. Finally, the score ofwi is
calculated as follows:
S (wi ) = (1 − λ)pr(wi ) + λ ×
∑
wj i nN (wi )
sr(wi ,wj )
|out(wj ) | S (wj )
where sr(wi ,wj ) is the strength of relatedness score between the two words calculated previously, pr(wi ) is the prob-
ability distribution of word wi , calculated as freq(wi )N (freq(wi ) is the occurrence frequency and N the number of total
words), and N (wi ) is the set of vertices incident towi
However, Wang et al. (2015) do not use domain-specific word embeddings and notice that training them might
lead to improvements. This motivated Mahata et al. (2018) to present Key2Vec, an unsupervised keyphrase extrac-
tion technique from scientific articles that represents candidate keyphrases of a document by domain specific phrase
embeddings and ranks them using a theme-weighted PageRank algorithm (Langville and Meyer, 2003). After exhaus-
tive text preprocessing on a corpus of scientific abstracts, which is well-described in their work, Fasttext (Bojanowski
et al., 2017) is utilized for training multiword phrase embeddings. First, the same text preprocessing is applied to the
target document in order to get a set of unique candidate keyphrases. Then, a theme excerpt, i.e., the first sentence(s),
is extracted from the document. Afterwards, a unique set of thematic phrases, i.e., named entities, noun phrases and
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unigramwords, are also extracted from the theme excerpt. Next, they get the vector representation of each thematic
phrase using the trained phrase embedding model and perform vector addition to get the final theme vector. More-
over, the phrase embedding model is also used to get the vector representation for each candidate keyphrase. Then,
they calculate the cosine distance between the theme vector and the vector for each candidate keyphrase, assign-
ing a score to each candidate (thematic weight). Then, a directed graph is constructed with the candidate keyphrases
as the vertices. Two candidate keyphrases are connected if they co-occur within a window size of 5 (bidirectional
edges are used). In addition, weights are calculated for the edges using the semantic similarity between the candidate
keyphrases obtained from the phrase embeddingmodel and their frequency of co-occurrence, as inWang et al. (2015).
For the final ranking of the candidate keyphrases, a weighted personalized PageRank algorithm is used.
2.3 | Keyphrase Extraction based on Embeddings
Manymethods for representation of words have been proposed. Representative techniques, which are based on a co-
occurrence matrix, are Latent Dirichlet Allocation (LDA) (Blei et al., 2003) and Latent Semantic Analysis (LSA) (Deer-
wester et al., 1990). However, word embeddings came to the foreground byMikolov et al. (2013), who presented the
popular Continuous Bag-of-Words model (CBOW) and the Continuous Skip-gram model. Additionally, sentence em-
beddings (Doc2Vec (Lau and Baldwin, 2016) or Sent2vec (Pagliardini et al., 2018)) as well as the popular GloVe (Global
Vectors) (Pennington et al., 2014) method are utilized by keyphrase extractionmethods.
EmbedRank (Bennani-Smires et al., 2018) extracts candidate phrases based on POS sequences (phrases that con-
sist of zero or more adjectives followed by one or multiple nouns). EmbedRank uses sentence embeddings (Doc2Vec
or Sent2vec) to represent both the candidate phrases and the document in the same high-dimensional vector space.
Finally, the system ranks the candidate phrases using the cosine similarity between the embedding of the candidate
phrase and the document embedding.
Moreover, Papagiannopoulou and Tsoumakas (2018) present the Reference Vector Algorithm (RVA), a method for
keyphrase extraction, whose main innovation is the use of local word embeddings/semantics (in particular GloVe vec-
tors), i.e., embeddings trained fromthe singledocumentunder consideration. Theemployed local trainingofGloVeona
single document and the graph-based family ofmethods can be considered as two alternative views of the same infor-
mation source, as both methods utilize the statistics of word-word co-occurrence in a text. Then, the mean (reference)
vector of the words in the document’s title and abstract is computed. This mean vector is a vector representation of
the semantics of thewhole publication. Finally, candidate keyphrases are extracted from the title and abstract, and are
ranked in terms of their cosine similarity with the reference vector, assuming that the closer to the reference vector is
a word vector, themore representative is the corresponding word for the publication.
2.4 | LanguageModel-basedMethods
Language modeling plays an important role in natural language processing tasks (Chen and Goodman, 1999). Gen-
erally, an N -gram language model assigns a probability value to every sequence of words w = w1w2 . . .wn , i.e., the
probability P (w ) can be decomposed as
P (w ) =
n∏
i=1
P (wi |w1,w2, . . . ,wi−1)
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For example a trigram languagemodel is the following:
P (w ) =
n∏
i=1
P (wi |wi−1,wi−2)
Besides the N -gram language models there are also various types of models, such as the popular neural language
models that use neural networks to learn the context of the wordsMerity et al. (2018).
Keyphrase extractionwithN-gram languagemodelsTomokiyo andHurst (2003) create both unigramandn-gram
languagemodels on a foreground corpus (target document) and a background corpus (document set). Their main idea
is basedon the fact that the lossbetween two languagemodels canbemeasuredusing theKullback-Leibler divergence.
Particularly, at phrase level, for each phrase, the phraseness is computed as the divergence between the unigram and
n-gram languagemodels on the foreground corpus and the informativeness is calculated as the divergence between the
n-gram languagemodels on the foreground and the background corpus. Then, the phraseness and informativeness are
summed as a final score for each phrase. Finally, phrases are sorted based on this score.
3 | SUPERVISED METHODS
In this section, we present traditional supervisedmethods (Section 3.1) as well as deep learningmethods (Section 3.2)
along with the main categories of features that are used (Section 3.3). Section 3.4 discusses the performance of some
earlier, state-of-the-art and more recent supervised methods on 3 popular keyphrase extraction datasets. Finally, we
discuss themain problems of the supervised learningmethods along with the proposed solutions (Section 3.5). Figure
2 shows the presentation structure of the supervised keyphrase extraction methods that is also consistent with their
corresponding taxonomy.
F IGURE 2 Presentation structure of supervised keyphrase extractionmethods.
3.1 | Traditional SupervisedMethods
Keyphrase Extraction as Binary Classification Task
In general, in supervised learning, a classifier is trained on annotated with keyphrases documents in order to de-
terminewhether a candidate phrase is a keyphrase or not. These keyphrases and non-keyphrases are used to generate
positive and negative examples. In this section, we discuss the most representative methods of this category in terms
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of the learning process they employ.
One of the first keyphrase extraction systems is KEA (Witten et al., 1999) which calculates for each candidate
phrase its TfIdf score and its first occurrence, i.e., the position (offset in words from the start of the document) of
the phrase’s first appearance, and uses as learning algorithm Naive Bayes. Hulth (2003) proposes a system that uti-
lizes linguistic knowledge. Particularly, for each candidate phrase of the training set four features are calculated: the
within-document frequency, the collection frequency, the relative position of the first occurrence and part-of-speech
(POS) tag sequence. In this case the machine learning approach is a rule induction system with bagging. An exten-
sion of KEA is proposed by Nguyen and Kan (2007). The existing feature set (TfIdf and first occurrence) is enhanced
with additional features to incorporate position information (a section occurrence vector, i.e., a vector of frequency
features for 14 generic section headers) and additional morphological/linguistic characteristics (POS tag sequence,
suffix sequence and acronym status) of the keyphrases. Once more, as learning method they use Naive Bayes. Later,
Medelyan et al. (2009) proposeMaui, which extends KEA by introducing an alternative set of new features. Maui uses
as features in the classification model the TfIdf score, the first occurrence, the keyphraseness which quantifies how
often a candidate phrase appears as a tag in the training corpus, the phrase length (measured in words), theWikipedia-
based keyphraseness which is the probability of a phrase being a link in the Wikipedia, the spread of a phrase, i.e., the
distance between its first and last occurrence of the phrase as well as additional features that utilize Wikipedia as a
source of language usage statistics such as the node degree, the semantic relatedness and the inverse Wikipedia linkage.
Maui uses baggeddecision trees as classifier to capture interactions between features. Afterwards, Nguyen and Luong
(2010) propose anmethod (WINGNUS) that extracts candidates using the regular expression rules used inKimandKan
(2009). In their work, they also study the keyphrase distribution on the training data over the sections of documents,
concluding that the best choice is either the full-text or a text segment comprising of title, headers, abstract, introduc-
tion, relatedwork, conclusion and the first sentence of each paragraph. They experimentedwith various combinations
of features from a large feature set using the Naive Bayes algorithm. Finally, they propose as the best features the
TfIdf, the term frequency of the phrase substrings, the first occurrence and the length of the phrase.
Caragea et al. (2014) propose CeKE, a binary classification model (Naive Bayes classifier with decision threshold
0.9) that utilizes novel features from information of citation contexts (boolean features that are true if the candidate
phrase occurs in cited/citing contexts and the TfIdf score of each phrase computed from the citation contexts), exist-
ing features from previous works (phrase TfIdf, first position, relative position and POS tags), and extended existing
features (a boolean feature which is true if the TfIdf score is greater than a threshold and a boolean feature which is
true if the distance of the first occurrence of a phrase from the beginning of a target paper is below some value). Shi
et al. (2008) useWikipedia as an additional feature source for their supervised keyphrase extractionmethod. The first
step is the detection of the candidate keyphrases via mapping to the Wikipedia concepts that appear in the titles of
Wikipedia articles, redirect/disambiguation pages and anchor text ofWikipedia articles. As eachWikipedia concept is
related to at least one category, candidate topics can be defined for a document by collecting the corresponding con-
cepts’ categories. Then, a semantic bipartite graph is constructedwhere candidate keyphrases are connectedwith the
document topics based on various semantic relation types, e.g., the synonym and hypernym relation. After the graph
construction, a feature weight (we = λ l · fp , where λ is a parameter that lies in (0,1) for the level of category l , and fp
is the frequency of the phrase in the document) is assigned to the candidate keyphrases and a proposed variant of the
HITS algorithm that considers the link weights is used to compute the final semantic feature weights for each phrase.
Finally, additional statistical, positional and linguistics features are computed, such as the appearance in the title, the
phrase frequency, the phrase position and the phrase length, and a logistic regression model is used to predict the
document’s keyphrases.
Afterwards, Wang and Li (2017) propose a system (PCU-ICL) that incorporates features, such as stemmed un-
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igrams, Tf, Idf, TfIdf, POS tags for every word in the phrase, phrase length, previous/next token of the phrase, POS
of previous/next token of the phrase, distance between the phrase and the citation, a boolean feature that encodes
whether the phrase is in IEEE taxonomy list, Wikipedia-based Idf, GloVe embedding of the phrase, and unsupervised
model based features. An ensemble of unsupervisedmodels, random forest (RF) and linear models are used for candi-
date keyphrase ranking. Recently, McIlraith andWeinberger (2018) have proposed SurfKE, a supervised method that
learns feature representations based on the document’s graph of words. The Gaussian Naive Bayes classifier is used
to train their model.
Keyphrase Extraction as Learning to Rank Task
Learning to rankapproaches learna ranking function that sorts the candidatephrasesbasedon their scoreofbeing
a keyphrase, whereas classification methods have to make hard decisions. A representative method in this category
is Ranking SVM (Jiang et al., 2009) which first constructs an appropriate training set by following a particular process.
Suppose there is a training set of L documents D = d1, d2, . . . , dL and for each document k there are Nk candidate
keyphrases, each of them is represented by a feature vector xki (the i th candidate keyphrase of the k th document) and
the corresponding rank yki. In order to train a ranking function f ∗, the training data is transformed into a set of ordered
phrase pairs (xki − xkj, zk ,ij) where zk ,ij shows their preference relationships, zk ,ij = +1 if yk ,i  yk ,j and zk ,ij = −1,
otherwise. Then, an SVMmodel is trained on this training set that ends up to an optimization problemwhose optimal
solution are theω weights, denoted asω∗ and the corresponding ranking function becomes:
f ∗(x ) = 〈ω∗, x 〉
MIKE (Zhang et al., 2017) is a more advanced learning to rank method. First, it selects the candidate words by ap-
plying stopword and POS filters. Then, a graph of words is constructed based on the co-occurrence relations between
the candidate words within the target document. Afterwards, features of candidate words and their co-occurrences
(i.e., node features, such as TfIdf, TfIdf over a certain threshold, first occurrence, relative position, POS tags, and cita-
tion TfIdf aswell as edge featureswhich are based on the co-occurrence frequency between candidateword pairs in the
word graph), topic distributions of candidates and relative importance relation between candidates (i.e., prior knowledge
based on some documents that defines a partial ordering between keyphrases - non keyphrases pairs) are collected
and integrated into a random-walk parametricmodel. Then, themodel defines a loss function, which is optimized using
gradient descent, in order to learn the parameters, and computes the ranking score of each candidate word. Finally,
consecutive words, phrases or n-grams are scored by using the sum of scores of individual words that comprise the
phrase.
Keyphrase Extraction Using Supervision
Bougouin et al. (2016) (TopicCoRank) extend the unsupervised method TopicRank, making it capable of assigning
domain-specific keyphrases that do not necessarily occur within the document, by unifying a second graph with the
domain to the basic topic graph. Particularly, the keyphrases manually assigned to the training documents are consid-
ered as controlled keyphrases. In addition, these controlled keyphrases are not further clustered as they are supposed
to be non-redundant. The unified graph is denoted asG = (V = T ∪ K , E = Ein ∪ Eout), where V are the graph vertices
that comprise the set of topicsT = t1, t2, . . . , tn and the set of controlled keyphrases K = k1, k2, . . . , km . Furthermore,
the set Ein contains edges of type < t i , t j > or < k i , k j >, whereas the set Eout contains edges of type < k i , t j >. An
edge connects a controlled keyphrase k i with a topic t j if the controlled keyphrase is amember of the topic. Moreover,
two topics t i and t j or two controlled keyphrases k i and k j are connected in case they co-occur within a sentence of
the document or as keyphrases of a training document, respectively. The weight of the edge < t i , t j > is the number
of times (wi ,j ) topics t i and t j co-occur in the same sentencewithin the document. Similarly, a weight is assigned to the
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edge < k i , k j > equal to the number of times (wi ,j ) keyphrases k i and k j are associated to the same document among
the training documents. TopicCoRank assigns a score to every topic (S (t i )) or controlled keyphrase (S (k i )) using graph
co-ranking, simulating the voting concept based on inner (R in) and outer recommendations (Rout):
S (t i ) = (1 − λt )Rout(t i ) + λt R i n (t i )
S (k i ) = (1 − λk )Rout(k i ) + λk R i n (k i )
where
R in(vi ) =
∑
vj ∈Ein(vi )
wijS (vj )∑
vk ∈Ein(vj )wjk
Rout(vi ) =
∑
vj ∈Eout(vi )
S (vj )
|Eout(vj ) |
where vi is a node of a keyphrase or a topic, λt and λk are parameters that control the influence of the inner recom-
mendation over the outer recommendation.
Yang et al. (2018) propose a model to extract a set of keyphrases that correspond to particular events. In the
first phase, they segment each document into phrases. In the second phase, they use a Task-oriented Latent Dirichlet
Allocation model (ToLDA) to extract candidate phrases for specific events. More precisely, they treat each event as a
topic in their topic model. The ToLDA model utilizes a small set of seed keyphrases (defined by the user) to guide the
topics’ generation process. In this way, the extracted phrases aremore related/oriented to the seed keyphrases. In the
last phase, they apply the PMI-IR algorithm Turney (2001) to get the synonyms of the candidate phrases. Finally, the
candidate phrases are evaluated by inspectors, and the selected phrases are the final phrases which can be treated as
seed keyphrases. The last two phases can be run iteratively.
Sequential Labeling
We should not omit the recent work on keyphrase extraction where the task has been treated as a sequence tag-
ging task using Conditional Random Fields (CRFs) by Gollapalli et al. (2017). The features that are used represent
linguistic, orthographic, and structure information from the document. Furthermore, they investigate feature-labeling
andposterior regularization in order to integrate expert/domain-knowledge throughout thekeyphrase extractionpro-
cess. In addition, Søgaard and Bingel (2017) exploit the idea of multi-task learning approaches (Caruana, 1993) and
joint modeling of tasks (Miwa and Bansal, 2016; Hashimoto et al., 2017; Bekoulis et al., 2018a,b) to study the perfor-
mance effectiveness of the keyphase detection task (on the SemEval 2017 Task 10 dataset) when training along with
other sequence labeling tasks (e.g., POS tagging, chunking) in amulti-task learning fashion.
3.2 | Deep LearningMethods
Zhang et al. (2016) investigate the task of keyphrase extraction from tweets. They propose a deep recurrent neural
network (RNN) model with two hidden layers. In the first hidden layer, they capture the keyword information, while
in the second one, they extract the keyphrase based on the keyword information using a sequence labeling approach.
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Later, Meng et al. (2017) (seq2seq) proposed a generative model for keyphrase prediction using an encoder-decoder
framework that captures the semanticmeaning of the content via a deep learningmethod (CopyRNN). First, the data is
transformed into text-keyphrase pairs and then an RNNEncoder-Decodermodel is applied to learn themapping from
the source sequence to target sequence. The key idea here is the compression of the source text into a hidden-layer
representation with an encoder and the keyphrase generation with a decoder, based on the previous hidden-layer
representation. However, the main drawbacks of this approach is that the generated keyphrases suffer from duplica-
tion (at least two phrases expressing the same meaning) and coverage (important topics in the document are not cov-
ered) issues, as it ignores the correlation among the target keyphrases. Hence, Chen et al. (2018) propose CorrRNN,
an alternative sequence-to-sequence architecture, capable of capturing such type of correlation constraints, i.e., (1)
keyphrases should cover all document’s topics and (2) differ from each other. Particularly, a coverage mechanism (Tu
et al., 2016) is utilized to memorize which text parts of the document have been covered by previous phrases. Addi-
tionally, a review mechanism is proposed to satisfy the second constraint. More specifically, the review mechanism
models the correlation between the already returned keyphrases and the keyphrase that is going to be returned.
From another point of view, both the latter methods (Meng et al., 2017; Chen et al., 2018) are mainly based on
massive amounts of labeled documents for the training process. Ye andWang (2018) try to deal with this problem by
proposing two approaches for leveraging unlabeled data. The most effective way that is adopted in the context of the
first approach (basedon theexperimental results) is the constructionof synthetic labeleddata by assigning keyphrases
obtained by 2 unsupervised keyphrase extraction methods, the TfIdf and the TextRank (Mihalcea and Tarau, 2004), to
unlabeled documents. Particularly, they run the 2methods separately, and then they get the union of the two returned
keyphrases’ sets. After the construction of the synthetic data, the labeled data is mixed with the synthetic ones to
train the sequence-to-sequencemodel. For the second approach to leverage unlabeled documents, amulti-task learn-
ing framework combines the basic task of keyphrase generationwith an auxiliary task. The auxiliary task that has been
chosen is the title generationwhich has been studied as a summarization problem (Rush et al., 2015). Specifically, the 2
tasks share an encoder network but have different decoders. In the multi-task learning approach, the following train-
ing strategy is adopted: first, the parameters are estimated on the auxiliary task, with the dataset which is assigned
with titles for unlabeled data for one epoch, then, the model is trained on the main task with the labeled dataset for 3
epochs. This training strategy is followed up to the convergence of themodel of themain task.
However, Wang et al. (2018) improve the performance of keyphrase extraction in the unlabeled/insufficiently la-
beled target domain by transferring knowledge from resource-rich source domain (cross-domain perspective). More
specifically, a Topic-based Adversarial Neural Network (TANN) is proposed that makes use of both labeled data in the
related resource-rich domain andunlabeled data in source/target domain. TheTANNmodel consists of 4 components:
i) Topic-based encoder: first, the input sentence is read by a Bidirectional Long Short-TermMemory (Bi-LSTM) Net-
work encoder, which is used to capture the sequential information and then more attention is paid to the words
related to the documents’ topics by considering the correlation score between the topic vector and the textwords
(topic correlationmechanism).
ii) Domain discriminator: as there are some common words like “we introduce/we propose” across domains, which
are good indicators for the following keyphrases, adversarial learning is used to ensure that the extracted features
by the encoder are invariant to the change of domains.
iii) Target bidirectional decoder: to balance the effort of the adversarial process to eliminate all the domain-private
information in the target domain, a bidirectional decoder with bidirectional reconstruction loss is used in the tar-
get domain.
iv) Keyphrase tagger: the output representation of the topic-based encoder is given as input to the keyphrase tagger
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to predict the label of each word in the source text.
Finally, Basaldella et al. (2018) propose a Bi-LSTMRNNwhich is able to exploit previous and future context of a given
word. First, the document is split into sentences that are tokenized in words. Then, each word is associated to a word
embedding. Finally, word embeddings are fed into a Bi-LSTM RNN. In this vein, Alzaidy et al. (2019) combine a Bi-
LSTM layer to model the sequential text data with a Conditional Random Field (CRF) layer to model dependencies in
the output. Particularly, the first layer of themodel is a Bi-LSTMnetwork that captures the semantics of the input text
sequence. The output of the Bi-LSTM layer is passed to a CRF layer that gives a probability distribution over the tag
sequence using the dependencies among labels (i.e., KP: keyphrase word, Non-KP: not keyphrase word) of the entire
sequence.
3.3 | Types of Features
Supervised keyphrase extraction methods employ different types of features to discover the importance of docu-
ments’ terms. Table 2 gives an overview of the most popular features used by supervised methods. We also provide
a categorization of the features that belong in the same family. Each category of features is discussed in a separate
section. Table 3 gives an overview of the most representative supervised keyphrase extraction methods in terms of
the learning algorithm they employ and the type of their input features/the knowledge they incorporate: statistical
(Stat.), positional (Posit.), linguistic (Ling.), context (Cont.), stacking (Stack.) and external knowledge (Ext.). Once again,
the categorization scheme and the table can be extended as new methods are developed with new features, feature
categories and additional methods.
3.3.1 | Statistical Features
Features, such as the term frequency (Tf), the inverse document frequency (Idf), the TfIdf score aswell as statistical scores,
such as the phrase entropy are very popular and utilized by many methods, e.g., Witten et al. (1999) (KEA), Medelyan
et al. (2009) (MAUI), Caragea et al. (2014) (CeKE), Hulth (2003), McIlraith andWeinberger (2018) (SurfKE),Wang and
Li (2017) (PCU-ICL), Jiang et al. (2009) (Ranking SVM), Nguyen and Kan (2007), Zhang et al. (2017) (MIKE), Shi et al.
(2008), Bougouin et al. (2016), and Nguyen and Luong (2010) (WINGNUS). In some cases, thresholds are used for the
scoresmentioned above for the creation of boolean features, ending up to values such as high, low etc. Moreover, Gol-
lapalli et al. (2017) detect the features that co-occur with the keyphrases very often and incorporate this information
via extra features, whereas Yang et al. (2018) adopt a user-guided Task-oriented Latent Dirichlet Allocation model
(ToLDA) to generate topic distributions.
3.3.2 | Positional Features
This category includes features that indicate the appearance of phrases in specific positions (e.g. the 1st occurrence of the
phrase in the text), sections, titles, abstracts, citation contexts. The part(s) of the document, i.e., section, title, abstract
where the phrases occur, imply the importance of the corresponding phrases. For instance, phrases that appear in ti-
tle or in early parts of the document indicate that these phrases play an important role. Examples of such methods
that use this type of information are Jiang et al. (2009) (Ranking SVM), Zhang et al. (2017) (MIKE), Shi et al. (2008)
and Gollapalli et al. (2017). Nguyen and Kan (2007) utilize a vector of frequency features for 14 generic section head-
ers (e.g., Abstract, Categories and Subject Descriptors, General Terms, Introduction, Conclusions etc.). A maximum
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entropy-based classifier is used to infer the above generic section header.
The exact position of the 1st/last occurrence of a phrase or even though an average score of its positions in the text
gives useful information for the role of a phrase as keyphrase. Popular supervised models are trained incorporating
the above features, e.g.,Witten et al. (1999) (KEA), Medelyan et al. (2009), (MAUI), Caragea et al. (2014) (CeKE), Jiang
et al. (2009) (Ranking SVM), Zhang et al. (2017) (MIKE), Shi et al. (2008) and Nguyen and Luong (2010) (WINGNUS).
The spread is another feature related to positional informationwhich is calculated as thenumber ofwords between the
first and last occurrences of a phrase in the document (Medelyan et al., 2009) (MAUI). In the same spirit, features, such
as the distance between phrase and citation (Wang and Li, 2017) (PCU-ICL) seem to help the learning process, whereas
sequential labeling approaches benefit from information for the internal structure of a text, e.g., the annotation of
sentence boundaries (Gollapalli et al., 2017).
3.3.3 | Linguistic Features
Hulth (2003) has shown for the first time, through an extended empirical study, that the use of POS tag(s) as a fea-
ture improves the performance of a supervised keyphrase extraction system regardless the selection approach of the
candidate phrases. Phrase POS features orNoun Phrase (NP)-chunking to discover phrases that match a predefined POS
pattern have been also utilized by Caragea et al. (2014) (CeKE), Wang and Li (2017) (PCU-ICL), Zhang et al. (2017)
(MIKE) and Gollapalli et al. (2017). Besides the POS tag sequence feature, Nguyen and Kan (2007) consider morpho-
logical features, i.e., the suffix sequence and the acronym status.
Other types of linguistic features, such as the stemmed form of the words (Wang and Li, 2017; Gollapalli et al.,
2017) or boolean features that indicate whether the term is a stopword/consists of punctuation/has capitalized letter(s)
are also met in the bibliography (Wang and Li, 2017) (PCU-ICL). Finally, a quite popular feature is the phrase length
which is adopted by variousmethods, such asWang and Li (2017) (PCU-ICL),Medelyan et al. (2009) (Maui), Jiang et al.
(2009) (Ranking SVM), Shi et al. (2008) andNguyen and Luong (2010) (WINGNUS).
3.3.4 | Context Features
The context of a word shows its meaning. In particular, even though we do not know a term, we can guess its meaning
based on the contextwhere it is used. Context-based features are quite useful for the keyphrase extraction taskwhich
is a process that is inseparable fromextracting the centralmeaning of a text document and the expression of the topics
discussed in it. The context of a phrase can also be simply expressed by providing the previous/next token of the phrase
of interest (Wang and Li, 2017) (PCU-ICL). This type of features often appears along with POS/syntactic features of the
previous/next token of the target phrase (Wang and Li, 2017) (PCU-ICL). The same paradigm is followed by the sequential
labeling approach inGollapalli et al. (2017)where similar bigram/skipgram/compound features related to stems and POS
tag(s) are exploited.
Alternative types of context meaning can be captured by positional information incorporating the relative position
of the phrase in a given text, i.e, the position of the first occurrence of a phrase normalized by the length of the target
publication (Caragea et al., 2014) (CeKE), (Hulth, 2003), (Zhang et al., 2017) (MIKE), and (Wang and Li, 2017) (PCU-
ICL). Recently, McIlraith andWeinberger (2018) (SurfKE) as well as Meng et al. (2017), Chen et al. (2018), Wang et al.
(2018), Alzaidy et al. (2019) and Ye and Wang (2018) go one step beyond the context-based features by learning fea-
tures/embeddings using graph structures and neural networks, respectively.
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Feature Category › Description
Statistical › – Tf/Idf/TfIdf
– Number of sentences containing the phrase
– Words or phrase entropy
– Correlations between features and the phrase
– Topic distributions (LDA)
Positional › – Appearance in specific parts of the fulltext, e.g., sections, titles etc.
– Position of the (1st or last) occurrence
– Distance between phrase and citation
– Section occurrence vector
– Sentence boundaries
– Spread
Linguistics › – Stemmed unigram
– Boolean features: IsCapilazed, IsStopword, AllPunctuation
– POS tags, NP-chunking
– Phrase length
– Suffix sequence
– Acronym status
Context › – Previous/next token of the phrase
– POS/syntactic features of previous/next token of phrase
– Relative position of the phrase in given text
– Learning embeddings/features (using NN/graph)
– Bigram, skipgram, compound features (stem, pos, chunk etc.)
Stacking › – Unsupervisedmethods output
– Supervisedmethods output
External Knowledge › – Existence of the phrase in ontologies (IEEE) or as aWikipedia link
– Wikipedia based Idf/phraseness
– (Pretrained)Word embedding of the phrase
– Supervised keyphraseness
– Bias based on previous research
– TitleOverlap
– Semantic feature weight (returned by HITSwithWikipedia Info)
TABLE 2 A categorization of themost popular features that are used by supervised keyphrase extraction
methods.
3.3.5 | Stacking
Stacking is a way to ensemble models. The idea is that we build various learners and then use them to build another
model (i.e., their predictions are used as features for a second level model), and so on. We usually end up with a model
that has better performance than any individual intermediate model. Wang and Li (2017) (PCU-ICL) stack trees upon
output from unsupervised keyphrase extraction methods, i.e., TextRank and SGRank, whereas Gollapalli et al. (2017)
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also incorporate information from the output of TfIdf, TextRank, SingleRank, and ExpandRank.
Moreover, models are stacked upon supervised approaches. Specifically, at a second layer Wang and Li (2017)
(PCU-ICL) stack a linearmodel (linear SVM)upon random forest. Finally, Gollapalli et al. (2017) imply a highprobability
of a word to be a keyphrase when the phrase is identified by CeKE andMaui through special labeled features.
3.3.6 | External Knowledge
There is a great deal of features that are calculated based on external knowledge sources/corpora. In this category,
there are boolean features that indicate the existence of the phrase in an ontology/knowledge base, e.g., IEEE, (Wang and
Li, 2017) (PCU-ICL) as well as numeric features based on statistics, such as theWikipedia based Idf calculation (Wang
and Li, 2017) (PCU-ICL) and theWikipedia based keyphraseness which is the likelihood of a phrase being a link in the
Wikipedia corpus (Medelyan et al., 2009) (Maui). Similar to these features is the supervised keyphrasenesswhich counts
the number of times a phrase appears as a keyphrase in the training data (Medelyan et al., 2009) (Maui), the semantic
feature weight for each candidate phrase that is returned by a graph-based ranking approach incorporating semantic
information from Wikipedia (Shi et al., 2008), and the TitleOverlap which is the number of times a phrase appears in
the title of other documents in DBLP database (Nguyen and Luong, 2010) (WINGNUS). Another source of external
knowledge is previous research results or expert knowledge that can affect the output of the keyphrase extraction
system with the introduction of bias (Gollapalli et al., 2017) via labeled features whose values are restricted using a
posterior regularization framework. In the same spirit, the interaction with the user in Yang et al. (2018) as well as the
utilization of reference keyphrases from the training data in Bougouin et al. (2016) can be considered as introducing
external knowledge into the system.
Recently, features based on pretrained word embeddings are widely used. Particularly, deep learning methods
(Basaldella et al., 2018; Zhang et al., 2016;Wang et al., 2018; Alzaidy et al., 2019) use such embeddings as input. Addi-
tionally, GloVe pretrained word embeddings are used along with an Idf-weighted scheme for each phrase representa-
tion byWang and Li (2017) (PCU-ICL).
3.4 | Comparative Experimental Results
As we don’t conduct experiments ourselves for supervised methods, we here present results for supervised methods,
taking experimental results from the scientific publications that are included in our study. Table 4 shows the perfor-
manceof someearlier, state-of-the-art andmore recent supervisedmethods according to theF1-measureon3popular
keyphrase extraction datasets (see Section 5.1 for further details about the datasets) at the top 5 (F1@5) and top 10
(F1@10). The performance evaluation is based on the exact match evaluationwhere the number of correctly matched
phrases with the golden ones are determined based on string matching. We see that the performances of the two
state-of-the-art supervised models, i.e., Maui and KEA, are unstable on some datasets, but Maui achieves better per-
formance than the KEA baseline model. Undoubtedly, the deep learning methods CopyRNN and CorrRNN achieve
better F1 scores compared to the 2 baselines (Maui and KEA), indicating that their models learn themapping patterns
from source text to target keyphrases to a satisfying degree. In addition, the limited results of WINGNUS method on
Semeval dataset seem to be quite promising, as the method achieves quite high F1 scores compared to the baselines.
However, the deep learningmethods, except for RNN, outperform all the othermethods. Finally, the coverage and the
reviewmechanisms that are used by CorrRNNmake the difference regarding its high performance in all datasets.
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Year • Method • MLAlgorithm • Stat. Posit. Ling. Cont. Stack. Ext.
1999 • Witten et al. (1999) • Naive Bayes • X X
2003 • Hulth (2003) • Rule
Induction/Bagging
• X X X
2007 • Nguyen and Kan
(2007)
• Naive Bayes • X X X
2008 • Shi et al. (2008) • Logistic Regression • X X X X
2009 • Medelyan et al. (2009)
Jiang et al. (2009)
• Bagged Decision
Trees
SVM
• X
X
X
X
X
X
X
2010 • Nguyen and Luong
(2010)
• Naive Bayes • X X X X
2014 • Caragea et al. (2014) • Naive Bayes • X X X X
2016 • Zhang et al. (2016)
Bougouin et al. (2016)
• RNN
Graph-basedMethod
•
X
X
X
2017 • Wang and Li (2017)
Meng et al. (2017)
Gollapalli et al. (2017)
Zhang et al. (2017)
• Ensemble (RF/SVM)
seq2seq Learning
CRFs
Random-walk
ParametricModel
• X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
X
2018 • McIlraith and
Weinberger (2018)
Chen et al. (2018)
Ye andWang (2018)
Basaldella et al.
(2018)
Yang et al. (2018)
Wang et al. (2018)
• Naive Bayes
seq2seq Learning
Multi-task Learning
(seq2seqModel))
Bi-LSTM RNN
Task-oriented LDA
Model
Topic-based
Adversarial Neural
Network
• X
X
X
X
X
X
X
X
X
2019 • Alzaidy et al. (2019) • Bi-LSTM-CRF
Sequence Labeling
• X X
TABLE 3 A time line of all the supervised keyphrase extractionmethods discussed in this review, along with their
key-characteristics.
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Semeval Krapivin NUS
Methods F1@5 F1@10 F1@5 F1@10 F1@5 F1@10
KEA 0.025 0.026 0.110 0.152 0.069 0.084
MAUI 0.044 0.039 0.249 0.216 0.249 0.268
CopyRNN 0.291 0.296 0.302 0.252 0.342 0.317
CorrRNN 0.320 0.320 0.318 0.278 0.358 0.330
RNN 0.157 0.124 0.135 0.088 0.169 0.127
WINGNUS 0.205 0.247 - - - -
TABLE 4 Performance of supervised keyphrase extractionmethods. There are no available results forWINGNUS
regarding the Krapivin andNUS datasets in the scientific literature.
3.5 | Subjectivity and Class Imbalance
Unbalanced training data is a very common problem in supervised keyphrase extraction because candidate phrases
that are not annotated by humans as keyphrases are consider as negative training examples. This problem occurs for
many reasons (e.g., authors select as keyphrases those that promote their work in a particular way or those that are
popular regarding concept drift etc.) which can be summarized into one, subjectivity. Sterckx et al. (2016) conduct an
interesting study where they conclude that unlabeled keyphrase candidates are not reliable as negative examples.
To deal with this problem, Sterckx et al. (2016) propose to treat supervised keyphrase extraction as Positive Un-
labeled Learning based on Elkan and Noto (2008) by assigning weights to training examples depending on the docu-
ment and the candidate. Particularly, they try to model the annotations by multiple annotators and the uncertainty
of negative examples. Firstly, they train a classifier on a single annotator’s data and use the predictions on the nega-
tive/unlabeled phrases as weights. Then, a second classifier is trained on the re-weighted data to predict a final rank-
ing/labels of the candidates. It is worth to see in depth the process discussed above step by step. Aweight equal to 1 is
assigned toeverypositive example and theunlabeledexamples areduplicated such that one copy is consideredasposi-
tive (weightw (x ) = P (keyphrase |x , s = 0), s indicateswhether x is labeledornot) and theother copyasnegative (weight
1 −w (x )). According to Sterckx et al. (2016), this weight is not just a factor of the prediction of the initial classifier as
proposed in Elkan and Noto (2008). Actually, they normalize the predictions and they include a measure for pairwise
co-reference between unlabeled candidates and known keyphrases in a function Coref(candidate, keyphrase) ∈ {0, 1}
returning 1 if one of the binary indicator features, presented in Bengtson and Roth (2008) is present.
To sum up, the problem of subjectivity could be partially addressed using multiple annotators or treating super-
vised keyphrase extraction as Positive Unlabeled Learning (Chuang et al., 2012b; Sterckx et al., 2016). In this direc-
tion, Sterckx et al. (2018) propose as solution the creation of new collections for the evaluation of keyphrase extrac-
tion methods, derived from various sources with multiple annotations. The golden set of keyphrases, which is utilized
for evaluation reasons, also incorporates subjectivity issues. Therefore, the need for reliable semantic evaluation ap-
proaches is also evident. Although there is a variety of evaluation approaches in the keyphrase extraction task, the
most preferred one is themore classic and strict exact (string) matching.
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4 | EVALUATION APPROACHES
Undoubtedly, it is a legitimate objective to have evaluationmeasures or approaches that offer a fair comparison of the
keyphrase extractionmethods, i.e., a ranking of the performance of themethods in order to determinewhich one is the
most effective. However, we are also interested in knowing themethod’s accuracy, i.e, which percentage of the golden
keyphrases the method returns or an indicative score related to the success rate. In this section, we briefly describe
the most well-known evaluation measures that are used to evaluate the performance of the methods included in the
literature review:
1. Precision/Recall/F1-measure:
Precision is defined as:
precision = number of correctly matchedtotal number of extracted =
TP
TP+FP
where TP is the number of true positives and FP the number of false positives, respectively.
Recall is defined as:
r ecal l =
number of correctly matched
total number of assigned =
TP
TP + FN
where TP is the number of true positives and FN the number of false negatives, respectively.
F1-measure is defined as:
F1-measure = 2 × precision × recallprecision + recall
2. Ranking Quality Measures are used tomeasure the ranked extracted phrases. Suchmeasures take into account the
relative order of the phrases extracted by the keyphrase extraction systems. Popular ranking evaluationmeasures
in the keyphrases extraction task are the following:
• Mean Reciprocal Rank (MRR) (Voorhees, 1999) that is defined as follows:
MRR = 1|D |
∑
d∈D
1
rankd
where rankd is denoted as the rank of the first correct keyphrase with all extracted keyphrases, D is the docu-
ment set for keyphrase extraction and d is a specific document.
• Mean Average Precision (MAP) (Liu and Özsu, 2009) that also takes the ordering of a particular returned list of
keyphrases into account. The average precision (AP) of the list is defined as follows:
AP =
∑|L |
r=1 P (r ) · rel(r )
|LR |
where |L | is the number of items in the list, |LR | is the number of relevant items, P (r ) is the precision when the
returned list is treated as containing only its first r items, and rel(r ) equals 1 if the rth item of the list is in the
golden set and 0 otherwise.
By averaging AP over a set of n document cases, we obtain the Mean Average Precision (MAP), defined as fol-
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lows:
MAP = 1
n
·
n∑
i=1
APi
where APi is the average precision of the extracted keyphrases list returned for a document.
3. Binary preference measure (Bpref) (Buckley and Voorhees, 2004) is a summation-based measure of howmany rele-
vant phrases are ranked before irrelevant ones and it is defined as follows:
Bpref = 1
R
∑
r ∈R
1 − |n ranked higher than r |
M
where R are the correct keyphrases withinM extracted keyphrases in which r is a correct keyphrase and n is an
incorrect keyphrase for a document.
4. Average of Correctly Extracted Keyphrases - (ACEK) is the average number of the extracted keyphrases that also be-
long to the document’s golden set of keyphrases. This was the first type of performance evaluation that is used
in the keyphrase extraction task but it is not widely used anymore, as precision and recall offer a more complete
view for a system’s performance in terms of the set of the extracted keyphrases.
The abovemeasures are usually calculated following one of the following directions (approaches):
• Exactmatch evaluationwhere thenumberof correctlymatchedphraseswith thegoldenonesaredeterminedbased
on stringmatching. In most cases, stemming is a preprocessing step to determine thematch of two keyphrases.
• Manual evaluation where experts decide whether the returned keyphrases by a system are wrong or right. How-
ever, this type of evaluation requires the investment of time andmoney and is characterized by great subjectivity
(Zesch and Gurevych, 2009)
• Partial match evaluation, a looser evaluation process that is proposed by Rousseau and Vazirgiannis (2015), which
calculates the Precision, Recall and F1-measure between the set of words found in all golden keyphrases and the
set of words found in all extracted keyphrases. Again, stemming is a required preprocessing step. However, such
type of evaluation cannot evaluate the syntactic correctness of the phrases or dealwithmore complex issues such
as over-generation problems and overlapping keyphrase candidates.
Furthermore, Kim et al. (2010a) study the issue of n-gram-based evaluation measures for automatic keyphrase
extraction. In this study various evaluation measures developed for machine translation and summarization are in-
cluded as well as the R-precision evaluation measure. However, such kind of evaluation, is not widely adopted by the
keyphrase extraction community, as it is not found in any of the scientific publications included in the current survey.
InFig. 3,we showthepopularityof themostwell-knownevaluationmeasures thathavebeenused in thekeyphrase
extraction task, which is based on our bibliographic study. Some works have used more than one types of evaluation
measures/approaches. Infrequent as well as insignificant evaluation approaches are categorized to the “Other” group
of methods. Precision/Recall/F1-measure has indeed been used in the majority of the related work. However, their
calculation based on the exact phrase matching, which is very popular as well, is too strict and equally penalizes a pre-
dicted keyphrase that is completely different from a golden keyphrase and a predicted keyphrase whose words are a
subset or superset of the words of a golden keyphrase. Furthermore, this type of evaluation cannot identify the se-
mantic similarity of two different phrases. Additionally, another issue of this approach is that even small variants in
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F IGURE 3 Popularity of evaluation approaches. ACEK,MRR,MAP and B-pref are used along with the exact
match evaluation approach.
the keyphrases have considerable impact on the evaluation results (Kim et al., 2010a). Suppose we would like to find
the keyphrases of the 628247.txt file from the Krapivin dataset whose golden set of keyphrases includes the phrases
“approximate search” and “similarity search” and the keyphrase extraction method returns as output the keyphrase
“approximate similarity search”, i.e., a correct keyphrase that appears in the text. However, the exactmatch evaluation
approach will consider this keyphrase as wrong. For this reason, this type of evaluation could be considered as subop-
timal. Moreover, Precision/Recall/F1-measure at the top N phrases, where N = 5, 10, 15, 20, prevail over the ranking
quality measures, as the success rate at top of the ranking seems to more important compared to the actual ordering
of the keyphrases in most applications.
Webelieve that this discussionwill eventually bemore fruitful for the research community and stirmore research.
A solution to the above problems is the development of semantic evaluation approaches for the keyphrase extraction
task. In this direction, Papagiannopoulou and Tsoumakas (2018) proposed an alternative evaluation, focused on the
“gold” keyphrases’ comparisonwith the returned keyphrases of a system, that exploits the representation of thewords
as vectors. Particularly, the cosine similarity is computed between the mean word vector derived from the ground
truth’s keyphrases and themeanword vector of the system’s phrases.
5 | DATASETS AND SOFTWARE
In this section, we refer to popular datasets that are used for the development and evaluation of the keyphrase extrac-
tion methods (Section 5.1). Moreover, in Section 5.2, we present available free and commercial keyphrase extraction
software providing a short description with their corresponding features.
5.1 | Datasets
Keyphrase extraction systems have been evaluated on datasets from various text sources, i.e., full-text scientific pub-
lications, paper abstracts and news documents. Some of the most well-known datasets are given in Table 5 grouped
by their type of source. For each dataset, we give its (i) name (Dataset), (ii) creator(s) (Created By), (iii) number of
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text documents (Docs), (iv) text language (Language), (v) annotators (Annotation Type), which can be author-assigned
keyphrases, reader-assignedkeyphrasesor controlled/uncontrolledkeyphrases assignedbyprofessional indexers, and
vi) the number of times that the dataset is used in the evaluation process with respect to the scientific articles that are
included in the current survey. There are also 16 papers that use other, not so well-known datasets, that are not pub-
licly available or are created for the evaluation of their methods.
A number of datasets for evaluating keyphrase extraction algorithms are available on Github1,2, as well as on the
website of Sujatha Das Gollapalli3.
Type Dataset Created By Docs Language Annotation Type Freq.
Full-text
Papers
NUS Nguyen and Kan (2007) 211 English Authors/Readers 9
Krapivin Krapivin et al. (2008) 2304 English Authors 6
Semeval2010 Kim et al. (2010b) 244 English Authors/Readers 12
Citeulike-180 Medelyan et al. (2009) 180 English Readers 1
Paper
Abstracts
Inspec Hulth (2003) 2000 English Indexers 21
KDD Gollapalli and Caragea (2014) 755 English Authors 6
KP20k Meng et al. (2017) 567830 English Authors 3
WWW Gollapalli and Caragea (2014) 1330 English Authors 6
News
DUC-2001 Wan and Xiao (2008) 308 English Readers 10
500N-KPCrowd Marujo et al. (2012) 500 English Readers 4
110-PT-BN-KP Marujo et al. (2011) 110 Portuguese Readers 1
Wikinews Bougouin et al. (2013) 100 French Readers 1
TABLE 5 Popular evaluation datasets grouped by their type of source (Type).
Furthermore, several approaches to the creationof suchdatasets havebeenproposed, in thepast (Medelyanet al.,
2009; Sterckx et al., 2018). Recently, Sterckx et al. (2018) have created new keyphrase extraction collections consist-
ing of on-line news/sports, lifestyle magazines as well as newspaper articles, annotated bymultiple annotators. These
collections are available for research purposes upon request to the article’s authors.
5.2 | Keyphrase Extraction Software
Both commercial and free software is developed for keyphrase extraction. In this section, we briefly present available
free keyphrase extraction software (Section 5.2.1) as well as somewell-known commercial keyphrase extraction APIs
(Section 5.2.2).
1https://github.com/zelandiya/keyword-extraction-datasets
2https://github.com/snkim/AutomaticKeyphraseExtraction
3https://sites.google.com/site/sujathadas/home/datasets
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5.2.1 | Free Software
Table 6 presents free keyphrase extraction software along with some useful features, such as the implemented meth-
ods, supported languages and implementation language. There are software packages that include only one keyphrase
extraction method (Maui, KEA, seq2seq, TextRank, YAKE, RAKE, TopicCoRank) and others that have more than one
methods implemented (PKE - PythonKeyphrase Extraction (Boudin, 2016), theKE package, Sequential Labeling, Cite-
TextRank). As far as the supported languagesbyeach software concerned, RAKEsupportsEnglish, FrenchandSpanish,
TopicCorank supports English and French, KEA andMaui support English, French, German and Spanish, whereas Tex-
tRank supports additional languages, e.g., Swedish, Danish, Dutch, Italian etc. Although the default language in PKE
and YAKE is English, keyphrases can also be extracted in other languages by setting the language parameter to the
desired language.
5.2.2 | Commercial Software
As far as the commercial keyphrase extraction software concerned, to the best of our knowledge, Google CloudNatu-
ral Language API4 has not included a service devoted to keyphrase extraction. However, an interesting feature of this
API is the one of entity recognitionwhich identifies entities and labels by types, such as person, organization, location,
event, product, andmedia. Furthermore, our empirical analysis presented in Table 7 shows that the entity recognition
feature provided by Google’s API is an alternative option, as it returns satisfactory results compared to the state-of-
the-art methods of the keyphrase extraction task. In the same direction, the TextRazor API5 offers entity recognition
service that besides the classic confidence score (confidence related to the validity of the returned entity), it also gives
the relevance score, which shows the relevance of the returned entity to the source text. Microsoft offers its com-
mercial software for keyphrase extraction via Microsoft’s Text Analytics APIs6. Moreover, Aylien Text Analysis API7
performs a variety of complexNLP tasks on documents including keyphrase extraction, whereas, IBM andAmazon of-
fer their commercial solutions for advanced text analysis aswell as keyphrase extraction viaWatsonNatural Language
Understanding API8. and the Comprehend API9.
Google10, TextRazor11, IBM12, and Microsoft Text Analytics13 APIs have a wide range of supported languages,
however, Amazon ComprehendAPI performs direct text analysis only on English and Spanish texts. Particularly, Ama-
zonComprehendproposes the conversionof the text of anunsupported language toEnglishor Spanish via theAmazon
Translate, and then uses Amazon Comprehend to perform text analysis. Finally, the Aylien Text Analysis14 API sup-
ports the following 6 languages regarding the keyphrase extraction feature: English, German, French, Italian, Spanish
and Portuguese.
In Section 6.2, Table 7 shows the performance of the commercial APIs discussed above on 5 popular datasets of
the task. We should note that this empirical study is conducted in the context of the survey on the task using very
4https://cloud.google.com/natural-language
5https://www.textrazor.com/
6https://azure.microsoft.com/en-us/services/cognitive-services/text-analytics
7https://docs.aylien.com/s
8https://www.ibm.com/watson/services/natural-language-understanding/
9https://aws.amazon.com/comprehend/
10https://cloud.google.com/natural-language/docs/languages
11https://www.textrazor.com/languages
12https://console.bluemix.net/docs/services/natural-language-understanding/language-support.html
13https://docs.microsoft.com/en-us/azure/cognitive-services/text-analytics/text-analytics-supported-languages
14https://docs.aylien.com/textapi/#language-support
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domain-specific texts from keyphrase extraction data collections. Thus, such type of evaluation of commercial general
purpose APIs, whose internal working is not actually known, should not be considered as a positive or negative attitude in favor
of the APIs with high performance on the datasets.
Name Impl. Lang. Methods Languages
Maui Java Medelyan et al. (2009) multilingual
YAKE Python Campos et al. (2018a) multilingual
TopicCoRank Python Bougouin et al. (2016) English/French
RAKE Python Rose et al. (2010) multilingual
KEA JavaPythonwrapper Witten et al. (1999) multilingual
PKE Python
TfIdf,Witten et al. (1999)
Nguyen and Luong (2010)
El-Beltagy and Rafea (2009)
Wan and Xiao (2008)
Bougouin et al. (2013)
Boudin (2018)
Florescu and Caragea (2017b)
Sterckx et al. (2015a)
multilingual
seq2seq Python Meng et al. (2017) English
KE package C++
TfIdf,Wan and Xiao (2008)
Mihalcea and Tarau (2004)
Wan and Xiao (2008) English
*
TextRank Python Mihalcea and Tarau (2004) multilingual
Sequential
Labeling Java
Witten et al. (1999)
Gollapalli et al. (2017)
Caragea et al. (2014)
Medelyan et al. (2009)
English*
CiteTextRank Java
TfIdf, Mihalcea and Tarau (2004)
(Wan and Xiao, 2008)
(Gollapalli and Caragea, 2014) English
*
The * symbol indicates that no other supported languages are explicitly mentioned.
TABLE 6 Free keyphrase extraction software along with some useful features, such as the implementation
language, implementedmethods and supported languages.
6 | EMPIRICAL EVALUATION STUDY
One of the biggest issues for keyphrase extraction remains the reliable evaluation measures/approaches and an anal-
ysis of the shortcomings by existing ones. In this section, we present an empirical study among commercial APIs (Sec-
tion 6.2) and state-of-the-art as well as popular/recent unsupervised methods (Section 6.3) using different evaluation
approaches (exact, partial, manual evaluation) and measures (F1-measure, MAP). We investigate their relation to see
whether different evaluation approaches could lead to different conclusions concerning the performance comparison
(Section 6.4). Furthermore, we investigate the way in which the different keyphrase extraction systems andmeasures
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behavewith respect to the different gold standards (Section 6.5). We also present a qualitative analysis that highlights
the differences between various evaluation approaches (Section 6.6).
6.1 | Experimental Setup
Popular commercial APIs commonly used to extract keyphrases from texts (discussed in Section 5.2.2) as well as un-
supervised methods from all basic categories are included in our empirical study, in Sections 6.2 and 6.3, respectively.
However, the experimental results of the commercial general purpose APIs, should not be considered as a positive or
negative attitude in favor of the APIs (see clarification in Section 5.2.2). The unsupervised methods that participate
in the experimental comparison are (i) the statistical-based methods KP-Miner (KPM), YAKE and TfIdf, (ii) the graph-
based methods SingleRank (SR), TopicRank (TR), MultipartiteRank (MR), PositionRank (PR), RAKE and (iii) the RVA
method that utilizes word embeddings. Finally, a variant of TfIdf (TfIdf2) is developed for the evaluation purposes that
combines popular statistical and positional heuristics of the task. Specifically, TfIdf2 has slight differences compared
to TfIdf as it ranks the phrases in a particular document according to their TfIdf score by keeping only the candidates
that consist of termswith term frequency greater than 3 and belong to the set of the first 100 nouns or adjectives that
appear in the text.
Many keyphrase extraction methods have been evaluated using texts from scientific publications (see Table 5).
We choose 3 popular datasets that contain full-text publications from the computer science domain, i.e, Krapivin,
Semeval2010 (Semeval) and NUS. Additionally, we are interested in studying the performance of keyphrase extrac-
tionmethods in short texts, hence, we experimentedwith thewell-known Inspec dataset that contains abstracts from
journal papers from the disciplines Computers and Control, and Information Technology. Finally, we use the 500N-
KPCrowd news dataset, which contains broadcast news stories from 10 different categories, to see how the systems
perform on texts of general domain. Since the SemEval and NUS datasets comewith both author and reader assigned
keyphrases, we use both sets of keyphrases as a gold standard in the experimental study of Sections 6.2 and 6.3. We
should note that all methods extract keyphrases from the full-text articles except for RVA which uses the full-text to
create the vector representation of the words and then returns keyphrases only from the abstract. Furthermore, we
give as input to the APIs only the abstracts of the articles in order to avoid additional costs. However, concerning the
500N-KPCrowd articles, whose average length is approximately 2607 characters, we give as input to theAPIs the first
1500 characters of each text document where at least 75% of the keyphrases appear. For all competing methods we
use the default parameters proposed in the corresponding articles.
According to Fig. 3, Precision/Recall/F1-measure have indeed been used in the majority of the related work. As
most methods have been evaluated based on these measures, we choose the F1-measure as the main measure of our
study. We adopt two different automatic evaluation approaches for the calculation of the F1-score: i) the strict ex-
act match evaluation approach, which computes the F1-score between golden keyphrases and candidate keyphrases,
after stemming and removal of punctuation marks, and ii) the simple and more loose partial match evaluation, which
calculates the F1-measure between the set of words found in all golden keyphrases and the set of words found in all
extracted keyphrases after stemming and removal of punctuationmarks. We also provide theMeanAveragePrecision
(MAP) score to evaluate the ranking of the returned keyphrases according to the exact match evaluation.
We compute F1@10, F1@20, MAP@10, MAP@20, as accuracy at the top of the ranking is more important in typ-
ical applications. We used the NLTK Python suite for preprocessing, and the PKE toolkit (Boudin, 2016) for the im-
plementations of most unsupervised keyphrase extraction methods. For YAKE15 and RAKE16 methods we use their
15https://github.com/LIAAD/yake
16https://github.com/zelandiya/RAKE-tutorial
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corresponding implementations that are available on Github.
6.2 | Commercial APIs
Comparing the commercial APIs’ performance on the 4 datasets of scientific publications, i.e., Semeval, NUS, Krapivin,
and Inspec, we find the IBM API in the first place followed by Google API in the second place except for Semeval at
F1@10 and NUS where Aylien API and Google API win, respectively. Aylien API and Textrazor API are quite compet-
itive between each other with the second one to perform better on Krapivin dataset as well as at F1@20 on NUS and
Inspec datasets. Amazon API is the worst-performing among the commercial APIs in all datasets.
Moreover, we compare the keyphrase extraction commercial APIs (including entity extraction services) based on
their performance on the 500N-KPCrowd dataset, which includes hundreds of text documents of news stories, i.e.,
a domain other than that of scientific publications. Aylien API and Google API achieve high F1-scores with values
that lie quite close to each other. In the following ranking positions, we see IBM API, Textrazor API and Amazon API,
respectively. For the sake of completeness, Appendix B (Tables 17 and 18) reports the APIs’ performance based on the
MAPmeasure using the exact match evaluation and the F1-score using the partial match evaluation.
Semeval NUS Krapivin Inspec 500N-KPCrowd
APIs @10 @20 @10 @20 @10 @20 @10 @20 @10 @20
IBM 0.100 0.118 0.115 0.117 0.114 0.106 0.256 0.270 0.081 0.133
GOOGLE 0.089 0.106 0.135 0.141 0.106 0.096 0.168 0.192 0.143 0.210
Amazon 0.037 0.062 0.035 0.063 0.034 0.054 0.063 0.109 0.058 0.093
Textrazor 0.073 0.084 0.099 0.113 0.096 0.097 0.116 0.140 0.062 0.098
Aylien 0.101 0.092 0.121 0.108 0.080 0.062 0.123 0.132 0.143 0.229
TABLE 7 F1@10 and F1@20 according to the exact match evaluation on 5 datasets.
6.3 | Unsupervised Keyphrase ExtractionMethods
6.3.1 | ExactMatch Evaluation Approach
F1-measure
According to theexactmatch (Table8), KPMoutperformsall theothermethods in thefirst 3datasets, i.e., Semeval,
NUS, and Krapivin (full-text scientific publications), by a large margin, usually followed by TfIdf2 (2nd) and TfIdf (3rd)
over all top @N rankings except for Semeval dataset at F1@10 where YAKE is 3rd. We see that the modified version
of TfIdf (TfIdf2) achieves considerably higher performance than the original TfIdf. MR is usually in the 4th position for
all F1@N scores in all datasets. PR, TR and RAKE follow, alternating their ranking positions. Particularly, PR achieves
higher F1@10, RAKE performs better at F1@20, whereas TR has lower scores on the NUS dataset. In the next ranking
positions, RVA achieves similar F1@20 to PR and TR. SR is the worst-performing among themethods in all datasets.
We benchmark the performance of all keyphrase extraction methods on the Inspec dataset, which contains short
texts (abstracts of scientific articles). We exclude the RVA method from the comparison, as it needs the full-text of a
document to create the vector representation of thewords. Wenotice that the previousworst-performing SRmethod
outperforms all the othermethods. PR is the second one andMR, TR are in the third and fourth positions, respectively.
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Next in the ranking is RAKE that beats YAKE and TfIdf, which have equivalent performances. However, in this dataset
TfIdf2 achieves lower F1-scores than TfIdf.
Semeval NUS Krapivin Inspec 500N-KPCrowd
F1 @10 @20 @10 @20 @10 @20 @10 @20 @10 @20
YAKE 0.160 0.169 0.188 0.180 0.124 0.109 0.197 0.212 0.107 0.168
TfIdf 0.154 0.176 0.201 0.205 0.126 0.113 0.197 0.212 0.179 0.243
TfIdf2 0.172 0.191 0.229 0.217 0.156 0.138 0.184 0.193 0.180 0.233
KPM 0.208 0.219 0.259 0.243 0.190 0.161 0.107 0.106 0.143 0.178
RAKE 0.114 0.147 0.134 0.142 0.091 0.096 0.216 0.233 0.064 0.066
MR 0.146 0.161 0.147 0.149 0.112 0.100 0.245 0.269 0.156 0.224
TR 0.134 0.142 0.126 0.118 0.099 0.086 0.235 0.249 0.148 0.209
PR 0.131 0.127 0.146 0.128 0.102 0.085 0.253 0.273 0.145 0.206
SR 0.036 0.053 0.044 0.063 0.026 0.036 0.278 0.295 0.096 0.164
RVA 0.096 0.125 0.096 0.115 0.093 0.099 - - - -
TABLE 8 F1@10 and F1@20 according to the exact match evaluation approach of all methods for all datasets.
Moreover, we compare the keyphrase extraction methods based on their performance on the 500N-KPCrowd
dataset, which includes hundreds of text documents of news stories, i.e., a domain other than that of scientific publica-
tions. Again, we exclude the RVAmethod from the comparison, as it needs an abstract/summary of the text document
to complete the keyphrase extraction process. TfIdf2 and TfIdf outperform all the other methods followed by MR.
TR and PR are in the 3rd position achieving F1-scores with quite close values to each other. In the following ranking
positions, there are KPM, YAKE and SR, respectively, whereas the worst-performingmethod is RAKE.
MAP
In terms ofMAP that is computed in the context of the exactmatch approach (Table 9), the non-commercial meth-
ods’ ranking on the Semeval, NUS, and Krapivin datasets (full-text scientific publications) is quite similar to the one
inferred by the F1-scores described above. Once more, the Inspec dataset is used to benchmark the methods on
short texts. Particulary, in the first 4 ranking positions we come across the same methods as before, i.e., based on
the F1-score, but in another order. MR and SR share the first position, followed by TR, and PR, respectively. The same
holds for the next ranking positions where we find YAKE/RAKE, TfIdf, TfIdf2, and KPM, respectively. Furthermore,
the keyphrase extractionmethods follow a different ranking order based on theirMAP scores on the 500N-KPCrowd
dataset. Once again, TfIdf2 and TfIdf outperform all the other methods, whereas, MR, TR, PR follow in the next places
but without notable differences. The lower performances are achieved by YAKE, RAKE and SR, respectively.
Summary
To sum up, the results of F1 and MAP scores on the datasets of the full-text scientific publications (Semeval,
Krapivin, and NUS) according to the exact match evaluation approach confirm the superiority of the statistical meth-
ods (KPM, TfIdf2, TfIdf, and YAKE in that order) over the graph-based ones, as the full-texts contain sufficient statis-
tical information to distinguish keyphrases from non-keyphrases. At the same time, the large amount of information
makes harder the detection of keyphrases by the graph-basedmethods. Furthermore, graph-basedmethods (SR, MR,
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PR, TR and RAKE) outperform the statistical methods in the task of keyphrase extraction from short scientific texts
(results on Inspec dataset). Finally, the classical statisticalmethods of TfIdf and its variation TfIdf2 rankedfirstwith re-
spect to F1 andMAPscores in the task of keyphrase extraction fromnews articles, usually followedby the quite decent
results of MR and KPM.We see that the modified version of TfIdf (TfIdf2) achieves considerably higher performance
than the original TfIdf in all datasets except for the Inspect dataset where both methods do not perform well as the
abstracts do not contain enough text to enable the separation of keyphrases from non-keyphrases. However, for the
graph-based methods, the opposite is observed. In particular, abstracts capture adequately the co-occurrence (prox-
imity) of words that is necessary for graph creation, avoiding at the same time the noise of the full-texts. Additionally,
the threshold of TfIdf2 regarding the term frequency of a candidate keyword (greater than 3) impinges the keyphrase
extraction process from short textswhere the term frequencies range in low values. Oncemore, the high performance
of theMRmethod compared to the rest graph-basedmethods inmost datasets implies that the graph-basedmethods
can benefit by integrating different types of information, such as topical, positional and statistical information.
Semeval NUS Krapivin Inspec 500N-KPCrowd
MAP @10 @20 @10 @20 @10 @20 @10 @20 @10 @20
YAKE 0.106 0.065 0.104 0.063 0.044 0.025 0.109 0.070 0.151 0.118
TfIdf 0.097 0.062 0.119 0.074 0.045 0.026 0.100 0.066 0.355 0.257
TfIdf2 0.110 0.070 0.136 0.083 0.056 0.033 0.094 0.056 0.365 0.253
KPM 0.144 0.090 0.160 0.098 0.073 0.042 0.058 0.029 0.302 0.197
RAKE 0.058 0.041 0.062 0.040 0.023 0.015 0.106 0.073 0.141 0.074
MR 0.093 0.058 0.076 0.047 0.040 0.023 0.153 0.098 0.253 0.194
TR 0.081 0.049 0.069 0.040 0.034 0.020 0.144 0.088 0.243 0.179
PR 0.073 0.042 0.068 0.039 0.030 0.017 0.136 0.091 0.241 0.176
SR 0.013 0.009 0.012 0.009 0.005 0.003 0.153 0.103 0.096 0.091
RVA 0.050 0.035 0.036 0.026 0.026 0.017 - - - -
TABLE 9 MAP@10 andMAP@20 according to the exact match evaluation approach of all methods for all
datasets.
6.3.2 | Partial Match Evaluation Approach
According to the partial match evaluation approach proposed by Rousseau and Vazirgiannis (2015) (Table 10) KPM
outperforms all the other methods in the first 3 datasets, i.e., Semeval, NUS, and Krapivin (full-text scientific pub-
lications), by a large margin, usually followed by TfIdf2 (2nd) in most cases. MR often follows in the next position
in the ranking achieving quite high scores in Semeval and NUS at F1@10, while YAKE performs better than MR in
Krapivin and NUS at F1@20. TfIdf, PR, TR, and RVA are quite competitive between each other and are usually in the
next places alternating their ranking among the datasets. Finally, RAKE and SR are the worst-performing among the
state-of-the-artmethods in all datasets. The experimental results regarding the Inspec dataset show that the previous
worst-performing SRmethod outperforms all the othermethods. Next in the ranking order areMR (2nd) and TR (3rd),
followed by PR, RAKE, TfIdf, YAKE that have similar F1-scores. The worst ranking scores are achieved by KPM and
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TfIdf2 methods. Furthermore, on the news dataset (500N-KPCrowd) the SR outperforms all the other methods, fol-
lowed by TR (2nd) andMR (3rd). Next in the ranking order are PR, YAKE and TfIdf, respectively, without considerable
differences. In the last ranking positions, we see the rest statistical methods (YAKE, TfIdf2, RAKE).
Semeval NUS Krapivin Inspec 500N-KPCrowd
pF1 @10 @20 @10 @20 @10 @20 @10 @20 @10 @20
YAKE 0.319 0.381 0.400 0.414 0.345 0.340 0.479 0.522 0.256 0.345
TfIdf 0.305 0.365 0.373 0.394 0.309 0.306 0.474 0.540 0.247 0.366
TfIdf2 0.345 0.413 0.436 0.457 0.392 0.390 0.443 0.478 0.217 0.288
KPM 0.389 0.451 0.468 0.482 0.422 0.402 0.305 0.311 0.169 0.210
RAKE 0.297 0.334 0.335 0.327 0.271 0.248 0.494 0.515 0.077 0.079
MR 0.362 0.401 0.407 0.383 0.342 0.303 0.515 0.553 0.315 0.421
TR 0.345 0.378 0.375 0.351 0.312 0.277 0.509 0.540 0.318 0.423
PR 0.294 0.317 0.371 0.350 0.342 0.302 0.494 0.538 0.264 0.377
SR 0.284 0.297 0.322 0.309 0.290 0.256 0.565 0.586 0.328 0.424
RVA 0.332 0.365 0.374 0.380 0.348 0.337 - - - -
TABLE 10 F1@10 and F1@20 according to the partial match evaluation approach (pF1) of all methods for all
datasets.
Summary
To conclude, the results of F1-scores with respect to the partial match evaluation on the datasets of the full-text
scientific publications (Semeval, Krapivin, and NUS) confirm the superiority of the statistical methods (KPM, TfIdf2,
andYAKE in thatorder) over thegraph-basedones. The largeamountof information in the full-textsbenefits statistical
methods, facilitating the separation between keyphrases and non-keyphrases, whereas the redundant information
existing in full-texts does not facilitate the graph-based methods to model the correlations between the words. A
text document contains hundreds/thousands of words whereas the number of keywords is very small. Hence, there
is a number of words that are not keywords but play an important role in the description of the document’s topics
(expressed by the keywords), impeding the keyphrase extraction process. However, once more, the high performance
of theMRmethod compared to the rest of the graph-basedmethods implies the potential of the graph-basedmethods
to exploit various types of information. Furthermore, RVA’s performance witnesses the effectiveness of keyphrase
extraction from scientific publications using only their titles and abstracts. Papagiannopoulou and Tsoumakas (2018)
conducted experiments using the same evaluation approach (Rousseau and Vazirgiannis, 2015) and two versions of
each unsupervised keyphrase extraction method, one with the title/abstract and one with the full-text of each article.
The abstract version of both RVA and the graph-based methods is better than the fulltext version according to the
partial match evaluation approach, possibly due to the redundancy which is included in the fulltexts. The opposite
holds forTfIdf, sinceabstracts donot contain enough text toenable the separationof keyphrases fromnon-keyphrases.
In addition, the use of a local word vector representation that would be more oriented to the keyphrase detection
than the GloVe (which is used by RVA) seems to be promising. Furthermore, similar to the exact match evaluation,
graph-based methods (SR, MR, and TR) outperform the statistical methods in the task of keyphrase extraction from
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short scientific texts (results of Inspec dataset), since the abstracts seem to capture adequately the required context
of words for the graph creation, avoiding the noise of the full-texts. Finally, the graph-basedmethods (SR, TR,MR, and
PR) are highly ranked in the task of keyphrase extraction from news articles. We see that themodified version of TfIdf
(TfIdf2) achieves considerably higher performance than the original TfIdf in the full-text publication datasets, whereas
on the Inspect and news datasets (500N-KPCrowd) bothmethods do not performwell.
6.3.3 | General Remarks
Both evaluation strategies confirm the superiority of the statistical methods (KPM, TfIdf2) over the graph-based ones
in the task of keyphrase extraction from full-text scientific publications. Yet, the partial evaluation benefits the graph-
basedmethods ranking them in higher positions compared to the exactmatch evaluation. This is also evident from the
results in the 500N-KPCrowd dataset where the graph-based methods are highly ranked with respect to the partial
F1-scores. At the same time, the partial evaluation strategy seems to givemore reasonable results, as recent methods
outperform the baseline of the task (TfIdf) in more cases. In addition, the high performance of the MR method com-
pared to the rest graph-based methods is confirmed by both evaluation approaches. Finally, it would be interesting
to see the development of a TfIdf variant, similar to TfIdf2, which would be universally adopted as the baseline of the
task.
In addition, we provide some guidelines to practitioners. In case of keyphrase extraction from fulltexts of scientific
articles, statistical methods are a decent option, as they offer a good balance between performance and computation
time compared to the graph-based methods that achieve lower accuracy and have higher computation time (due to
PageRank that runs in most of the graph-based methods). However, in case of keyphrase extraction from short texts,
graph-based methods are suggested as more appropriate, since their computation cost is not considerable due to the
short lengthof texts, and theyperformbetter than the statisticalmethods. Particularly, SingleRank is thebest option in
comparisonwith themore recentmethods of TR, PR andMR. It seems that in short texts the information coming from
the graph-of-words and co-occurrence statistics is sufficient. There is no need for any additional positional or topical
information, as the words do not appear in a long text (position does not play an important role in documents of a few
lines) and the frequencies of similar keyphrase candidates (that are grouped in topics by TR, MR) are quite low due
to the limited text. For text documents that are not from a specific domain both statistical and graph-based methods
achieve good performance according to the exact and partial evaluation approaches. So, it is up to the practitioner’s
choice which category of methods will use, based on the computation cost that is related to the length of the text.
In Section 6.4, we go one step further fromdescribing intuitively the properties of the two evaluation approaches.
More specifically, we investigate their properties (measuring (i) the correlation between the F1-scores calculatedwith
respect to the exact/partial evaluation approaches and the F1-scores based on the manual evaluation, (ii) how close
their actual values are regarding human computed F1-scores, and (iii) testing the scores’ distributions). In this way, we
recommendwhich evaluation strategy should be preferred in certain situations, providingmoremeaningful insights.
6.4 | Exact vs Partial Matching
Themajority of thekeyphraseextractionarticles thatwe reviewedpresent experimental results basedonexactmatch-
ing of predicted and golden keyphrases. An important limitation of this evaluation approach, however, is that it penal-
izes methods even if they predict keyphrases that are semantically similar to the golden ones (Rousseau and Vazir-
giannis, 2015; Wang et al., 2015). On the other hand, partial matching rewards methods when they predict words
that appear in golden keyphrases, even when their predicted keyphrases are not themselves appropriate for the cor-
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responding article. In order to obtain a deeper understanding of the pros and cons of exact and partial matching, this
section empirically investigates their relationship tomanual evaluation.
We randomly selected 50 full-text articles from the Krapivin dataset and extracted keyphrases from them using
one statistical method (KPM) and one graph-basedmethod (MR).We calculated the F1@10 of thesemethods for each
article based on exact and partial matching, as well as based onmanual evaluation according to the following process.
Given an article, each of the top 10 predicted keyphrases was evaluated as true positive if both the authors of this
review paper considered it relevant to the article, after reading the whole article, focusing on the abstract and intro-
duction for articles outside our expertise.
We use three different statistical tools to study how the F1@10 scores obtained via exact and partial matching
are related to the F1@10 scores obtained via manual evaluation: (i) The Spearman coefficient in order to study their
correlation, (ii) theWilcoxon signed-rank non-parametric test at a significance level of 0.05 for assessingwhether they
come from the same distribution, and (iii) the Mean Squared Error (MSE), in order to measure their distance. Table
11 shows the results, including an additional evaluation approach that simply averages the F1@10 scores of exact and
partial matching.
Spearman Wilcoxon MSE
Exact Partial Average Exact Partial Average Exact Partial Average
KPM 0.63692 0.34969 0.49194 ≈0.00000 0.09023 0.00011 0.05981 0.03122 0.02635
MR 0.34413 0.20348 0.25634 ≈0.00000 0.32243 0.00097 0.05465 0.03241 0.02814
TABLE 11 Spearman correlation coefficient,Wilcoxon signed-rank test p value, andMean Squared Error (MSE)
between the F1@10 scores obtained via manual evaluation and those obtained via exact/partial matching along with
their average. The second best values are emphasized in italic typeface whereas the best values are in bold.
We first see that the F1@10 scores obtained via manual evaluation are more correlated to the ones obtained via
exact matching than those obtained via partial matching for both keyphrase extraction methods. This is expected to
a certain extend, as exact matching is a lower bound of manual evaluation: a human would definitely evaluate as true
positive an extracted keyphrase that matches a golden keyphrase andmight also evaluate as true positive a predicted
keyphrase that doesn’t match a golden keyphrase but is semantically equivalent to it. Partial matching on the other
hand may lead to both lower F1@10 scores when predicted keyphrases are representative of the article, but don’t
contain words that appear in the golden keyphrases, and higher F1@10 scores when predicted keyphrases are not
related to the article, yet contain words that appear in golden keyphrases.
The above reasoning further explains the results of theWilcoxon test, which showus that the F1@10 scores of ex-
actmatching do not come from the same distribution as those ofmanual evaluation, in contrast to the F1@10 scores of
partial matching. Fig. 4 shows box plots of the F1@10 scores obtained via manual evaluation, exact and partial match-
ing, as well as their average. As expected, we notice that the scores of exact matching are coming from a distribution
with a lower and more concentrated range of values, compared to those of manual evaluation. We also see that the
scores of partial matching have similar statistics with that of the manual evaluation with a slightly higher median and
interquartile range values.
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(a) KPM
(b)MR
F IGURE 4 Box plots of the F1@10 scores obtained via manual evaluation, exact matching, partial matching and
taking the average of exact and partial matching.
We now come to the most important aspect of our analysis, which concerns theMSE betweenmanual evaluation
and exact/partial matching. We see that partial matching has lower mean squared error than exact matching, while
the lowestMSE is achieved by taking the average F1@10 scores of the two approaches. Figure 5 shows box plots of the
distributionof differencesbetween theF1-scoresbasedon themanual evaluationand theF1-scoresbasedon theexact
(Exact), partial (Partial) and average (Average) evaluation approaches for the 50 manually evaluated documents. As
expected,wenotice that thedifferences betweenmanual and exactmatching F1-scores range to higher positive values
as the exact matching is a lower bound of manual evaluation. We also see that the differences of between manual
and partial matching F1-scores have lower median/mean almost equal to zero and wide interquartile range values.
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Finally, the differences betweenmanual and averagematching F1-scores have a slightly highermedian/mean butmore
concentrated range of values around zero, compared to the rest types of differences (Exact, Partial). Figure 6 (see
AppendixD), showsanalternative viewof thedifferencesbetween theF1-scorevaluesbasedon themanual evaluation
and the F1-score values calculated according to the exact (solid line), partial (dashed line) and average (dotted line)
evaluation approaches for KPM andMRmethods.
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F IGURE 5 Distribution of differences between the F1-scores based on themanual evaluation and the F1-scores
based on the exact (Exact), partial (Partial) and average (Average) evaluation approaches for the 50manually
evaluated documents given on the x axis.
Our analysis suggests that researchers should consider the average of exact and partial matching for empirical
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comparison of keyphrase extraction methods. In addition, we stress the need for automatic evaluation approaches
that take into account the semantic similarity between predicted and golden keyphrases.
6.5 | The Role of the Evaluation Gold Standards
There are keyphrase extraction datasets such as the Semeval and the NUS that comewith both author and reader as-
signed keyphrases. In this section, we investigate the extent to which different gold evaluation standards affect the
performance estimation of various keyphrase extraction systems, coming to completely different conclusions with re-
spect to i) the rank of the methods regarding their performance or ii) the actual accuracy of a method. Table 12 shows
the F1@10 scores using the exact match evaluation of the keyphrase extraction methods for the Semeval and NUS
datasets based on 4 different evaluation gold standards: the union of the authors’ and readers’ keyphrases (Union),
the authors’ keyphrases (A), the readers’ keyphrases (R) and the intersection of the authors’ and readers’ keyphrases
(Inter.). In this part of the study, only the text documents that have both author and reader assigned keyphrases par-
ticipate, i.e., 243 and 150 text documents from Semeval andNUS, respectively.
In all the keyphrase extraction methods, the highest F1@10 scores appear when the union of the authors’ and
readers’ keyphrases is regarded as the evaluation gold standard, as the higher the number of the golden keyphrases,
the higher the probability of true positive cases in a system’s output. On the contrary, the usage of the intersection
between the authors’ and readers’ keyphrases as a gold standard leads to lower F1@10 scores in almost all cases, as
there are quite few keyphrases that are chosen by both authors and readers for a specific article. Authors’ motivations
differ from thoseof readers’ ones, since authors usually aimnot only to the summarizationof theirwork via keyphrases
but also to the promotion of their work considering phrases related to research trends etc. In addition, experimental
results based on the F1@20, MAP@10, andMAP@20 result in a similar conclusion to that one of the Table 12, i.e., the
highest scores appear in the case of the evaluation gold standard that corresponds to the union of the authors’ and
readers’ keyphrases.
First of all, we observe differences in the ranking order of themethods based on the average F1@10 scores across
the documents of each dataset. Particularly, in the case of F1@10 scores there aremore evident differences in theNUS
dataset. For example, the 5th position of the ranking belongs to MR regarding the union of the keyphrases as a gold
evaluation standard. However, the gold evaluation standard of the authors’ keyphrases gives the 5th ranking position
to PR. A deeper insight to the correlation as well as the scores’ distributions of the 4 evaluation gold standards is
presented below.
First, we utilize the Spearman’s correlation to assess themonotonic relationship (linear or not) between the union
of the authors’-readers’ keyphrases and the authors’ keyphrases (Union-A) as well as the readers’ keyphrases (Union-
R). Moreover, we investigate the correlation between the authors’ and the readers’ keyphrases (A-R) (see Tables 13
and 14). If there are no repeated data values, a perfect Spearman correlation of +1 or −1 occurs when each of the
variables is a perfect monotone function of the other. The union of the keyphrases is moderately correlated to the
authors’ keyphrases evaluation gold standard for all keyphrase extractionmethods in both datasets. Furthermore, the
union of the keyphrases is strongly correlated to the readers’ keyphrases evaluation gold standard for all keyphrase
extraction methods in both datasets. Finally, the authors’ keyphrases is weakly/moderately correlated to the readers’
keyphrases evaluation gold standard in both datasets. We should not omit that all strong/moderate correlations are
statistically significant with significance level 0.05.
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ExactMatch Semeval NUS
F1@10 Union A R Inter. Union A R Inter.
YAKE 0.160 0.120 0.138 0.101 0.205 0.147 0.186 0.132
TfIdf 0.154 0.115 0.131 0.090 0.213 0.143 0.193 0.109
TfIdf2 0.172 0.144 0.144 0.119 0.240 0.171 0.222 0.151
KPM 0.208 0.168 0.173 0.124 0.274 0.194 0.246 0.157
RAKE 0.114 0.074 0.105 0.061 0.149 0.103 0.128 0.061
MR 0.146 0.099 0.126 0.091 0.164 0.118 0.150 0.122
TR 0.134 0.084 0.115 0.080 0.143 0.098 0.134 0.102
PR 0.131 0.108 0.110 0.081 0.155 0.123 0.131 0.103
SR 0.036 0.017 0.034 0.016 0.047 0.023 0.041 0.019
RVA 0.096 0.052 0.095 0.036 0.100 0.064 0.095 0.043
TABLE 12 F1@10 of all methods for the Semeval andNUS datasets using various evaluation gold standards. The
scores are calculated according to the exact match evaluation.
In this vein, we investigate the correlation (linear or not) between the intersection of the authors’ and readers’
keyphrases and the authors’ keyphrases (Inter.-A) as well as the readers’ keyphrases (Inter.-R). Moreover, we investi-
gate the correlation between the intersection and the union of the authors’ and the readers’ keyphrases (Inter.-Union)
(see Tables 15 and 16). The intersection of the keyphrases ismoderately correlated to the authors’ keyphrases evalua-
tion gold standard for all keyphrase extractionmethods in both datasets, except for the SRmethod at theNUS dataset
that is weakly correlated. Furthermore, the intersection of the keyphrases is weakly/moderately correlated to the
readers’ keyphrases evaluation gold standard for all keyphrase extractionmethods in both datasets. Finally, the inter-
section of the keyphrases givesweakly/moderately correlated scores to the union of keyphrases gold standard in both
datasets.
In addition, we are interested in investigating whether the F1-scores based on the various evaluation gold stan-
dards come from the same distribution. For this reason, we use the Wilcoxon signed-rank test. The scores based on
the union of the keyphrases and the scores using the authors’ keyphrases evaluation gold standard come from differ-
ent distributions for all keyphrase extraction methods in both datasets. Furthermore, for almost all methods at the
Semeval dataset the scores based on the union of the keyphrases and the scores using the readers’ keyphrases evalu-
ation gold standard come from different distributions, while at the NUS dataset the corresponding scores come from
either different or same distributions. Additionally, in most methods the scores based on the authors’ keyphrases and
the scores using the readers’ keyphrases evaluation gold standard come from different distributions (see Tables 13
and 14).
Tables 15 and 16 show that the scores based on the intersection of the keyphrases and the scores using the au-
thors’ keyphrases evaluation gold standard come from different distributions for the most methods in both datasets.
Furthermore, the scores based on the intersection of the keyphrases and the scores using the readers’ keyphrases
evaluation gold standard come from different distributions in both datasets. The same holds for the scores based on
the intersection’s keyphrases and the scores using the union’s keyphrases evaluation gold standard.
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Semeval
ExactMatch Spearman Wilcoxon
F1@10 Union-A Union-R A-R Union-A Union-R A-R
YAKE 0.588 0.834 0.299 ≈0.000 ≈0.000 0.031
TfIdf 0.641 0.844 0.357 ≈0.000 ≈0.000 0.010
TfIdf2 0.652 0.832 0.330 ≈0.000 ≈0.000 0.708
KPM 0.614 0.802 0.278 ≈0.000 ≈0.000 0.542
RAKE 0.570 0.898 0.380 ≈0.000 0.034 ≈0.000
MR 0.590 0.854 0.342 ≈0.000 ≈0.000 ≈0.000
TR 0.573 0.836 0.309 ≈0.000 0.001 ≈0.000
PR 0.559 0.845 0.299 ≈0.000 ≈0.000 0.760
SR 0.491 0.862 0.356 ≈0.000 0.278 ≈0.000
RVA 0.478 0.876 0.280 ≈0.000 0.015 ≈0.000
TABLE 13 Results of Spearman correlation coefficient andWilcoxon signed-rank test between the scores
calculated based on the evaluation using the union of the keyphrases and the authors’ keyphrases (Union-A), the
union of the keyphrases and the readers’ keyphrases (Union-R), as well as the authors’ keyphrases and the readers’
keyphrases (A-R) for the Semeval dataset.
NUS
ExactMatch Spearman Wilcoxon
F1@10 Union-A Union-R A-R Union-A Union-R A-R
YAKE 0.671 0.846 0.379 ≈0.000 0.021 0.001
TfIdf 0.560 0.879 0.269 ≈0.000 0.016 ≈0.000
TfIdf2 0.593 0.844 0.255 ≈0.000 0.075 0.001
KPM 0.523 0.864 0.200 ≈0.000 ≈0.000 0.001
RAKE 0.622 0.813 0.238 ≈0.000 0.015 0.031
MR 0.579 0.880 0.312 ≈0.000 0.153 0.006
TR 0.591 0.865 0.308 ≈0.000 0.842 0.001
PR 0.633 0.801 0.296 ≈0.000 0.001 0.465
SR 0.560 0.831 0.115 ≈0.000 0.862 0.045
RVA 0.620 0.869 0.401 ≈0.000 0.301 ≈0.000
TABLE 14 Results of Spearman correlation coefficient andWilcoxon signed-rank test between the scores
calculated based on the evaluation using the union of the keyphrases and the authors’ keyphrases (Union-A), the
union of the keyphrases and the readers’ keyphrases (Union-R), as well as the authors’ keyphrases and the readers’
keyphrases (A-R) for the NUS dataset.
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Semeval
ExactMatch Spearman Wilcoxon
F1@10 Inter.-A Inter.-R Inter.-Union Inter.-A Inter.-R Inter.-Union
YAKE 0.701 0.457 0.386 ≈0.000 ≈0.000 ≈0.000
TfIdf 0.619 0.513 0.439 ≈0.000 ≈0.000 ≈0.000
TfIdf2 0.641 0.489 0.465 ≈0.000 ≈0.000 ≈0.000
KPM 0.697 0.570 0.551 ≈0.000 ≈0.000 ≈0.000
RAKE 0.781 0.553 0.472 ≈0.000 ≈0.000 ≈0.000
MR 0.384 0.312 0.212 0.156 ≈0.000 ≈0.000
TR 0.341 0.221 0.127 0.364 ≈0.000 ≈0.000
PR 0.442 0.349 0.194 0.001 ≈0.000 ≈0.000
SR 0.553 0.312 0.231 0.949 0.002 0.001
RVA 0.357 0.310 0.269 0.003 ≈0.000 ≈0.000
TABLE 15 Results of Spearman correlation coefficient andWilcoxon signed-rank test between the scores
calculated based on the evaluation using the intersection of the keyphrases and the authors’ keyphrases (Inter.-A), the
intersection of the keyphrases and the readers’ keyphrases (Inter.-R), as well as the intersection and the union of
authors’ and readers’ keyphrases (Inter.-Union) for the Semeval dataset.
NUS
ExactMatch Spearman Wilcoxon
F1@10 Inter.-A Inter.-R Inter.-Union Inter.-A Inter.-R Inter.-Union
YAKE 0.685 0.477 0.383 0.040 ≈0.000 ≈0.000
TfIdf 0.607 0.383 0.370 ≈0.000 ≈0.000 ≈0.000
TfIdf2 0.612 0.440 0.424 0.002 ≈0.000 ≈0.000
KPM 0.610 0.327 0.331 ≈0.000 ≈0.000 ≈0.000
RAKE 0.650 0.411 0.350 ≈0.000 ≈0.000 ≈0.000
MR 0.508 0.243 0.248 0.908 0.001 ≈0.000
TR 0.367 0.192 0.197 0.856 0.001 ≈0.000
PR 0.498 0.361 0.267 0.191 ≈0.000 ≈0.000
SR 0.214 0.023 0.009 0.567 0.002 ≈0.000
RVA 0.332 0.236 0.169 0.019 ≈0.000 ≈0.000
TABLE 16 Results of Spearman correlation coefficient andWilcoxon signed-rank test between the scores
calculated based on the evaluation using the intersection of the keyphrases and the authors’ keyphrases (Inter.-A), the
intersection of the keyphrases and the readers’ keyphrases (Inter.-R), as well as the intersection and the union of
authors’ and readers’ keyphrases (Inter.-Union) for the NUS dataset.
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To sum up, it is strongly recommended to the research community to explicitly mention which set of keyphrases
is regarded as a gold evaluation standard in the experiments, since different evaluation gold standards give differ-
ent performance ranking and score estimations. Particularly, the union of the keyphrases evaluation gold standard
is strongly correlated to the readers’ evaluation gold standard for all keyphrase extraction methods in both datasets.
Moreover, the average F1@10 scoreswith respect to readers’ evaluation gold standard seem to be closer to the scores
with respect to the union’s evaluation gold standard, even though in most cases at the Semeval dataset and in half
cases of theNUS dataset the union’s and the readers’ evaluation gold standards give scores coming from different dis-
tributions. Using both types of annotations, i.e., authors’ keyphrases and multiple annotators’ (readers’) keyphrases,
we have at our disposal a quite expanded set of keyphrases. However, using only themultiple annotators’ keyphrases,
we end up to a decent number of gold unbiased keyphrases certainly depending on the methodology followed for the
annotation process and the collective effort. On the other hand, authors’ sets of keyphrases contain fewer but suffi-
cient phrases to cover the topics of the target document. Such type of evaluation standard usually gives lower per-
formance scores, moderately correlatedwith those resulting from the union keyphrases’ gold evaluation standard. Fi-
nally, the intersection’s evaluation gold standard is not recommended, as it is quite strict, contains a very small number
of keyphrases, and does not guarantee that all topics discussed in the target documents are covered by the intersec-
tion of the keyphrases, since authors and readers may use different expressive means/vocabularies and do not share
same annotationmotivations.
6.6 | Qualitative Analysis
Via this qualitative study, we would like to highlight the limitations of the exact match evaluation, especially in cases
where we are interested in the actual performance (success rate) of a method. Additionally, we show a case where
the “looser” partial match strategy gives lower scores than the exact match one. Finally, we give an example that the
partial match evaluation can be harmful, failing to assess properly the syntactic correctness of the return keyphrases.
We useMR to extract the keyphrases from 3 publication full-texts of the Krapivin dataset collection.
First, we present an example where the F1-score with respect to the partial evaluation is greater than the cor-
responding exact match score and closer to the corresponding score with respect to the manual evaluation, which
intuitively is the expected case. We quote the publication’s title and abstract below in order to get a sense of its con-
tent:
Title: Exact algorithms for findingminimum transversals in rank-3 hypergraphs.
Abstract: We present two algorithms for the problem of finding a minimum transversal in a hypergraph of rank
3, also known as the 3-Hitting Set problem. This problem is a natural extension of the vertex cover problem for
ordinary graphs. Thefirst algorithm runs in timeO(1.6538n) for a hypergraphwith n vertices, and needs polynomial
space. The second algorithm uses exponential space and runs in timeO(1.6316n).
The corresponding set of the “gold” keyphrases are: {hypergraph, 3-hitting set, exact algorithm,minimum transversal}.
For evaluationpurposes,we transform the set of “gold” keyphrases into the followingone (after stemming and removal
of punctuationmarks, such as dashes and hyphens):
{(hyper g r aph), (3hi t , set ), (exact , al gor i t hm), (minimum, t r ansver s)}
TheMR’s result set is given in the first box below, followed by its stemmed version in the second box. The words
that are both in the golden set and in the set of our candidates are highlighted with bold typeface:
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{problem, case, branching, 3hitting set problem, time, edges, minimum transversals, algorithms, number,
rank3 hypergraphs}
{(problem), (case), (branch), (3hit, set, problem), (time), (edg), (minimum, transvers), (algorithm), (num-
ber), (rank3, hypergraph)] }
According to the exact match evaluation approach, the top-10 returned candidate keyphrases by MR include 1
True Positive (TP), the bigram phraseminimum transversals, 9 False Positives (FPs) and 3 False Negatives (FNs). Hence,
precision = TPsTPs+FPs = 0.10 recall = TPsTPs+FNs = 0.25 F1 = 2 × precision×recallprecision+recall = 0.14
However, the stemmed set of words found in all golden keyphrases used by the partial match evaluation approach
is the following:
{(hyper g r aph), (3hi t ), (set ), (exact ), (al gor i t hm), (minimum), (t r ansver s)}
and the set of words found in all extracted keyphrases byMR is given below:
{(problem), (case), (branch), (3hit), (set), (time), (edg), (minimum), (transvers), (algorithm), (number),
(rank3), (hypergraph)] }
According to the partial match evaluation approach, the top-10 returned candidate keyphrases by MR include 6 TPs,
7 FPs and 1 FNs. Consequently,
precision = 0.46 recall = 0.86 F1 = 0.60
In this case it is confirmed that the exactmatch evaluation seems to be too strict whereas the looser partial match
approach is closer to the actual performance of the MRmethod. However, partial match evaluation considers as TPs
unigram phrases that have trivial meaning without their context words, e.g., the unigram algorithm instead of the bi-
gram exact algorithm.
We give an example where the exact match evaluation corresponds to a higher F1-score than the partial match
evaluation. The results are based on the output of theMRmethod. Wequote the publication’s title and abstract below
in order to get a sense of its content:
Title: Finite statemachines for strings over infinite alphabets.
Abstract:Motivated by formal models recently proposed in the context of XML, we study automata and logics on
strings over infinite alphabets. These are conservative extensions of classical automata and logics defining the
regular languages on finite alphabets. Specifically, we consider register and pebble automata, and extensions of
first-order logic and monadic second-order logic. For each type of automaton we consider one-way and two-way
variants, aswell as deterministic, nondeterministic, and alternating control. We investigate the expressiveness and
complexity of the automata and their connection to the logics, as well as standard decision problems. Some of our
results answer open questions of Kaminski and Francez on register automata.
The corresponding set of the “gold” keyphrases are: {xml, automata, first-order logic, expressiveness, pebbles, monadic
second-order logic, infinite alphabets, registers}. For evaluation purposes, we transform the set of “gold” keyphrases into
the following one (after stemming and removal of punctuationmarks, such as dashes and hyphens):
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{(xml ), (aut omat a), (f i r st or d , l og i c), (expr ess), (pebbl )
(monad , secondor d , l og i c), (i nf i ni t , al phabet ), (r eg i st )}
TheMR’s result set is given in the first box below, followed by its stemmed version in the second box. The words
that are both in the golden set and in the set of our candidates are highlighted with bold typeface:
{pebbles, mso, finite set, set, proof, strings, pebble automata, automata, positions, data values}
{(pebbl), (mso), (finit, set), (set), (proof), (string), (pebbl, automata), (automata), (posit), (data, valu)}
According to the exact match evaluation, the top-10 returned candidate keyphrases by MR include 2 True Posi-
tives (TPs), the unigram phrases pebbles and automata, 8 False Positives (FPs) and 6 False Negatives (FNs). Hence,
precision = 0.20 recall = 0.25 F1 = 0.22
However, partial match evaluation approach uses the stemmed set of words found in all golden keyphrases, i.e.:
{(xml ), (aut omat a), (f i r st or d ), (l og i c), (expr ess), (pebbl ), (monad ), (secondor d ), (i nf i ni t ), (al phabet ), (r eg i st )}
and the set of words found in all extracted keyphrases byMR, i.e.:
{(pebbl), (mso), (finit), (set), (proof), (string), (automata), (posit), (data), (valu)}
According to the partial match evaluation, the top-10 returned candidate keyphrases by MR include 2 TPs, pebbles
and automata, 8 FPs and 9 FNs. Hence,
precision = 0.20 recall = 0.18 F1 = 0.19
So, it is quite usual in cases where there are unigram keyphrases as TPs and multiword keyphrases as FPs/FNs,
the exact match F1-score to be higher than the partial match F1-score. Note that both evaluation approaches fail to
recognize as TP the unigram keyphrasemsowhich is an abbreviation of themultiword keyphrasemonadic second-order
logic. Finally, in Appendix we give A an example where the partial match evaluation can be considered as harmful
compared to the strict exact match evaluation.
7 | CONCLUSIONS AND FUTURE DIRECTIONS
Keyphrases are multi-purpose knowledge gems. They constitute a concise summary of documents that is extremely
useful both for human inspection and machine consumption, in support of tasks such as faceted search, document
classification and clustering, query expansion anddocument recommendation. Our article reviews the existing bodyof
work onkeyphrase extraction andpresents a comprehensive organization of thematerial that aims to help newcomers
and veterans alike navigate the large amount of prior art and grasp its evolution.
We present a large number of both unsupervised and supervised keyphrase extraction methods, including re-
cent deep learningmethods, categorizing them according to their main features and properties, and highlighting their
strengths andweaknesses. Wediscuss the challenges that supervisedmethods face, namely the subjectivity that char-
acterizes the existing annotated datasets and the imbalance of keyphrases versus non-keyphrases. In addition, we
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discuss how keyphrase extraction methods are currently evaluated, and present a long list of free and commercial
keyphrase extraction software andAPIs, as well as themain collections of documentswith associated keyphrases that
are used for obtaining experimental results.
Our review includes an extensive empirical evaluation study of keyphrase extraction. We compare commercial
APIs, as well as unsupervised methods ourselves, while for supervised methods we include a table with results col-
lected from the corresponding papers. The results show that simple unsupervisedmethods, such as TfIdf2, are strong
baselines that should be considered in empirical studies and that deep learning methods achieve state-of-the-art re-
sults. Among unsupervised methods, we notice that graph-based methods work better for short, while statistical
methods work better for long documents.
Our evaluation study presents a thorough analysis of the exact and partial matching approaches, concluding with
the recommendation of considering their average, and highlighting the need for approaches that take the semantic
similarity of predicted and golden keyphrases. In addition, our study investigates how the different golden keyphrase
sources (authors and readers) affect the evaluation of keyphrase extraction methods, concluding that they play a sig-
nificant role and should be explicitly considered and reported in empirical studies.
A lot of progress still remains to be done in this challenging task, as the accuracy of state-of-the-art systems has
not reached satisfactory levels yet. At themoment, themost exciting developments inmastering language are coming
from the frontier of deep learning and unsupervised language models (Devlin et al., 2019; Yang et al., 2019; Cer et al.,
2018). The exploitation of such models for keyphrase extraction and/or generation appears as the most interesting
future direction.
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A | QUALITATIVE RESULTS
We give an example where the partial match evaluation can be considered as harmful compared to the strict exact
match evaluation. The results are based on the output of theMRmethod. Once again, we quote the publication’s title
and abstract below in order to get a sense of its content:
Title: Programming and Verifying Real-Time Systems byMeans of the Synchronous Data-Flow Language LUSTRE.
Abstract: The benefits of using a synchronous data-flow language for programming critical real-time systems are
investigated. These benefits concern ergonomy (since the dataflow approach meets traditional description tools
used in this domain) and ability to support formal design and verification methods. It is shown, using a simple ex-
ample, how the language LUSTRE and its associated verification tool LESAR, can be used to design a program, to
specify its critical properties, and to verify these properties. As the language LUSTRE and its uses have already
been discussed in several papers, emphasis is put on program verification.
The corresponding set of the “gold” keyphrases are: {sampling, matrix algorithms, low-rank approximation}. For eval-
uation purposes, we transform the set of “gold” keyphrases into the following one (after stemming and removal of
punctuationmarks, such as dashes and hyphens):
{(sampl ), (mat r i x , al gor i t hm), (l owr ank , appr oxim)}
TheMR’s result set is given in the first box below, followed by its stemmed version in the second box. The words
that are both in the golden set and in the set of our candidates are highlighted with bold typeface:
{low-rank approximations, algorithm, singular vectors, rows, lemma, assumption a1, entries, problem,
modern applications, matrix}
{(lowrank, approxim), (algorithm), (singular, vectort), (row), (lemma), (assumpt, a1), (entri), (problem),
(modern, applic), (matrix)}
According to the exactmatch evaluation, the top-10 returned candidate keyphrases byMR include 1TruePositive
(TP), the bigram phrase low-rank approximations, 9 False Positives (FPs) and 2 False Negatives (FNs). We should notice
that this example belongs to the less usual case where the exact match evaluation is close to the manual evaluation,
i.e., in a right direction, indicating the actual success rate of themethod. Hence, precision = 0.10, recall = 0.33, F1 = 0.15
However, partial match evaluation approach uses the stemmed set of words found in all golden keyphrases, i.e.:
{(sampl ), (mat r i x ), (al gor i t hm), (l owr ank ), (appr oxim)}
and the set of words found in all extracted keyphrases byMR, i.e.:
{(lowrank), (approxim), (algorithm), (singular), (vector), (row), (lemma), (assumpt), (a1), (entri), (problem),
(modern), (appli), (matrix)}
According to thepartialmatchevaluation, the top-10 returnedcandidatekeyphrasesbyMR include4TPs, lowrank,
approxim, algorithm andmatrix, 10 FPs and 1 FNs. Hence, precision = 0.29, recall = 0.80, F1 = 0.42
Despite the fact that the partial match evaluation gives F1-scores closer to the manual ones, we see here that the
F1-score based on the partial match evaluation is quite far from the actual performance of the method on the specific
document. Particularly, the partial match strategy fails to evaluate the syntactic correctness of the returned phrases
algorithm andmatrix, which have very generalmeaningwhen they returned as unigramsbyMRcompared to the bigram
gold keyphrasematrix algorithm.
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B | COMMERCIAL APIS EVALUATION
Semeval NUS Krapivin Inspec 500N-KPCrowd
MAP @10 @20 @10 @20 @10 @20 @10 @20 @10 @20
IBM 0.066 0.041 0.071 0.042 0.047 0.028 0.146 0.093 0.095 0.078
GOOGLE 0.060 0.038 0.088 0.056 0.042 0.025 0.090 0.060 0.258 0.209
Amazon 0.017 0.013 0.011 0.010 0.008 0.007 0.018 0.016 0.059 0.047
Textrazor 0.109 0.062 0.113 0.069 0.062 0.035 0.084 0.051 0.202 0.143
Aylien 0.061 0.034 0.063 0.036 0.027 0.015 0.054 0.034 0.170 0.165
TABLE 17 MAP@10 andMAP@20 according to the exact match evaluation approach of all APIs for all datasets.
Semeval NUS Krapivin Inspec 500N-KPCrowd
pF1 @10 @20 @10 @20 @10 @20 @10 @20 @10 @20
IBM 0.282 0.307 0.375 0.344 0.348 0.305 0.569 0.583 0.348 0.445
GOOGLE 0.233 0.253 0.375 0.374 0.368 0.336 0.444 0.501 0.267 0.362
Amazon 0.190 0.268 0.188 0.267 0.180 0.227 0.261 0.388 0.239 0.356
Textrazor 0.212 0.258 0.278 0.316 0.289 0.302 0.348 0.411 0.167 0.240
Aylien 0.278 0.305 0.339 0.341 0.296 0.295 0.401 0.480 0.237 0.336
TABLE 18 F1@10 and F1@20 according to the partial match evaluation approach (pF1) of all APIs for all datasets.
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C | BIBLIOGRAPHIC SOURCES
Journal Publisher
ACMTransactions on Computer-Human Interaction ACM
Information Systems ELSEVIER
Decision Support Systems ELSEVIER
Information Processing &Management ELSEVIER
Language Resources and Evaluation Springer
Data Science and Engineering Springer
TextMining: Applications and Theory Wiley
Conference (Abbreviation) Proceedings Publisher
AnnualMeeting of the Association for Computational Linguistics (ACL) ACL
Conference on Empirical Methods in Natural Language Processing (EMNLP) ACL
International Conference on Computational Linguistics (COLING) ACL
Conference of the North American Chapter of the Association for Computational Linguistics (NAACL) ACL
International Joint Conference onNatural Language Processing (IJCNLP) ACL
European Conference on Information Retrieval (ECIR) Springer
ACM International Conference on Information and KnowledgeManagement (CIKM) ACM
InternationalWorldWideWebConference (WWW) ACM
ACM International Conference on Research andDevelopment in Information Retrieval (SIGIR) ACM
International Conference on Language Resources and Evaluation (LREC) ELRA
Annual Conference of the International Speech Communication Association (Interspeech) ISCA
IEEE International Conference onDataMining (ICDM) IEEE
AAAI Conference on Artificial Intelligence (AAAI) AAAI
TABLE 19 Themain journals and conferences that were used as sources of related articles in this survey.
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D | AUTOMATIC VS MANUAL SCORES
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F IGURE 6 Differences between the F1-scores based on themanual evaluation and the F1-scores based on the
exact (solid line), partial (dashed line) and average (dotted line) evaluation approaches for the 50manually evaluated
documents given on the x axis.
In Fig. 6 we plot the differences between the F1-score values based on the manual evaluation and the F1-score values
calculated according to the exact (solid line), partial (dashed line) and average (dotted line) evaluation approaches for
KPM andMRmethods. The differences betweenmanual and average scores range closer to 0 in comparison with the
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differences between manual-exact and manual-partial scores, respectively. Particularly, most differences between
manual-exact scores are positive (manual scores are greater than the exact match scores), whereas there are many
differences betweenmanual-partial scores that are negative (manual scores are lower than the partial match scores).
