We present conditions on the structure and degree n of a finite irreducible complex linear group that guarantee its solvability. In particular, we show that if such a group is p-solvable but not p-closed for some prime number p, then the group is solvable whenever n ≡ ±1 (mod p) and n is also smaller than certain bounds which are on the order of p 2 .
solvability while allowing for n to be greater than 2p + 1. It turns out that a group G as described above must be solvable in most of the cases where n ≡ ±1 (mod p) and n < p 2 . Specifically, the following is proved in this paper.
Theorem A. Let p be a prime number and let G be an irreducible complex linear group of degree n such that G is p-solvable but not p-closed.
Suppose that either n = kp − 1 for some positive integer k < p, or n = kp + 1 for a positive integer k < p − 2. Then G is solvable.
The proof of Theorem A will involve the character theory of finite groups. That is, an irreducible complex linear group of degree n will be viewed as an abstract group with a faithful irreducible complex character χ such that χ (1) = n. In attempting to construct a nonsolvable counterexample, the classification of finite simple groups will be used at several points to achieve a contradiction. All representations and linear groups in what follows are assumed to be over C unless otherwise stated.
The proof of Theorem A will be given in Section 3, after a number of supporting results are presented in Section 2. In Section 4, we will discuss several limitations on the extent to which Theorem A could conceivably be strengthened.
Preliminaries
Definition 2.1. Let p be a prime number. An integer n will be said to satisfy condition D(p) if either n = kp − 1 for some positive integer k < p or n = kp + 1 for some positive integer k < p − 2.
In the situation of Theorem A, it is an easy consequence of Theorem 1 of [12] that if the degree n satisfies condition D(p), then n must be a prime power. Proof. Note that n > 1 since G is not p-closed. Thus by [12, Theorem 1] and the fact that p n, there exists a prime number q and integer e > 0 such that q e | n and q e ≡ 1 or −1 (mod p). Assume that q e is the smallest nontrivial power of q with such congruence, so that q a ≡ ±1 (mod p) for 1 a < e.
Proposition 2.2. Let p be a prime number and let n be an integer satisfying condition D(p). Suppose that G is an irreducible p-solvable linear group of degree n that is not p-closed. Then
Write n as q e m for some positive integer m, and note that m ≡ 1 or −1 (mod p). Thus if m > 1, we have either that m p − 1 or m p + 1, depending on the congruences modulo p of q e and n.
In each case, it can be seen that n is too large to satisfy condition D(p). Hence m = 1, and the result follows. P Note that the final statement in the conclusion of Proposition 2.2 follows for any prime power q e satisfying condition D(p), regardless of whether q e is the degree of a particular linear group or not.
We will make use of this fact, so we state it now for reference.
Proposition 2.3. Let p and q be prime numbers and let e be a positive integer such that q e satisfies condition D(p). Then q a ≡ ±1 (mod p) for 1 a < e.
For the proof of Theorem A, we will need several facts about permutation groups and groups of linear transformations. We begin with a pair of well-known results.
Lemma 2.4. Let V be a finite-dimensional vector space over a field F and let G = GL(V ). Suppose H G acts irreducibly on V . Then: (a) If F is finite, then C G (H) is cyclic. (b) If F is algebraically closed, then C G (H) consists only of scalar transformations.

Proof. Let R = End H (V ). That is, R is the ring of all linear transformations of V over F which commute with the action of H . Note that C G (H) is contained in R.
Let t be a nonzero element of R. We claim that t is an invertible transformation. To see this, let W = {v ∈ V | v · t = 0}. For every h ∈ H and w ∈ W we have (w · h) · t = (w · t) · h = 0 · h = 0 and thus w · h ∈ W . So W is invariant under the action of H , and as H acts irreducibly on V , this implies that either W = 0 or W = V . But W = V since t is a nonzero transformation, so W = 0 and t is invertible.
Thus R is a division ring, and C G (H) is its multiplicative group. If F is finite, then so is R, and we have that R is a field. It follows in this case that C G (H) is cyclic and (a) is proved.
Statement (b) is essentially Corollary 1.6 of [8] . P Lemma 2.4 applies nicely to complex linear groups.
Corollary 2.5. Let G be an irreducible complex linear group and let H be an irreducible subgroup of G. Then
C G (H) Z(G).
In order to make further use of Lemma 2.4, the following sufficient condition for irreducibility will be useful.
Proposition 2.6. Let p and q be distinct primes and let e be the multiplicative order of q (mod p). Then every nontrivial p-subgroup of GL(e, q) is irreducible.
Proof. Let V be a vector space of dimension e over a field of order q. Let P > 1 be a p-subgroup of GL(V ) ∼ = GL(e, q) and let T = C V (P ). Then |T | = q a for some integer a < e, and the set V \ T is the union of P -orbits, each of which has size divisible by p. Thus p divides |V | − |T | = q e − q a = q a (q e−a − 1). But as e is the multiplicative order of q (mod p), we have that a must be 0. Thus T is trivial. Now let W be any proper, P -invariant subspace of V . Since T is trivial, the set V \ W is also the union of nontrivial P -orbits. The same calculation as above gives us that W must be trivial, and hence that P is irreducible. P
The following two results concern the specific circumstances in which Lemma 2.4 and Proposition 2.6 will be used. Under an appropriate basis, Sp(2e, q) has a subgroup G consisting of elements of the form
As p divides | GL(e, q)| = |G|, it is no harm to assume that P G. Suppose that P is generated by M ∈ G, where M is of the form specified above, with U ∈ GL(e, q) of order p. Note that U and (U t ) −1 are irreducible subgroups of GL(e, q) by Proposition 2.6, and thus the centralizers of U and (U t ) −1 in GL(e, q) are both cyclic by Lemma 2.4.
Suppose that
commutes with M, where the submatrices W , X , Y , and Z are e × e. A simple calculation yields that W and Z commute with U and (U t ) −1 respectively, while U t X U = X and U Y U t = Y . We wish to show that X = Y = 0. This is sufficient to prove the proposition, as W and Z would both then be elements of GL(e, q), giving us that C = C GL(2e,q) (M) is isomorphic to the direct product of two cyclic groups.
Let
where F = GF(q), and M e (F) is the algebra of e × e matrices over F. Suppose that R ∈ A is nonzero and let K be the right nullspace of R. It is easy to show that K is invariant under the transformation U , but since U is irreducible, this implies that K = 0. It follows that every nonzero element of A is invertible. We now view a nonzero matrix R ∈ A as the matrix for a nondegenerate bilinear form over F.
As U t RU = R, we see that this form is preserved under the transformation U . Note that S = R + R t is also in A , since A is closed under both addition and transposition. Also note that S must be nonzero, or else R would be the matrix for a nondegenerate alternating form, contradicting the fact the dimension e of R is odd. It follows that S is invertible. Furthermore, S t = S, so S is the matrix for a nondegenerate symmetric bilinear form on a vector space V of dimension e over F.
As U t SU = S, we may view U as an element of the orthogonal group O(V ). It is known (see the introduction to [11] , for example) that every element of such an orthogonal group of odd dimension has an eigenvalue. Since U is irreducible, this implies that e = Proof. Let C = C N (P ). As C is contained in the centralizer in GL(2e, q) of P , we have by Proposition 2.7 that C is abelian. Also note that since the action of P on N is coprime, 
If G has a chief factor of type (a), then |G| 60 (for example using the computer algebra system MAGMA [1] ) that there does not exist a primitive group of degree n (other than A n or S n ) whose order is divisible by that of a simple group of Lie type as in the description of type (b). But G cannot contain A n for the reasons discussed above, and so we are done. P Let Irr(G) denote the set of irreducible complex characters of a finite group G. If G is an irreducible complex linear group of degree n, then there exists a faithful character χ ∈ Irr(G) with χ (1) = n. The following lemma will be of use in the situation we are concerned with.
Lemma 2.12. Let p be a prime number, and let G be a p-solvable group. Let χ ∈ Irr(G) be faithful with χ (1) satisfying condition D(p). Suppose that N is a normal subgroup of G that is not p-closed. Then χ N ∈ Irr(N).
Proof. Suppose that the irreducible constituents of χ N are ϕ 1 , . . . , ϕ t , and let K i = ker ϕ i for 1 i t.
Since N is not p-closed, none of the isomorphic factors N/K i can be p-closed, either. In particular, (1) . Thus χ N must be irreducible, as wanted. P
We next present a number of results concerning how character restriction occurs with respect to certain specific subgroups that arise in the proof of Theorem A. Proof. Let P be a Sylow p-subgroup of G. Note that P acts on the set of irreducible constituents of χ M , and that each orbit of this action has p-power size. Since p n, there must exist an irreducible constituent ϕ of χ M that is P -invariant. Let T be the stabilizer in G of ϕ, and let L = N ∩ T . Since P T and G = N P , it follows that |N : L| = |G : T | is equal to the number of distinct irreducible constituents of χ M .
Lemma 2.13. Let p be a prime number and let G be a group that is p-solvable but not p-closed. Suppose that χ ∈ Irr(G) is faithful and that the degree n of χ satisfies condition D(p). Let M and N be normal subgroups of
In the proof of Lemma 2 of [12] , it is shown by considering the action of P on various subgroups Since |N : L| divides n, it follows in the second case that the prime power s divides n as well. If n ≡ −1 (mod p), we have by Proposition 2.2 that n is not divisible by any number of this description.
Thus the first case must apply if n ≡ −1 (mod p), and χ M must be homogeneous in this situation, as wanted. Moreover, if n is divisible by s, then we must have (by Proposition 2.2 again) that n = s.
It follows that |N : L| = n, and that χ M is the sum of n distinct constituents, each of which must be linear. Finally, since χ is faithful, the intersections of the kernels of these linear constituents must be trivial, giving us that M is abelian. P In the proof of Theorem A, we will need to show that the character restriction described in the statement of Lemma 2.13 is homogeneous. While this follows directly from the lemma when the character degree n is congruent to −1 (mod p), the hypotheses of the lemma do not in and of themselves guarantee a homogeneous restriction when n ≡ 1 (mod p). Under the additional assumption that the group G is not solvable, however, a result similar to Lemma 2.13 can be shown to hold, making use of Proposition 2.11 and the following fact about permutation groups. Proof. Let R = Soc(U ). Since U is solvable, R must be abelian, and as 1 < R G, we have by assumption that R is transitive. Thus R is regular, and it follows that |R| = q e . Let B R be generated by the elements of R of order q. Then 1 < B G, and by the same reasoning we have that |B| = q e = |R|, giving us that R is elementary abelian. Furthermore, as every abelian regular group of permutations is self-centralizing in the full symmetric group, it follows that G/R embeds as a subgroup of Aut(R) ∼ = GL(e, q) and (a) is proved. We now have that |G| divides Proof. Let n = χ (1) . By Proposition 2.2 we have that n = q e for some prime number q and integer e.
Let G be a counterexample to the lemma with |G| as small as possible. Suppose also that |G/M| is as small as possible among counterexamples of this order. Since G is a counterexample, χ M is not homogeneous and it follows from Lemma 2.13 that χ M is the sum of n distinct linear constituents and that M is abelian. Let P ∈ Syl p (G). We proceed in a series of steps.
Step Let K be the kernel of the action of G on the irreducible constituents of χ M .
Step 2. K = M.
Note that M K . As each of the n irreducible constituents of χ M is invariant in K , it follows that χ K is also the sum of n distinct linear constituents and that K is abelian. Since the groups K ∩ N < N < G satisfy the hypotheses of the lemma, we have by the minimality of |G/M| that
For any subgroup H of G, let H be the image of H under the canonical homomorphism from G to G/M. In light of Step 2, we may view G as a transitive subgroup of S n .
Step 3. If V is a normal subgroup of G such that M < V N, then χ restricts irreducibly to V . If in addition V < N, then V is solvable.
By the minimality of |G/M|, we have that χ V is homogeneous, and since the irreducible constituents of χ M are all distinct, it follows that χ V ∈ Irr(V ), as desired.
So V is transitive on the irreducible constituents of χ M and it follows that no nonidentity element of C G (V ) fixes any point. As p n, at least one point must be fixed by P , so P C G (V ) and hence P V P . Thus V P is not p-closed and if V < N, then V must be solvable or else the groups M < V < V P would satisfy the hypotheses of the lemma, contradicting the minimality of |G|.
Let U be such that M U < N and N/U is a chief factor of G. Note that U is solvable by Step 3.
Step 4. P acts nontrivially on N/U .
By the same reasoning as above, we know that P does not commute with N, so no work is required for this step if U = M. We therefore assume that M < U .
Let T be any normal subgroup of G such that M < T U . We have by Step 3 that χ T is irreducible and thus that T is a transitive subgroup of G. We may therefore apply Lemma 2.14 to G and its solvable normal subgroup U to conclude that G/ Soc(U ) is isomorphic to a subgroup of GL(e, q) and consequently that G/ Soc(U ) is isomorphic to a subgroup of Sp(2e, q) via the embedding described in the proof of Proposition 2.7. LetG be this quotient group of G and letÑ,Ũ , andP be the subgroups ofG obtained from N, U , and P respectively under the same homomorphism. These groups satisfy the hypotheses of Corollary 2.8 and it follows thatP acts nontrivially onÑ/Ũ . Thus P acts nontrivially on N/U , and the step is complete.
Step But then P C G (N), which we know to be a contradiction.
Step 6. A final contradiction.
As U is solvable, we have that N/U must be nonsolvable, and since N/U is a chief factor of G it must therefore be a direct product of nonabelian simple groups. By Step 4, N/U has an automorphism of order p, so if there is only one group in this product, then N/U is a simple group of Lie type, the underlying field of which has an automorphism of order p. (This is a straightforward consequence of the classification of finite simple groups. See [2, Theorems 2.5.1, 2.5.12, 5.2.1, and Tables 5.3a-5.3z].) Otherwise, since |G : N| = p and N/U is a chief factor of G, the number of factors in this direct product must be exactly p. In other words, N/U is of type (a) or (b) as described in the statement of Proposition 2.9. By Step 5, G is isomorphic to a primitive permutation group, the degree of which satisfies the hypotheses of Proposition 2.11. But N/U ∼ = N/U is a chief factor of G, so by the conclusion of that proposition we have a contradiction. P
The next lemma deals with character restrictions in another specific situation. We claim that there exists a character ϕ ∈ B such that p ϕ (1) . Suppose to the contrary that no such ϕ exists. This implies that the multiplicity of λ in χ z is divisible by p.
Let K be the conjugacy class of z in G and note that q |K | since z ∈ Z(Q ). Thus by a theorem of Burnside [8, Theorem 3.8] we have that either z ∈ Z(χ ) = Z(G) or χ (z) = 0. In the first case,
Suppose instead that z / ∈ Z(χ ). Then χ (z) = 0 and since z ∩ Z(G) = 1 we have that χ (x) = 0 for all nonidentity x ∈ z . Thus χ z is a multiple of the regular character of z and it follows that every irreducible character of z has the same multiplicity in χ z as λ. This again implies that p | χ (1) , and with this contradiction the claim is proved.
Thus there exists a character ϕ ∈ B such that ϕ(1) = q b for some integer b > 0. As seen above, [Q , P ] ker ϕ, so it follows that Q P/ ker ϕ is not p-closed. Now ϕ is a faithful character of Q P/ ker ϕ, so we have by [12 Suppose that χ is a character of a group G and that x ∈ G has order p. Then χ (x) can be written uniquely as the sum of χ (1) many pth roots of 1. If χ is p-rational, then all of the primitive pth roots of 1 appear the same number of times in this sum. This is shown in [7] , and following that paper we define the type of x with respect to χ to be this common multiplicity.
Before embarking upon the proof of Theorem A, we will need two facts related to this definition as it pertains to certain group elements that will feature in the proof.
Lemma 2.17. Let p be a prime number and let G be a group that is not p-closed. Let χ ∈ Irr(G) be faithful and p-rational. Suppose that χ (1) = q e , where q is a prime number and e is a positive integer, and that χ (1) satisfies condition D(p). That is, either χ (1)
= kp − 1 for some integer k < p, or χ (1) = kp + 1 for some integer k < p − 2. Let x ∈ G
have order p and let Q be a Sylow q-subgroup of G that is normalized by x .
Assume that χ Q ∈ Irr(Q ). Then: Proof. Let r be the type of x with respect to χ . Note that r > 0, or else we would have x ∈ ker χ . Also note that χ (1) (p − 1)r, which implies that r k.
Let Q C = C Q (x). We are in the situation of Theorem 1.4 of [7] , which gives us that χ Q C = pθ ± β, where θ is a character of Q C such that θ(1) = r, and β ∈ Irr(Q C ).
Note that β(1) is a q-power, and also that β(1) < q e since r > 0. By Proposition 2.2 it follows that β(1) = 1 and hence r = k.
As r k, it is immediate that r = k and (a) is proved.
Now let H be as described in statement (b) and let C = C H (x). Again we may apply Theorem 1.4
of [7] to get that χ C = pη ± ϕ, where η is a character of C of degree r and ϕ ∈ Irr(C ). But ϕ(1) = 1 since r = k, and regardless of whether χ C = pη + ϕ or χ C = pη − ϕ, it is evident that ϕ must be a constituent of χ C . With this, the proof is complete. P
Lemma 2.18. Let p be a prime number and let G be a group with an elementary abelian Sylow p-subgroup P .
Let χ be a character of G that is faithful and p-rational, and let e be an integer such that χ (1) <
Suppose that every nonidentity element of P has the same type with respect to χ . Then |P | < p e .
Proof. Let x be a nonidentity element of P and suppose that the type of x with respect to χ is r.
Note that r > 0 since x / ∈ ker χ . Let n = χ (1) . If χ (x) is written as a sum of pth roots of unity, then the multiplicity of 1 in this sum is n − r(p − 1). It follows that χ (x) = −r + n − r(p − 1) = n − pr. 
It follows that |P | = p k < p e , as desired. P
Proof of main result
We are now ready to prove Theorem A. By results of Isaacs [7] and Winter [14] , we have that G is solvable if k = 1 or k = 2. Thus we may assume that p 5 if n = kp − 1, and p 7 in the case that n = kp + 1.
Theorem A. Let p be a prime number and let G be an irreducible linear group of degree n that is p-
We now suppose that G is a counterexample to the theorem of minimal order. So G satisfies the hypotheses of the theorem, but G is not solvable. A number of steps now follow.
Step 1. If H is a proper normal subgroup of G that is not p-closed, then H is solvable.
We have by Lemma 2.12 that χ H ∈ Irr(H), so it follows from the minimality of |G| among counterexamples that H must be solvable.
Step 2. Let M and N be normal subgroups of G with |G : N| a power of p and |N : M| not divisible by p. Then χ M is homogeneous.
This follows from Lemma 2.13 in the case that n = kp − 1. If n = kp + 1, it follows from Lemma 2.15.
Let P be a Sylow p-subgroup of G.
Step 3. G has a normal p-complement N and |P | = p.
First suppose that G < G. ∈ Syl p (N) . It suffices for this step to show that T = 1. As T G, it follows from Step 2 and the fact that p n that χ T is the multiple of a single linear character of T . So T Z(χ ) = Z(G), and hence N has a normal p-complement K which is also a normal p-complement of G. Note that χ K ∈ Irr(K ) and that N = T× K . Thus θ = 1 T × χ K is an irreducible character of N. Since |G : N| = p and θ is G-invariant, it follows by [8, Corollary 6.20] that θ extends to some character η ∈ Irr(G). As χ K is faithful and a G is not p-closed, it follows that ker η = T .
The quotient group G/T thus has a faithful irreducible character of degree n. If T > 1, then we have by the minimality of |G| that G/T is p-closed. This implies that G is p-closed, so by contradiction we must have that T = 1, as wanted.
We may therefore assume that G is perfect. Let U = O pp (G), and let V = O pp p (G). Since G is not p-closed, we have that U < G, and thus the fact that G is p-solvable gives us that U < V .
We claim that |V : U | = p. Observe that V is not p-closed, or else we would have U = V , so χ V ∈ Irr(V ) by Lemma 2.12. Furthermore, V is proper in G since G is perfect, and thus V is solvable by Step 1. Let D = O p (G) and note that since p n, every irreducible constituent of χ D is linear and hence D is abelian.
We first consider the case where χ D is not homogeneous. By Lemma 2.13 applied to the groups D < U < V , we have that χ D is the sum of q e distinct linear constituents. Let K be the kernel of the action of G on these constituents. As in Step 2 of the proof of Lemma 2.15, we find that K must be abelian. It follows that a Sylow p-subgroup of K is normal in G and hence
We may now view G/K as a permutation group of degree q e with solvable normal subgroup U /K .
In order to apply Lemma 2.14, we must verify that if T G with K < T U , then T /K is a transitive subgroup of G/K . This is true if T = U since χ U ∈ Irr(U ), so we may assume that T < U . Note that T is not abelian, or else we would have T K , so χ T must be homogeneous by Lemma 2.13 applied to the groups T < U < V . But χ K has no irreducible constituents of multiplicity greater than 1, so χ T cannot have any repeated constituents either. Thus χ T is irreducible and T /K is indeed transitive. We may therefore utilize Lemma 2.14 to conclude that p We now turn to the case where χ D is homogeneous. We have in this situation that D Z(χ ) = Z(G). So U has a normal p-complement W , which is also a normal p-complement of V . Since p χ (1) , it follows that χ W ∈ Irr(W ), and note that χ W is p-rational since p |W |.
It follows by [8, Corollary 6 .17] that χ σ = λχ for some linear character λ of G. But G is perfect, so 1 G is the only linear character of G and we conclude that χ σ = χ . We therefore have that χ is p-rational.
Since n < p 2 − p, it follows from Lemma 1.2 of [5] that P is elementary abelian. In particular, the fact that P is abelian implies via [8, Theorem 5.6 
Let Q ∈ Syl q (U ) be invariant under the conjugation action of P and let P 0 be the kernel of this action. If x ∈ P 0 , then Q C U P (x), so the size of the conjugacy class of x in U P is not divisible by q.
As χ U P ∈ Irr(U P ), we have by [8, Theorem 3.8] 
Thus χ P 0 is a multiple of the regular character of P 0 and we have that |P 0 | divides χ (1) . It follows that P 0 = 1 and hence P acts faithfully on Q . Furthermore,
, then x centralizes all of Q . From this we have that P acts faithfully on [Q , P ].
Suppose first that P acts nontrivially on Z(Q ). [3] to obtain that C /U V /U and hence C V . It follows that C is solvable. But G/C embeds into the automorphism group of V /U and as |V : U | = p, we have that G/C is cyclic. Thus G is solvable, and with this contradiction the step is complete.
Step 4. We may assume that χ is p-rational.
Applying Lemma 1.2 of [7] to G and its subgroup N, we have that λχ is p-rational for some linear character λ of G such that (λχ ) N = χ N . Since χ N is faithful, it follows that the kernel of λχ is a p-group, but as G is not p-closed and |G| p = p, this implies that λχ must be faithful. So λχ satisfies the hypotheses of the theorem and it is no harm to assume that χ = λχ .
Step 5. If M N is normal in G, then either χ M ∈ Irr(M) or M Z(G).
By
Step 2 we have that χ M is a multiple of some character ϕ ∈ Irr(M). If ϕ(1) = χ (1) then χ M ∈ Irr(M) and we are done, so we may assume that ϕ(1) < χ (1) . Furthermore, if ϕ(1) = 1, then M Z(χ ) = Z(G), so we may also assume that ϕ(1) > 1. We have that ϕ(1) = q a for some integer a such that 1 a < e. As we have seen, this implies that ϕ (1) is not divisible by any prime power greater than 1 that is congruent to 1 or −1 (mod p).
Since |M P : M| = p, we have by [8, Corollary 6.20 ] that ϕ extends to a characterφ ∈ Irr(M P ). Ifφ is faithful, then M P must be p-closed by Theorem 1 of [12] . If not, then kerφ = P since ϕ is faithful.
In either case we have that P M P and M C N (P ). 
and thus Q M M. Since q |M : Q M |, it follows that ϕ restricts irreducibly to Q M . This is a contradiction, however, as Q M is abelian and ϕ(1) > 1. We are now finished with Step 5.
Step 6. If M < N is normal in G and χ M ∈ Irr(M), then M is solvable and P does not commute with M.
Since χ M ∈ Irr(M), we have by Corollary 2.5 that C G (M) Z(G). Thus P does not commute with M, or else we would have that G is p-closed. It follows that M P is not p-closed. But χ M P ∈ Irr(M P ), so by the minimality of |G| we have that M P (and hence M) is solvable.
Step 7. N is perfect. We have that N is solvable in either case, implying that G is solvable as well. By contradiction, it follows that N = N.
We wish to show that if M < N is normal in G, then M Z(G). Assuming this is false, we may takẽ M < N to be minimal such that it is normal in G and is not contained in Z(G). Note that χM ∈ Irr(M)
by
Step 5 and thatM is solvable by Step 6.
Let L <M be such thatM/L is a chief factor of G.
Step Following the method described in [6] , we may define a form ·,· onM such that x, y = λ([x, y]) for every x, y ∈M. It is simple to show that the form is constant on the cosets of L inM and also that x, y q = 1 for all x, y ∈M. We may thus consider ·,· to be a form on the (additive) vector spaceM/L of dimension 2e over GF(q). Viewed this way, the form is easily seen to be nondegenerate, bilinear and alternating. Let D = C G (M/L). As the action of G/D onM/L preserves the form, we observe that G/D embeds as a subgroup of Sp(2e, q).
Step 9. D < N.
Suppose that p divides |D|. 
the last equality following from the Three Subgroups Lemma (see [9, Lemma 4.9] ). This implies that
This contradicts the definition ofM, however, and thus we have that D < N.
We may therefore take H < N to be such that D H and N/H is a chief factor of G.
Step 10. N/H is simple.
Note that χ H is irreducible sinceM D H . Thus H is solvable by Step 6 and it follows that N/H is nonsolvable. Thus N/H is the direct product of isomorphic nonabelian simple groups. Assume that N/H is not simple. Then the number of simple factors in this direct product is greater than one, and since no proper nontrivial subgroup of N/H is invariant under the action of P , it follows that the number of factors in this product must be exactly p.
Thus by Proposition 2.9 we have that |N/H| does not divide | GL(2e, q)|. But N/H is isomorphic to a quotient group of N/D, which embeds into Sp(2e, q) and hence into GL(2e, q). By contradiction, it follows that N/H must be simple.
Step 11. If M < N is normal in G, then M Z(G).
Recall that Steps 8-10 were based on the assumed existence of the groupM < N with the properties thatM G andM Z(G). We will complete the current step by producing a contradiction that follows from the conclusions of the three previous ones.
We have that there exists a homomorphism θ : G → Sp(2e, q) with ker θ = D < N. Since θ(N)/θ(H) ∼ = N/H is nonabelian, we have by Corollary 2.8 that θ(P ) acts nontrivially on θ(N)/θ (H) in Sp(2e, q) and thus P acts nontrivially on N/H . As in Step 6 of the proof of Lemma 2.15, we see that N/H is a simple group of type (b) as defined in the statement of Proposition 2.9. We again have the contradiction that |N/H| does not divide | GL(2e, q)|, and thus the subgroupM cannot exist as defined.
Let Z = Z(N).
Step 12. N/Z is simple.
By
Step 11, there is no normal subgroup M of G such that Z < M < N, and thus N/Z is a chief factor of G. Suppose that N/Z is not simple. Then as in Step 10 we have that
for subgroups X i N such that each factor group X i /Z is simple and nonabelian. We claim that N is a central product of the subgroups X i . Note that for i = j, we have
We may thus apply Lemma 3 of [12] to get that χ (1) In the case that n = kp − 1, no prime dividing n is congruent to 1 (mod p), and we have a contradiction. We may therefore assume for the remainder of the proof that n = kp + 1. Recall that we may also assume that p 7 in this case.
Since n = q e , we have that s = q, and as q a ≡ 1 (mod p) for 1 a < e, it follows that e = 1 and n = s. Thus n = clp + 1 = kp + 1 and we find that c k < p − 2.
Next 
Further remarks
We conclude with a brief discussion of whether or not the result of Theorem A could be strengthened in various ways. In the examples that follow, we again let p be a prime number and G be an irreducible complex p-solvable linear group of degree n.
First we note that if we drop the requirement that n ≡ ±1 (mod p), it is no longer necessarily true that the G is solvable, even if n is significantly smaller than p 2 . In particular, a nonsolvable counterexample of degree 2p − 2 is described in [7] . If we assume that n = kp ± 1 for some positive integer k, it is also natural to ask whether solvability can still be guaranteed if k is allowed to be greater than the bounds set in the statement of Theorem A. This is certainly not the case if the bounds on k are removed completely, as seen in the following two counterexamples, both with p = 5. For the first, we let N = GL(2, 3 5 ) and let P be a group of order 5, acting faithfully via field automorphisms on N. As N is known to have exactly 29 161 irreducible characters of degree 244 (see [13, p. 70] , for example), and 5 29 161, at least one such character χ must be invariant under the action of P . It can be verified that χ extends to a faithful irreducible character of the 5-solvable but nonsolvable group G = P (N/ ker χ ), making G a counterexample of degree 244 = 49p − 1. We may similarly construct a counterexample of degree 31 = 6p + 1 by starting with N = SL(2, 2 5 ). Observe that k = p + 1 in the latter example, which is interesting to note in light of the condition k < p − 2 in the statement of Theorem A. To determine a best-possible bound of this form for the n ≡ 1 (mod p) case, we see that it remains only to investigate the cases k = p − 2, k = p − 1, and k = p.
