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Resumen
El problema general de scheduling representa un gran desafı´o computacional dado que es un problema
inherentemente difı´cil. Para su resolucio´n, existe una gran variedad de enfoques cuya efectividad depen-
de del tipo, taman˜o y otras caracterı´sticas del problema de scheduling. Tales enfoques incluyen me´todos
tradicionales de investigacio´n operativa, bu´squeda local y sus diferentes versiones (por ejemplo, simulated
annealing y tabu search) y diversas metaheurı´sticas bio-inspiradas tales como computacio´n evolutiva y ant
colony optimization, entre otras. La propuesta aquı´ planteada se centra en la descripcio´n de una represen-
tacio´n va´lida para una gran variedad de clases de problemas de scheduling, la cual es potencialmente apta
para ser utilizada en el disen˜o de algunas metaheurı´sticas, en particular, algoritmos evolutivos.
keywords: problema de scheduling, metaheurı´sticas, representacio´n, alcanzabilidad de clases de
scheduling.
1. Introduccio´n
El problema de scheduling es de gran importancia pra´ctica, sin embargo gran parte de los pro-
blemas de scheduling son del tipo NP-Completos. En general, un problema de scheduling se define
por medio de un conjunto T de tareas, un conjunto M de ma´quinas, y un grupo de restricciones que
define el problema. Algunos ejemplos de restricciones son: cada tarea tiene asociado un conjunto de
tareas predecesoras, no todas las tareas pueden ejecutarse en cualquier ma´quina, el tiempo que una
tarea requiere para ser ejecutada podrı´a variar de una ma´quina a otra, etc. Un schedule (una solucio´n
a la instancia del problema de scheduling) es factible si no existe superposicio´n de intervalos de tiem-
po, es decir, dos tareas no son procesadas en una misma ma´quina al mismo tiempo, y se cumplen las
restricciones adicionales especificadas para la instancia del problema que se este´ resolviendo.
Dependiendo de las restricciones (principalmente de las caracterı´sticas del conjunto de tareas pre-
decesoras), existen varias clases de problemas de scheduling. La mayorı´a de estas clases describen
problemas del tipoNP-Completos [7] (por ejemplo, Job Shop Scheduling y Open Shop Scheduling).
Por esto, para gran parte de estas clases de problemas, han sido aplicados diferentes enfoques que
incluyen te´cnicas tradicionales de investigacio´n operativa, bu´squeda local y sus diferentes versiones
(simulated annealing, tabu search)[1] y ma´s recientemente diversas te´cnicas metaheurı´sticas que entre
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Figura 1: IS-T representa la instancia en un lenguaje de bajo nivel
otras, incluyen a los algoritmos evolutivos [2, 3, 9, 10]. La caracterı´stica comu´n de estas herramientas
es que en general esta´n disen˜adas para una clase particular de problemas de scheduling. El objetivo
de nuestra propuesta es presentar una representacio´n adecuada para ser utilizada con diversas me-
taheurı´sticas para resolver una amplia variedad de problemas de scheduling de acuerdo a los modelos
propuestos por Pinedo [14] y combinaciones de e´stos.
En funcio´n de la propuesta cabrı´a preguntarse: ¿cua´l es la necesidad de crear una nueva herra-
mienta para resolver problemas de scheduling?, Como ya se menciono´, las herramientas existentes
son para problemas de scheduling especı´ficos. Por lo tanto, la primer ventaja que brindara´ nuestra
herramienta es la de su aplicabilidad a una importante familia de problemas de scheduling. En sı´nte-
sis, nuestra herramienta apunta a ser lo suficientemente robusta y efectiva para ser aplicada a diversos
tipos de problemas de scheduling. Debido a que gran parte de los problemas de scheduling pertenecen
a la familia de problemasNP-Completos y donde una solucio´n cercana a la o´ptima es aceptable, los
algoritmos evolutivos (AEs) conforman uno de los posibles enfoques apropiados para ser usados en
este contexto.
Los AEs son algoritmos de bu´squeda inspirados en la gene´tica de las poblaciones naturales. Ellos
mantienen una poblacio´n de individuos que representan las soluciones candidatas. Dicha poblacio´n
evoluciona en el tiempo a trave´s de la competencia entre los individuos y una variacio´n controla-
da de los mismos. La aplicacio´n de AEs incluye un amplio rango de problemas de optimizacio´n y
aprendizaje de ma´quina en variados dominios. Los AEs han sido aplicados con diferente grado de
e´xito a problemas de scheduling de distintos tipos. Davis [6] fue el primero en proponer el uso de
AEs para resolver JSS [5]. Al mismo tiempo, diferentes versiones de AEs aplicados a un problema
de ordenamiento, tal como el Problema del Viajante de Comercio, dieron lugar a representaciones
ma´s avanzadas, muchas de ellas adecuadas para ser usadas en muchos problemas de scheduling. Un
ejemplo de estas representaciones es la permutacio´n de tareas la cual tiene asociado un conjunto
considerable de operadores de entrecruzamiento a ser aplicados: PMX, OX, CX, etc. [8, 10, 13, 12].
2. Funcionamiento general de la herramienta
La herramienta esta´ basada en un algoritmo evolutivo, el cual tiene como entrada una instancia
del problema de scheduling descripta en un formato de bajo nivel al que se denomino´ IS-T, y cuya
salida es un archivo que incluye la mejor solucio´n encontrada ma´s un conjunto de datos estadı´sticos
u´tiles al momento de evaluar la performance del AE (ver figura1).
Un archivo IS-T esta´ formado por un conjunto de tablas, lo que torna difı´cil su especificacio´n
y lectura, sobre todo cuando las instancias son de gran taman˜o, por consiguiente, cualquier error
puede llevar a alguna inconsistencia en la entrada. A fin de facilitar la tarea de especificacio´n de
las instancias, se creo´ un segundo lenguaje bastante intuitivo, y junto con e´ste se implemento´ un
compilador que traduce las instancias de este tipo de archivos (al que a partir de ahora denominaremos
IS-Sch) a un archivo del tipo IS-T (quedando la herramienta como se muestra en la figura 2). De esta
forma, para obtener una solucio´n de un problema, un usuario simplemente deberı´a especificar el
problema en el lenguaje IS-Sch e invocar la herramienta (ver figura 3). La conversio´n de IS-T a IS-
Sch, ası´ como la especificacio´n completa de e´stos queda fuera del alcance de este artı´culo. Aquı´ so´lo
se mostrara´n algunas caracterı´sticas del lenguaje IS-Sch. El artı´culo se centra en la codificacio´n que
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emplea el AE para representar soluciones. Dado que para la especificacio´n de la representacio´n es
irrelevante, la notacio´n que utilicemos para expresar el problema de aquı´ en mas sera´ a trave´s del
lenguaje IS-Sch.
3. IS-Sch: lenguaje de especificacio´n de problemas de scheduling
Una instancia especificada en el lenguaje IS-Sch consta de 5 secciones. La primera es nombre,
simplemente es utilizada para dar el nombre de la instancia, las dos siguientes grupos e ini son
optativas y por simplicidad no sera´n incluidas en los ejemplos. La cuarta, tareas, contiene las tareas
y las restricciones asociadas a e´stas y por u´ltimo, objetivo, el cual contiene el objetivo a minimizar.
Para nuestros ejemplos utilizaremos como objetivo el makespan, que es simplemente el tiempo en
que termina de ejecutarse la tarea que ma´s demora.
Dentro de tareas, cada tarea es especificada de la siguiente forma1:
[〈nombre〉] [ ( { 〈ma´quina〉 } )
, 〈tiempo〉
[, [ 〈rj〉 ]]
[, { 〈predecesor〉 }]]
]
Donde nombre es optativo pero necesario para hacer referencia a esta tarea. Luego sigue la lista
de ma´quinas en las que puede ejecutarse la tarea, el tiempo que insume la tarea y un campo optativo,
rj que es el mı´nimo tiempo de inicio de la tarea. Por u´ltimo, una lista de tareas que deben terminar
antes que e´sta pueda iniciarse. Al crear la lista de ma´quinas, para hacer referencia a una ma´quina sim-
plemente utilizamos su nombre, excepto cuando las distintas ma´quinas tengan diferentes velocidades,
en cuyo caso las ma´quinas con diferentes velocidades debera´n expresarse como un par de la forma: (
{ 〈nombre〉,〈tiempo〉 }).
Dentro de la seccio´n tareas, las tareas esta´n separadas por . o |, indicando que las mismas deben
ser realizadas en forma secuencial o paralela respectivamente. Estos operadores son binarios, y su
precedencia es de izquierda a derecha en el orden en que fueron nombrados. Adema´s de estos dos
operadores, se pueden utilizar pare´ntesis y dos comandos especiales, or y free. El or, es u´til cuando se
quiere expresar que se debe realizar una cosa o la otra, es decir, si aparece or( tareas1, tareas2, tareas3),
so´lo uno de los tres grupos de tareas puede ejecutarse. Esto es u´til, por ejemplo, cuando existen
varias alternativas para fabricar un mismo producto. El comando free es utilizado en problemas del
tipo Open Shop, para el cual varias tareas que deben ser ejecutadas, pero sus ejecuciones no pueden
1La siguiente expresio´n esta´ incompleta ya que por simplicidad no se incluira´n todas las caracterı´sticas del lenguaje
IS-Sch
entero X MAQUINAS[#tareas]
permutacio´n X SFREE[#frees]
entero X SOR[#ors]
entero *X PRIORIDAD[#ma´quinas]
entero X RETARDO[#tareas]
Figura 4: Estructura del cromosoma.
superponerse en el tiempo. De esta forma, si aparece free( tareas1, tareas2, tareas3) todas las tareas se
ejecutara´n. Sin embargo, si se comenzaron a ejecutar algunas tareas del grupo tareas2, ninguna tarea
de los grupos tareas1 y tareas3 podra´n comenzar hasta que todas las tareas del grupo tareas2 finalicen.
Adema´s, todas esta caracterı´sticas puedan ser utilizadas en forma anidada.
4. Representacio´n de una solucio´n
Cada uno de los individuos de la poblacio´n tendra´n asociado un cromosoma con las estructuras
que se muestran en la figura 4.
Cada cromosoma es decodificado en un u´nico schedule va´lido. Este proceso de decodificacio´n
consiste en seleccionar un elemento del conjunto de schedules va´lidos. Dicho proceso se realiza en dos
etapas. La primera utiliza la informacio´n de las tres primeras estructuras del cromosoma para reducir
el conjunto de soluciones, mientras que la segunda, selecciona un elemento de este subconjunto.
4.1. Etapa I
Como se menciono´ previamente, esta etapa no selecciona un elemento, sino que restringe el con-
junto del cual la etapa II debera´ seleccionar un elemento. Esta etapa consta de tres pasos que sera´n
explicados a trave´s del siguiente ejemplo:
Supongamos el siguiente problema de scheduling:
Nombre: problema1
Tareas: or( t1[(m0),4.0], t2[(m1),1.3], t3[(m2),1.1]. t4[(m8),1.0])|
t5[(m0 m3),4.0]. t6[(m1 (m2 2) m4),1.3]. t7[(m8),1.0]|
free (or( t8[(m2),3.0], t9[(m0),2.0]). t10[(m2),3.1],
t11[(m3),3.3]. t12[(m4),3.0]) ;
Objetivo:Makespan.
Aquı´ #tareas es 12, #free es 1 y #or es 2. Luego, para un individuo en particular, las tres primeras
estructuras podrı´an tener los siguientes valores:
X MAQUINAS = { 1, 1, 1, 1, 1, 2, 1, 1, 1, 1, 1, 1 }
X SFREE = { { 2, 1} }
X SOR = { 1, 2 }
Paso I: Observe que la tarea t5 puede ejecutarse en m0 o m3, mientras que t6 puede ejecutar-
se en m1, m2 o m4. Por lo tanto, el valor de X MAQUINAS[5] ∈ [1, 2]. Dado que en nuestro
ejemplo X MAQUINAS[5] = 1, descartamos todos los schedules va´lidos que hayan realizado es-
ta tarea en la ma´quina m3. De esta misma forma X MAQUINAS[6] ∈ [1, 3]. Como en el ejemplo
X MAQUINAS[6] = 2, debemos descartar todas las soluciones que ejecuten la tarea t6 en la ma´qui-
na m1 o m4. El resto de las tareas so´lo tiene una alternativa, por lo que el u´nico valor que puede
X MAQUINAS para las componentes asociadas a dichas tareas es 1.
Despue´s de tomar esta serie de decisiones, el conjunto de schedules va´lidos se reduce y es equi-
valente al conjunto de schedules va´lidos del siguiente problema:
Nombre: problema1a
Tareas: or( t1[(m0),4.0], t2[(m1),1.3], t3[(m2),1.1]. t4[(m8),1.0])|
t5[(m0),4.0]. t6[(m2),2.6]. t7[(m8),1.0]|
free (or( t8[(m2),3.0], t9[(m0),2.0]). t10[(m2),3.1],
t11[(m3),3.3]. t12[(m4),3.0]) ;
Objetivo:Makespan.
Paso II: Este paso consiste en eliminar la apariciones de la parabra clave free, lo primero a tener en
cuenta es que en este punto, el conjunto de schedules va´lidos ha sido reducido. Para resaltar este hecho
trabajaremos con el problema problema1a en vez del original, ya que e´ste representa un conjunto
equivalente al que estamos haciendo referencia.
En este problema so´lo hay una aparicio´n de la palabra free, y esta tiene dos opciones ({1,2} o
{2,1}), como en el ejemplo X SFREE[1] = {2,1}, debemos descartar del conjunto de soluciones
va´lidas, las soluciones que realizan alguna tarea de la primer opcio´n del free, antes que las tareas de
la segunda opcio´n.
Al igual que en el paso anterior, despue´s de tomar esta serie de decisiones, el conjunto de schedules
va´lidos se redujo, y quedo equivalente al conjunto de schedules va´lidos del siguiente problema:
Nombre: problema1b
Tareas: or( t1[(m0),4.0], t2[(m1),1.3], t3[(m2),1.1]. t4[(m8),1.0])|
t5[(m0),4.0]. t6[(m2),2.6]. t7[(m8),1.0]|
t11[(m3),3.3]. t12[(m4),3.0].
or( t8[(m2),3.0], t9[(m0),2.0]). t10[(m2),3.1] ;
Objetivo:Makespan.
Paso III: Este paso consiste en eliminar las apariciones de la parabra clave or, nuevamente el
conjunto de schedules va´lidos ha sido reducido. Para resaltar este hecho trabajaremos con el problema
problema1b, ya que e´ste representa un conjunto equivalente al que estamos haciendo referencia.
En este problema hay dos apariciones de la parabra clave or, en la primera hay tres opciones,
mientras que en la segunda so´lo hay dos. Despue´s de descartar las soluciones que no cumplan con los
criterios de X SOR, el conjunto de schedules va´lidos es equivalente al del siguiente problema:
Nombre: problema1c
Tareas: t1[(m0),4.0]|
t5[(m0),4.0]. t6[(m2),2.6]. t7[(m8),1.0]|
t11[(m3),3.3]. t12[(m4),3.0]. t9[(m0),2.0]. t10[(m2),3.1] ;
Objetivo:Makespan.
4.2. Etapa II
Como resultado de la etapa anterior se llega a la especificacio´n de un problema cuyo conjunto de
schedules va´lidos esta´ incluido en el problema original. Por lo tanto, si seleccionamos un schedule
va´lido para este problema, estamos seleccionando un schedule que es va´lido para el problema original.
Por simplicidad, en esta seccio´n cambiaremos el problema que estamos tratando y asumiremos que el
problema resultante de la etapa anterior es el siguiente:
Tareas: :a0[(m1),1.0] . :a1[(m0),1.0] |
:b0[(m1),1.0] . :b1[(m0),1.0] |
:c0[(m0),2.0] . :c1[(m1),2.0] ;
Objetivo:Makespan.
// Inicializa el tiempo en 0
T := 0
// Inicializa las Ma´quinas
for i := 0 to #ma´quinas− 1 do
M [i] = {}
while not fin do
begin
Listas = ”Tareas listas para ser realizadas”
for i := 0 to #ma´quinas− 1 do
begin
// Si la ma´quina i esta libre
if Max(tfin/(tarea, [tinicio, tfin)) ∈M [i]) <= T then
begin
// Tareas Listas para ejecutarse en la ma´quina i
Tareas = {tarea/(tarea, i) ∈ Listas}
// Asocia a las tareas una prioridad
Tareas = Tareas 1 Prioridad[i]
// Selecciona la tarea de mayor prioridad
tareaseleccionada/
(tareaseleccionada,Max(p/(tarea, p) ∈ Tareas)) ∈ Tareas
// Asigna la ma´quina
M [i] = M [i]∪
{(tareaseleccionada , [T, T + T iempo[tareaseleccionada]))}
end
end
end
Figura 5: Algoritmo de schedule builder.
4.2.1. Utilizando so´lo X PRIORIDAD
En este problema podemos ver que hay dos ma´quinas (m0 y m1) y seis tareas (a0, a1, b0, b1,
c0 y c1) para ser ejecutadas sobre cada ma´quina. Es por esto que X PRIORIDAD es un arreglo de
2 (cantidad de ma´quinas) permutaciones, en este caso las 2 permutaciones son de taman˜o 3. Para
nuestro ejemplo asumamos X PRIORIDAD = {{c0,b1,a1},{a0,c1,b0}}. 2
Para armar el schedule se ejecuta el algoritmo de la figura 5. Para llevar el control de la ejecucio´n,
tendremos en cuenta el contenido de:
t: tiempo actual de la simulacio´n,
m[i]: lista de tareas ya asignadas a la ma´quina mi,
listas: conjunto de pares (t, m) tal que la tarea t esta´ lista para ser asignada a la ma´quina m
Inicialmente:
t=0
listas={(a0,m1),(b0,m1),(c0,m0)}
m[0]={}
m[1]={}
En este momento la ma´quina m1 esta´ libre y hay dos tareas listas para ejecutar en la misma,
{(a0,m1),(b0,m1)}. La ma´quina m0 tambie´n esta´ libre y hay una tarea lista para ejecutar, {(c0,m0)}.
El caso de la ma´quina m0 es simple, se asigna dicha ma´quina en el intervalo de tiempo [0,2) a la tarea
c0, quedando las estructuras de la siguiente forma:
2En realidad X PRIORIDAD = {{4,3,1},{0,5,2}}, en este ejemplo utilizaremos los nombre por claridad.
t=0
listas={(a0,m1),(b0,m1)}
m[0]={(c0,[0,2))}
m[1]={}
Para problemas como el de la ma´quina m1 donde las tareas a0 y b0 esta´n listas para ejecutar,
utilizamos las prioridad dadas por X PRIORIDAD para decidir cua´l tarea asignar, en este caso como
a0 esta´ antes que b0 en X PRIORIDAD, asignamos la ma´quina a a0. De esta manera las estructuras
se modifican de la siguiente forma:
t=0
listas={(b0,m1)}
m[0]={(c0,[0,2))}
m[1]={(a0,[0,1))}
En este punto esta´n todas las ma´quinas ocupadas, por lo que avanzamos el tiempo hasta el mı´nimo
tiempo de liberacio´n de alguna ma´quina, en este caso 1, el tiempo de liberacio´n de m1.
t=1
listas={(b0,m1), (a1,m0)}
m[0]={(c0,[0,2))}
m[1]={(a0,[0,1))}
En este tiempo la u´nica ma´quina libre es m1. Por lo tanto, se le asigna la u´nica tarea esperando por
e´sta. Despue´s de realizar esta operacio´n y avanzar el tiempo, las estructuras quedan de la siguiente
forma:
t=2
listas={(b1,m0), (a1,m0), (c0,m1)}
m[0]={(c0,[0,2))}
m[1]={(a0,[0,1)), (b0,[1,2))}
t=3
listas={(a1,m0)}
m[0]={(c0,[0,2)), (b1,[2,3))}
m[1]={(a0,[0,1)), (b0,[1,2)), (c1,[2,4))}
t=4
listas={}
m[0]={(c0,[0,2)), (b1,[2,3)), (a1,[3,4))}
m[1]={(a0,[0,1)), (b0,[1,2)), (c1,[2,4))}
Observe que en este momento la simulacio´n termino´ dejando la solucio´n en m[0] y m[1].
4.2.2. La estructura X RETARDO
El algoritmo anterior limita su salida al tipo de schedules nondelay. Para extender este conjunto,
se incluye la estructura X RETARDO. Supongamos el siguiente ejemplo:
Tareas: :a0[(m2),1.0] . :a1[(m1),2.0] . :a2[(m0),1.0] |
:b0[(m0),2.0] . :b1[(m1),1.0] . :b2[(m2),3.0] ;
Objetivo:Makespan.
Sin importar los valores de X PRIORIDAD, el u´nico resultado posible de la simulacio´n sin utilizar
x RETARDO es:
// Inicializa el tiempo en 0
T := 0
// Inicializa las Ma´quinas
for i := 0 to #ma´quinas− 1 do
M [i] = {}
while not fin do
begin
Listas = ”Tareas listas para ser realizadas”
for i := 0 to #ma´quinas− 1 do
begin
// Si la ma´quina i esta libre
if Max(tfin/(tarea, [tinicio, tfin)) ∈M [i]) <= T then
begin
// Tareas Listas para ejecutarse en la ma´quina i
Tareas = {tarea/(tarea, i) ∈ Listas}
// Asocia a las tareas una prioridad
Tareas = Tareas 1 Prioridad[i]
// Selecciona la tarea de mayor prioridad
tareaseleccionada/
(tareaseleccionada,Max(p/(tarea, p) ∈ Tareas)) ∈ Tareas
// Verifica retardo
if Retardo[tareaseleccioanda ]--= 0 then
begin
// Asigna la ma´quina
M [i] = M [i]∪
{(tareaseleccionada , [T, T + T iempo[tareaseleccionada]))}
end
end
end
end
Figura 6: Algoritmo de Schedule builder, utilizando X RETARDO.
t=7
listas={}
m[0]={(b0,[0,2)), (a2,[3,4))}
m[1]={(a1,[1,3)), (b1,[3,4))}
m[2]={(a0,[0,1)), (b2,[4,7))}
Si realizamos la simulacio´n paso a paso al siguiente punto:
t=1
listas={(a1,m1)}
m[0]={(b0,[0,2))}
m[1]={}
m[2]={(a0,[0,1))}
En este punto se deberı´a asignar a la tarea a1 a la ma´quina m1. Asumamos que X RETARDO es
{0,1,0,0,0,0}, es decir vale 0 para todas las tareas excepto para a1. Luego de seleccionar la tarea a
asignar se verifica si el valor de retardo correspondiente a dicha tarea es 0. De no ser ası´, se decrementa
ese valor y se deja la ma´quina libre aunque haya otras tareas listas para ejecutarse sobre esa ma´quina
(ver el algoritmo de la figura 6). En este caso, el algoritmo pasarı´a por los siguientes estados:
t=1
listas={(a1,m1)}
m[0]={(b0,[0,2))}
m[1]={}
m[2]={(a0,[0,1))}
retardo={0,1,0,0,0,0}
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Figura 7: Divisio´n del conjunto de schedules va´lidos generado por la primer parte del cromosoma
t=1
listas={}
m[0]={(b0,[0,2))}
m[1]={}
m[2]={(a0,[0,1))}
retardo={0,0,0,0,0,0}
t=2
listas={(a1,m1) (b1,m1)}
m[0]={(b0,[0,2))}
m[1]={}
m[2]={(a0,[0,1))}
retardo={0,0,0,0,0,0}
En este punto, las tareas a1 y b1 esta´n listas para utilizar la ma´quina m1, por lo que la tarea que
este´ primero en X PRIORIDAD es la que sera´ asignada. si asumimos que b1 es la de mayor prioridad,
la simulacio´n final quedarı´a de la siguiente forma:
t=7
listas={}
m[0]={(b0,[0,2)), (a2,[5,6))}
m[1]={(b1,[2,3)), (a1,[3,5))}
m[2]={(a0,[0,1)), (b2,[3,6))}
Observe que a pesar de que e´ste no es un schedule nondelay, el valor de makespan conseguido es
menor.
4.3. Alcanzabilidad de la representacio´n
Para analizar la alcanzabilidad de la representacio´n, es necesario en primer lugar, analizar la etapa
I. Si hay dos cromosomas diferentes, despue´s de realizar dicha etapa, los subconjuntos de schedules
va´lidos generados a partir de estos cromosomas son los mismos o son disjuntos. Adema´s, dado cual-
quier schedule va´lido s, fa´cilmente pueden generarse los valores para las tres primeras estructuras del
cromosoma, de forma tal que al aplicar la etapa I a este cromosoma, se obtiene como resultado un
conjunto que incluya a s. Es decir, la etapa I consigue generar una particio´n del espacio de bu´squeda
como muestra la figura 7.
Cada uno de estos subconjuntos puede contener una cantidad infinita de elementos, lo cual hace
imposible encontrar una representacio´n finita que permita representar todos los elementos de dichos
subconjuntos. Utilizando el algoritmo de la figura 5, que so´lo utiliza la estructura X PRIORIDAD,
el conjunto de schedules que pueden ser representados para este subconjunto de schedules va´lidos
es equivalente la de los schedules nondelay de este subconjunto. Sin embargo, con el algoritmo 6, al
utilizar X RETARDO, el conjunto de schedules que pueden ser representados pasa a incluir al de los
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Figura 8: Alcanzabilidad de los subconjuntos creados por la primer parte del cromosoma
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Figura 9: O´ptimos
schedules semiactivos de este subconjunto ver la figura 8.
Por u´ltimo, al poder representar al menos todos los schedules del tipo semiactivos de cada sub-
conjunto, sabemos que el conjunto de schedules alcanzables incluye al de los semiactivos.
Observe en la figura 9 la relacio´n entre el conjunto o = o1 ∪ o2 ∪ o3 ∪ o4 ∪ o5 el cual representa el
conjunto de todos los o´ptimos yARepresentacio´n, el conjunto de schedules que pueden ser efectivamente
representados. Puede observarse que si algu´n o´ptimo se encuentra en o1 ∪ o2 ∪ o3 ∪ o4, e´ste podra´ ser
representado.
4.4. Restricciones en el espacio de bu´squeda
Debido a que gran cantidad de las soluciones que podemos representar se encuentran en
ARepresentacio´n− semiactivos, una alternativa es modificar el individuo para que ARepresentacio´n ≡
semiactivos. Con esto se consigue reducir el espacio de bu´squeda de manera tal que si un o´ptimo se
encuentra en o1 ∪ o2 ∪ o3 au´n podemos encontrar un o´ptimo facilitando en trabajo del algoritmo de
bu´squeda que se utilice.
Para conseguir e´sto, se incorporo´ una funcio´n de correccio´n. Esta funcio´n es divide el espacio de
bu´squeda (Genotı´pico) original en clases de equivalencias y seleccionar un individuo si perteneciente
al conjunto de los schedules semiactivos como representante de este conjunto (ver figura 10). Para
cada individuo gj ∈ [si] se cumple que:
si gj representa un schedule semiactivo, entonces gj representa al mismo schedule que si
si gj representa un schedule no incluido en el conjunto de schedules semiactivos, entonces gj
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Figura 10: Clases de equivalencias sobre el espacio genotı´pico
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Figura 11: Movimientos en el espacio fenotı´pico
representa un schedule para el que los valores de cada una de sus variables3 es mayor o igual
que el de las de si, es decir que ∀x : d(gj)x ≥ d(si)x4, siendo d una de las tres funciones en
las que se descompone la funcio´n de adaptabilidad y x indica a cual de las variables hacemos
referencia.
Con esta funcio´n se consigue:
generar una relacio´n uno a uno entre el espacio genotı´pico y el espacio fenotı´pico (si permitimos
que la funcio´n de optimizacio´n modifique el cromosoma).
para los individuos que no representan un schedule semiactivo, realizar un “movimiento” en el
espacio fenotı´pico como se muestra en la figura 11, el cual mantiene la calidad del schedule
generado, o lo mejora.
Es importante aclarar que la funcio´n de correccio´n sera´ u´til so´lo para aquellos problemas en los
que forzar a que una tarea comience antes, mejore o mantenga la calidad de la solucio´n. Es decir,
aquellos problemas que tengan al menos un o´ptimo en el conjunto o1 ∪ o2 ∪ o3.
5. Discusio´n sobre la alcanzabilidad de la representacio´n
En este punto se presentan cuatro casos que dependen de la funcio´n objetivo:
Podemos asegurar a priori que o1 6= {}, por lo que serı´a conveniente utilizar el primer schedule
builder en donde no se utiliza la parte X RETARDO del cromosoma. En este caso, el conjunto
de schedules que pueden ser representados utilizando este algoritmo es exactamente el conjunto
de schedules nondelay.
Podemos asegurar a priori que o1∪o2∪o3 6= {}. En este caso es conveniente utilizar la funcio´n
de correccio´n propuesta (objetivos tales como makespan, o cualquier otro en donde terminar
una tarea en un tiempo menor no produzca un peor resultado).
No podemos asegurar a priori que o1 ∪ o2 ∪ o3 = {}, pero si que exista un schedule en o1 ∪
o2 ∪ o3 ∪ o4. En este caso la funcio´n de correccio´n podrı´a no ser suficiente para representar el
o´ptimo.
No podemos asegurar a priori que exista algu´n o´ptimo en o1 ∪ o2 ∪ o3 ∪ o4 por lo que existe la
posibilidad de no poder representar un schedule o´ptimo.
3Las variables disponibles son los tiempos de terminacio´n de cada tarea y ma´quina.
4Esto no es va´lido para toda funcio´n de adaptabilidad, ma´s adelante se aclarara´ que´ condiciones debe cumplir e´sta para
que dicha afirmacio´n sea va´lida.
Primero notemos que una de las razones por la que se dividieron las estructuras que conforman
el cromosoma en dos grupos es que la primer parte del mismo hace referencia al subconjunto de
schedules va´lidos, mientras que la segunda, decide que solucio´n dentro de este conjunto es utilizada.
De hecho luego de terminar la etapa I cada individuo representa uno de los subconjuntos de schedules
va´lidos. Esta etapa no impone ninguna restriccio´n a la ancanzabilidad, ya que todos los schedules
esta´n incluidos en algu´n subconjunto. Sin embargo, el hecho de que cada uno de estos subconjuntos
tenga una cantidad infinita de elementos hace que sea imposible encontrar una representacio´n con
individios de longitud finita que permita representat todos los schedules va´lidos. Por esta razo´n se
tuvo que decidir que individuos iban a ser representados y se decidio´ no hacerlo al azar, sino en base
a conocimiento del problema, asumiendo que o1 ∪ o2 ∪ o3 6= {}.
Aunque para gran parte de los problemas de scheduling encontrados en la bibliografı´a se puede
asegurar a priori que existe al menos un o´ptimo en o1 ∪ o2 ∪ o3 ∪ o4 o en subconjuntos de e´ste
(por ejemplo si el objetivo a minimizar es makespan, existe al menos un o´ptimo en o1 ∪ o2), existen
problemas de scheduling que no poseen ningu´n o´ptimo en o1 ∪ o2 ∪ o3 ∪ o4. Si e´ste es el caso, las
representaciones propuestas no permitira´n expresar los o´ptimos. Para este tipo de problemas, aunque
la primer etapa de la decodificacio´n permanecerı´a igual, no so´lo se debera´n cambiar las dos u´ltimas
estructuras del cromosoma, tambie´n se debera´ modificar el algoritmo de schedule builder de manera
tal que se pueda asegurar a priori que con este nuevo algoritmo de schedule builder, se pueda alcanzar
al menos un o´ptimo.
6. Conclusiones
En este trabajo se propuso una representacio´n avanzada para ser usada en un AE (u otra me-
taheurı´stica). Dicha representacio´n serı´a aplicable a una gran variedad de problemas de scheduling,
no so´lo a los tradicionales, sino tambie´n a combinaciones de e´stos. Segundo, dependiendo de las ca-
racterı´sticas de la funcio´n objetivo, son los componentes que conviene utilizar en la segunda parte
del cromosoma, como ya dijimos, dependiendo del problema especı´fico mucha veces podemos ase-
gurar que ∪ni oi 6= {} para un n menor que 4. Si se considera a n como un para´metro adicional del
algoritmo, se podrı´a guiar la bu´squeda de una manera eficiente seleccionando un n lo suficientemen-
te grande como para poder asegurar que algu´n o´ptimo podra´ ser representado, aunque un n grande
incrementara´ considerablemente el espacio de bu´squeda.
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