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LATTICE STRUCTURE OF WEYL GROUPS VIA
REPRESENTATION THEORY OF PREPROJECTIVE ALGEBRAS
OSAMU IYAMA, NATHAN READING, IDUN REITEN, AND HUGH THOMAS
Abstract. This paper studies the combinatorics of lattice congruences of the
weak order on a finite Weyl groupW , using representation theory of the corre-
sponding preprojective algebra Π. Natural bijections are constructed between
important objects including join-irreducible congruences, join-irreducible (re-
spectively, meet-irreducible) elements of W , indecomposable τ -rigid (respec-
tively, τ−-rigid) modules and layers of Π. The lattice-theoretically natural
labeling of the Hasse quiver by join-irreducible elements of W is shown to co-
incide with the algebraically natural labelling by layers of Π. We show that
layers of Π are nothing but bricks (or equivalently stones, or 2-spherical mod-
ules). The forcing order on join-irreducible elements of W (arising from the
study of lattice congruences) is described algebraically in terms of the double-
ton extension order. We give a combinatorial description of indecomposable
τ−-rigid modules for type A and D.
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1. Introduction
Let ∆ be a simply laced Dynkin diagram and W the corresponding Weyl group.
Once we fix an orientation Q of ∆, then the representation theory of Q categorifies
the root system associated with ∆ in the sense that we have Gabriel’s bijection
between positive roots and indecomposable representations of Q. The preprojective
algebra Π of ∆ unifies the representation theory of different quivers with the same
underlying graph ∆, and their various aspects has been studied, e.g. [BKT, BGL,
BIRS, CH, DR, GLS, Lu, KS, N]. Mizuno [Mi] showed that the support τ -tilting
theory of Π categorifies the Weyl group W with the weak order in the following
sense: There exists a bijection W ∋ w 7→ I(w) from W to the set sτ -tiltΠ of
support τ -tilting Π-modules with the property that v ≤ w in the weak order on W
if and only if I(v) ≥ I(w) in the generation order on sτ -tiltΠ. The ideal I(w) was
introduced in [IR, BIRS] and has been studied by several authors, e.g. [AM, A,
AIRT, BKT, GLS, K, Le, Ma, ORT, SY1]. In what follows, we will overload the
symbol W to denote not only the group W , but also the weak order on W .
The weak order on W is a lattice [BB]: a partial order such that meets (greatest
lower bounds) and joins (least upper bounds) exist. It is enlightening to take a
more algebraic point of view of lattices, viewing a lattice as a set with two binary
operations (meet and join). Seen in this light, the categorification of W by support
τ -tilting theory is the categorification of an algebraic object (a lattice) in terms of
another algebraic object (a finite-dimensional algebra). In both of these algebraic
settings, there is an important algebraic quotient operation. Quotients of the weak
order are governed by lattice congruences, while quotients of the preprojective al-
gebra are governed by ideals. A natural question is whether these two notions of
quotient are related. The answer is yes, and the relationship turns out to be very
nice.
This paper and a companion paper [DIRRT] concern the relationship between
the two notions of quotient. In the other paper, we observe, for a more general
algebra A and an ideal I of A, that sτ -tilt(A/I) is a lattice quotient of sτ -tiltA
and give necessary conditions for lattice congruences which arise in this way from
quotients of Π. We study the combinatorics of such algebraic quotients of the weak
order in general, and in the special case where Π/I is hereditary. We also work out,
in detail, the combinatorics of algebraic quotients in type A.
Whereas [DIRRT] starts with algebra quotients and determines what happens
to the corresponding lattices, this paper starts from the other direction. Here, we
start with the rich combinatorics of (arbitrary, not necessarily algebraic) lattice
congruences of W and find that it appears naturally within the representation
theory of Π.
The set of all lattice congruences of L form a lattice ConL, and the join-
irreducible elements of ConL are called the join-irreducible congruences (see Section
2.1 for details). The combinatorial approach to congruences of a finite lattice L be-
gins with the connection between arrows in the Hasse quiver of L, join-irreducible
elements of L, and join-irreducible congruences on L. We will overload the symbol
W , using it to denote the Hasse quiver of the weak order on W .
Our first main theorem connects join-irreducible elements ofW and join-irreducible
congruences on W to layers of Π. A Π-module is called a layer if it is isomorphic
to I(w)/I(wsi) for an arrow wsi → w in the Hasse quiver of W , see [AIRT].
Theorem 1.1. There exist bijections between the following sets.
• The set j-IrrW of join-irreducible elements of W .
• The set m-IrrW of meet-irreducible elements of W .
• The set ConJI(W ) of join-irreducible congruences of W .
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• The set iτ-rigidΠ of indecomposable τ-rigid Π-modules.
• The set iτ–-rigidΠ of indecomposable τ−-rigid Π-modules.
• The set layerΠ of layers of Π.
We prove Theorem 1.1 and give explicit bijections as part of Theorem 4.1. The
fact that join-irreducible elements, meet-irreducible elements, and join-irreducible
congruences of W are all in bijection is known, and this property of a lattice is
called congruence uniformity (in the sense of Day [D]). This was proved in [CLM]
(where in fact an equivalent property called boundedness was established).
The main content of Theorem 1.1 is the unexpectedly deep link between the
representation theory of the preprojective algebra and the lattice theory of weak
order on the corresponding Weyl group. As part of establishing this link, we have
also proved some new results within the representation theory of preprojective
algebras which we believe to be of independent interest. Our second main theorem
gives two additional algebraic descriptions of layers of Π. We say that a Π-module
L is a brick if EndΠ(L) is a division algebra, and a stone if L is a brick satisfying
Ext1Π(L,L) = 0 [HHKU, KL]. Let Π̂ be the preprojective algebra of the extended
Dynkin type corresponding to Π. Let Db(fd Π̂) be the bounded derived category
of finite dimensional Π̂-modules. An object L ∈ Db(fd Π̂) is called 2-spherical if
Hom
Db(fd Π̂)(L,L[i]) has dimension 1 for i = 0, 2 and 0 otherwise. (See [ST].)
Theorem 1.2. The following classes of Π-modules are the same.
• Layers of Π.
• Bricks of Π.
• Stones of Π.
• Π-modules which are 2-spherical as Π̂-modules,
An observation related to Theorem 1.2 was given by Bolten [Bol] and Sekiya and
Yamaura [SY2].
Our third main result concerns the interplay between arrows in the Hasse quiver
of W , join-irreducible elements of W , and join-irreducible congruences on W . We
refer to Section 2.1 for details about the following notions. Given any arrow x→ y
in the Hasse quiver of an arbitrary finite lattice L, define con(x, y) to be the smallest
congruence on L such that x ≡ y. This is a join-irreducible congruence. If j is a
join-irreducible element of L, we write j∗ for the unique element covered by j in
L. The congruence con(j, j∗) is thus join-irreducible, and it turns out that every
join-irreducible element is con(j, j∗) for some j. When L is the weak order on W ,
the map j 7→ con(j, j∗) is the bijection from join-irreducible elements of W to join-
irreducible congruences from Theorem 1.1. Since each Hasse arrow of W specifies a
join-irreducible congruence, and since join-irreducible congruences are in bijection
with join-irreducible elements, we obtain a labelling of the Hasse arrows of W by
join-irreducible elements. We call this the join-irreducible labelling of W . Besides
this labelling coming from lattice theory, there is a labelling of the Hasse quiver
coming from representation theory, namely the layer labelling. This labels a Hasse
arrow wsi → w by the layer I(w)/I(wsi). The layer labellings for type A2 and A3
are given in Figures 1 and 2.
Theorem 1.3. The map j 7→ I(j∗)/I(j) takes the join-irreducible labelling of W
to the layer labelling on W . That is, given a Hasse arrow wsi → w labelled by the
join-irreducible element j, which covers the element j∗, the layer label on wsi → w
is I(j∗)/I(j).
This is also proved as part of Theorem 4.1, which gives a commutative diagram
shown in Figure 3 between important objects. We include this diagram here, al-
though some elements of it have not yet been explained, as a road map to the major
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Figure 1. Layer labelling for A2
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Figure 2. Layer labelling for A3
results of the paper. The maps are bijections or surjections as marked with tildes
“∼” or double-headed arrows.
Given two Hasse arrows x → y and x′ → y′ of a lattice L, we say that x → y
forces x′ → y′ if con(x, y) ≥ con(x′, y′) in Con(L). In other words, x → y forces
x′ → y′ if every congruence setting x ≡ y also sets x′ ≡ y′. In the weak order on
W , the forcing order on Hasse arrows restricts to a partial order on Hasse arrows
of the form j → j∗ such that j is join-irreducible. We think of this as a partial
order on join-irreducible elements and call it the forcing order on join-irreducible
elements of W ,
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Figure 3. The correspondences established in Theorem 4.1
We say that a pair of layer modules X,Y form a doubleton if Ext1Π(Y,X) and
Ext1Π(X,Y ) are one-dimensional, and the corresponding extensions are again layer
modules. We define the doubleton extension order on layer modules to be the
transitive closure of the relation with A > B if there exists a doubleton A,C such
that B is the extension of A by C or of C by A. Our fourth main result is the
following,
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Theorem 1.4. The map j 7→ I(j∗)/I(j) is an isomorphism from the forcing order
on join-irreducible elements of W to the doubleton extension order on layer modules
of Π.
In addition to these general results, we show that in type An, the doubleton
extension order coincides with the reverse of the subfactor order (see Theorem 5.5).
Furthermore, we give an explicit combinatorial description of the indecomposable
τ -rigid modules in types An and Dn in terms of the Young diagrams associated
with the join-irreducible elements in the Weyl group W (see Theorems 6.1, 6.5 and
6.12).
2. Preliminaries
In this section, we review the necessary background on lattices, the weak order,
and finite-dimensional algebras.
2.1. Lattice-theoretic preliminaries. Proofs and additional details for the ma-
terial reviewed here can be found in [R2, Sections 9-5 and 9-6].
For any poset P , we say that x covers y, and we write x ⋗ y, if x > y, and
there is no z ∈ P such that x > z > y. We represent P by its Hasse quiver
Hasse(P ) = (P,Hasse1(P )), whose vertex set is P , and whose arrow set Hasse1(P )
consists of all arrows v → w where v covers w.
Given a subset S of P , if there is a unique smallest element which is greater than
or equal to all elements in S, then this least upper bound is called the join of S
and denoted
∨
S. Similarly, if there is a unique largest element in P that is less
than or equal to all elements in S, then this element is called the meet of S and
denoted
∧
S. A lattice L is a poset in which every pair a, b of elements in L have
both a meet a∧ b and a join a∨ b, and a complete lattice L is a poset in which every
subset S of L has both a meet and a join. (Every finite subset of a lattice L has
both a meet and a join, but an infinite lattice fails to be complete if it has some
infinite subset without a meet or without a join.)
We restrict our attention to finite lattices in this paper. Some of the assertions
made here for finite lattices hold for infinite lattice as well, but some do not.
An element j of a finite lattice L is called join-irreducible, whenever j = a ∨ b
for some a, b ∈ L, either a = j or b = j or both, and j is not the minimum element
of L. Equivalently, j is join-irreducible if and only if it covers exactly one element
of L. We write j∗ for the unique element covered by a join-irreducible element j.
Dually, a meet-irreducible element of L is an element m that is covered by a unique
element m∗. The set of join-irreducible (respectively, meet-irreducible) elements of
L is denoted j-IrrL (respectively, m-IrrL).
A (lattice) congruence on a lattice L is an equivalence relation Θ having the
property that the Θ-class of a∨ b depends only on the Θ-class of a and the Θ-class
of b, and having the same property for meets. Given a congruence Θ on L, the set
L/Θ of Θ-classes has a well-defined meet and join operation, making L/Θ a lattice
called the quotient of L modulo Θ.
The set of all equivalence relations on a given set L forms a lattice, where the meet
of two relations is given by the intersection of relations and the join of two relations
is given by the transitive closure of union of relations. When L is a lattice, the set
Con(L) consisting of congruences of L is a sublattice of the lattice of equivalence
relations. Furthermore, Con(L) is a distributive lattice. We denote by ConJI(L) the
set of all join-irreducible congruences. As mentioned in the introduction, we have
a surjective map Hasse1(L)→ ConJI(L) sending an arrow x→ y to con(x, y). Here
con(x, y) is the meet, in Con(L), of all congruences with x ≡ y. A congruence Θ
on a finite lattice L is determined completely by the set of cover relations x ⋗
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in L such that x ≡ y modulo Θ. It is also determined uniquely by the set of
join-irreducible elements j in L such that j ≡ j∗ modulo Θ, and thus we have an
injective map Con(L)→ 2j-Irr(L).
The map from cover relations x ⋗ y to join-irreducible congruences is typically
not one-to-one. The restriction of the map to cover relations of the form j ⋗ j∗ is
also surjective onto join-irreducible congruences, but may still fail to be one-to-one.
A lattice is called congruence uniform if the map j 7→ con(j, j∗) is injective (and
thus a bijection) from join-irreducible elements to join-irreducible congruences and
the map m → con(m∗,m) is injective (and thus a bijection) from meet-irreducible
elements to join-irreducible congruences. A finite congruence uniform lattice is
always semidistributive. This means that if x ∨ y = x ∨ z then x ∨ (y ∧ z) = x ∨ y
and if x ∧ y = x ∧ z then x ∧ (y ∨ z) = x ∧ y.
Since Con(L) is a finite distributive lattice, the Fundamental Theorem of Finite
Distributive Lattices says that its elements are naturally identified with order ideals
in the subposet ConJI(L) of Con(L). When L is congruence uniform, the subposet
ConJI(L) induces a partial order on the join-irreducible elements of L, which we
call the forcing order. A congruence Θ ∈ Con(L) corresponds to the order ideal
in ConJI(L) consisting of those join-irreducible congruences below Θ in Con(L) (i.e.
finer than Θ as equivalence relations). These are the join-irreducible congruences
con(j, j∗) such that j ≡ j∗ modulo Θ. The forcing order on join-irreducible elements
sets j ≤ j′ if and only if j ≡ j∗ modulo con(j
′, j′∗).
As mentioned above, each cover relation x ⋗ y in a finite lattice defines a
join-irreducible congruence of L. In a finite congruence uniform lattice L, each
join-irreducible congruence is con(j, j∗) for a unique join-irreducible element j of
L. The map Hasse1(L) → j-Irr(L) sending the arrow x → y to the unique j
with con(j, j∗) = con(x, y) is called the join-irreducible labelling of L. Each join-
irreducible congruence is also con(m∗,m) for a unique meet-irreducible element
m, and the map Hasse1(L) → m-Irr(L) sending x → y to the unique m with
con(m∗,m) = con(x, y) is called the meet-irreducible labelling of L. These labellings
are described explicitly as follows.
The following proposition is [R2, Proposition 9-5.20]. Since that proposition’s
proof is left to an exercise, we give a proof here.
Proposition 2.1. Let L be a finite congruence uniform lattice and let x → y be
an arrow in Hasse(L).
(a) The join-irreducible label on x → y is j =
∧
{z ∈ L : z ≤ x, z 6≤ y}. Further-
more, j ≤ x but j 6≤ y.
(b) The meet-irreducible label on x→ y is m =
∨
{z ∈ L : z ≥ y, z 6≥ x}. Further-
more, m ≥ y but m 6≥ x.
In particular, if j is a join-irreducible element and m is a meet-irreducible el-
ement with con(j, j∗) = con(m
∗,m), then j =
∧
{z ∈ L : z ≤ m∗, z 6≤ m} and
m =
∨
{z ∈ L : z ≥ j∗, z 6≥ j}.
Proof. The last statements are special cases of assertions (a) and (b). Assertions
(a) and (b) are dual to each other, so by symmetry it is enough to prove (a). To
do so, it is enough to show that j is join-irreducible and that con(j, j∗) = con(x, y).
Recall that a congruence uniform finite lattice is also semidistributive. Every
element z of {z ∈ L : z ≤ x, z 6≤ y} has z ∨ y = x, so applying semidistributivity
several times, we see that j ∨ y = x, so in particular j 6≤ y. It is immediate that
j ≤ x. If j covers elements a and b, then a ≤ y and b ≤ y. But if a 6= b, then j is a
minimal upper bound for a and b, so it must equal a ∨ b. Since y is another upper
bound for a and b, we reach the contradiction j ≤ y. We conclude that j covers
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Figure 4. Join-irreducible elements, meet-irreducible elements,
and congruences in a finite congruence uniform lattice
at most one element. If j covers no element, then j is the minimal element of L,
contradicting again the fact that j 6≤ y. We see that j is join-irreducible.
We saw that j ∨ y = x and we also verify easily that j ∧ y = j∗. If Θ is a
congruence with j ≡ j∗, then j ∨ y ≡ j∗ ∨ y, or in other words x ≡ y. Conversely,
if Θ has x ≡ y, then j ∧ x ≡ j ∧ y, or in other words j ≡ j∗. We see that Θ has
j ≡ j∗ if and only if x ≡ y, so that con(j, j∗) = con(x, y). 
We summarize some of what we know about join-irreducible elements, meet-
irreducible elements, and congruences in a finite congruence uniform lattice in Fig-
ure 4. If L is a finite congruence uniform lattice with Hasse quiver Hasse(L), join-
irreducible elements j-Irr(L), meet-irreducible elementsm-Irr(L), and join-irreducible
congruences ConJI(L), then the diagram in Figure 4 commutes and the maps are
bijections or surjections as marked with tildes “∼” or double-headed arrows.
Let x be an element of a finite lattice L. The expression x =
∨
S is the canonical
join representation of x if no proper subset of S joins to x and if every join-
representation x =
∨
T has the property that for all s ∈ S, there exists t ∈
T with s ≤ t. An element x may fail to have a canonical join representation,
but the canonical join representation of x is unique if it exists. The canonical
meet representation is defined dually. The semidistributive property of a finite
lattice L, described above, is equivalent to the property that every element of L
has a canonical join representation and a canonical meet representation. A finite
congruence uniform lattice is in particular semidistributive, and canonical join and
meet representations can be described in terms of the join-irreducible labelling and
meet-irreducible labelling as follows.
The following proposition is [R2, Proposition 9-5.30]. Since that proposition’s
proof is also left to an exercise, we give a proof here.
Proposition 2.2. If L is a finite congruence uniform lattice, then the canonical
join representation of x ∈ L is x =
∨
J , where J is the set of join-irreducible
labels on arrows starting at x in Hasse(L). The canonical meet representation is
x =
∧
M , where M is the set of meet-irreducible labels on arrows ending at x in
Hasse(L).
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Proof. We prove the statement for canonical join representations, using Proposi-
tion 2.1 throughout. The other statement is dual.
First, we check that x =
∨
J . On the one hand, each j ∈ J is below x by
Proposition 2.1, so
∨
J ≤ x. If
∨
J < x, then there exists y with x⋗ y ≥
∨
J . But
the label of x→ y is in J and is not below y, which is a contradiction.
Next, we show that no proper subset of J joins to x. If x → y and J ′ =
J \ {
∧
{z ∈ L : z ≤ x, z 6≤ y}}, then for any other y′ with x → y′, we have y ≤ x
by y 6≥ y′, so y ≥
∧
{z ∈ L : z ≤ x, z 6≤ y′}. Therefore every element of J ′ is ≤ y,
so
∨
J ′ < x.
Finally, we show that, if x =
∨
T for some T ⊆ L, then for all j ∈ J , there
exists t ∈ T with j ≤ t. Let y have x→ y and j =
∧
{z ∈ L : z ≤ x, z 6≤ y}. Every
element of T is ≤ x, and if every element of T is ≤ y, then
∨
T ≤ y, contradicting
the supposition that x =
∨
T . Thus there exists some element t of T with t ≤ x
and t 6≤ y, and this element is above j by definition. 
A polygon in a finite lattice L is an interval [x, y] such that {z ∈ L : x < z < y}
consists of two disjoint nonempty chains. (Thus the Hasse quiver of [x, y] is a cycle
with one source and one sink.) The lattice L is polygonal if the following two
conditions hold: First, if distinct elements y1 and y2 both cover an element x, then
[x, y1∨y2] is a polygon; and second, if an element y covers distinct elements x1 and
x2, then [x1 ∧ x2, y] is a polygon.
If L is a polygonal lattice, then we define a quiver FPoly(L) whose set of vertices is
Hasse1(L), with arrows defined in every polygon P of L as follows. The two arrows
into the bottom element of P are called bottom arrows, while the two arrows from
the top element of P are called top arrows, and all other arrows of P are called side
arrows. Every bottom arrow of P has an arrow (in FPoly(L)) to the opposite top
arrow in P (i.e. the top arrow in the opposite chain) and has an arrow to every side
arrow in P . Every top arrow of P has an arrow to the opposite bottom arrow and
every side arrow in P . For example, a square and hexagon in L would contribute
to FPoly(L) as indicated below.
•
a
}}④④
④ c
!!❈
❈❈
•
b !!
❈❈
❈ •
d}}④
④④
•
a↔ d
b↔ c
•
e
}}④④
④ h
!!❈
❈❈
•
f 
•
i
•
g !!
❈❈
❈ •
j}}④
④④
•
e↔ j e→ f e→ j
g ↔ h g → f g → i
h→ f h→ i
j → f j → i
The following is [R2, Theorem 9-6.5].
Theorem 2.3. If L is a finite polygonal lattice, and x→ y and x′ → y′ are arrows
in Hasse(L), then con(x′, y′) ≤ con(x, y) if and only if there is a directed path from
x→ y to x′ → y′ in FPoly(L).
When L is also congruence uniform, the quiver FPoly(L) is closely related to
the forcing order on join-irreducible elements of L, as described in the following
corollary, which is immediate by combining Theorem 2.3 with facts about finite
congruence uniform lattices already given in this section. We say that a quiver Q
is strongly connected if given any two vertices x and y of the quiver, there exists a
path from x to y and a path from y to x. A strongly connected component of Q is a
set of vertices of Q that is maximal with respect to inducing a strongly connected
subquiver.
Corollary 2.4. Suppose L is a finite, polygonal, congruence uniform lattice. Then
each strongly connected component of FPoly(L) contains exactly one arrow in Hasse(L)
of the form j → j∗ where j is join-irreducible. This bijection between join-irreducible
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elements of L and strongly connected components of FPoly(L) is an isomorphism
from the forcing order on join-irreducible elements of L to the partial order induced
by FPoly(L) on its strongly connected components.
Informally, the corollary says that all forcing in a finite polygonal, congruence
uniform lattice comes from forcing in polygons. Indeed, the notation FPoly(L)
suggests the phrase “forcing in polygons.”
We define another quiver SFPoly(L), again with the set of vertices given by
Hasse1(L), but with strictly fewer arrows than FPoly(L). The notation SFPoly(L)
suggests the phrase “strong forcing in polygons.” In SFPoly(L), every bottom arrow
of a polygon P has an arrow only to the opposite top arrow in P and every top
arrow of P has an arrow only to the opposite bottom arrow in P . Thus from the
square and hexagon as labelled above, SFPoly(L) gets arrows as indicated below.
a↔ d b↔ c e↔ j g ↔ h
Strong forcing in polygons controls whether two Hasse arrows in a finite polygonal,
congruence uniform lattice determine the same congruence, as described in the
following corollary.
Corollary 2.5. Suppose L is a finite polygonal, congruence uniform lattice and
let x → y and x′ → y′ be arrows of Hasse(L). Then con(x, y) = con(x′, y′) if and
only if there is a directed path (or equivalently a path) in SFPoly(L) from x→ y to
x′ → y′.
Proof. The “if” direction is immediate by Theorem 2.3, the fact that every arrow is
SFPoly(L) is also an arrow in FPoly(L), and the fact that arrows in SFPoly(L) come
in opposite pairs. We prove the converse by proving that for every Hasse arrow
x → y, there is a directed path in SFPoly(L) from x → y to j → j∗, where j is
the unique join-irreducible element with con(j, j∗) = con(x, y). Proposition 2.1 says
in particular that x ≥ j, so we can argue by induction on the length of a longest
maximal chain from j to x. Choose z with x ⋗ z ≥ j and set y′ = y ∧ z. Since L
is polygonal, [y′, x] is a polygon P , and x → y is a top arrow in P . Choosing x′
so that x′ → y′ is the bottom arrow opposite x → y (i.e. in the other chain of P ),
we have con(x′ → y′) = con(x→ y) by Theorem 2.3. Thus con(j, j∗) = con(x
′, y′),
and thus x′ ≥ j. By induction, there is a directed path in SFPoly(L) from x′ → y′
to j → j∗, and using an arrow in P , we obtain a directed path in SFPoly(L) from
x→ y to j → j∗. 
2.2. Weak order preliminaries. Fix a simply-laced Dynkin type (i.e., one of An
for n ≥ 1, Dn for n ≥ 4, E6, E7, or E8). Let W be the finite Weyl group of that
type. For background on Weyl groups, see [BB].
Let S = {s1, . . . , sn} be the set of simple reflections of W . By definition, any
element w of W can be written as a product of the simple reflections. Such an
expression for w of minimal length is called reduced. The length of a reduced
expression is the length of w, denoted ℓ(w).
The (right) weak order on W is the partial order with u ≥ v if ℓ(u) = ℓ(v) +
ℓ(v−1u). We write Hasse(W ) for the Hasse quiver of the weak order on W . The
arrows of Hasse(W ) are all arrows wsi → w such that w ∈ W , si ∈ S, and ℓ(wsi) >
ℓ(w), or equivalently ℓ(wsi) = ℓ(w)+1. For w ∈ W , we denote by w
+ (respectively,
w−) the set of arrows in Hasse(W ) ending (respectively, starting) at w.
The weak order on W is a finite lattice. In particular, it has a maximal element,
denoted w0 and often called the longest element of W . For our purposes, the most
important properties of the weak order are the following.
Theorem 2.6. W is congruence uniform [CLM] and polygonal [R3, Theorem 10-
3.7].
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2.3. Algebraic preliminaries. Fix a base field k, and let A be a finite-dimensional
k-algebra. We write modA for the finite-dimensional left A-modules.
We say that a full subcategory T of modA is a torsion class if it is closed under
factors, isomorphisms and extensions. Torsion-free classes are defined dually. We
write torsA for the torsion classes of A, and torf A for its torsion-free classes. We
view torsA and torf A as posets under the inclusion order. Then we have an anti-
isomorphism given by T 7→ T ⊥ = {X ∈ modA | HomA(T , X) = 0}
torsA→ torfA,
whose inverse is given by F 7→ ⊥F = {X ∈ modA | HomA(X,F ) = 0}.
We recall that a torsion class T of modA is functorially finite if there exists
M ∈ modA such that T = FacM , where FacM is the full subcategory of modA
consisting of factor modules of finite direct sums of copies ofM [AS]. We denote by
f-torsA (respectively, f-torfA) the set of all functorially finite torsion (respectively,
torsionfree) classes in modA. We view f-torsA also as a poset under inclusion. The
above anti-isomorphism restricts to an anti-isomorphism f-torsA→ f-torfA.
There is a bijection between f-torsA and a certain class of A-modules. Recall
that a module M ∈ modA is called τ-rigid if HomA(M, τM) = 0, and τ
−-rigid if
HomA(τ
−M,M) = 0. A module M ∈ modA is called τ-tilting if it is τ -rigid and
|M | = |A| holds, where |M | is the number of non-isomorphic indecomposable direct
summands of M . A module M ∈ modA is called support τ-tilting if there exists
an idempotent e of A such that M is a τ -tilting (A/〈e〉)-module. We denote by
sτ -tiltA the set of isomorphism classes of basic support τ -tilting A-modules, and by
iτ -rigidA (respectively, iτ–-rigidA) the set of isomorphism classes of indecomposable
τ -rigid (respectively, τ−-rigid) A-modules. (See [AIR] for more background on these
notions.) By [AIR, 2.7], we have a surjection {τ -rigid A-modules} → f-torsA given
by M 7→ FacM , which induces a bijection
sτ -tiltA
∼
−→ f-torsA.
Recall that A is τ-tilting finite if sτ -tiltA is a finite set, or equivalently, iτ -rigidA
is a finite set. It is shown in [DIJ] and [IRTT, 0.2] that the following conditions are
equivalent.
• A is τ -tilting finite
• f-torsA is a finite set.
• f-torsA (respectively, f-torfA) forms a complete lattice.
• f-torsA = torsA.
Via the bijection between f-torsA and sτ -tiltA, we obtain a partial order on sτ -tiltA.
We refer to the poset on sτ -tiltA as generation order. The arrows of the Hasse
diagram of this poset are mutations (see [AIR, Theorem 0.6]).
Using τ -tilting theory, we have the following description of join-irreducible ele-
ments in torsA.
Theorem 2.7. Let A be a finite dimensional k-algebra which is τ-tilting finite.
Then we have a bijection given by M 7→ FacM
iτ-rigidA→ j-Irr(torsA).
Proof. Since A is τ -tilting finite, we have sτ -tiltA ≃ torsA. For T ∈ torsA, we
take M = M1 ⊕ · · · ⊕Mn ∈ sτ -tiltA such that T = FacM . It is shown in [AIR]
that adjacent vertices to T in the Hasse quiver of torsA are given by Facµk(M) for
1 ≤ k ≤ n, where µk(M) is the mutation ofM atMk. Clearly Facµk(M) ⊂ T holds
if and only ifMk ∈ Fac(M/Mk). Therefore T is join-irreducible if and only if there
exists a unique k satisfying Facµk(M) ⊂ T . This is equivalent to T = FacMk.
Since Mk is an indecomposable τ -rigid A-module, we have the assertion. 
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For a complete lattice L, we denote by cj-IrrL the set of completely join-irreducible
elements, that is, elements a ∈ L such that a =
∨
S for a subset S of L implies
a ∈ S. If we drop the τ -tilting finiteness assumption on A, then we still have a
bijection iτ -rigidA → f-torsA ∩ cj-Irr(torsA) given by M 7→ FacM . The proof is
the same, we only need to use [DIJ, Theorem 3.1]. Note that completely join-
irreducible elements in torsA are not necessarily functorially finite. For example,
consider mod kQ for a Kronecker quiver Q. Then all preinjective modules together
with one tube form such a torsion class.
We denote by brickA the set of isomorphism classes of bricks of A. A full
subcategory W of modA is called wide if it is closed under kernels, cokernels and
extensions. In this case, W forms an abelian category and the inclusion functor
W → modA is exact. A wide subcategory W is called local if it contains a unique
simple object up to isomorphism. We denote by l-wideA the set of local wide
subcategories of modA. We have the following easy observation.
Proposition 2.8. Let A be a finite dimensional k-algebra. Then we have a bijection
brickA→ l-wideA given by S 7→ FiltS,
where FiltS consists of A-modules X which have a filtration X = X0 ⊃ X1 ⊃ · · · ⊃
Xℓ−1 ⊃ Xℓ = 0 with ℓ ≥ 0 such that Xi/Xi+1 ≃ S for any 0 ≤ i < ℓ.
Proof. Let S be a brick of A. Then FiltS is a wide subcategory by [Ri, 1.2]. Clearly
FiltS has a unique simple object in S. Conversely, let W be a local wide subcategory
of modA with a simple object S. Clearly S is a brick and we have W = FiltS. 
2.4. Preliminaries on preprojective algebras. Let Π = Π(W ) be a prepro-
jective algebra of the same Dynkin type as W . To construct Π, take the Dynkin
diagram and replace each edge by a pair of opposite arrows a, a∗ to obtain the
quiver Q. Then Π(W ) is the path algebra of Q modulo the ideal generated by∑
a(aa
∗− a∗a). It is a finite-dimensional self-injective algebra. We write Si for the
simple module corresponding to vertex i.
We let ei be the idempotent corresponding to the vertex i. Let Ii be the two-
sided ideal Π(1 − ei)Π. It is maximal as a left ideal and as a right ideal. For each
w ∈W , we take a reduced word w = si1 . . . sik , and we define
I(w) = Ii1 . . . Iik , T(w) := Fac I(w) and F(w) := Sub(Π/I(w)).
Here SubX refers to the subcategory consisting of subobjects of direct sums of
copies of X .
The following result due to Mizuno is fundamental.
Theorem 2.9. [Mi, 2.14, 2.21]
(a) I(w) does not depend on the choice of the reduced word for w.
(b) We have bijections given by w 7→ I(w) 7→ T(w):
W
∼
−→ sτ-tiltΠ
∼
−→ torsΠ. (2.1)
(c) The bijection above from W to torsΠ is an anti-isomorphism from weak order
on W to inclusion order on torsion classes.
We remark that Mizuno uses right modules, while we use left modules, and
therefore his results need to be suitably translated to account for this difference.
(In particular, this has the effect that he uses left weak order while we use right
weak order.) We also remark here that [AIR] uses right modules, but writes Iw for
the the ideal which we would refer to as Iw−1 .
Thus I(e) = Π gives the maximum torsion class T(e) = modΠ and I(w0) = 0
gives the minimum torsion class T(w0) = {0}, where e ∈ W is the identity and
w0 ∈W is the longest element.
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Figure 5. The weak order and sτ -tiltΠ in type A2
The following is an easy consequence of (2.1).
Lemma 2.10. Let w, v ∈W . Then ℓ(wv) = ℓ(w)+ℓ(v) holds if and only if I(wv) =
I(w)I(v) holds. If this holds, then we have I(wv) = I(w)I(v) = I(w) ⊗Π I(v).
We show a few examples. Here,
1
2
3
, for example, refers to the indecomposable
Π-module with composition factors S1, S2, S3 from top to bottom.
Example 2.11. The left picture in Figure 5 shows the weak order on permutations
in S3 (the Weyl group of type A2). The right picture in Figure 5 shows the set
sτ -tiltΠ for Π of type A2, arranged in generation order. We show in red the meet-
irreducible elements of W and the join-irreducible elements of sτ -tiltΠ. The two
pictures are arranged so that the map w → I(w) is accomplished by a translation
of the page.
Example 2.12. Figure 6 shows the weak order on permutations in S4 (the Weyl
group of type A3) and sτ -tiltΠ for Π of type A3, with the same conventions as
described in Example 2.11.
3. Homological characterizations of layers
In this section we prove Theorem 1.2, the homological characterization of layer
modules of the preprojective algebra Π. The assertion that every layer module is
a stone was shown in [AIRT, 2.3]. It is also easy to show that the stones of Π
are exactly the Π-modules which are 2-spherical as Π̂-modules. Indeed, for any
Π-module L, we have Ext1
Π̂
(L,L) = Ext1Π(L,L) and Ext
2
Π̂
(L,L) = DEndΠ(L), and
the assertion follows.
We show that any brick L of Π is a stone. Let 〈−,−〉 be the Euler form on
K0(fd Π̂). For x = (xi)i∈Q0 ∈ Z
Q0 , we have
〈x, x〉 = 2(
∑
i∈Q0
x2i −
∑
(i→j)∈Q1
xixj),
which is a non-negative even integer. Since the restriction of 〈−,−〉 to K0(modΠ)
is positive definite, we have
2− dimk Ext
1
Π(L,L) =
2∑
i=0
(−1)i dimk Ext
i
Π(L,L) = 〈dimL, dimL〉 ≥ 2,
which implies Ext1Π(L,L) = 0. Thus L is a stone.
To complete the proof, we will show that every stone is a layer. As before,
Db(fd Π̂) is the bounded derived category of finite dimensional Π̂-modules. Let
Îi := Π̂(1− ei)Π̂ be an ideal of Π̂. Then we have an autoequivalence
Fi := Îi
L
⊗Π̂− : D
b(fd Π̂)→ Db(fd Π̂)
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Figure 6. The weak order and sτ -tiltΠ in type A3
with quasi-inverse
F−1i := RHomΠ̂(Îi,−) : D
b(fd Π̂)→ Db(fd Π̂).
We identify Π-modules with Π̂-modules annihilated by e0, where e0 is an idempotent
of Π̂ satisfying Π = Π̂/〈e0〉.
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The following assertions are easy to check.
Lemma 3.1. Let L be a finite-dimensional Π-module.
(a) We have Ii = Îi ⊗Π̂ Π = Π⊗Π̂ Îi.
(b) We have Ii ⊗Π L = Îi ⊗Π̂ L and HomΠ(Ii, L) = HomΠ̂(Îi, L).
The following observation plays a key role.
Proposition 3.2. Let L be a stone of Π and i a vertex of Q.
(a) If L 6≃ Si, then at least one of HomΠ(Si, L) = 0 or HomΠ(L, Si) = 0 holds.
(b) If HomΠ(Si, L) = 0, then Fi(L) ≃ Ii ⊗Π L is a stone of Π.
(c) If HomΠ(L, Si) = 0, then F
−1
i (L) ≃ HomΠ(Ii, L) is a stone of Π .
Proof. We already observed that stones of Π are precisely Π-modules which are
2-spherical as Π̂-modules.
(a) If both HomΠ(Si, L) and HomΠ(L, Si) are non-zero, the composition L →
Si → L is a non-zero non-isomorphic endomorphism of L. This is a contradiction
since EndΠ(L) = k.
(b) Since Fi is an autoequivalence of D
b(fd Π̂), we have that Fi(L) is a 2-spherical
object. We show that it is a Π̂-module, that is, TorΠ̂j (Îi, L) = 0 holds for any j 6= 0.
Since the Π̂-module Îi has projective dimension at most one [BIRS], we only have
to check the case j = 1. Since
TorΠ̂1 (Îi, L) ≃ Tor
Π̂
2 (Si, L) ≃ DExt
2
Π̂
(L, Si) ≃ HomΠ̂(Si, L) = 0
holds by our assumption, we have the assertion. Thus we have Fi(L) ≃ Îi ⊗Π̂ L,
which is isomorphic to Ii ⊗Π L by Lemma 3.1.
(c) Similar to (b). 
We need the following observation.
Lemma 3.3. Let w ∈ W and let L be a stone of Π which belongs to T(w). For
any i satisfying HomΠ(L, Si) 6= 0, the following assertions hold.
(a) ℓ(siw) > ℓ(w) and I(siw) = IiI(w) = Ii ⊗Π I(w).
(b) If L 6≃ Si, then HomΠ(Si, L) = 0 and Fi(L) is a stone of Π which belongs to
T(siw).
Proof. (a) Since L ∈ T(w) and HomΠ(L, Si) 6= 0, we have HomΠ(I(w), Si) 6= 0.
Thus IiI(w) 6= I(w) holds. Thus we have the assertions by Lemma 2.10.
(b) By Proposition 3.2, HomΠ(Si, L) = 0 holds, and Fi(L) is a stone of Π.
Since we have a surjection I(w)⊕m → L, we have a surjection I(siw)
⊕m = Ii ⊗Π
I(w)⊕m → Ii ⊗Π L = Fi(L). Thus Fi(L) belongs to T(siw). 
For w ∈ W , we have an ideal Î(w) of Π̂ satisfying Î(w) ⊇ 〈e0〉 and Î(w)/〈e0〉 =
I(w). Let
F (w) := Î(w)
L
⊗Π̂− : D
b(fd Π̂)→ Db(fd Π̂).
For any reduced expression w = si1 · · · siℓ , we have
Î(w) = Îi1 · · · Îiℓ and F (w) = Fi1 ◦ · · · ◦ Fiℓ .
Lemma 3.4. Let L be a stone of Π. Then there exists v ∈ W such that F (v)(L)
is a simple Π-module Si.
Proof. Assume that L is not simple. Taking i1 such that HomΠ(L, Si1) 6= 0 and
applying Lemma 3.3 to the stone L ∈ modΠ = T(e), we have that Fi1(L) is a stone
in Fac Ii1 .
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Assume that Fi1 (L) is not simple. Taking i2 such that HomΠ(Fi1(L), Si2) 6= 0
and applying Lemma 3.3 to the stone Fi1 (L) ∈ Fac Ii1 , we have that Fi2Fi1 (L) is a
stone in Fac(Ii2Ii1) and ℓ(si2si1) = 2 holds.
We repeat this process. Since the lengths of elements in W are bounded by
ℓ(w0), the process must stop, that is, there exists v ∈ W such that F (v)(L) is a
simple Π-module Si. 
We need the following general observation.
Lemma 3.5. For any v, w ∈ W satisfying I(v) ⊃ I(w), we have an isomorphism
D(I(v)/I(w)) ≃ I(w0w
−1)/I(w0v
−1) of Π-modules.
Proof. Applying D to the exact sequence 0 → I(w) → I(v) → I(v)/I(w) → 0 of
Πop-modules, we have an exact sequence
0→ D(I(v)/I(w))→ D(I(v))→ D(I(w))→ 0 (3.1)
of Π-modules. On the other hand, we have an exact sequence
0→ I(w0w
−1)/I(w0v
−1)→ Π/I(w0v
−1)→ Π/I(w0w
−1)→ 0 (3.2)
of Π-modules. Using an isomorphism D(I(w)) ≃ Π/I(w0w
−1) of Π-modules for
any w ∈ W [ORT] and comparing (3.1) and (3.2), we have the assertion. 
Now we are ready to finish the proof of Theorem 1.2.
Proof of Theorem 1.2. As shown in the first paragraph of this section, we can com-
plete the proof by showing that every stone is a layer. Let L be a stone of Π.
By Lemma 3.4, there exists v ∈ W such that F (v)(L) = Î(v)
L
⊗Π̂ L is a simple
Π-module Si. Thus L equals
RHomΠ̂(Î(v), Si) = HomΠ̂(Î(v), Si)
Lem.3.1
= HomΠ(I(v), Si) = D(DSi ⊗Π I(v))
= D((Π/Ii)⊗Π I(v)) = D(I(v)/IiI(v))
Lem.2.10
= D(I(v)/I(siv)).
This is a layer of Π by Lemma 3.5. 
4. Bijections: Theorems 1.1 and 1.3
Throughout this section, let Π be a preprojective algebra of Dynkin type and
W the corresponding Weyl group. The main result of this section is that a certain
diagram is commutative. Commutativity of that diagram includes Theorems 1.1
and 1.3.
For an arrow a : wsi → w in H , we have a natural inclusion I(w) ⊃ I(wsi) of
ideals of Π, and we associate to a the Π-module
L(a) := I(w)/I(wsi) = (I(w)ei)/(I(w)Iiei),
where the right equality follows from I(w) = I(w)ei ⊕ I(w)(1 − ei), I(wsi) =
I(w)Iiei ⊕ I(w)Ii(1 − ei) and Ii(1 − ei) = Π(1 − ei). We also define maps L :
m-IrrW → layerΠ and M : m-IrrW → iτ -rigidΠ as
L(m) := L(a) and M(m) := I(m)ei
for m ∈ m-IrrW and a : m∗ = msi → m in H .
Theorem 4.1. Let Π be a preprojective algebra of Dynkin type and W the corre-
sponding Weyl group. Then we have the commutative diagram shown in Figure 3.
The maps are bijections or surjections as marked with tildes “∼” or double-headed
arrows.
We start with the following simple observation.
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Lemma 4.2. L(m) =M(m)/ radM(m)EndΠ(M(m)) holds for any m ∈ m-IrrW .
Proof. We have M(m) = I(m)ei and L(m) = I(m)ei/I(m)Iiei. Thus we only have
to show I(m)Iiei = (I(m)ei) radEndΠ(I(m)ei).
Since T(m) = Fac I(m) is join-irreducible, we have I(m) ∈ Fac(I(m)ei). Thus
(I(m)ei) radEndΠ(I(m)ei) =
∑
f∈radEndΠ(I(m)ei)
Im(f : I(m)ei → I(m)ei)
=
∑
g∈radΠ(I(m),I(m)ei)
Im(g : I(m)→ I(m)ei),
where radΠ is the radical of the category modΠ and hence radΠ(I(m), I(m)ei)
consists of morphisms which are not split epimorphisms.
By [Mi, Lemma 2.7], we have a surjection Π → EndΠ(I(m)) given by x 7→
(y 7→ yx). This induces surjections Πei → HomΠ(I(m), I(m)ei) and Iiei →
radΠ(I(m), I(m)ei). Therefore we have∑
g∈radΠ(I(m),I(m)ei)
Im(g : I(m)→ I(m)ei) = I(m)Iiei,
which completes the proof. 
In Section 2.1 (particularly Theorem 2.3 and Corollary 2.4), we described how
the forcing order on join-irreducible elements interacts with the polygons (squares
and rectangles) in W . One ingredient in the proof of Theorem 4.1 is a similar
description of how the layer labelling interacts with polygons.
Recall from the introduction that a pair of layer modules X,Y form a doubleton
if Ext1Π(Y,X) and Ext
1
Π(X,Y ) are one-dimensional, and the corresponding exten-
sions are again layer modules. Recall also that the doubleton extension order on
layer modules is the transitive closure of the relation with A > B if there exists a
doubleton A,C such that B is the extension of A by C or of C by A.
Proposition 4.3. For a polygon in W (necessarily a square or hexagon), the layer
labelling has the following configuration:
u;;
X
✇✇✇
✇✇
cc
Y
●●●
●●
usi bb
Y
❊❊
❊❊
usj
<<
X①①
①①
usisj
u88
X
rrr
rrr
ff
Y
▲▲▲
▲▲▲
usiOO
E
usj
OO
F
usisj
ee
Y
❑❑
❑❑
usjsi
99
Xss
ss
usisjsi
Moreover, in the hexagon case the layers X and Y form a doubleton and there exist
short exact sequences of Π-modules:
0→ X → E → Y → 0 and 0→ Y → F → X → 0.
Thus X ≥ E, X ≥ F , Y ≥ E, and Y ≥ F in the doubleton extension order.
Proof. Of the two diagrams in the statement of the theorem, the hexagon occurs if
and only if i and j are neighbouring in Q. We argue the hexagon case. The square
case is similar but simpler. What we need to show is the following:
(i) There are isomorphisms of Π-modules:
I(u)/I(u)Ii ≃ I(u)IjIi/I(u)IiIjIi and I(u)/I(u)Ij ≃ I(u)IiIj/I(u)IiIjIi.
(ii) There are short exact sequences of Π-modules:
0→ I(u)/I(u)Ii → I(u)Ii/I(u)IiIj → I(u)IiIj/I(u)IiIjIi → 0,
0→ I(u)/I(u)Ij → I(u)Ij/I(u)IjIi → I(u)IjIi/I(u)IiIjIi → 0.
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We first show (i). The partial order tells us, by Lemma 2.10, that we have
I(u)/I(u)Ii = I(u)⊗Π (Π/Ii) and I(u)IjIi/I(u)IiIjIi = I(u)⊗Π (IjIi/IiIjIi).
Since Π/Ii ≃ Si ≃ IjIi/IiIjIi holds by an easy calculation for the preprojective
algebra Π/IiIjIi of type A2 (see Figure 5), we have
I(u)/I(u)Ii = I(u)⊗Π (Π/Ii) ≃ I(u)⊗Π (IjIi/IiIjIi) = I(u)IjIi/I(u)IiIjIi.
The other isomorphism follows by interchanging i and j.
Now we show (ii). Again by an easy calculation for the preprojective alge-
bra Π/IiIjIi of type A2 (see Figure 5), we have Π/Ii ≃ Si, Ii/IiIj ≃
(
Sj
Si
)
and
IiIj/IiIjIi ≃ Sj . Thus there exists an exact sequence
0→ Π/Ii → Ii/IiIj → IiIj/IiIjIi → 0
of Π-modules. Applying I(u) ⊗Π −, we obtain the first sequence. The second one
follows by interchanging i and j.
We verify that X and Y form a doubleton in the hexagon case. If the labels are
simple, then the extension groups are certainly one-dimensional, and the extensions
are layers. Any hexagon is obtained by applying I(u) ⊗Π − to such a hexagon, as
above. This implies the desired result once we note that, by Lemma 3.1, we can
instead consider applying Î(u)
L
⊗Π̂−, which is an auto-equivalence of D
b(fd Π̂) by
[BIRS].
Now X ≥ E, X ≥ F , Y ≥ E, and Y ≥ F because there exist short exact
sequences 0→ X → E → Y → 0 and 0→ Y → F → X → 0. 
The ideas in the proof above also lead to the following lemma. For vertices
i 6= j in Q, let Wi,j := 〈si, sj〉 ⊂ W be a parabolic subgroup of W . For w ∈ W ,
the coset wWi,j is an interval in the weak order on W . We write H |wWi,j for
the restriction of Hasse(W ) to wWi,j . Define w
+ (respectively, w−) to be the set
of arrows in Hasse(W ) starting (respectively, ending) at w. For a set S of Π-
modules, we denote by T(S) (respectively, F(S)) the smallest torsion (respectively,
torsionfree) class in modΠ containing S. For convenience and brevity, we will omit
set braces inside the operator T(•), so that, for example T(L0,Mi | i ∈ I) would
mean T({L0}∪{Mi | i ∈ I}). Recall that the layer labelling of Hasse(W ) maps each
Hasse arrow x → y to the isomorphism class of the corresponding concrete layer
L(x→ y) := I(y)/I(x).
Lemma 4.4. If a : wsi → w is an arrow in Hasse(W ), and j 6= i is a vertex in Q,
then
T(L(b) | b ∈ w− ∩H |wWi,j ) = T(L(a), L(b) | b ∈ (wsi)
− ∩H |wWi,j ).
Proof. We have either the square or the hexagon in Proposition 4.3. We argue
the hexagon case. The square case is similar but simpler. If w coincides with u
in Proposition 4.3, the desired equality reduces to an identity T(X,Y ) = T(X,E),
which follows from the exact sequence 0→ X → E → Y → 0. If w coincides with
usj in Proposition 4.3, the desired equality reduces to an identity T(F ) = T(F,X),
which follows from the exact sequence 0 → Y → F → X → 0. If w coincides with
usisj in Proposition 4.3, the desired equality reduces to an identity T(Y ) = T(Y ),
which clearly holds. 
Another ingredient in the proof of Theorem 4.1 is a precise connection between
torsion classes and layer modules.
Theorem 4.5. For any w ∈ W , we have
T(w) = T(L(a) | a ∈ w−) and F(w) = F(L(a) | a ∈ w+).
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Proof. We only prove the first equality since the second one is proved similarly. We
use decreasing induction on W . The statement is clear for the longest element w0
since both sides are {0} in this case.
Let a : wsi → w be an arrow in Hasse(W ). Assume that the assertion holds for
wsi, that is,
T(wsi) = T(L(b) | b ∈ (wsi)
−). (4.1)
Using obvious decompositions
w− =
⋃
j 6=i
(
w− ∩H |wWi,j
)
and (wsi)
− =
⋃
j 6=i
(
(wsi)
− ∩H |wWi,j
)
, (4.2)
we have
T(L(b) | b ∈ w−)
(4.2)
= T(T(L(b) | b ∈ w− ∩H |wWi,j )) | j 6= i)
Lem.4.4
= T(T(L(a), L(b) | b ∈ (wsi)
− ∩H |wWi,j )) | j 6= i)
(4.2)
= T(L(a),T(L(b) | b ∈ (wsi)
−))
(4.1)
= T(L(a),T(wsi))
= T(w),
where the last equality follows from having an exact sequence 0 → I(wsi) →
I(w)→ L(a)→ 0 and I(wsi) ∈ T(w). 
Proposition 4.6. Two arrows x → y and x′ → y′ in Hasse(W ) have con(x, y) =
con(x′, y′) if and only if they have the same layer label.
Proof. Proposition 4.3 implies in particular that the map (x → y) 7→ I(y)/I(x)
is constant on components of SFPoly(W ). Thus by Corollary 2.5, if x → y and
x′ → y′ have con(x, y) = con(x′, y′), then they have the same layer labelling.
If x → y and x′ → y′ have the same layer labelling, let m be the unique meet-
irreducible element with con(m∗,m) = con(x, y), and similarly let m′ be the meet-
irreducible corresponding to x′ → y′. Then L(m∗ → m) = L((m′)∗ → m), so by
Theorem 4.5, T(m) = T(L(m∗ → m)) = T(L((m′)∗ → m)) = T(m′). Since T :
W → torsΠ is a bijection, we see that m = m′, so that con(x, y) = con(x′, y′). 
Proof of Theorem 4.1. Commutativity of the three triangles involving m-Irr(W ),
j-Irr(W ), ConJI(W ), and Hasse1(W ), and correctness of the markings of the arrows
as bijections or surjections was established in Section 2.1 in the more general context
of congruence uniform lattices. (See especially Figure 4.)
The map from Hasse1(W ) to layerΠ is surjective by definition. Proposition 4.6,
together with the commutativity of the triangles containing ConJI(W ), then im-
plies the commutativity of the two triangles containing the map from Hasse1(W ) to
layerΠ and also implies that the map fromm-Irr(W ) to layerΠ is a bijection. The tri-
angle containing m-Irr(W ), iτ -rigidΠ and layerΠ commutes by Lemma 4.2, and the
left bottom square commutes by Theorem 4.5. The remaining part of the diagram
commutes dually. The maps M : m-IrrW → iτ -rigidΠ, Fac : iτ -rigidΠ→ torsΠ and
Filt : brickΠ → l-wideΠ are bijections by Theorems 2.9, 2.7 and Proposition 2.8.
The bijectivity of the other maps follows from commutativity. 
The bijections j-IrrW ≃ layerΠ ≃ m-IrrW given in Theorem 4.1, combined with
Proposition 2.2, imply the following corollary:
Corollary 4.7. T(w) is the smallest subcategory of Π-mod which is closed under
extensions and quotients and contains the layers corresponding to the canonical meet
representation of w. F(w) is the smallest subcategory of Π-mod which is closed under
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extensions and subobjects and contains the layers corresponding to the canonical join
representation of w.
Remark 4.8. Let a : wsi → w be an arrow in H . One might wonder if F (w) is a
unique stone of Π which belongs to T(w)\T(wsi).
This has an easy counterexample: let Π be of type A2, and let w := e and
si := s1. Then both layer modules S1 and P1 belong to (modΠ)\(Fac I1).
It therefore seems that L(a) should be characterized by some kind of minimality
among the stones of T(w)\T(wsi).
5. Doubleton extension order on layer modules
In this section, we prove Theorem 1.4 and a characterization of the double-
ton extension order on layer modules. The last ingredient needed is the following
proposition.
Proposition 5.1. Suppose A, B, and C are layers of Π such that A,C is a dou-
bleton and B is the extension of C by A. Then there exists a hexagon in weak
order such that the layer ordering of one of its chains is (A,B,C), read either from
bottom to top or from top to bottom.
Before proving Proposition 5.1, we show how it completes the proof of Theo-
rem 1.4.
Proof of Theorem 1.4. Theorem 4.1 already states that the map j 7→ I(j∗)/I(j)
is a bijection from the set of join-irreducible elements of W to the set of layer
modules of Π. Proposition 4.3 implies that every arrow in the quiver FPoly(W )
(defined in Section 2.1) gives rise to an order relation in the doubleton extension
order. Proposition 5.1 shows that each doubleton extension comes from some arrow
in FPoly(W ). Corollary 2.4 (which applies in light of Theorem 2.6) thus implies
that j 7→ I(j∗)/I(j) is an isomorphism from the forcing order on join-irreducible
elements of W to the doubleton extension order on layers. 
We now prepare to prove Proposition 5.1.
Lemma 5.2. If X,Y is a doubleton, then HomΠ(X,Y ) = HomΠ(Y,X) = 0.
Proof. Let 〈−,−〉 be the Euler form on K0(fd Π̂). Since the extensions E of X,Y
are layers by assumption, we have 〈[X ] + [Y ], [X ] + [Y ]〉 = 〈[E], [E]〉 = 2. Thus
2〈[X ], [Y ]〉 = 〈[X ] + [Y ], [X ] + [Y ]〉 − 〈[X ], [X ]〉 − 〈[Y ], [Y ]〉 = −2.
Since Ext1
Π̂
(X,Y ) = Ext1Π(X,Y ) is one-dimensional by assumption, it follows that
HomΠ(X,Y ) = HomΠ̂(X,Y ) = 0 and HomΠ(Y,X) = DExt
2
Π̂
(X,Y ) = 0. 
The following lemma is an analogue for doubletons of Lemma 3.3.
Lemma 5.3. If X,Y is a doubleton contained in T(w), and HomΠ(X,Si) 6= 0 and
X 6≃ Si, then ℓ(siw) = ℓ(w) + 1 and Fi(X), Fi(Y ) form a doubleton contained in
T(siw).
Proof. Since HomΠ(X,Si) 6= 0, we have (Proposition 3.2(a)) that HomΠ(Si, X) =
0. Since HomΠ(X,Y ) = 0 by Lemma 5.2, then HomΠ(Si, Y ) = 0 also. Thus,
by Proposition 3.2(b), Fi(X) and Fi(Y ) are layer modules. Since Fi is an auto-
equivalence of Db(fd Π̂), it follows that Fi(X), Fi(Y ) still form a doubleton.
Fi(X) belongs to T(siw) by Lemma 3.3(b). If HomΠ(Y, Si) 6= 0, then Lemma 3.3
is also directly applicable to Y , and tells us that Fi(Y ) also belongs to T(siw). In
fact, the proof of Lemma 3.3(b) is actually applicable to Y even if HomΠ(Y, Si) = 0
— all that is really needed is that HomΠ(Si, Y ) = 0, and we have this. Thus, Fi(Y )
also belongs to T(siw). 
LATTICE STRUCTURE VIA REPRESENTATION THEORY 21
The following lemma is an analogue for doubletons of Lemma 3.4.
Lemma 5.4. If X,Y is a doubleton, then there exists v ∈ W such that F (v)(X)
and F (v)(Y ) are simple modules.
Proof. Suppose that at least one of X and Y is not simple. Without loss of gener-
ality, suppose that X is not simple. Choose Si so that HomΠ(X,Si) 6= 0. Applying
Lemma 5.3, we see that Fi(X) and Fi(Y ) are a doubleton in Fac Isi . Assume that
one of Fi(X) and Fi(Y ) is not simple. Repeat the previous procedure. As in the
proof of Lemma 3.4, the procedure must terminate, at which point we have obtained
a doubleton of simple modules. 
Proof of Proposition 5.1. Suppose that we have a doubleton A,C, with B the ex-
tension of C by A. We will establish that there exists a hexagon in weak order
such that one side of it is labelled (A,B,C). By Lemma 5.4, there exists v ∈ W
such that F (v)(A), F (v)(C) form a doubleton of simple modules, say Si, Sj . As in
the proof of Theorem 1.2, we conclude that A,C are isomorphic to D(I(v)/I(siv))
and D(I(v)/I(sjv)). By Lemma 3.5, these are the labels of the Hasse arrows
w0v
−1 → w0v
−1si and w0v
−1 → w0v
−1sj which form the two top arrows of the
desired hexagon. Since the extension groups between A and C are one-dimensional,
the side of the hexagon whose arrows are labelled (A, ?, C), has B as the label of
its middle side. 
It is immediate from the definition that if A ≥ B in the doubleton extension
order, then A is a subfactor of B. The converse does not hold in general. In
Section 6, we define conventions regarding modules over the preprojective algebra
of type Dn. In the notation of that section, in type D4,
−2 −1
1
−3
6≥
2 3
−2 −1
1
,
even though the first of these modules is a subfactor of the second.
We now show that the converse does hold in type An. We denote by S the
set of non-revisiting walks on the double quiver Q. By definition, these are walks
in Q which follow a sequence of arrows either with or against the direction of the
arrow and which do not visit any vertex more than once. We identify a walk and
its reverse walk.
Let Icyc denote the ideal of Π generated by all 2-cycles and let Π := Π/Icyc.
To any p ∈ S , we can associate an indecomposable Π-module Xp called a string
module, and these exhaust the indecomposable Π-modules, see [WW].
Theorem 5.5. Suppose Π is the preprojective algebra of type An.
(a) The layer modules for Π are exactly the indecomposable Π-modules (which are
exactly the string modules).
(b) The doubleton extension order on layer modules is the opposite of subfactor
order.
Proof. (a) Note that Icyc is generated as an ideal of Π by the sum of all the two-
cycles, which is a central element x ∈ Π. If X is a Π-module, then multiplication
by x is a surjective morphism onto IcycX ⊂ X . Therefore, if X is a stone, IcycX
must be zero. Conversely, it is easy to see that any string module for Π is a stone.
(b) As mentioned above, we need only show that if A is a subfactor of B, then
A ≥ B. If A is a submodule or a quotient module of B, then B is part of a doubleton
having A as one of its two extensions; if not, then A is a submodule of some layer
module C which is a quotient of B, and we apply the same argument twice. 
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Example 5.6. Let n = 3. Then the Hasse quiver of S with respect to the opposite
of subfactor order is the following:
1
##●
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●●
●●

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❇❇
❇❇
❇❇
❇
}}⑤⑤
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❧❧❧
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❧❧❧
❧❧❧
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❘❘❘
❘❘❘
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❉❉
❉❉
❉❉

2
1
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯ 2 3

tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
3
2

tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
1
2
3
1 3
2
2
1 3
3
2
1
In light of Theorems 1.4 and 5.5, this quiver is the Hasse quiver of the forcing order
on join-irreducible elements in type A3. Compare [R1, Figure 4].
6. Combinatorial description of indecomposable τ-rigid modules
Let Π be a preprojective algebra of Dynkin type and W the corresponding Weyl
group. A combinatorial description of join-irreducible elements in W is well-known
for type A and D. We refer to Sections 1.5, 2.1, 2.4, and 2.6 in [BB] for type A,
and Section 8.2 in [BB] for type D. (The description of join-irreducible elements
is not given explicitly in [BB], but it is easily worked out from the combinatorial
models developed there.) On the other hand, recall from Theorem 4.1 that we have
a bijection
J : j-IrrW → iτ–-rigidΠ
given by J(w) := (Π/I(w))ei for a unique arrow w → wsi in the Hasse quiver of
W starting at w.
The main result of this section is to give a combinatorial description of the Π-
module J(w) for each join-irreducible element w ∈ W in type A or D. See Theorem
6.1 for type A and Theorems 6.5 and 6.12 for type D. It will be interesting to
compare our results with Bongartz’s description of bricks for type A and D [Bon].
6.1. Type A. Let Π be a preprojective algebra of type An. It is given by a quiver
1
x1 // 2
x2 //
y2
oo 3
x3 //
y3
oo
y4
oo
xn−2
// n− 1
xn−1
//
yn−1
oo n
yn
oo
with relations x1y2 = 0, xiyi+1 = yixi−1 for 2 ≤ i ≤ n − 1 and ynxn−1 = 0. We
denote by Sℓ the simple Π-module corresponding to the vertex ℓ, and by Pℓ the
projective cover of Sℓ.
LetW = Sn+1 be the Weyl group of Π. We use the convention that the product
ww′ of elements w,w′ ∈ W is given by (ww′)(i) = w(w′(i)) for i ∈ {1, . . . , n + 1}.
The elements of W are the permutations
w = [i1, . . . , in+1].
This is join-irreducible if and only if there exists ℓ ∈ {1, . . . , n} such that
i1 < · · · < iℓ > iℓ+1 < · · · < in+1.
In this case, we say that w is of type ℓ. There exists a unique arrow w → wsℓ
starting at w in the Hasse quiver of W . The number of join-irreducible elements of
type ℓ is given by (
n+ 1
ℓ
)
− 1,
and therefore # j-IrrW = 2n+1 − n− 2.
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As a quiver representation, Pℓ is given by
ℓ //

ℓ−1 //

ℓ−2 //

· · · // 3 //

2 //

1

ℓ+1 //

ℓ //

ℓ−1 //

· · · // 4 //

3 //

2

ℓ+2 //

ℓ+1 //

ℓ //

· · · // 5 //

4 //

3

.
.
.

.
.
.

.
.
.

· · ·
.
.
.

.
.
.

.
.
.

n−1 //

n−2 //

n−3 //

· · · // n−ℓ+2 //

n−ℓ+1 //

n−ℓ

n // n−1 // n−2 // · · · // n−ℓ+3 // n−ℓ+2 // n−ℓ+1,
where each number i shows a k-vector space k lying on the vertex i, and each
arrow is the identity map of k. Submodules (respectively, factor modules) of Pℓ
correspond bijectively to subquivers that are closed under successors (respectively,
predecessors).
We represent Pℓ in abbreviated form as an array of numbers in rows as follows:
Pℓ =
ℓ ℓ−1 ℓ−2 · · · 3 2 1
ℓ+1 ℓ ℓ−1 · · · 4 3 2
ℓ+2 ℓ+1 ℓ · · · 5 4 3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
n−1 n−2 n−3 · · · n−ℓ+2 n−ℓ+1 n−ℓ
n n−1 n−2 · · · n−ℓ+3 n−ℓ+2 n−ℓ+1
Submodules and factor modules are similarly represented by sub-arrays of Pℓ, as,
for example, in the following theorem.
Theorem 6.1. Let w = [i1, . . . , in+1] ∈ W be a join-irreducible element of type ℓ.
Then J(w) is a factor module of Pℓ which has the form
J(w) =
ℓ ℓ−1 ℓ−2 · · · · · · · · · · · · iℓ+1
ℓ+1 ℓ ℓ−1 · · · · · · · · · iℓ+2
ℓ+2 ℓ+1 ℓ · · · · · · iℓ+3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
n−1 · · · · · · in
n · · · in+1
.
In particular, any factor module of Pℓ is indecomposable τ
−-rigid.
Note that im ≤ m holds for any m ∈ {ℓ + 1, . . . , n + 1}, and if im = m holds,
then the row starting at m− 1 is empty. For example, for n = 5 and w = [351246],
then ℓ = 2 and J(w) =
2 1
3 2
4 =
4
3
2
2
1

 
//
//
.
To prove this, we need the following easy observation.
Lemma 6.2. Let w = [i1, . . . , in+1] ∈ W be a join-irreducible element of type
ℓ. Then we have a reduced expression w = xn+1xn · · ·xℓ+2xℓ+1, where xm =
simsim+1 · · · sm−2sm−1 for m ∈ {ℓ+ 1, . . . , n+ 1}.
Proof. If ℓ = n, then w = [1, 2, · · · , i − 1, i + 1, . . . , n + 1, i] holds for some i ∈
{1, . . . , n}. Thus w = xn+1 holds clearly. In the rest, assume ℓ 6= n, and let
v := x−1n+1w. Since x
−1
n+1 is a cyclic permutation (n + 1, n, . . . , in+1 + 1, in+1), it
peserves the total order on {i1, . . . , in}, and therefore v is a join-irreducible element
of type ℓ and clearly satisfies v(n + 1) = n + 1. Since x−1n+1 fixes any element in
{iℓ+1, . . . , in}, we have v(m) = im for any m ∈ {ℓ+1, . . . , n} and v(n+1) = n+1.
Inductively on n, we have v = xn · · ·xℓ+1, and therefore w = xn+1xn · · ·xℓ+1. 
Now we are ready to prove Theorem 6.1.
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Proof of Theorem 6.1. Clearly we have
I(xℓ+1)eℓ = Iiℓ+1 · · · Iℓeℓ =
iℓ+1+1 · · · 1
ℓ+1 ℓ · · · · · · · · · · · · 2
ℓ+2 ℓ+1 · · · · · · · · · · · · 3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
n n−1 · · · · · · · · · · · · n−ℓ+1
and
I(xℓ+2xℓ+1)eℓ =
iℓ+1+1 · · · 1
iℓ+2+1 · · · · · · 2
ℓ+2 ℓ+1 · · · · · · · · · · · · 3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
n n−1 · · · · · · · · · · · · n−ℓ+1
.
Repeating similar calculations, we have
I(w)eℓ =
iℓ+1+1 · · · 1
iℓ+2+1 · · · · · · 2
iℓ+3+1 · · · · · · · · · 3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
in+1+1 · · · · · · · · · · · · · · · n−ℓ+1
.
Therefore J(w) = (Π/I(w))eℓ has the desired form. 
Example 6.3. Let w = [n − ℓ + 2, n − ℓ + 3, . . . , n + 1, 1, 2, . . . , n − ℓ + 1] be a
join-irreducible element of type ℓ. Then we have a reduced expression
w = xn+1xn · · ·xℓ+2xℓ+1 for xm = sm−ℓ · · · sm−2sm−1,
and the corresponding indecomposable τ−-rigid Π-module is J(w) = Pℓ.
Example 6.4. Consider type A3.
We have the following 3 join-irreducible elements of type 1.
J(2134) = J(s1) = 1 , J(3124) = J(s2 ·s1) =
1
2 , J(4123) = J(s3 ·s2 ·s1) =
1
2
3
.
We have the following 5 join-irreducible elements of type 2.
J(1324) = J(s2) = 2 , J(2314) = J(s1s2) = 2 1 , J(1423) = J(s3 · s2) =
2
3 ,
J(2413) = J(s3 · s1s2) =
2 1
3 , J(3412) = J(s2s3 · s1s2) =
2 1
3 2 .
We have the following 3 join-irreducible elements of type 3.
J(1243) = J(s3) = 3 , J(1342) = J(s2s3) = 3 2 ,
J(2341) = J(s1s2s3) = 3 2 1 .
6.2. Type D. Let Π be a preprojective algebra of type Dn. Then Π is given by a
quiver
1
x1
$$■
■■
■■
■■
■■
2
x2 //
y′2zz✉✉
✉✉
✉✉
✉✉
y2
dd■■■■■■■■■
3
x3 //
y3
oo
y4
oo
xn−3
// n− 2
xn−2
//
yn−2
oo n− 1
yn−1
oo
−1
x′1
::✉✉✉✉✉✉✉✉
with relations x1y2 = 0, x
′
1y
′
2 = 0, x2y3 = y2x1 + y
′
2x
′
1, xiyi+1 = yixi−1 for
3 ≤ i ≤ n− 2 and yn−1xn−2 = 0. Let Sℓ be the simple Π-module corresponding to
the vertex ℓ, and let Pℓ be the projective cover of Sℓ.
The Weyl groupW of Π is the group of automorphisms w of the set {±1, . . . ,±n}
satisfying w(−ℓ) = −w(ℓ) for any ℓ and #{ℓ ∈ {1, . . . , n} | w(ℓ) < 0} is even.
Setting iℓ = w(ℓ) for ℓ ∈ {1, . . . , n}, we write w ∈W as a sequence
w = [i1, . . . , in] ∈ {±1, . . . ,±n}
n
satisfying the following two conditions.
• |i1|, . . . , |in| is a permutation of 1, . . . , n.
• The number of negative integers is even.
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We often denote −i by i. The simple reflections in W are given by
s−1 = [2, 1, 3, 4, . . . , n] and sℓ = [1, . . . , ℓ− 1, ℓ+ 1, ℓ, ℓ+ 2, . . . , n]
with ℓ ∈ {1, . . . , n− 1}. The length of w = [i1, . . . , in] is given by
ℓ(w) = #{1 ≤ ℓ < m ≤ n | iℓ > im}+#{1 ≤ ℓ < m ≤ n | −iℓ > im}.
For ℓ ∈ {1, . . . , n− 1}, ℓ(wsℓ)− ℓ(w) is 1 if iℓ < iℓ+1, and −1 otherwise. Moreover
ℓ(ws−1) − ℓ(w) is 1 if −i1 < i2, and −1 otherwise. Therefore an element w =
[i1, . . . , in] ∈ W is join-irreducible if and only if one of the following conditions is
satisfied.
• i1 < · · · < in and −i1 > i2.
• There exists ℓ ∈ {1, . . . , n − 1} such that i1 < · · · < iℓ > iℓ+1 < · · · < in
and −i1 < i2.
We say that w is of type −1 (respectively, type ℓ) if the first (respectively, second)
condition is satisfied. Then there exists a unique arrow w → wsℓ starting at w in
the Hasse quiver of W . The number of join-irreducible elements of type ℓ 6= ±1
(respectively, 1, −1) is
2n−ℓ
(
n
ℓ
)
− 1 (respectively, 2n−1 − 1, 2n−1 − 1),
and therefore # j-IrrW = 3n − n2n−1 − n− 1.
As a quiver representation, Pℓ for ℓ = ±1 is given by
±1

2 //

∓1

3 //

2 //

±1

.
.
.

.
.
.

.
.
.

.
.
.
n−3 //

n−4 //

n−5 //

· · · // ±(−1)n

n−2 //

n−3 //

n−4 //

· · · // 2 //

∓(−1)n

n−1 // n−2 // n−3 // · · · // 3 // 2 // ±(−1)n
where each number i shows a k-vector space k lying on the vertex i, and each arrow
is the identity map of k. Again, submodules (respectively, factor modules) of Pℓ
correspond bijectively to subquivers that are closed under successors (respectively,
predecessors).
We represent Pℓ in abbreviated form as an array of numbers in rows as follows:
Pℓ =
±1
2 ∓1
3 2 ±1
.
.
.
.
.
.
.
.
.
.
.
.
n−3 n−4 n−5 · · · ±(−1)n
n−2 n−3 n−4 · · · 2 ∓(−1)n
n−1 n−2 n−3 · · · 3 2 ±(−1)n
.
Submodules and factor modules of Pℓ are again represented by subarrays.
Theorem 6.5. Let w = [i1, . . . , in] ∈ W be a join-irreducible element of type
ℓ = ±1. Then J(w) is a factor module of Pℓ which has the form
J(w) =
i′2
2 i′3
3 · · · i′4
.
.
.
.
.
.
.
.
.
.
.
.
n−2 n−3 · · · · · · i′n−1
n−1 n−2 · · · i′n
.
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where i′m := max{im, (−1)
mℓ} for m ∈ {2, . . . , n}.
Note that i′m ≤ m holds for any m ∈ {2, . . . , n}, and if i
′
m = m holds, then the
row starting at m − 1 is empty. For example, for n = 6 and w = [531246], then
ℓ = 1 and J(w) =
1
2 −1
3 2
4
=
4
3
2
1
2
−1




//
//
.
To prove this, we need the following observation.
Lemma 6.6. Let w = [i1, . . . , in] ∈W be a join-irreducible element of type ℓ = ±1.
Then we have a reduced expression w = xnxn−1 · · ·x3x2, where
xm =
{
simsim+1 · · · sm−2sm−1 if im ≥ 2
s(−1)mℓs2 · · · sm−2sm−1 if im < 2
for m ∈ {2, . . . , n}.
Proof. The case n = 2 can be checked directly. In the rest, we assume n ≥ 3.
Assume that the assertion holds for n− 1. Again, let v := x−1n w.
Assume in > 0. Then v is obtained from w by replacing in with n and then,
for each ij with in < |ij| replacing ij by an entry with the same sign but absolute
value |ij | − 1. In particular, v is a join-irreducible element of type ℓ and satisfies
v(n) = n. Fix m ∈ {2, . . . , n− 1}. If im > 0, then v(m) = im holds, and if im < 0,
then v(m) < 0 holds. By our assumption on induction, we have v = xn−1 · · ·x2,
and therefore w = xnxn−1 · · ·x2.
Assume in < 0. In this case, we have w = [(−1)
n−1n, n− 1, n− 2, . . . , 1] and ℓ =
(−1)n−1. Thus x−1n = [n, 1, 2, . . . , n− 1] and v = [(−1)
n−1(n− 1), n− 2, . . . , 2, 1, n]
hold. Therefore v is a join-irreducible element of type ℓ and satisfies v(n) = n.
Since v(m) < 2 holds for any m ∈ {2, . . . , n − 1}, we have v = xn−1 · · ·x2 by our
assumption on induction, and therefore w = xnxn−1 · · ·x2. 
Now we are ready to prove Theorem 6.5.
Proof of Theorem 6.5. Using Lemma 6.6, one can calculate I(w) as in the proof of
Theorem 6.1, and we obtain the desired assertion. 
Example 6.7. Let w = [n, n− 1, n− 2, . . . , 2, (−1)n] be a join-irreducible element
of type 1. Then we have a reduced expression
w = xnxn−1 · · ·x3x2 for xm = s(−1)ms2s3 · · · sm−1,
and the corresponding indecomposable τ−-rigid Π-module is J(w) = P1.
Similarly, let w = [n, n− 1, n− 2, . . . , 2, (−1)n+1] be a join-irreducible element
of type −1. Then we have a reduced expression
w = xnxn−1 · · ·x3x2 for xm = s(−1)m+1s2s3 · · · sm−1,
and the corresponding indecomposable τ−-rigid Π-module is J(w) = P−1.
Example 6.8. Consider type D4.
We have the following 7 join-irreducible elements of type 1.
J(2134) = J(s1) = 1 , J(3124) = J(s2 · s1) =
1
2 ,
J(3214) = J(s−1s2 · s1) =
1
2 −1 , J(4123) = J(s3 · s2 · s1) =
1
2
3
,
J(4213) = J(s3 · s−1s2 · s1) =
1
2 −1
3
, J(4312) = J(s2s3 · s−1s2 · s1) =
1
2 −1
3 2
,
J(4321) = J(s1s2s3 · s−1s2 · s1) =
1
2 −1
3 2 1
.
We have the following 7 join-irreducible elements of type −1.
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J(2134) = J(s−1) = −1 , J(3124) = J(s2 · s−1) =
−1
2 ,
J(3214) = J(s1s2 · s−1) =
−1
2 1 , J(4123) = J(s3 · s2 · s−1) =
−1
2
3
,
J(4213) = J(s3 · s1s2 · s−1) =
−1
2 1
3
, J(4312) = J(s2s3 · s1s2 · s−1) =
−1
2 1
3 2
,
J(4321) = J(s−1s2s3 · s1s2 · s−1) =
−1
2 1
3 2 −1
.
In the rest of this section, let w be a join-irreducible element i1 < · · · < iℓ >
iℓ+1 < · · · < in of type ℓ 6= ±1. Note that all integers in i2, . . . , iℓ must be positive,
and therefore w can be recovered from the latter part iℓ+1, . . . , in.
We need the following preparation on the structure of Pℓ.
Lemma 6.9. Let α and β be scalars satisfying α+ β = 1. As a quiver representa-
tion, Pℓ with ℓ 6= ±1 is given by
n−1
n−2
.
.
.
ℓ+2
ℓ+1
ℓ
n−2
n−3
.
.
.
ℓ+1
ℓ
ℓ−1
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
n−ℓ+1
n−ℓ
.
.
.
4
3
2
n−ℓ
n−ℓ−1
.
.
.
3
2
1
−1
n−ℓ−1
n−ℓ−2
.
.
.
2
−1
1
−2
n−ℓ−2
n−ℓ−3
.
.
.
1
−1
−2
−3
n−ℓ−3
n−ℓ−4
.
.
.
−2
−3
−4
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
1−ℓ
−ℓ
.
.
.
4−n
3−n
2−n
−ℓ
−ℓ−1
.
.
.
3−n
2−n
1−n



















α
✗✗
✗✗
✗✗
β

✰✰
✰



α
✗✗
✗✗
✗✗
β

✰✰
✰✰
β

✰✰
✰
−α
✗✗
✗✗
✗✗


α
✗✗
✗✗
✗
β 
✰✰
✰
β

✰✰
✰
−α
✗✗
✗✗
✗✗



β

✯✯
✯
−α
✗✗
✗✗












//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
11❝❝❝❝❝❝❝❝❝
,,❨❨❨❨❨
//
//
//
11❝❝❝❝❝❝❝❝
,,❨❨❨❨❨
,,❨❨❨❨
−1
11❝❝❝❝❝❝❝
//
//
11❝❝❝❝❝❝❝❝
,,❨❨❨❨
,,❨❨❨
−1
11❝❝❝❝❝❝❝❝
//
//
//
++❳❳❳
−1
11❝❝❝❝❝❝
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
//
(6.1)
where each number i shows a k-vector space k lying on the vertex i if i ≥ −1 and −i
if i ≤ −2. Each unlabelled arrow is the identity map of k, and each arrow labelled
by a scalar γ is a linear map multiplying by γ.
Proof. Since all relations of Π are satisfied, this gives a Π-module X . It is easy to
check that X is generated by ℓ in the upper left corner. Thus we have a surjective
morphism π : Pℓ → X of Π-modules. On the other hand, it is well-known that the
Loewy length of any idecomposable projective Π-module is equal to h − 1, where
h is the Coxeter number. For type Dn, we have h− 1 = 2n− 3. Since the length
of the path from ℓ in the left corner to −ℓ in the lower right corner is 2n− 4, the
above π must be an isomorphism. 
Example 6.10. Let n = 6. Then P2 is given by the following quiver representa-
tions, where the left one is the case (α, β) = (0, 1), and the right one is the case
(α, β) = (1, 0).
5
4
3
2
4
3
2
1
−1
3
2
−1
1
−2
2
1
−1
−2
−3
−1
1
−2
−3
−4
−2
−3
−4
−5


















//
//
//
22❞❞❞❞❞
,,❩❩❩❩
//
//
22❞❞❞❞
,,❩❩❩❩❩
,,❩❩❩❩
−1
22❞❞❞
//
22❞❞❞❞❞
,,❩❩❩❩
,,❩❩❩
−1
22❞❞❞❞
//
,,❩❩❩❩❩
22❞❞❞❞
,,❩❩❩❩
−1
22❞❞❞
//
//
−1
22❞❞❞❞
,,❩❩❩
//
//
//
5
4
3
2
4
3
2
−1
1
3
2
1
−1
−2
2
−1
1
−2
−3
1
−1
−2
−3
−4
−2
−3
−4
−5








−1


−1


−1






//
//
//
22❞❞❞❞
,,❩❩❩❩❩
//
//
22❞❞❞❞❞
,,❩❩❩❩
−1
,,❩❩❩ 22❞❞❞❞
//
22❞❞❞❞
,,❩❩❩❩❩
−1
,,❩❩❩❩ 22❞❞❞
//
,,❩❩❩❩
22❞❞❞❞❞
−1
,,❩❩❩ 22❞❞❞❞
//
//
22❞❞❞
−1
,,❩❩❩❩
//
//
//
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We write the quiver Pℓ of (6.1) in abbreviated form as the following array of
numbers.
ℓ ℓ−1 · · · 2 1
−1 −2 · · · 1−ℓ −ℓ −ℓ−1 · · · 2−n 1−n
ℓ+1 ℓ · · · 3 2 1
−1 · · · 2−ℓ 1−ℓ −ℓ · · · 3−n 2−n
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
n−2 n−3 · · · ℓ ℓ−1 ℓ−2 · · · 1
−1 −2 −3 · · · −ℓ −ℓ−1
n−1 n−2 · · · ℓ+1 ℓ ℓ−1 · · · 2 1
−1 −2 · · · 1−ℓ −ℓ
. (6.2)
The description of factor P±1 was no more complicated than the analogous de-
scription in type A. However, for ℓ > 1, the description of factor modules of Pℓ
is much more complicated in type D. For example, consider the direct sum k2
of k’s corresponding to −2 in the first row and 2 in the second row. Then sub-
spaces of k2 generate distinct submodules of Pℓ. Fortunately, to describe J(w) for
w join-irreducible, we only need the following special class of factor modules.
Definition 6.11. Let S be a subarray of the array (6.2). We say that S is
predecessor-closed if it is closed under predecessors in the quiver (6.1).
Now we fix scalars α and β satisfying α + β = 1. We say that S is (α, β)-
predecessor-closed if it is closed under predecessors in the subquiver of (6.1) ob-
tained by removing all arrows indexed by the scalar 0. An (α, β)-predecessor-
closed subarray S gives a factor module of Pℓ in a natural way. Clearly, if (α, β) 6=
(1, 0), (0, 1), then S is (α, β)-predecessor-closed if and only if it is predecessor-closed.
For m ∈ {2, . . . , n − 1}, let C(m, j) be the following subset of numbers in the
row of (6.2) starting at m.
C(m, j) :=


∅ j > ℓ,
m m−1 · · · j+2 j+1 j m ≥ j ≥ 1,
m m−1 · · · 3 2 −1 j = −1,
m m−1 · · · 3 2 1−1 j = −2,
m m−1 · · · 3 2 1−1 −2 −3 · · · j+2 j+1 j ≤ −3.
We simply write C(m, j) as m m−1 m−2 · · · j′ , where j′ := j if j ≥ −1
and j′ := j + 1 if j ≤ −2.
Let S(w) be the subarray of the array (6.2) given by
S(w) =
C(ℓ, iℓ+1)
C(ℓ+1, iℓ+2)
C(ℓ+2, iℓ+3)
.
.
.
C(n−2, in−1)
C(n−1, in)
=
ℓ ℓ−1 ℓ−2 · · · · · · · · · · · · i′ℓ+1
ℓ+1 ℓ ℓ−1 · · · · · · · · · i′ℓ+2
ℓ+2 ℓ+1 ℓ · · · · · · i′ℓ+3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
n−2 · · · · · · i′n−1
n−1 · · · i′n
. (6.3)
Note that i′m ≤ m holds for any m ∈ {ℓ+ 1, . . . , n}, and if i
′
m = m holds, then the
row starting at m− 1 is empty.
Theorem 6.12. Let w = [i1, . . . , in] ∈ W be a join-irreducible element of type
ℓ 6= ±1, and S(w) subarray of the array (6.2) described in (6.3).
(a) If {1, 2} 6⊂ {|iℓ+1|, . . . , |in|}, then S(w) is predecessor-closed.
(b) If {1, 2} ⊂ {|iℓ+1|, . . . , |in|}, then S(w) is (1, 0) or (0, 1)-predecessor-closed.
In either case, we have a factor module of Pℓ corresponding to S(w).
(c) J(w) is the factor module of Pℓ corresponding to S(w).
For example, let n = 6 and w = [345126] and w′ = [345216]. Then
S(w) =
2 1
−1 −2 −3 −4
3 2 1
4 3 2
and S(w′) =
2 1
−1 −2 −3 −4
3 2 1
−1
4 3 2 1
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Thus S(w) is (0, 1)-predecessor-closed and S(w′) is (1, 0)-predecessor-closed, and
J(w) =
4
3
2
3
2
1
−1
2
1
−2 −3 −4





//
//
22❞❞❞❞
,,❩❩❩
//
,,❩❩❩❩
,,❩❩❩
−1
22❞❞ // //
and J(w′) =
4
3
2
3
2
−1
1
2
1
−1
−2 −3
1
−4





−1
//
//
22❞❞❞
,,❩❩❩❩
//
,,❩❩❩
22❞❞❞❞
−1
,,❩❩ 22❞❞❞
,,❩❩❩❩
// //
.
To prove Theorem 6.12, we need some preparation. Let w = [i1, . . . , in] ∈W be
a join-irreducible element of type ℓ. For each m ∈ {ℓ+ 1, . . . , n}, let
jm := im +#{m
′ | m ≤ m′ ≤ n, |im′ | ≤ |im|},
Clearly im > 0 implies jm = im + 1 > 1, and im < 0 implies jm ≤ 0. In the latter
case, we have jm = −#{m
′ | 1 ≤ m′ ≤ ℓ, |im′ | ≤ |im|}. Therefore jℓ+1 ≤ jℓ+2 ≤
· · · ≤ jn holds.
Lemma 6.13. Let w = [i1, . . . , in] ∈ W be a join-irreducible element of type ℓ 6=
±1. Then we have a reduced expression w = xnxn−1 · · ·xℓ+2xℓ+1, where xm for
m ∈ {ℓ+ 1, . . . , n} is given by
xm =


simsim+1 · · · sm−1 if jm > 0,
sǫms2s3 · · · sm−1 for ǫm := (−1)
#{m′|m≤m′≤n, im′<0} if jm = 0,
s−1s1s2s3 · · · sm−1 if jm = −1,
s−jms−jm−1 · · · s3s2s−1s1s2s3 · · · sm−1 if jm < −1.
(6.4)
Proof. Since i1 < i2 and −i1 < i2, we have 0 < i2 < · · · < iℓ. Let h1 < · · · < hℓ+1
be the reordering of
• i1, i2, . . . , iℓ, iℓ+1 if jℓ+1 > 0 or (jℓ+1 = 0 and i1 > 0),
• −i1, i2, . . . , iℓ,−iℓ+1 if jℓ+1 < 0 or (jℓ+1 = 0 and i1 < 0),
and let v := [h1, . . . , hℓ+1, iℓ+2, . . . , in] ∈ W . It is easy to check that v is either an
identity or join-irreducible of type ℓ+ 1. We will show
wx−1ℓ+1 = v and ℓ(w)− ℓ(xℓ+1) = ℓ(v). (6.5)
Then the assertion follows inductively.
Let t be the unique integer satisfying ht = |iℓ+1|.
Assume jℓ+1 > 0 and so iℓ+1 > 0. Since all positive integers smaller than iℓ+1
appear in |i1|, . . . , |iℓ| we have t = iℓ+1. Thus (6.5) follows from xℓ+1 = stst+1 · · · sℓ.
Assume jℓ+1 = 0 and so iℓ+1 < 0. Since all positive integers smaller than iℓ+1
appear in |iℓ+2|, . . . , |in|, we have t = 1. If i1 > 0, then ǫℓ+1 = 1 holds, and (6.5)
follows from xℓ+1 = s1s2s3 · · · sℓ. If i1 < 0, then ǫℓ+1 = −1 holds, and (6.5) follows
from xℓ+1 = s−1s2s3 · · · sℓ.
Assume jℓ+1 < 0 and so iℓ+1 < 0. Then t = 1 − jℓ+1 holds, and (6.5) follows
easily from xℓ+1 = st−1st−2 · · · s3s2s−1s1s2s3 · · · sℓ. 
Now we are ready to prove Theorem 6.12.
Proof of Theorem 6.12. (a) and (b) are easily checked.
(c) Choose scalars α and β such that S(w) is (α, β)-predecessor-closed. Using
the quiver representation of Pℓ given in (6.1) and the reduced expression of w given
in Lemma 6.13, we calculate I(w)eℓ. Dividing into three cases, we show that the
first row of J(w) coincides with that of S(w).
Assume jℓ+1 > 0. By (6.4), the first row of I(xℓ+1)eℓ is given by{
iℓ+1−1 iℓ+1−2 · · · 2
1
−1 −2 · · · 2−n 1−n if iℓ+1 ≥ 2,
−1 −2 −3 · · · 2−n 1−n if iℓ+1 = 1.
30 IYAMA, READING, REITEN, AND THOMAS
Since 0 < iℓ+1 < iℓ+2 < · · · < in holds, both siℓ+1−1 (when iℓ+1 ≥ 2) and s−1
(when iℓ+1 = 1) do not appear in xnxn−1 · · ·xℓ+2 by (6.4). Thus the first row of
I(w)eℓ coincides with that of I(xℓ+1)eℓ, and the first row of J(w) coincides with
that of S(w).
Assume jℓ+1 < 0. By (6.4), the first row of I(xℓ+1)eℓ is given by
jℓ+1−1 jℓ+1−2 jℓ+1−3 · · · 2−n 1−n .
Let m0 := min{m | ℓ+1 ≤ m ≤ n, |im| ≤ |iℓ+1|}, which equals jℓ+1− iℓ+1+ ℓ. We
show that, for any ℓ + 1 ≤ m ≤ m0, the first row of I(xmxm−1 · · ·xℓ+1)eℓ is
jℓ+1−m+ℓ jℓ+1−m+ℓ−1 · · · 2−n 1−n .
The case m = ℓ+1 was shown above. Assume that this is the case for m−1(< m0).
It suffices to show that s−jℓ+1+m−1−ℓ appears in xm, and that s−jℓ+1+m−ℓ does not
appear in the left side of s−jℓ+1+m−1−ℓ in xm. Since −jℓ+1 ≤ ℓ holds, we have
2 ≤ −jℓ+1 +m− 1− ℓ ≤ m− 1.
If jm ≥ 0, then the assertion follows from (6.4) and
im ≤ im0 −m0 +m ≤ −iℓ+1 −m0 +m− 1 = −jℓ+1 +m− 1− ℓ.
If jm < 0, then the assertion follows from (6.4) and−jm ≤ −jℓ+1 < −jℓ+1+m−1−ℓ.
Inductively, we have shown that the first row of I(xm0xm0−1 · · ·xℓ+1)eℓ is
iℓ+1 iℓ+1−1 · · · 2−n 1−n (6.6)
since jℓ+1 −m0 + ℓ = iℓ+1. Since 0 < −iℓ+1 < im0+1 < · · · < in holds, s−iℓ+1 does
not appear in xnxn−1 · · ·xm0+1. Thus the first row of I(w)eℓ coincides with (6.6),
and the first row of J(w) coincides with that of S(w).
Assume jℓ+1 = 0. By (6.4), the first row of I(xℓ+1)eℓ is given by
−ǫℓ+1 −2 −3 · · · 2−n 1−n .
By a similar argument as in the case jℓ+1 < 0, one can check that the first row of
J(w) coincides with that of S(w).
We have completed to show that the first row of J(w) coincides with that of
S(w). All rows of I(xℓ+1)eℓ except the first one coincide with those of Pℓ since sℓ+1
does not appear in xℓ+1. Repeating the same calculation, all rows of J(w) coincide
with that of S(w). 
Example 6.14. Let w = [(−1)n−ℓ, 2, . . . , ℓ, n, n− 1, . . . , ℓ+ 1] be a join-irreducible
element of type ℓ. Then we have a reduced expression
w = xnxn−1 · · ·xℓ+2xℓ+1 for xm = sℓ · · · s3s2s−1s1s2s3 · · · sm−1,
and the corresponding indecomposable τ−-rigid Π-module is J(w) = Pℓ.
Example 6.15. Consider type D4.
We have the following 7 join-irreducible elements of type 3.
J(1243) = J(s3) = 3 , J(1342) = J(s2s3) = 3 2 ,
J(2341) = J(s1s2s3) = 3 2 1 , J(2341) = J(s−1s2s3) = 3 2 −1 ,
J(1342) = J(s−1s1s2s3) = 3 2
1
−1 , J(1243) = J(s2s−1s1s2s3) = 3 2
1
−1 −2 ,
J(1234) = J(s3s2s−1s1s2s3) = 3 2
1
−1 −2 −3 .
We have the following 23 join-irreducible elements of type 2. They are predecessor-
closed unless otherwise specified.
J(1324) = J(s2) = 2 , J(2314) = J(s−1s2) = 2 −1 ,
J(2314) = J(s1s2) = 2 1 , J(1423) = J(s3 · s2) =
2
3 ,
J(2413) = J(s3 · s1s2) =
2 1
3 , J(2413) = J(s3 · s−1s2) =
2 −1
3 ,
J(1324) = J(s−1s1s2) = 2
1
−1 , J(1423) = J(s3 · s−1s1s2) =
2 1
−1
3
,
LATTICE STRUCTURE VIA REPRESENTATION THEORY 31
J(1234) = J(s2s−1s1s2) = 2
1
−1 −2 ,
J(3412) = J(s2s3 · s−1s2) =
2 −1
3 2 (this is (0, 1)-predecessor closed),
J(3412) = J(s2s3 · s1s2) =
2 1
3 2 (this is (1, 0)-predecessor closed),
J(3421) = J(s−1s2s3 · s1s2) =
2 1
−1
3 2 −1
(this is (1, 0)-predecessor closed),
J(3421) = J(s1s2s3 · s−1s2) =
2 1
−1
3 2 1
(this is (0, 1)-predecessor closed),
J(1243) = J(s3 · s2s−1s1s2) =
2 1
−1 −2 −3
3
,
J(1432) = J(s2s3 · s−1s1s2) =
2 1
−1 −2
3 2
,
J(2431) = J(s−1s2s3 · s−1s1s2) =
2 1
−1 −2
3 2 −1
,
J(1342) = J(s2s3 · s2s−1s1s2) =
2 1
−1 −2 −3
3 2
,
J(2431) = J(s1s2s3 · s−1s1s2) =
2 1
−1 −2
3 2 1
,
J(2341) = J(s−1s2s3 · s2s−1s1s2) =
2 1
−1 −2 −3
3 2 −1
,
J(1432) = J(s−1s1s2s3 · s−1s1s2) =
2 1
−1 −2
3 2 1
−1
,
J(2341) = J(s1s2s3 · s2s−1s1s2) =
2 1
−1 −2 −3
3 2 1
,
J(1342) = J(s−1s1s2s3 · s2s−1s1s2) =
2 1
−1 −2 −3
3 2 1
−1
,
J(1243) = J(s2s−1s1s2s3 · s2s−1s1s2) =
2 1
−1 −2 −3
3 2 1
−1 −2
.
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