ABSTRACT Radial basis function (RBF) network has been utilized in many applications due to its simple topological structure and strong capacity on function approximation. The core of RBF network is its static kernel function, which is based on the Euclidean distance and cannot obtain good performance for time series classification (TSC) due to the time-shift invariance, complex dynamics, and different length of temporal data.This paper proposed a new temporal kernel, namely, the dynamic barycenter averaging kernel (DBAK) and introduced it into the RBF network. First, we combine k-means clustering with a dynamic time warping (DTW)-based averaging algorithm called DTW barycenter averaging (DBA) to determine the center of DBAK. Then, in order to facilitate the stable gradient-training process in the whole network, a normalization term is added into the kernel formulation. By integrating the information of the whole time warping path, our DBAK-based RBF network performs efficiently for TSC tasks.
I. INTRODUCTION
Time series classification (TSC) is a hot research topic that is attracting wide attention in many fields, including atmospheric monitoring [1] , clinical medicine [2] , robotics [3] , financial stock data analysis [4] , etc. Time series in the TSC mission can be divided into two types, the univariate time series and the multivariate ones. This paper focuses on the univariate time series. Recent years have witnessed a growing number of studies on it. These studies can be roughly divided into four categories: 1) the first one is distancebased methods which combine standard time series benchmark distance measures with other classifiers for TSC tasks. The mainstream methods include 1NN-DTW model [5] , [6] which combines one nearest neighbor (1NN) classifier with dynamic time warping (DTW) and its variant based on derivative distance called DD DTW [7] ; 2) the second one is feature-based classifiers. They classify time series according to the discriminative features learned from the raw data. The methods in this class include shapelet transform (ST) [8] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Alireza Sadeghian. learned shapelets (LS) [9] , bag of SFA symbols (BOSS) [10] , time series forest (TSF) [11] , time series bag of features (TSBF) [12] ; 3) the third category includes ensemble methods which aims at ensemble strong TSC baseline results. The three typical methods are Elastic Ensemble (EE) [13] , the collection of transformation ensembles (Flat-COTE) [14] and the hierarchical vote COTE (Hive-COTE) [15] . Specifically, EE method is an ensemble classifier with 1NN based on 11 elastic distance measures, while COTE ensembles 35 different classifiers constructed in the domain of time, frequency, change, and shapelet transformation respectively; 4) the fourth one is deep learning methods, such as Multi-Layer Perceptron(MLP), Fully Convolutional Networks(FCN) and ResNet [16] . More deep learning methods are available on [17] . Although some progress has been made, TSC tasks still suffer from the fact that practical time series inevitably exhibit time-shift invariance, high-dimensionality and complex dynamics.
Radial basis function (RBF) network, first introduced by Broomhead and Lowe [18] , is a simple, efficient and interpretable tool for modeling time series. It has apply radical basis function into layered network. Benefit from the RBF's kernel, RBF networks are universal approximators. This means an RBF network with enough hidden neurons can approximate any continuous function on a closed, bounded set with arbitrary precision [19] . In this sense, RBF network is versatile, its applications include function approximation, time series prediction, classification, and nonlinear system control. Compared with other neural networks, one main advantage of RBF is the simplicity of the computation of network parameters [20] . Another one is the ability of RBF to generalize the results with high tolerance of input noises [21] . Due to these advantages, RBF network is regarded as a competitive method in contrast to multi layer perceptron (MLP) neural networks. Many existing work focus on optimizing structure [22] - [24] , learning mechanism [25] - [27] of RBF networks. Moreover, in recent years, RBF networks are also successfully applied to semi-supervised learning [28] and hyperparameter optimization of deep learning algorithms [29] .
However, the kernel function of RBF network has deficiencies as it is based on the Euclidean distance and improper to be used directly for time series classification (TSC). This is because the Euclidean distance assumes that each sample pair has been aligned with the same length, and time shifts or time distortions occur frequently and unpredictably in time series data [30] .
In an attempt to adapt RBF kernel to time series classification, DTW distance is a feasible alternative to Euclidean distance. The earliest work is the support vector machine (SVM) with a dynamic time-alignment kernel (DTAK) proposed by Shimodaira et al. [31] . DTAK uses inner product and kernel function to calculate the distance between two aligned points (instead of Euclidean distance) and then minimizes the accumulated distance like DTW. Bahlmann et al. directly replace the Euclidean distance with DTW in another way and propose an invariant of the gaussian radius basis function called gaussian DTW (GDTW) kernel [32] . Most recently, Xue et al. developed an altered Gaussian DTW (AGDTW) [33] kernel function which takes into consideration each of warping path between time series and obtain corresponding transformed kernel features for time series classification. The main idea of AGDTW is to align time series at first and then calculate the values of the corresponding kernel function over the warping path. However, the AGDTW kernel is unnormalized and dependent on the length of warping path. Therefore this kernel spends vast of time in kernel transformation and cannot be directly applied in gradient training-based RBF network. In contrast to only considering the optimal alignment, global alignment kernels (GAK) [34] uses all of the possible alignments from the cost matrix to compute the soft-minimum of all alignment costs.
In this paper, a new temporal kernel called Dynamic Barycenter Averaging Kernel (DBAK) is proposed and combined with RBF networks. DBAK is based on the AGDTW. Specifically, we first determine the DBAK's centers by k-means clustering with a DTW barycenter averaging (DBA) algorithm developed by Petitjean et al. [35] . Note that here the kernel center is a time series, not a vector. Furthermore, to ensure the stability of the gradient-training process in the whole network, a scaled term is added to normalize the proposed kernel. By integrating the warping path information between the input time series and the kernel's time series center, DBAK based RBF network can be efficiently applied in the TSC task.
Compared with our previous work [36] , we extend the experiments to 44 datasets with training sizes smaller than or equal to 200 and also conduct experiments on the whole 85 datasets. Moreover, some non-parametric tests are conducted on these benchmark datasets to test that whether the performance of the proposed model is significantly better than existing methods. For better insight into the model, we conduct components analysis and give some interpretable examples for the new DBAK function.
We will start with preliminaries related to our work in the following section. Section 3 then introduce the the details of the proposed model DBAK-RBF. The experimental results are presented in Section 4. Finally, Section 5 provides conclusions of this paper.
II. PRELIMINARIES
In this section, we first give notation of time series in our paper. Then a brief review of Radial basis function (RBF) network, dynamic time warping (DTW), AGDTW [33] and the DTW barycenter averaging (DBA) algorithm are introduced. More details about RBF network can be found in [18] and [19] .
A. NOTATION OF TIME SERIES DATASET

Given a time series dataset
, L T i denotes the length of input time series and d denotes the dimension of input time series. In this paper, we focuses on the univariate time series, i.e., d = 1.
B. RADIAL BASIS FUNCTION (RBF) NETWORK
Radial basis function (RBF) network, first formulated by Broomhead and Lowe [18] , is a simple and effective tool in the field of mathematical modeling. RBF networks typically have three layers: an input layer, a hidden layer with a nonlinear RBF kernel function and a linear output layer. Given a D-dimensional sample x i , a RBF network with P hidden neurons can be defined by the following equations:
where φ i,j is the activation value of the j-th hidden neuron, φ(·) denotes the kernel function of RBF and c j is the center vector of the kernel function in the j-th hidden neuron. y i,k is the k-th output unit corresponding to the i-th input. f denotes the activation function. K is the number of output units. w j,k is the corresponding weight and b k is the bias term.
C. DYNAMIC TIME WARPING (DTW)
In time series analysis, Dynamic time warping (DTW) [5] is an extensively used algorithm for measuring dissimilarity between two temporal sequences. It is based on the Levenshtein distance and finds the optimal alignment paths between two sequences. Suppose there are two sequences S and T defined by:
where N , M denotes the length of two sequences. Then, these two sequences can be arranged to an N -by-M grid G, where the grid point G(i, j) denotes an alignment between a i from sequence S and b j from sequence T . A warping path W = (w 1 , w 1 , . . . , w K ) between these two sequences is a sequence of points in grid G (K denotes the length of this path). This warping path satisfies three conditions: 1) boundary condition: this condition restricts endpoints of path by w 1 = G(1, 1) and w K = G(N , M ); 2) monotonicity: the mapping of the indices from sequence S to indices from sequence T must be monotonically increasing, and vice versa. 3) step size condition: the warping path W satisfies i k+1 − i k ≤ 1 and j k+1 − j k ≤ 1; In this way, searching for a DTW path is equivalent to minimizing all potential alignment paths in terms of cumulative distance cost. The DTW distance is calculated as follows
For two aligned points a i k and b j k , δ denotes a distance between the points. In this work, we use the squared Euclidean distance:
To calculate minimum-distance warping path, a dynamic programming approach is used. The recurrence relation in DTW problem can be formulated by
where matrix denotes a cumulative distance matrix. The initial conditions are 
D. ALTERED GAUSSIAN DTW (AGDTW)
The GDTW kernel is constructed by introducing DTW distance into kernel mapping to replace the Euclidean distance in the Gaussian RBF kernel. Namely, Given two time series S and T defined in Eq. 3 and Eq. 4, a GDTW kernel [32] has the form
where σ denotes the width of the kernel function and satisfies σ = 0. To take into consideration each of the warping path between time series in kernel function, an altered gaussian DTW (AGDTW) is developed. Let {a i k , b j k } be the aligned point pair that corresponds to the time series S and T , and K denotes the length of warping path. Formally, AGDTW is defined as
E. DTW BARYCENTER AVERAGING (DBA)
DTW Barycenter Averaging (DBA) [35] is a global technique for averaging a set of time series. In our work, this technique will be used for estimating the kernel's centers. The main strategy of DBA is to iteratively optimize an initially (or temporary) average time series to minimize its squared distance (DTW) from averaged sequences. Technically, the DBA is divided into two steps at each iteration: 1) Calculating DTW distance between each time series sample and a temporary average sequence, and find associations between coordinates of the average sequence and coordinates of the set of time series; 2) Updating each coordinate of the average sequence as the barycenter of coordinates associated to this coordinate during the first step; The algorithm is shown in Alg. 1, and the source of DBA can be found in [37] . More details about DBA can be found in [35] . for each T in S do 4: Compute DTW warping path i and j for T and c.
5:
//So T (i k ) and c(j k ) are aligned points.
6:
//ĉ(j k ) is a subset of aligned points 8: //ĉ is a set of subsets. for each subsetĉ(j) inĉ do 12: c(j) = barycenter(ĉ(j)) 13: end for 14: end for 15 : return c Figure 2 shows the examples of the average sequences obtained by ED mean and DBA respectively on one dataset from [38] . We can see from Fig. 2 that the shape of sequence obtained by DBA is very similar to the one of the input signals, while the one of ED mean eliminates the original peak of the data. It means that the DBA preserves the ability of DTW with identifying time shifts. Therefore, DBA is more suitable and accurate than ED mean in TSC problem.
In Section 3, we will propose a new temporal kernel based on the AGDTW, which enables a stable gradient-training in the RBF networks.
III. DBAK-RBF NETWORK
In this section, we combine the RBF network with a new dynamic barycenter averaging kernel (DBAK). We call our model DBAK-RBF for short. The architecture of the DBAK-RBF network is illustrated in Fig.3 .
A. FORMULATION
Our DBAK-RBF network is based on the topological structure of the general RBF network and has a single hidden layer. The core element of DBAK-RBF network is the DBAK function, which is defined as
where C p denotes the center of p-th hidden neuron's acti-
The center in our DBKA-RBF network is a time series, rather than a vector in the general RBF network. The reason behind this will be explained later. Parameter σ is the kernel parameter. K denotes the length of the warping path between time series T n and C p , and L T n and L C p are the length of T n and C p , respectively. Compared with AGDTW kernel in Eq. 10, our DBAK introduced a normalization term in Eq. 11, which can be decomposed into two parts:
In AGDTW, values of kernel easily turn out to be much larger due to a large K , which will hinder the gradient-training. The part 1 K is used to eliminate the effects of the optimal warping length K [39] . The other scaling term is M K , which can make the outputs of K DBAK (T n , C p ) tend to a standard normal distribution, as is shown in Fig. 4 . After being multiplied by the first scaling term, namely, 1 K , the warping path will lose information. The second scaling term, namely, M K , will compensate for their losses. Their effectiveness will be verified in later experiments.
After computing the DBAK kernel's values in the hidden layer, the c-th activation value z n,c can be calculated as
where c = 1, 2, · · · , C and p = 1, 2, · · · , P. Using the Softmax function, we can have the posterior distribution y n,c of the c-th class that corresponds to the n-th time series sample:
In this way, we can use the well-known multinomial cross entropy loss to define the classification target function:
whereŷ n denotes the true label of the n-th sample.
B. TRAINING
The whole process of training our DBAK-RBF consists of two steps: 1) the selection of the centers {C p } in Eq. 11 and 2) the estimation of other parameters, including the width {σ p }, the weights {w p,c } and the biases {b c }.
1) STEP 1: SELECTION OF CENTERS IN DBAK
For traditional RBF networks, the kernel's centers {C p } are usually optimized via a clustering algorithm such as k-means. However, because such techniques rely on the Euclidean distance metric, they are not suitable for time series data and cannot be directly used in DBKA-RBF network. Using DTW is a natural way to select the centers when modeling time series data. However, this will generate much higher computation costs because we must compute the DTW distances of all sample pairs. Here, we will estimate our DBAK function's center time series {C p } based on the combination of the DTW-based averaging method, namely, DTW Barycenter Averaging (DBA) [35] and k-means clustering. First, we use the k-means method to roughly divide the training set into different clusters. Then, for each cluster, DBA algorithm is used to estimate an averaged time series as a center of DBAK function. This strategy is also suggested in [40] .
2) STEP 2: GRADIENT-BASED OPTIMIZATION
After selecting the centers in DBAK function, we can use gradient-based optimization techniques to learn other parameters, including {σ p }, {w p,c } and {b c }. According to Eq. 11 to Eq. 15, we can easily obtain the corresponding gradient formulations. The gradient of the width σ of DBAK function is given by
where return the centers {C p }; the optimized width {σ p }, the weights {w p,c } and the biases {b c }.
Algorithm 2 details the entire process of training our DBAK-RBF.
Generally, a learning rate should be specified for a gradient-based optimization method. And Adam [41] is a popular and practical stochastic gradient descent algorithm that is based on the estimation of 1st and 2nd-order moments. The method computes individual adaptive learning rates for different parameters from estimates of first and second moments of the gradients.
There are 3 hyper-parameters in Adam, including step size α, exponential decay rates β 1 and β 2 . In our experiments, we simply set α = 0.1, β 1 = 0.9, β 2 = 0.999.
C. DISCUSSION OF COMPUTATIONAL COMPLEXITY
In this section, we discuss the computational complexity of our model. In our model, the main computational cost is the calculation of DTW distances. We use DTW for two tasks. The first one is to compute center vectors with DBA. Here we need to compute the DTW distance between each time series sample and a temporary average sequence in an iterative way. The second is to compute the warping path between the given input time series and the centroids in the hidden neurons.
The original DTW algorithm has quadratic complexity of time and space. For simplicity, the complexity of DTW can be written as O(NM ), where N and M are the lengths of the two input time series. More generally, without loss of generality, assuming that T = max{N , M }, the time complexity can be said to be O(T 2 ) . In this way, the computational complexity in the first part can be given by O(mT 2 N iter ), which is linear to the number of time series samples m and quadratic to the length of time series T . N iter denotes the number of iteration. The complexity of the second part is O(nT 2 ), where n is the number of hidden neurons. According to these analyses, the main cost lies in the computation of DTW, and the orignal DTW in our model can be replaced by any DTW variant such as DTW with a warping window to improve the computational efficiency. For example, the time complexity of DTW with a warping width of w is O(T × wT ), where w is a percentage of the length of the time series. Since the typical optimal values of w are between 3% and 6%, DTW is effective linear and exact.
IV. EXPERIMENTS
This section validates the performance of our DBAK-RBF. We compare it with other mainstream TSC methods on the classification tasks for time series.
In addition, to verify the effectiveness of the components (e.g. DBAK, normalization term, the number of centers) in our model, we conduct the components analysis.
At last, we will give interpretable explanations for the new DBAK function.
To evaluate the performance, the classification accuracy can be defined by Accuracy = #correct classified data #testing data (20) Additional details about our experimental settings are as follows:
• The distance metric of DTW is square of the Euclidean metric, which consists of the sum of squared differences, which is given by:
• We have taken normalization before training and testing [42] - [44] .
• There are two different ways to select the center of each unit. The first one is to select the center on the whole dataset. In other words, we directly do clustering on the whole dataset and then compute DBA for each cluster. We call them Global centers. The second is to divide data according to its category label and compute DBA centers for each class. We first divide data according to its category label and then do clustering for each class. That's to say, we compute DBA centers for each class. We call them Local centers. For the experiments on different hidden units, the kind of center is Global centers. For the experiments on scaling term and DBAK function, the kind is Local centers. For the experiments comparing with other representative TSC models, we combine both of them.
• The initial average sequence of DBA is given as the DTW Median which is shown in Alg. 3. The max number of iterations for DBA is 15 which is default in Petitjean's code [37] . According to our observation, • We employ grid search to obtain the number of hidden units. The average number of each category is in the range of 1], [4] • In addition, we conduct non-parametric tests (Wilcoxon signed-rank test [45] ) in all experiments to make statistical comparisons.
A. COMPARISONS ANALYSIS
To evaluate the performance of the proposed DBAK-RBF, we perform a series of experiments on publicly available Time Series datasets from the ''UCR Time Series Data Mining Archive'' [38] . UCR datasets exhibit different background knowledge in a wide range of application domains, which is very effective in testing the learning and classification ability of time series classifiers. The 8 representative datasets are showed in Fig. 5 . We can find that time series data from different categories present time-shift invariance, high-dimensionality (time direction), and complex dynamics. Thus, classifying time series data is not a trivial task.
In our experiments, we first verify the performance of our model on 44 datasets with training size smaller than or equal to 200. Table 1 summarizes the details of the 44 datasets. We then conduct experiments on the whole 85 UCR datasets and the detailed results are in Appendix.
We select the current state-of-the-art classifiers as the compared baselines. They come from four categories we introduced in Section 1, including 1) distance-based methods; 2) feature-based methods; 3) ensemble-based methods and 4) deep learning methods.
In more details, for the distance-based methods, we compare with DTW 1NN [6] and DD DTW [7] . For the featurebased methods, we select shapelet transform (ST) [8] , learned shapelets (LS) [9] , bag of SFA symbols (BOSS) [10] , time series forest (TSF) [11] and time series bag of features (TSBF) [12] . For the ensemble-based methods, Elastic Ensemble (EE) [13] and the collection of transformation ensembles (Flat-COTE and HIVE-COTE) [14] , [15] are chosen. For deep learning methods, we compare with Multi-Layer Perceptron (MLP), Fully Convolutional Networks (FCN) [46] and ResNet [16] .
The results of MLP, FCN and ResNet are collected from [17] , and the rest of the results come from [47] .
The comparison results are shown in Table 2 . As shown in Table 2 , DBAK-RBF achieves much higher accuracies on some TSC tasks. For example, on the wine dataset, DBAK-RBF obtains an accuracy of 0.907, while other In addition, we conduct non-parametric tests (Wilcoxon signed-rank test with Holm's alpha correction at the 5% level, Friedman test) to perform statistical comparisons [48] . The statistic τ F of Friedman test is 15.0208, which is larger than the critical value 1.738 (p = 0.05). Thus, the null-hypothesis (the performances of all algorithms on the groups of data are similar) is rejected.
Wilcoxon signed-rank test also compares the results of DBAK-RBF with other classification methods. The adjusted p-value under the Holm's alpha correction at the 5% level are shown in the last row of Table2. If cor-p-value is lower than 0.05, the null-hypothesis (the performance of the two algorithms on the groups of data is similar) is rejected. In this sense, we can conclude that although our model ranks fourth but it has no statistically significant difference with HIVE-COTE, Flat-COTE, FCN and ResNet on these 44 datasets, and it significantly outperforms the rest of the compared models.
Furthermore, although the results of our model on the whole 85 UCR datasets in Appendix can not beat FCN, Flat-COTE, HIVE-COTE and ResNet, it has no statistically significant difference with other methods including some ensemble models e.g. EE and BOSS.
We must emphasize here that although the deep learning methods and ensemble methods outperform most of the other models, there are specific problems with each method. For example, as a representative ensemble-based method, COTE will suffer from high computational complexity due to employing 35 different classifiers. And the deep learning methods inevitably have the overfitting problem on small datasets. This point has been verified to some extent by the experiments on 44 datasets where our single model is no statistical significant difference with FCN and ResNet. Moreover, FCN has 5 layers and ResNet has 11 layers, while DBAK-RBF only has one hidden layer and is a single elegant model that we test as a stand-alone classifier. That means our model has many fewer parameters to learn.
B. IMPACT OF THE DBAK FUNCTION
The DBAK is a novel DTW-based kernel for RBF network for dealing with time series data. For components analysis, we firstly compare DBAK-RBF with a regular RBF network on 85 UCR datasets.
By regarding an input time series as an L T i -dimension input vector, we allow RBF network to be directly applied in TSC task. For the number of hidden units, only one center is selected for each class.
For each of the UCR Datasets, we obtain the accuracies of the two models. We combine these two accuracies as a point then plot them together. In Fig. 6a , the straight line represents equal accuracy of the two models. The points under the line represent the datasets on which the DBAK-RBF obtained a higher accuracy. It verifies that our DBAK outperforms the original RBF kernel based on Euclidean distance (ED) (Wins/Ties/Losses are 59/0/26 in Fig. 6a ). The p-value of Wilcoxon signed-rank test is 0.000038, which is smaller than the critical value 0.05. Thus, the null-hypothesis (the two algorithms have the same performance) is rejected. Therefore, with the advantage of DTW, DBAK is more suitable for time series, and it can also be applied in data that has different lengths.
C. SUPERIORITY OF DBA AVERAGE
In most cases, time series problems suffer from timeshift invariance, high-dimensionality, and complex dynamics. No specific meaning is associated with a specific dimension. Hence, it is unreasonable to directly employ ED-Mean as an average center.We conduct an experiment to verify this. We use the k-means algorithm that is based on ED to select centers in our DBAK-RBF, other than using the DBA. In other words, the means that are obtained from the k-means clustering process are set as the centers and each class has only one selected center. The result in Fig. 6b demonstrate that our DBAK outperforms ED-based k-means. The p-value of Wilcoxon signed-rank test is 0.00000089, which is smaller than the critical value 0.05. Thus, the null-hypothesis (the two VOLUME 7, 2019 algorithms have the same performance) rejected. It verifies that our DBAK is significantly outperforms the case of using ED-based k-means.
Furthermore, the DBA average is compared with the DTW median to determine whether the DBA average is more suitable than the DTW median under the DTW distance. Here,we compute DTW Median after clustering. The DTW Median is the median using DTW to compute the distance and the detail can be found in Alg. 3.
The p-value of Wilcoxon signed-rank test is 0.0000013, which is smaller than the critical value 0.05. Thus, the nullhypothesis (the two algorithms have the same performance) is rejected. Fig. 6c shows the results comparing DTW median and DBA in DBAK. DBAK-RBF with DBA outperforms the DTW median.
D. INTERPRETABLE EXAMPLES OF NORMALIZATION TERM
In Section III, we stated that the factor 1 K is used to eliminate the effects of the warping length K to make the model trainable but leads to the loss of warping path information. Therefore, we add a M K term to make up for these losses. Assume we have the warping path with a length of more than 200 and the activation value that is computed via Eq. 10 is 200. In the following forward-propagation step, we obtain a number that is equal to e 200 , which may lead to the inf/NaN Error and hinder the training process. Therefore the normalization term is necessary.
We investigate the performance of our normalization term, namely, M/K 2 in Eq. 11 as an example to explore the effect of normalization term. The DBAK with M/K 2 and the case with 1/K is compared in Fig. 6d . The p-value of Wilcoxon signed-rank test is 0.000038, which is smaller than the critical value 0.05. Thus, the null-hypothesis (the two algorithms have the same performance) is rejected. It verifies that the scaling term M/K significantly improves the performance on time series classification compared with the model with 1/K only.
Furthermore, we visualize the activation computed by Eq. 10 and Eq. 11 in Fig. 7 . Intuitively, if the distance between two signals is very large, their similarity will be small. As shown in Fig. 7 , the DTW distance is given as:
and the final similarity is given as:
should be satisfied. We can see that DBAK satisfies this inequality. However, AGDTW does not. In contrast, the warping length reflects the distortion. The results in the last row of Fig. 7 demonstrates that with the growth of the warping length in the process of dynamic programming, the similarity computed via Eq. 10(AGDTW) will also increase, while the similarity from Eq. 11(DBAK) is stable in the range from 0 to 1. DBAK outperforms AGDTW since it is unreasonable for the similarity to increase when the warping path becomes longer.
E. EFFECT OF THE WEIGHT INITIALIZATIONS
The effect of the initial weight values has received a significant amount of interest from many researchers in the field [17] . Therefore, we conduct experiments to explore whether the random initialization will impact the performance of DBAK or not.
We conduct experiments on 44 datasets, and the average accuracies and the standard deviations for 10 runs by random weight initialization are shown in Fig. 1 in Appendix. As we can see from it, the performance of DBAK is stable and does not suffer from significant impacts of different initial weight values. VOLUME 7, 2019 FIGURE 7. There are 3 signals:x, y , z; x, y is the blue signal in the left and right respectively, and the third one is labeled as z plotted in red in both left and right; In the first column, the first row is the signal of x and z. The second row is the aligned signal and its DTW distance. The third row is the similarity calculated by AGDTW and DBAK with respect to the length of the warping path and the same center signal z; The second column is similar to the first one. 
F. EXPERIMENTS ON THE DIFFERENT NUMBER OF HIDDEN UNITS
At last, the number of centers will be tested which is shown in Fig. 8 . For each dataset, we choose 20 numbers evenly over the length of time series as the number of centers. The performance of DBAK is stable, instead of that working better in a specific size of the network. We can also find out that a small number of centers is enough for the model to reach the stable accuracy, which is consistent with [40] .
V. CONCLUSIONS AND FUTURE WORK
In this paper, a new DTW-based kernel, named Dynamic barycenter averaging kernel (DBAK), has been proposed in RBF network to solve the time series classification problem.
The main characteristics of the DBAK-based RBF network include: 1) a two-step k-means clustering based on a DTW-Barycenter-Averaging (DBA) algorithm is used to determine the centers of RBF network's kernel function. 2) a normalization term is added to the kernel formulation to facilitate the stable gradient-training process. It retains advantages of the original RBF and performs efficiently for temporal data. Experimental results indicate that DBAK-RBF outperforms most of the distance-based methods and featurebased methods, and has no statistically significant difference with ensemble-based methods and deep learning methods on 44 datasets. Moreover, even on the whole 85 UCR datasets shown in Appendix, DBAK-RBF is a competitive model that has no statistically significant difference with some ensemble models e.g. EE and BOSS.
In the future, DBAK-RBF could be integrated into other methods and extended to other areas as a variant of RBF network. The scaled term we use to normalize the proposed kernel could be also applied to alleviate the overfitting problem in deep neural networks. Moreover, regularization techniques specific for neural networks such as data augmentation [49] could be employed to our model.
