Since no simulation model is perfect, any simulation model for modeling a system's physical behavior can be refined further. Hence, the question faced by a designer is -"How much refinement of a simulation model is adequate for a particular design problem?" To answer this question, we present a value-of-information based approach for determining the appropriate extent of refinement of simulation models. The value of additional information obtained via refinement of simulation models is measured as the difference between the maximum payoff that could possibly be achieved throughout the design space and the minimum possible payoff at the point in the design space selected using the simple model. The approach is presented using two examples -design of a pressure vessel and the design of a material. 
FRAME OF REFERENCE -SIMULATION MODEL REFINEMENT
Design is a decision-making process involving the transformation of product's functional requirements to its structure. Design decisions are generally made based on the information about the products' performance as a function of its structure. This information can be based on physical testing, previous experience, or simulation models. Simulation-based design is a field in engineering design where the focus is on using simulation models for making design decisions. In the past few decades, significant efforts have been focused on a) developing accurate simulation models for complex systems, and b) high performance computing to support these complex models. In spite of the significant progress in both these areas, modeling various aspects of a complex system in a simulation model is not possible using the currently available computational resources. This is further emphasized by the famous quote by George Box -"All models are wrong, some models are useful". According to this statement, all models have some approximations and can always be refined through various means. Some means for refinement of simulation models include consideration of multiple physical phenomena and their interactions in the model, finer grids in the Finite Element based models, better estimation of experimental parameters used in the model, etc.
The problem is further complicated with the increasing emphasis on the design of systems at multiple scales (multiscale systems). In multiscale systems, the complexity of simulation models increases as a function of physical phenomena and their interactions, significantly faster than the availability of computational resources. Considering these aspects, there is a need for making an appropriate balance between the levels of refinement of simulation models (to improve their accuracy), and managing their complexity, while maintaining their usefulness in design. Hence, a designer is faced with the following research question: How much refinement of a simulation model is adequate for a particular design problem?
In order to get more insight into the refinement of simulation models, one must consider the role of models in design. Simulation models are used to support design decisions. The quality of simulation models significantly influences the quality of design decisions. Hence, a simulation model is good if it helps designers make good design decisions. This is one of the most important factors to consider while answering the question about refinement of simulation models. The refinement of simulation models is also dependent on the stage of the design process. For example, in the early stages of design, only limited amount of information is available for developing these simulation models. A complete parametric description of the product is unavailable. Hence, even if a designer wants to make the perfect simulation model, he/she does not have complete information to do so. In the early stages, designers can either gather additional information to develop a better model, or use the available model to make decisions. This is a design process level decision that is generally made by designers in an ad-hoc manner. Hence, while developing the simulation models, a designer must account for a) the quality of decision that can be made using the simulation model, and b) the stage in the design process.
In this paper, we address the research question related to the extent of refinement of simulation models. Simulation models are used to predict the behavior of systems, which in turn is used for decision making. These models inherently contain some inaccuracies due to the various assumptions made during model development. Since our focus in this paper is on simulation-based design, we assume that a simulation model is a source of information. Refining a simulation model is equivalent to addition of more information for decision making so that it more accurately predicts the exact behavior of the system. Although simulation models can be refined indefinitely, our hypothesis is that designers don't need perfect models for making design decisions. After a certain level of refinement of simulation models, they can be used to make "satisficing" (good enough) decisions [1] . Hence, the appropriateness of simulation models is dependent not only on their accuracy, but on the quality of decisions made using the simulation models.
Radhakrishnan and McAdams [2] address a similar problem of model selection in engineering design using a utility based approach. They formulate preferences for accuracy in the model, and the costs incurred in constructing the model. The model with the maximum expected utility is selected. The assumption in this approach is that all the model options are available along with the information about their accuracy and cost. In the case of model refinement problem, this information is not available. Designers start with a simple model and systematically refine it until a model that is good enough for decision making is obtained. This refinement is based on the improvement in designer's decision making capability.
In this paper, we adopt a value-of-information based approach to quantify the improvement in decision-making from refining the simulation model. By developing the valueof-information based metric, we are interested in providing support to designers by quantifying the need to refine simulation models in a systematic manner. Related literature and background on value-of-information is provided in Section 2. The metric proposed for simulation model refinement is presented in Section 3. Two example scenariosdesign of pressure vessels and design of materials are presented in Sections 4 and 5 to illustrate the use of metrics. The pressure vessel design problem is used as an illustrative example to show the benefits of using value-of-information in making refinement decisions. In this problem, the refinement is achieved by simply reducing the bounds on parameters. The materials design example is more comprehensive and represents a typical problem encountered in simulation-based design. In this problem, the refinement of a Finite Element model is carried out by increasing the size of domain modeled, and refining the Finite Element mesh. Finally, closing thoughts are presented in Section 6.
BACKGROUND -VALUE-OF-INFORMATION

Value-of-Information in Decision-Making
At any stage in the decision making process, designers possess some amount of information that can be used for selecting the best course of action. Designers have an option of either i) making a decision using the available information, or ii) gathering more information and then making a decision using the updated information. In this context of decision making, value of this added information refers to the improvement in designers' decision making capability. Refinement of simulation models is analogous to provision of additional information that is available for decision making. Hence, value-of-information based metrics can be used by decision makers to make the meta-level decision involving tradeoff between gathering more information to reduce uncertainty and reducing the associated cost.
Consider the example of a designer who has a simulation model for predicting the system behavior and is interested in making a decision using the model. However, before making the decision, he/she has an option of increasing the fidelity of the model by considering additional physical phenomena in the model. For example, a structural decision maker may improve the fidelity of static model by adding dynamic behavior, creep, etc. Description of a physical phenomenon is equivalent to an information source that generates information about the system behavior. The output of the simulation i.e., system behavior is equivalent to the added information generated by the information source.
Howard [3] developed the idea of using value-ofinformation for determining whether to consider additional information for decision making. The expected value-ofinformation as defined by Howard is the difference between the expected value of the objective for the option selected with the benefit of the information less than without.
In the context of engineering design, Bradley and Agogino [4] use this value-of-information metric for a catalog selection problem, where a designer is faced with the task of choosing components from a catalog in order to satisfy some functional requirements. During the conceptual design phase, selection decisions need to be made under significant uncertainty due to limited understanding of requirements and constraints, inability to specify part dimensions, uncertainty in the environmental conditions, etc. Before making the decision about selecting the right component, a designer is faced with another higher level decision -whether to go ahead and make the decision using available information or to spend resources and gather more information before making the selection decision. This is a process-level decision, for which Bradley and Agogino [4] use the value-of-information metric to quantify the expected benefit from additional information.
Poh and Horvitz [5] use the value-of-information metric for refining decisions. The authors present three dimensions in which the decision models can be refined -quantitative, conceptual, and structural. Quantitative refinement of a decision model can be carried out by reducing the uncertainty in the decisions problem or by refining the preference models. Conceptual refinement is carried out by refining the definition of alternatives and design variables, whereas structural refinement requires addition of dependencies in the simulation model. Poh and Horvitz use the value-of-information metric to determine which dimension is critical for refinement of the decision problem. Having discussed the general applications of value of information metrics and their relevance to engineering, we discuss in detail some of the available metrics in Section 2.2.
Existing Metrics for Value-of-information
Lawrence [6] provides a comprehensive overview of metrics for value-of-information. He argues that the value-ofinformation for decision making can be measured at different stages in the decision making process -a) prior to consideration of incorporation of information, b) after considering a message source but prior to receiving a message (ex-ante value), c) after receiving additional information and making the decision, but before realization of the environmental state (conditional value), or d) after addition of information and observing the outcome of the decision based on acquired information (ex-post value). Referring back to the structural decision maker introduced in Section 2, the decision maker can evaluate the expected value-of-information before even considering the incorporation of any additional physical phenomena. The second option (ex-ante value) is to decide which physical phenomena to model (i.e., information source) and evaluating the value-of-information before executing the simulation code. The third option (conditional value) is to evaluate the value after executing the simulation code and making decision about the system but before manufacturing and testing system. The fourth option (ex-post value) is to evaluate the value of this additional information after making decisions and also manufacturing and testing the system. Mathematically, the ex-post and ex-ante value-ofinformation are represented as follows:
Ex-post value: E f x is the expected value of ( ) f x given y. It is important to realize that the key difference between ex-post and ex-ante value is that in ex-post value, the realization of state x is known. However, the realization of the state x is not known in the ex-ante value and the expected value of payoff is taken over the uncertain range of state x .
Ex-ante value:
Ideally, designers are interested in the ex-post value-ofinformation because it truly reflects the value-of-information for a decision based on the actual behavior of the system. At that stage, the realization of the state x is known and the system behavior can be measured exactly. However, it is not possible to calculate the ex-post value of a decision before making the decision itself. Due to the ex-ante nature of decision making, the decisions about the information have to be made before the state actually occurs. Hence, the ex-ante value-of-information is generally used by designers. It captures the value-of-information by considering uncertainties in the system. In order to model uncertainty for evaluating value-ofinformation, it is assumed that the probability distributions are available. However, if these probability distributions are not available, they are generally generated through an educated guess that is based on designers' prior knowledge. In order to address the problem of lack of knowledge about the probability distributions, Ling and co-authors [7] present an approach of measuring the value-of-information based on probability bounds. They assume that although the exact probability distributions are unavailable, the lower and upper bounds on these probability distributions are available in terms of p-boxes. Using this p-box approach, they evaluate the value of added information that reduces the size of the interval for probability distribution (i.e., tightens the probability bounds).
Requirements for Value-of-information for
Refinement In most of the efforts, the value-of-information is based on the variability in the decision problem. This type of uncertainty is referred to as stochastic uncertainty and is modeled using probability distributions. However, except for Ling and co-authors [7] , imprecision in the decision models which cannot be modeled in terms of probability distribution functions is often not modeled. Imprecision relates to epistemic uncertainty (i.e., the lack of knowledge), whereas variability refers to aleatory uncertainty (i.e., inherent randomness in the system). The key difference between imprecision and variability from a value-of-information standpoint is that imprecision can be reduced by incorporation of more information but variability cannot be reduced by incorporation of information. For example, consider a scenario where a designer has an option of making a decision using one out of two available simulation models. One of the simulation models has a higher fidelity representation of physics than the other. The process-level decision that a designer has to make is -"Which simulation model should he/she use for making the decision?" This scenario is extremely common in multiscale design problems. Consideration of imprecision in the value-of-information in addition to variability is very important from a process-level decision making standpoint. It forms a basis for determining the extent of refinement of simulation models. Hence, the first requirement for a value-ofinformation metric is quantification of imprecision.
Further, in the existing research efforts at utilizing the value-of-information, only the increase in expected value of payoff due to added information is considered for making process-level decisions. The variation in overall payoff 2 due to imprecision is not considered. For example, consider the scenario shown in Figure 1 where, a designer needs to select between two alternatives A and B. Parts (a) and (b) of the figure represent the intervals of payoff values for the two alternatives before and after the addition of information respectively. The variation in utility shows the impact of imprecision on achievable payoff values. A designer's decision rule is to choose the alternative that has higher middle value of the upper and lower bounds of utility achieved. As shown in the figure, the middle value of payoff achieved by each alternative is the same before and after addition of the information. However, after addition of information, the range of utility values that can be achieved by each alternative has reduced, which implies that the decision maker is has a greater confidence that Alternative A performs better than Alternative B.
Figure 1 -Importance of including deviation of expected utility in calculating value-of-information
In the figure shown, after the addition of information, the ranges of utilities do not overlap. Hence, a designer is certain that the alternative B is better than alternative A. In other words, designer's decision making capability is increased by the addition of information. If the decision about addition of information is made only based on the increase in middle value of utility, then it does not reflect the increased decision making capability of a designer. An increase in confidence of a decision maker increases the decision making capability. Hence, the reduction in the deviation of payoff should also be considered in value-of-information metric. This is the second requirement for the value-of-information metric developed in this paper.
The third requirement for the value-of-information metric is to quantify the opportunity for improving the design solution by adding more information. That is, the value-of-information metric should quantify the upper bound on benefit that can be achieved by obtaining perfect information. The opportunity for improving the design solution is quantified in the literature using Expected Value of Perfect Information (EVPI), which is calculated as the expected value of information based on setting the numerical values of uncertain parameters equal to their actual realization. If there are n uncertain parameters, the expected value of perfect information corresponding to each parameter is evaluated for individual parameters by setting their exact values. The greater the expected value of perfect information, the greater is the opportunity of improving the design solution through information gathering. The limitation of this expected value of perfect information, however is that the exact values of parameters are generally not available before gathering the information. Hence, the requirement is that the metric should provide an indication of the opportunity without requiring the perfect information.
The requirements for quantifying the value-ofinformation in improving decision making capability are summarized in Table 1 . In Section 3, we present a value-ofinformation metric that satisfies these requirements.
Table 1 -Requirements for the value-of-information metric
1. Quantification of imprecision in the available information 2. Consideration of the deviation of payoff 3. Quantification of opportunity for improving the design solution by ad ding more information
VALUE METRICS FOR MODEL REFINEMENT
Consider a scenario shown in Figure 2 , where the horizontal axis is the value of the design variable and the vertical axis is the corresponding payoff that is achieved by selecting the design variable. The design variable can be some physical dimensions that a designer has control over, whereas the payoff represents profit, which depends on system behavior such as performance, strength, and cost. A designer's objective is to maximize the payoff through selection of an appropriate design variable value. The solid line represents the actual system behavior and the dashed line represents the system behavior predicted by the simulation model. The difference in actual and predicted behavior is due to the simplifications in the model. In Figure 2 , it is assumed that the decision is characterized not by statistical variability, but only by imprecision due to the simplified nature of the simulation model.
If a designer makes a decision using the simulation model only, the decision point is X 2 , because it maximizes the payoff based on the predicted behavior. However a designer would have selected decision point -X 1 if the actual (real) behavior of the system were known (by using a perfect model). Hence, the value of using the perfect model over simpler model is the difference in payoff actually achieved by using the exact model. It is important to note that the value-of-information is evaluated using the difference in payoff using the actual system behavior. If there is no aleatory uncertainty, this valueof-information is similar to the ex-post value used in the literature. Notice that the value-of-information captures the 
Figure 2 -Conceptual description of value-ofinformation in simplified models
Another important point related to the value-ofinformation metric is that the value does not depend only on the accuracy of the model. It also depends on the complete decision formulation that includes constraints, preferences, region in the design space that is under consideration, etc. This point will be illustrated further in Section 4 using a design example. The same concept extends to higher dimension problems where there are many design variables and the payoff is determined by multiple conflicting criteria. In the case of multiple design variables, the curve corresponds to a multidimensional surface. In the case of multiple design criteria that affect the payoff, the criteria are combined together into an overall payoff function based on designers' preferences. The value of information is defined as the increase in the achievement of overall utility value when an exact model is used as compared to a simplified model. However, in most design cases, the difficulty is that the exact system behavior as shown conceptually in Figure 2 is unknown. If the exact system behavior is available, there is no need to use the simulation model to predict the behavior. In many design cases, it may be possible to determine an upper and lower bound on the behavior predicted by a simulation model. Designers may be able to generate information about lower and upper bounds through physical experiments, or through analysts' insights into the system's behavior. These bounds on the imprecision of the model result in bounds on the overall utility function, as shown in Figure 3 . The availability of bounds on imprecision of simulation models is an assumption, based on which the value of information metric is developed in this paper. The use of lower and upper bounds to quantify imprecision for calculating the value of information satisfies the first requirement presented in Table 1 .
With the available information about lower and upper bounds on payoff, the decision maker can select a decision rule based on which he/she selects numerical values for the design variables. The decision rule can be a) maximize the lower bound on achievable payoff (i.e, the worst case scenario), b) maximize the upper bound on achievable payoff (i.e., best possible scenario), or c) maximize the middle value of payoff. In Figure 3 , the decision maker's decision rule is to maximize the middle value of payoff, based on which the numerical value of design variable shown in the figure. For the selected value of design variable, there is a range of achievable payoffs as a result of imprecision in the simulation model. The lower bound on achievable payoff is denoted by 'l', the upper bound by 'u', and the middle value by 'm'. The maximum payoff that can possibly be achieved by any value of the design space is denoted by 'p', and is evaluated by maximizing the upper imprecision bound on payoff. Since the exact value of the payoff is not known at different values of design variables, it is not possible to calculate the exact valueof-information as illustrated in Figure 2 . However, since the lower and upper bounds on payoff are known throughout the design space, we can determine the maximum possible valueof-information. This upper bound on the value-ofinformation (maximum possible value) is given by the difference (p-l), where 'p' is the maximum payoff that can be achieved by any point in the design space and 'l' is the lowest possible payoff value achieved by the selected point in the design space (after making the decision without added information). This upper bound is also referred to as the expost value range.
Notice that ex-post value range is one type of value-ofinformation based metric for measuring the value of information from simulation models. The metric discussed in this section is illustrated through two examples -design of a pressure vessel and the design of materials. The pressure vessel design problem is used as a simple illustrative example. Since the problem consists of only one design variable, the results can be easily plotted and insights can be gained by graphical means. The imprecision in this problem is due to the range of possible properties values of the material used to manufacture the pressure vessel. The material design example is a comprehensive example where a Finite Element Model is used to predict the behavior of a material by changing multiple design variables. The imprecision in this example is due to the small size of the domain considered, and the discretization errors. The materials design example represents a typical simulation-based design problem. The pressure vessel design example is discussed in Section 4 and the material design example is discussed in Section 5.
EXAMPLE -DESIGN OF PRESSURE VESSEL
Problem Description
In this section, we discuss an example design problem where the objective is to design a pressure vessel with low weight and high volume. This problem is adapted from [8] . The pressure vessel should be able to sustain a specified pressure. The density and yield strength of the material are determined using some (unspecified) material simulation model. The accuracy of the material simulation model can be improved by addition of more details about the microstructure properties. However, this addition of information requires costly experiments and it is desired to keep the simulation model as simple as possible. Due to the simplicity of material model, the material properties are inaccurate. An accuracy bound on the numerical values predicted by the simulation model is available. In other words, although the predicted value has some errors, it is known with confidence that the values will lie between a specified lower and upper bounds. It is important to note here that the imprecision in the information is not due to randomness but is a result of lack of knowledge about the system. As the accuracy of the material simulation model is increased, the bounds on predicted values decrease and the predicted value of the properties change. Using the material information model, a designer intends to determine the following dimensions of the pressure vesselradius, length and the thickness (see Figure 4) . In this problem, the values of length and radius are fixed in order to make it a one dimensional problem that can be easily visualized using 2-dimensional plots. Hence, the design variable is the radius of pressure vessel. Due to the manufacturing constraints, there are limitations on maximum and minimum values of these dimensions. There are additional constraints on the design problem such as -a) the pressure vessel should not fail under the given pressure, b) the pressure vessel is thin walled, thereby imposing geometric limitations. The decision problem is graphically shown in Figure 5 as a utility maximization problem with inputs of preferences, constraints, goals and associated targets, and the design variable. The material properties are shown with block arrows depicting the imprecision due to simplified material models.
Due to this imprecision, the overall utility is imprecise, and hence represented by a block arrow. A designer's preferences for weight and volume are modeled using utility functions. The objective function is formulated as a weighted sum of these utility functions. The decision criterion used in this formulation is to select the point in design space that maximizes the upper bound of objective function. The objective function can also be formulated in other forms such as the maximization of lower bound on utility, weighted sum of upper and lower bounds of objective function, etc. Maximizing the minimum possible utility selects the point in design space where the worst case performance is the best, and leads to a conservative design. We believe that the selection of the decision criterion (i.e., the objective function) is dependent on the problem at hand and should be chosen by a designer. Although the results will be different for different decision criteria, the general principles and the discussion that follows remain valid and are independent of the decision criterion chosen. 
Figure 5 -Pressure vessel design problem with imprecise material properties leading to imprecise utility
The decision formulation discussed so far in this section is the design level decision about the product. However, there is also a process level decision that needs to be made in this problem -determination of the maximum level of imprecision in the material model which is appropriate for making decisions about the pressure vessel. Beyond that maximum level of imprecision, the cost of reducing imprecision overtakes its potential value. In this section, we assume that designers will start with a material model with maximum imprecision and sequentially refine it to reduce the imprecision bounds. The objective then is to determine the widest range that is appropriate for decision making. We address the problem in two parts -one where only the density is imprecise and the other where the material's strength is imprecise. These two parts are discussed in Sections 4.2 and 4.3 respectively. This process level decision is made using the value-of-information metric defined in Section 3.
Pressure Vessel Design with Imprecise
Material Density In this section, we consider the case where the density of the material used to manufacture the pressure vessel is imprecise, but strength of the material is known with certainty. The range of possible density values is known. With addition of more resources, the range of possible values can be reduced. For example, in the simplest material model, the range of predicted density values is between [0.003, 0.563] where the first number represents the lower bound and the second number represents the upper bound. On addition of more information in the material model, the range reduces to [0.010 0.550]. Notice that these ranges are illustrative numbers used in this paper. The results of decision making using imprecise information are shown in Table 2 . In this table, we illustrate 10 levels of the material model, each row representing one imprecision level in the material model. These 10 imprecision levels, leading to different design decisions are labeled from 1 through 10; 1 corresponding to the most imprecise density information and 10 representing the least imprecise (in this example, the 10 th level corresponds to a precise density value of 0.283). This imprecision density information is used in the decision making to select a radius that maximizes the objective function value given by a weighted sum of the average overall utility and the range of achievable utility values at the decision point. At each point the expected utility at decision point and the ex-post value range (i.e., the value-of-information metric presented in this paper) are shown in Table 2 . Value-of-information metric is also plotted in Figure 6 for each of the imprecision scenarios 1 through 10. 
Utility at Decision Point Density
As shown in the Figure 6 , the ex-post value range reduces with addition of more information. After a certain stage, (point 7 in the figure), the ex-post value range becomes almost zero. Hence, there is no benefit from addition of more information in the decision under consideration. Figure 7 and the results are shown in Table 3 . In the first scenario, the imprecision interval for strength is [50000 650000]. The range of strength values is systematically reduced in the following scenarios as the material model is refined. It is observed from the figure that after a certain point (Scenario 5), although the strength is imprecise, the value-of-information goes to zero. Hence, a designer may stop reducing the imprecision interval because after this stage, any reduction in the range for strength does not improve designer's decision making capability. The value of additional information is zero because material strength factors in a constraint in the design decision. If the lower bound of strength exceeds the maximum stress, the constraint becomes inactive and does not affect the decision. This is also evident from the fact that the decision made in scenarios 6 through 9 is the same (Radius = 20.1). Since a designer does not need to gather additional information about material strength, the resources that would have been spent on gathering additional information are saved. Hence, the metric helps designers in making decisions in an efficient manner. This shows that the advantage of value-of-information metric in making refinement decisions. 
EXAMPLE -DESIGN OF MATERIALS
In this section, we present an example of simulation model refinement from the material design domain. In this example, we explicitly consider the different modes of refinement of a Finite Element Model based simulation model. This is in contrast to the pressure vessel example, where the refinement was simply the reduction of parameter ranges. The model discussed in this section simulates the propagation of a shock wave through a material microstructure. The inputs to the model include shock speed, dimensions of material under consideration, volume fractions of constituents, and the size of constituent particles. The outputs include material behavior as the shock propagates. The model is used to make decisions about material parameters such as constituent volume fractions and particle sizes. The simulation model is developed by Austin [10] . Relevant details of the shock simulation model are discussed next.
The first step in the shock simulation is the generation of synthetic microstructures based on experimental data. Information obtained from microscopy of Reactive Powder Metal Mixtures (RPMMs) is used to generate size distribution of the particles and voids, which is a lognormal distribution. Experimental data is also used to generate nearestneighborhood distribution of particles. This information about size and particle distributions is used to randomly generate discrete sets of micron-scale particles (aluminum particles, iron oxide agglomerates, and voids). The particle size is controlled based on the mean and variance values of particle sizes observed the microscopic images and the number of particles generated is controlled by the prescribed volume fractions of the Statistical Volume Element (SVE) under consideration. The SVE represents a small section of the material through which a shock is propagated. The distribution of particles in the SVE is controlled by the nearest neighborhood distributions. Since the 3-D structure is modeled as a 2-D structure with circular particles, small amount of overlap is permitted. The remaining part of the SVE is filled with epoxy.
Symmetry
Fixed
Figure 8 -Boundary Conditions of the Discrete Particle Shock Simulation [10]
After the particle structure is generated, the next step is to perform numerical simulation using finite element techniques. In this model, shock waves are propagated through the reactive particle systems to understand the thermo-mechanical conditions that lead to reaction initiation. The simulation is performed using an Eulerian hydrocode Raven [11] . The boundary conditions on the SVE are shown in Figure 8 . The shock propagation phenomenon is idealized as a 1-D shock wave. A compressive shock wave is propagated through the mixture by applying a Lagrangian velocity boundary condition to the left surface of the SVE. The velocity of particle is represented as Up. Symmetry planes serve as Lagrangian boundary conditions for the top and bottom surface of the model. A fixed Lagrangian boundary condition is imposed on the right hand side surface. The simulation is carried out until the shock wave propagates 95% of the SVE to avoid wave reflections.
The particle shock simulation model is also used to determine the effect of changing material properties and morphology on the hydrostatic behavior of the overall material in terms of the Gruneisen Equation of State (EOS). An equation of state describes the relationship between the pressure, mass density, and internal energy of a material, e.g., P = P(ρ, e) [10] . Since the operating conditions of the material lies in high pressure range, simple linear elastic relations are unsuitable. In such conditions, Gruneisen EOS is widely used. Due to the complexity, the details of Gruneisen EOS are not presented here. Interested readers are directed to reference [10] . The only point of relevance in the discussion of this paper is that the parameters for Gruneisen EOS can be calculated by performing a linear regression on shock wave speed-particle speed data. The slope (S) and intercept (C) of this regression line are used in the Gruneisen EOS model for the material. These two parameters are useful in the material model in projectile level simulation.
In this section, we use the value-of-information approach to determine the right level of refinement of the model. Although there are various avenues for refinement of shock simulation model, we focus only on refinement via a) increasing the size of statistical volume element (SVE) and b) increasing the number of elements in the mesh. The material morphology in the SVE is randomly generated based on the statistical properties of the distribution of both size of particles, and the distance between them. Since the particles are randomly distributed, the material morphology is different every time a new set of particles is generated, even for the same set of parameters. Hence, the outputs of the simulation models are also randomly distributed. The size of the SVE chosen is one of the main factors determining the variability of response. Smaller SVEs have more variability as compared to the larger SVEs. As the size of the SVEs increases, the variability reduces because of the 'averaging effect'. After the material morphology is generated, the simulation is deterministic i.e., the same morphology with the same boundary conditions will result in the same values for the output parameters. However, since the particle shock simulation is an FEM based simulation model, there is uncertainty associated with the outputs due to discretizations. The parameter that can be used to control uncertainty due to discretizations is the number of elements in the 2-D mesh. The two parameters -size of SVE and the number of elements are model refinement parameters used in this section. The objective is to determine the appropriate values of these parameters in association with the material design parameters. The problem setup for refinement of shock simulation model is discussed in Section 5.1. The results of refinement are presented in Section 5.2.
Description of Materials Design Problem
The problem is to determine the values of two material parameters -size (radius) of aluminum particles and the volume fraction of voids. The range of radius of aluminum particles considered is [0.0005 0.0015]mm and the range of volume fraction of voids is [0.02 0.10]. All other parameters related to the material properties are assumed constant. In addition to determining the material parameters, the objective is also to determine the appropriate values for two model parameters -size of SVE and number of elements in the mesh. The size of SVE is a function of the length of the SVE, which ranges from [0.014 0.028]mm. The width is taken as half of the length in order to maintain the same aspect ratio for all scenarios. The number of elements in the mesh vary from [200 400]. Note that the decisions about the material parameters and the simulation model parameters depend on each other. Depending on the preferences for material properties, the appropriate level of uncertainty in simulation models may change. Similarly, depending on the level of model refinement chosen, the decision about material properties may change. As the simulation model is refined by a) increasing the size of SVE and b) increasing the number of elements in the mesh, the complexity of the model and associated runtime also increases significantly. In order to make efficient decisions, an appropriate set of values for the model related parameters is desired. In this section, we discuss how to quantify this tradeoff and make decisions.
The objective is to satisfy goals for the shock wave velocity with low variance. Shock speed is chosen as an objective because the material properties depend directly on the shock speed. As discussed previously in this section, the material properties can be modeled using the Gruneisen Equation of State (EOS) which is determined by fitting a straight line on the Particle speed -Shock speed data. Hence, the material properties are dependent on the shock speed achieved for a given particle speed. In the problem under consideration, the particle speed is fixed to 1000m/sec and the shock speed is calculated using the particle shock simulation model. Since we are dealing with the scenario where simulation model is approximate and the outputs consist of uncertainty, the objective is formulated with consideration of robustness. The shock speed goal is divided into two sub-goals -bringing the mean to target, and minimization of variation around the mean. This variation is a combination of the effects of both variation in the response due to changing morphology and the imprecision due to discretizations. The preferences for mean and variance are modeled as individual utility functions that are combined together as linear weighted functions.
The size of SVE (also referred to as window size) and the number of elements in the mesh can be varied continuously between the lower and upper bounds, which provides an infinite set of options of simulation model refinements. However, exploring all those options is not effective from a decision making perspective. In order to reduce the computational load, we just explore nine different simulation model refinement options. These options are generated by taking all combinations of three levels each of size of SVE (with lengths 0.014, 0.021, and 0.028mm) and the number of elements in the mesh (200, 300, and 400 along the x-axis with half that number in the y-direction). The nine options are labeled from A through I and are shown in Figure 9 . The approach is to select the simplest model (window size = 0.014, and number of elements = 200) and sequentially refine it to a level that is just appropriate for making decisions about the material properties. 
Results from Materials Design Problem
The decisions made using the different levels of refinement of the simulation model are presented in Table 4 . The weight for both mean and deviation goals is equal to 0.5.
The results in Table 4 contain columns for the number of elements in the mesh and the window size that determine the level of refinement of the shock simulation model. The fourth column is for the area of each cell in the finite element model and the fifth column is for maximum overall utility achieved at the decision point. The following two columns are for design variables -mean size of aluminum and volume fraction of voids. Finally, the last column indicates the ex-post value range, which is the difference between the maximum overall utility that can be achieved at any point in the design space and the minimum utility achieved at the decision point. This ex-post value range is used as a metric for value-ofinformation that can be achieved by refining the simulation model further. If the ex-post value is low enough, the model does not need to be refined. If the ex-post value is high, there is scope for improving the decision via refinement of the simulation model. 
Refinement Case Design Variables
The ex-post value range is presented in a matrix form in Figure 9 , where the rows correspond to fixed values of number of elements and the columns correspond to fixed values of the window size. The values in the cells for Ex-Post Value Range or Value-of-information (VOI) are presented in each of the cells in the matrix. There are two dimensions along which refinement can take place. The simulation model can be refined by either increasing the window size, or by increasing the number of elements. As the simulation model is refined, the numerical value of the metric reduces because it means that the possible improvement in the solution by refining the model also reduces. This is observed in Figure 9 while going from A B (increasing the window size) or from A D (increasing the number of elements). The ex-post value range reduces from 0.267 to 0.216 by refining the model from A B and the value reduces from 0.267 to 0.263 by refining the model from A D. This is an expected result.
When the window size is increased from 0.021 to 0.028 from B C, while keeping the same number of elements (=200), the ex-post value range actually increases from 0.216 to 0.226. This is opposite to the expected trend. The reason for that is that the two ways of refinement of the simulation model, increasing the window size and increasing the number of elements, are not independent of each other. By increasing the area of the SVE and keeping the same number of elements, the area of each cell actually increases. The area of each cell in B is equal to 11.05x10 -9 mm 2 , whereas the area of each cell in C is equal to 19.6 x10 -9 mm 2 . Hence, although the variability reduces due to increase in the area of the SVE, the imprecision increases due to increase in the area of cell. Similar trend is observed while going from E F. A comparison of the VOI metric for all the refinement levels A through I indicate that if the refinement decision is only based on the lowest ex-post value range, then the model H with window size 0.021 and number of elements equal to 400 is the best because it gives the minimum ex-post value range (=0.184). This model corresponds to a low area of cell (2.7505x10 -9 mm 2 ) and a large number of elements (400). It is important to note however, that as the number of elements or the window size is increased the computational cost also increases. Notice that the cost of computation is not considered in the determination of best model. The cost can be considered during the calculation of overall utility function.
As a summary, by using the value of information metric presented in this paper, designers can sequentially refine the simulation models and calculate the ex-post value range. If the value is low, then model refinement can stop. The use of the metric to the two example problems shows that the level of refinement depends not only on the accuracy of simulation models, but also depends significantly on the decisions to be made, problem constraints, and a designer's preferences. In the illustrative pressure vessel design problem, we show that a) reduction in the range of density improves the design decisions, and b) in spite of certain level of imprecision in strength, designers are able to make good decisions. Hence, by using the approach presented in this paper, designers can exploit such situations and make good design decisions efficiently (with less resource utilization). In the materials design problem, the metric helps designers in gaining insights into the model refinement process. Using the metric, the designers are able to identify that that the two approaches of model refinement (increasing window size, increasing number of elements) are not independent. The designers are also able to determine the appropriate level of refinement of the Finite Element model. In other words, the metric helps designers in making informed simulation model decisions and utilize resources in an appropriate manner. Hence, the metric serves as a guide for designers in determining when to stop refining the simulation models.
CLOSURE
Critical Review
The question posed in this paper is "How much refinement of a simulation model is adequate for design?" The conceptual answer to this question is "Simulation models should be refined to an extent that they help designers in making good decisions". The 'goodness' of decisions is dependent on a) satisfaction of design requirements, and b) designer's confidence in decisions. Although the conceptual answer to this question is useful, a quantitative answer is required to make decisions.
To provide a quantitative answer the question, we present a Value-of-Information based metric in this paper for determining the appropriate level of refinement of simulation models. Value of information is the improvement in the overall utility value when an exact model is used as compared to a simplified model. However, due to the unavailability of exact model in most design scenarios, designers cannot directly evaluate the improvement in the overall improvement. Instead of the improvement, we use an upper bound on the value of information as a metric for refinement of simulation models. The metric is called ex-post value range, and is used to determine the level of refinement beyond which the payoff from refinement is insignificant. This metric can be evaluated as the difference between the maximum payoff (utility) that can be achieved at any point in the design space, and the lowest possible payoff (utility) achieved at the decision point.
The ex-post value range satisfies three key requirements (see Table 1 ) that are important for making model-refinement related decisions. The satisfaction of these requirements differentiates the metric presented in this paper from existing value of information based metrics. The metric quantifies the impact of imprecision in available information via the lower and upper bounds of payoff (Requirement 1). This allows designers to account for imprecise information in addition to the statistical variability. The metric is based on the difference between maximum and minimum payoffs achieved. Hence, it also quantifies the possible deviation of payoff due to imprecision (Requirement 2). If a designer refines the simulation model in stages, the deviation in payoff reduces, which is reflected in the reduced ex-post value range. This allows designers to measure the improved confidence in decisions as the imprecision range reduces. Finally, the metric also allows designers to quantify the opportunity for improving the design solution (Requirement 3) because the metric is based on the upper bound of payoff throughout the design space. This allows designers to assess the maximum possible improvement in the design solution by addition of information via model refinement. Hence, we believe that the metric presented in this paper is an effective tool for designers in the process of refining simulation models and utilizing them for decision making.
Avenues for Further Investigation
The value-of-information metric presented in this paper is based on the assumption that information about error bounds (i.e., the lower and upper bounds on the imprecise variables) is available. Hence, different levels of refinement of the simulation models and different design processes need to be characterized with the information about possible lower and upper bounds of outputs. The limitations of the metric are discussed in the following: -The metric is developed considering only the information about the improvement in payoff of the decision. It does not include the cost of gathering the additional information (the cost of reducing the range of imprecise variables in the case of simulation model refinement). It is assumed that for a given step in the series of refinement steps, a designer evaluates the estimated cost of gathering information and the value of this added information. Using these two indicators, a designer makes the decision on whether additional information is worth gaining. Another option of including the cost information is to include it directly in the payoff calculation.
-Since the metric is based on the availability of lower and upper bounds, it cannot be used if this information is not available. For example, if there are different fidelities of simulation models available but there is no information about the bounds within which the actual behavior lies, then the metric cannot be used. Notice that the metric is ineffective if one of the bounds were incorrect (i.e., the real value lies outside the bounds). The metrics need to be modified in the future to include this information.
-The metric can only be used to determine whether a given level of refinement of simulation model is appropriate for making a particular decision or not and it is done after the computations have been made. It does not help designers in determine how much (extent of) refinement is required in the simulation model.
-A simulation model may have different modes of refinement. The value-of-information metric, as shown in his paper, does not advise a designer how to refine the simulation models -which mode of refinement should be used in a given scenario.
-The value-of-information metric provides a conservative estimate of the possible improvement in the payoff because the metric is based on the upper bound of difference between payoff obtained and payoff that could be obtained by gathering more information.
-The value-of-information metric is useful for comparing simulation models and design processes that are improvements or simplifications of each other in the context of a given decision. In other words, the metric can only be used for sequentially improving the simulation models. A designer needs to employ the models and processes to make decisions. It cannot be used for directly selecting from a list of available models, without employing any of the models.
