Abstract. The coordinate invariant theory of generalised functions of Colombeau and Meril is reviewed and extended to enable the construction of multi-index generalised tensor functions whose transformation laws coincide with their counterparts in classical distribution theory.
Introduction
Colombeau's theory of new generalised functions (Colombeau, 1984) has increasingly had an important role to play in General Relativity, enabling a distributional interpretation to be given to products of distributions which would otherwise be unde ned in the framework of Classical distribution theory. Recent applications of Colombeau's theory to Relativity have included the calculation of distributional curvatures which correspond to metrics of low di erentiability, such as those which occur in space-times with thin cosmic strings (Clarke et al, 1996; Wilson 1997) and Kerr singularities (Balasin, 1997) , and the electromagnetic eld tensor of ultra-relativistic Riessner-Nordstr m solution (Steinbauer, 1997) .
The theory of General Relativity is built upon the Principle of General Covariance which means that the measurement of all physical quantities do not depend on what local coordinate system the observer is using; therefore they must transform locally as tensors under C 1 di eomorphisms. Unfortunately, Colombeau's theory is not naturally suited for representing such a covariant physical theory because it is heavily built upon the linear structure. Colombeau's algebra G( ) is a quotient algebra on the algebra E M ( ) of smooth functionals A 0 ! R, where one de nes the kernel spaces A k as being the subspaces of functions 2 D such that 2 N n ; 1 6 j j 6 k;
These spaces are not invariant under a smooth di eomorphism x 0 = (x), unless is linear. Since these spaces are used in both the de nitions of the spaces E M ( ) (moderate functions) and N( ) (null functions) it makes the de nition of a mapping~ : E( 0 ) ! E( ) which preserves both E M ( ) and N( ) very problematic.
As a consequence of this, one must apply Colombeau's theory with great caution in that coordinate transformations should be carried out at the distributional level and Colombeau's algebra is to be used as a tool for assigning a distributional interpretation to nonlinear operations involving distributions. It was shown by Vickers and Wilson (1998) that the calculation of Clarke et al. (1996) , which shows that the distributional Ricci scalar density of a conical singularity with a de cit angle of 2 (1?A) is 4 (1?A) (2) , is invariant under C 1 transformations in the sense that the following diagram commutes (2) where the maps denote the relevant tensor distribution transformations. It should be noted that Colombeau's theory is applied to both coordinate systems and that no attempt is made to compare generalised functions in one coordinate system with their counterparts until the distributional curvature has been recovered via weak equivalence.
The problem resulting from the inability of the spaces A k to transform invariantly has been overcome by the use of the`simpli ed' algebra G s ( ) which is formed from using a base algebra E s ( ) consisting of smooth functionals on (0; 1] rather than on A k (Biagioni, 1990; Colombeau 1992) , so one does not need to worry about how A k ( ) transforms under , and hence is able to de ne a natural map~ : E s ( 0 ) ! E s ( ) which preserves its moderate subalgebra E M;s ( 0 ) and its null ideal N s ( 0 ). However there is still a problem which undermines the suitability of using G( ) as a coordinate invariant representation of distribution theory, which itself is a coordinate invariant construction, in that the embedding : D 0 ( ) ! E M ( ) provided by the smoothing convolution integral does not commute with the di eomorphism .
A solution to this problem was proposed by Colombeau and Meril (1994) , in which they constructed a coordinate invariant G( ) together with a scalar transformation that commutes with the embedding. It essentially involves weakening the moment conditions used in de ning the smoothing kernel space A k which is then de ned in a coordinate invariant manner. In this paper we shall begin by reviewing the algebra of Colombeau and Meril and extend the de nitions so that multi-index tensor transformations which commute with the embedding may also be de ned.
Scalars
Let and 0 be open subsets of R n that are di eomorphic to each other by : ! 0 . In general the map will induce a map : C( 0 ) ! C( ), between the spaces of continuous functions on and omega, given by (f 0 ) = f 0 , enabling f 0 to transform as a scalar between the two coordinate systems.
Functions from C( ) may be embedded into Colombeau's generalised function algebra G( ) by the smoothing convolution
We would like to be able to construct a map~ : 
In order for~ f0 andf 0 to represent the same generalised function, their di erence must be null;
however, the problem is that there is no obvious relation between^ (A k ) and A p . This prevents us from having a coordinate invariant de nition in the framework of Colombeau's original theory. This problem was resolved by Colombeau and Meril (1994) in which they gave a new de nition of the space of smoothing kernels,Ã k together with a map^ in such a way that~ f0 =f 0 and the notion of a null function was preserved.
It is convenient to start by considering generalised functions on R n together with di eomorphisms : R n ! R n . We will later restrict the algebra to open sets and consider di eomorphisms between open sets. We begin by considering the embedding of f using the "-dependent kernel " (x) = 1
where is de ned by (x + " ) = (x) + " . If we now de ne^ ( ) = 1
However^ now depends upon " (although unlike " it is bounded as " ! 0) so we replace A 0 by the spaceÂ 0 of bounded paths in D (R n However as well as an "-dependence we see that^ also introduces an x-dependence. We therefore modify the de nition ofÂ 0 as follows:
De nition 2. The spaceÃ 0 (R n ) is de ned to be the set of all (") x 2 D(R n ) where (") x =^ (") for some (") 2Â 0 (R n ) and some 2 Di (R n ; R n )
Note that elements ofÃ 0 (R n ) satisfy the normalisation condition
and that this condition is preserved by^ . Unfortunately the moment condition (2) is not preserved bŷ . We therefore weaken the moment condition as follows:
De nition 3. The spaceÃ k (R n ) is the space of all elements ofÃ 0 ( ) which have the property
The di eomorphism : R n ! R n induces a map :
Theorem 1.^ exhibits the following properties 1. 2Ã 0 (R n 
. If : R n ! R n and : R n ! R n are di eomorphisms then ( ) = .
Proof. Refer to Colombeau and Meril (1994) .
De nition 4. The unbounded path ( x;" ) corresponding to (") x 2Ã 0 (R n ) is de ned by
The unbounded path may be regarded as a regularisation for the delta distribution since 8 2 D(R n );
hence its alternative name, the delta-net. Here the unbounded path ( x;" ) = 2Ã 0 (R n ), unlike its counterpart in Colombeau's original theory. A transformation law for these unbounded paths may be formed from (5); Writing 0 (") (x) =^ (") x we have that
jJ ( ?1 ( (x) + ))j x;" ? ?1 ( (x) + ) ? x which we shall also express aŝ
It should be noted that in this context^ is a map acting on the space of unbounded paths and not on elements ofÃ 0 . Generalised functions are then de ned to make use of the newÃ k s;
De nition 5. The space E(R n ) is the set of all maps f :
x ; x) which are C 1 as functions of x Since the smoothing kernels now depend upon x, it is no longer su cient to require smoothness with respect to the second argument off. Instead we also require some kind of smooth dependence upon the smoothing kernels. Colombeau and Meril require Silva-di erentiability off as a function of the molli er (Colombeau, 1982 ). An alternative, and possibly simpler requirement, is to demand di erentiability in the sense of calculus on`convenient vector spaces' (Kriegl and Michor, 1997) . We next de ne a subalgebra of moderate functions De nition 6. E M (R n ) is the space off 2 E(R n ) such that 8K R n , 8 2 N n , 9N 2 N such that 8 (") x 2Ã N (R n ),
Note that this di ers from the de nition in Colombeau and Meril because ourÃ 0 have an x-dependence. We now de ne an ideal of negligible (null) functions De nition 7. N(R n ) is the space of functionsf 2 E M (R n ) such that 8K R n , 8 2 N n , 9N 2 N, 9 2 S such that 8 (")
where
The space of generalised functions is then de ned as the quotient
We may then de ne a map~
The fact that^ maps the kernel spacesÃ k (R n ) intoÃ bk=2c (R n 
which will induce a well de ned map ~ ] : G(R n ) ! G(R n ). Furthermore if we de ne an embedding by :
giving us that~ (f) = (f) as we required.
We now de ne the algebra G( ) on open sets R n . E M ( ) and N( ) are de ned in the obvious way by restricting x to be in . Then
If we now only have a di eomorphism between open sets : ! 0 rather than the whole of R n we see that^ :Ã 0 (R n ) !Ã 0 (R n ) is not always well de ned by (5). However it is always well de ned for x 2 and su ciently small ". Since this is all that is needed for the theory we may de ne^ (") x for other values in some arbitrary manner without e ecting the de nition of~ f ( (") x ; x). Thus a di eomorphism : ! 0 induces a well de ned map~ : G( 0 ) ! G( ). We now consider the embedding. Given f 2 D( ) we extend f to some function g 2 D(R n ) such that gj = f. We then embed g into E M (R n ) using (6). Again one can show that for all x 2 and su ciently small " the answer does not depend upon the extension. We therefore have a well de ned embedding : D( ) ! G( ). Furthermore we still have the result that (f) = (f) (7) as the previous result is valid for su ciently small ".
We We now have a coordinate invariant theory of generalised functions at the level of scalars. We would like to extend this theory to enable vectors, covectors and, ultimately, multi-index tensors to be de ned as generalised functions whose transformation laws will coincide with those of distributions.
We shall rst consider the smoothing of covector eld !, which may be represented in both coordinate Proposition 2. The moment conditions (10) are preserved under^ in that
2 N n ; 1 6 j j 6 bk=2c
Proof. The rst condition holds since (See Colombeau and Meril, 1994) will show that the second condition is preserved with k replaced by bk=2c. The need for smoothing kernels with indices is clear, because we are integrating the coe cients of the covector eld at the point x+" to give a covector at the point x. The kernel a b therefore has the e ect of transporting a covector at the point x + " to the point x. Rather than considering general kernels with indices a b we shall consider those which have the form (5) and (11) for (") x and a b will imply that ? a b (x; y) has to transform aŝ 
We shall formalise our transport operators ? a b and ? a b by de ning the following space of transport operators;
De nition 9. The space T ( ) is de ned to be the set of maps If is a connection then one can always choose a neighbourhood U x of any point x 2 such that the normal coordinates at x are well de ned. Moreover one can choose U x to be simply convex; that is that U x is also a normal neighbourhood for any point y 2 U x . In a simply convex neighbourhood one can de ne ? a b (x; y) by parallel propagation with respect to along the unique geodesic connecting x and y, so in geodesic coordinates ? a b (x; y) = a b
In general if we allow any connection , the sets in the atlas will not be normal neighbourhoods. However since (") x has compact support, the integration will be con ned to a normal neighbourhood for su ciently small ". Since we are only interested in results for su ciently small " we could also work with in place of ?. However once we consider tensor elds on manifolds, rather than open sets , it is much less restrictive to work with a connection rather than a global connector ?. Even when working with subsets of R n it is preferable to work with connections on R n rather than connectors on , since the set of algebras then has the structure of a ( ne) sheaf. If one does this, then one de nes the embedding by (14), where ? is de ned by parallel transport along geodesics in a normal neighbourhood and arbitrarily elsewhere. Since one is in a normal neighbourhood for su ciently small epsilon, the embedding into the algebra will be well de ned. As in the case of scalar elds we require some smooth dependence upon the smoothing kernel and connection to ensure smooth dependence in x. As usual we restrict to those of moderate growth De nition 11. E p q;M ( ) is the space of tensorsT 2 E p q ( ) such that 8K
, 8 2 N n , 9N 2 N such that 8 (") x 2Ã N (R n ), 8 2 K, One may now de ne generalised tensor elds on manifolds as a collection of generalised tensor elds on (V ) which transform in the appropriate way under (~ ?1 ) (~ ) using (17). Because of (18) we also have a well de ned embedding of D p q (M) into G p q (M).
Throughout the paper we have been using distributions that may be de ned as locally integrable functions. It is possible to extend our results to cover the smoothing of more general tensors. We rst recall how distribution theory is formulated in a coordinate invariant manner; Suppose : ! 0 is a C 1 di eomorphism, then we may de neD q p ( ) to be the space of C 1 multi-index functions with compact support which transform as type (q; p) densities with weight +1 under The linear tensor operations such as addition, symmetrisation and antisymmetrisation of indices also extend to our generalised function valued tensors in a natural way. For smooth tensor elds covariant di erentiation with respect to the torsion-free connection^ a bc will commute with the embedding. Rather than using the partial derivative to construct invariant objects, we shall use the covariant derivative of the background torsion free connection: a.
The Lie bracket X; Y ] of two vectors X and Y is independent of a torsion free connection so one may write We now have a covariant theory of generalised functions in which we are able to de ne tensors whose transformation laws coincide with those of distributions, both in the senses of convolution embedding and association.
This will mean that we may carry out calculations in General Relativity that involve the evaluation of products of distributions, such as the evaluation of the distributional curvature at the vertex of a cone with a de cit angle 2 (1?A) by Clarke et al. (1996) in a coordinate independent way. One would need to rst choose a convenient coordinate system, then embed the metric into the space G 0 2 (R 2 ), which would transform as a type (0; 2) tensor using the de nitions in this paper, calculate the distributional curvature R pg ] as a generalised function, which will transform as a scalar density of weight +1 and show that it is associated to the distribution 4 (1 ? A) (2) obtained in that paper.
