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I turn the music up, I got my records on
From underneath the rubble sing a rebel song
Don’t want to see another generation drop
I’d rather be a comma than a full stop
Maybe I’m in the black, maybe I’m on my knees
Maybe I’m in the gap between the two trapezes
But my heart is beating and my pulses start
Cathedrals in my heart
— Coldplay - Every Teardrop Is A Waterfall
Subo la música, pongo mis discos
Desde debajo de los escombros canto una canción rebelde
No quiero ver a otra generación caer
Prefiero ser una coma, no un punto final
Quizás lo vea todo negro, quizás esté de rodillas
Quizás esté en el hueco entre los dos trapecios
Pero mi corazón está latiendo, y mis latidos construyen
Catedrales en mi corazón
— Coldplay - Every Teardrop Is A Waterfall
(Interpretación en Español)

A B S T R A C T
Boosting algorithms have been widely used to tackle a plethora of problems. Among
them, cost-sensitive classification stands out as one of the scenarios in which Boosting
is most frequently applied in practice. In the last few years, a lot of approaches have
been proposed in the literature to provide standard AdaBoost with asymmetric ca-
pabilities, each with a different focus. However, for the researcher, these algorithms
shape a confusing heap with diffuse differences and properties, lacking a unified
framework to jointly compare, classify, analyze and discuss the approaches on a com-
mon basis.
Motivated by the preeminent role of AdaBoost in the Viola-Jones framework for
object detection in images, a markedly asymmetric learning problem, in this thesis
we try to untangle the different Cost-Sensitive AdaBoost alternatives presented in
the literature, demystifying some preconceptions and making novel proposals (Cost-
Generalized AdaBoost and AdaBoostDB) with a full theoretical derivation. We try to
classify, analyze, compare and discuss this family of algorithms in order to build
a general framework unifying them. Our final goal is, thus, being able to find a
definitive scheme to translate any cost-sensitive learning problem to the AdaBoost
framework while shedding light on which algorithm ensures the best performance
and formal guarantees.
keywords: AdaBoost, Classification, Cost, Asymmetry, Boosting, Object Detection
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R E S U M E N *
Tradicionalmente, el esquema clásico para resolver un problema de clasificación se
ha basado en la búsqueda de un único experto con la complejidad suficiente para
construir, por sí mismo, una solución al problema planteado. Sin embargo, durante
las últimas décadas, el desarrollo de un nuevo paradigma de clasificación, basado en
la combinación de varios expertos (generalmente más simples) en un esquema de de-
cisión distribuido, ha irrumpido con gran fuerza en el ámbito de Machine Learning.
El éxito de este paradigma, sustentado en sus múltiples ventajas teóricas, prácticas
e incluso biológicas (propiedades de generalización, complejidad, manejo de datos,
fusión de diferentes fuentes de datos, etc.), ha llegado a hacer de estos Conjuntos de
Clasificadores [49] una solución preferible al esquema clásico en multitud de escena-
rios.
Uno de los hitos fundamentales en el desarrollo de este tipo de estrategias lo mar-
có el trabajo publicado por Robert E. Schapire en 1990 [53], en el que se demostraba
que los algoritmos de aprendizaje débil (aquellos capaces de generar clasificadores
con una tasa de acierto ligeramente superior a una decisión aleatoria) podían llegar
a conformar clasificadores fuertes (aquellos que sólo fallan en una fracción arbitra-
riamente pequeña de las instancias), si eran combinados de manera apropiada. Este
esquema de “incremento” de las prestaciones de los esquemas de clasificación fue
bautizado como Boosting, y significó el primer paso de una prolífica familia de algo-
ritmos, dentro de la que, AdaBoost [17] es el algoritmo por excelencia.
Gracias a sus garantías teóricas, a sus ventajas prácticas y a la extraordinaria resis-
tencia que presenta en la práctica al fenómeno del overfitting (sobrejuste), AdaBoost
ha recibido desde su publicación inicial en 1997 [17], una atención “en raras ocasio-
nes igualada en el ámbito de la inteligencia computacional” [49], siendo un tema de
investigación activo en los ámbitos de machine learning, reconocimiento de patrones
y visión por computador [55, 26, 54, 45, 19, 41, 64, 20, 40] hasta la actualidad.
Entre los diferentes problemas de clasificación, un subconjunto muy relevante es
el de los escenarios en los que están definidos diferentes costes en función de cada
posible decisión del sistema, así como aquellos en los que una de las clases es mucho
más frecuente o fácil de muestrear que la otra. En estas situaciones asimétricas o sen-
sibles al coste (piénsese en predicción de desastres, detección de fraudes, diagnósticos
médicos, detección de objetos, etc.), los clasificadores, en lugar de buscar hipótesis
que se ajusten lo mejor posible al global de los datos, deben centrar su atención en
las clases que se consideran más valiosas o que son menos frecuentes.
La relación entre AdaBoost y los problemas asimétricos tiene además una relevan-
cia práctica especial, dado que AdaBoost es el algoritmo de aprendizaje que utiliza
el sistema propuesto por Paul Viola y Michael J. Jones [64] para detección de objetos
* This is an extended abstract to summarize, in Spanish, the main contents and contributions presented
throughout this thesis.
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en imágenes. El esquema de Viola-Jones es uno de los grandes hitos en la historia
de la visión por computador, ha dado pie a infinidad de sistemas de detección de
objetos que se utilizan hoy en día, y lleva implícito un problema de marcado carácter
asimétrico.
Teniendo en cuenta que AdaBoost es un algoritmo planteado para escenarios simé-
tricos, se hacía necesario dotar al algoritmo de propiedades asimétricas, de forma que
a lo largo del tiempo se han ido proponiendo en la literatura multitud de variantes
para tal fin (por ejemplo, [26, 10, 60, 64, 63, 57, 39, 40]). Sin embargo, las diferentes
propuestas hacia un AdaBoost asimétrico que han ido apareciendo en la literatura
son muy heterogéneas, presentan propiedades y diferencias muy difusas, y en mu-
chos casos están basadas en modificaciones heurísticas del algoritmo inicial. Como
consecuencia, para el investigador, se presentan como un conjunto enmarañado de
algoritmos carente de un marco general capaz de clasificar, analizar y discutir sus
propiedades sobre una base común y objetiva.
En esta tesis, motivados por el papel esencial de AdaBoost en el esquema de Viola-
Jones [64] para detección de objetos en imágenes, tratamos de desenmarañar las di-
ferentes aproximaciones asimétricas de AdaBoost que se han ido presentado en la
literatura a lo largo del tiempo, derribando algunas ideas preconcebidas, y haciendo
nuestros propios desarrollos teóricos que desembocan en nuevas propuestas algorít-
micas (Cost-Generalized AdaBoost y AdaBoostDB). Con el objetivo final de encontrar
un esquema definitivo capaz de trasladar cualquier problema de aprendizaje asimé-
trico al marco de AdaBoost, intentamos clasificar, analizar, comparar y discutir los
diferentes algoritmos en un un marco general que los unifique y nos muestre cuál de
ellos ofrece las mejores prestaciones y garantías formales.
estructura
La tesis está estructurada en los siguientes capítulos:
En el Capítulo 2 introducimos los conceptos básicos de AdaBoost y la aplicación
práctica que motivó que centráramos nuestra investigación en los algoritmos de
boosting asimétrico: la detección de objetos en imágenes.
En el Capítulo 3 hacemos una revisión de las principales variantes de AdaBoost
asimétrico propuestas en la literatura previamente a nuestra investigación, pro-
poniendo asimismo un esquema de clasificación de las mismas basado en el
tipo de estrategia de asimetría seguida en cada caso.
En el Capítulo 4 presentamos una nueva perspectiva para analizar AdaBoost de
forma condicional a cada clase. Este análisis “Generalizado con Costes” (Cost-
Generalized) nos muestra que, más allá de algunas ideas preconcebidas, la inicia-
lización desbalanceada de la distribución de pesos del algoritmo, puede hacer
de AdaBoost un algoritmo de clasificación asimétrico con plena fundamenta-
ción teórica.
En el Capítulo 5, proponemos un marco analítico de desarrollo a partir del que
derivamos una nueva variante de AdaBoost aasimétrico que hemos denomina-
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do AdaBoostDB (de AdaBoost con base doble). Esta nueva aproximación está
basada en una cota exponencial del error con una base diferente para cada cla-
se, y durante el entrenamiento utiliza dos subdistribuciones paralelas de pesos,
una para positivos y otra para negativos.
En el Capítulo 6 realizamos un análisis exhaustivo para comparar todos los al-
goritmos tratados durante la tesis (tanto los nuestros como los de otros autores
en la literatura). Con el objetivo final de clarificar las propiedades específicas
y el comportamiento de cada uno de ellos, nuestro análisis finaliza apuntando
hacia el algoritmo que es capaz de asegurar las mejores prestaciones y garantías
formales.
Finalmente, en el Capítulo 7, recapitulamos las ideas principales, contribuciones
y conclusiones extraídas de esta tesis, y esbozamos algunas líneas de investiga-
ción futura basadas en nuestro trabajo.
A continuación, haremos un breve recorrido por las ideas fundamentales que se
exponen en cada uno de estos capítulos.
adaboost en un escenario asimétrico : detección de objetos en imá-
genes
Nuestro trabajo en detección de objetos en imágenes, empezó [25] con el desarrollo,
desde cero, de nuestra propia implementación de una plataforma de entrenamiento
basada en el sistema propuesto por Viola y Jones [64] y en el detector de caras que
incluía OpenCV por aquel entonces [35, 36]. Centrados inicialmente en aplicaciones
faciales, el primer detector de caras [25] fue posteriormente expandido con la loca-
lización concurrente de características faciales [29], mientras también estudiamos el
uso de etapas de preprocesado basadas en la detección del color de la piel [21].
Dentro del ámbito de esta tesis, y aunque no se trate de propuestas puramente
relacionadas con AdaBoost, hacemos referencia a dos contribuciones del ámbito de
la detección de objetos que están intrínsecamente relacionadas con el algoritmo: las
Características Haar Invariantes a la Polaridad [30] y las Características Quantum [32].
Estos dos nuevos tipos de características persiguen modelar de forma más eficiente
la información débil que sirve de entrada a AdaBoost para para la construcción de
clasificadores fuertes.
Basadas en estudios fisiológicos [28] y psicofísicos [61], las características Haar in-
variantes a la polaridad permiten enriquecer la capacidad descriptiva de las caracte-
rísticas Haar convencionales permitiendo modelar la comparación del contraste entre
las dos áreas de interés en términos de similitud-disimiliud, independentiemente de
cuál de las áreas es más clara u oscura que la otra. Los resultados experimentales para
detección de caras nos muestran que, mientras la precisión y capacidad de generaliza-
ción de los clasificadores no se ve afectada, la utilización del conjunto enriquecido de
características nos permite obtener clasificadores más compactos y eficientes en los
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que, a semejanza con el sistema visual humano, se utiliza la invarianza a la polaridad
para optimizar el modelado de la información de bordes (contexto local).
Las características Quantum, por su parte, se basan en simples comparaciones del
nivel de intensidad entre dos píxeles de la imagen a clasificar en resolución nativa
(la mínima que se considera detectable). Son una simplificación del concepto de las
características Haar, pero con una diferencia fundamental: las áreas a comparar no
tienen por qué estar adyacentes. Así, una característica Haar puede modelarse como
una combinación de características Quantum. Nuestros experimentos con este nuevo
conjunto de características (a las que también se les puede aplicar el concepto de inva-
rianza a la polaridad) en una aplicación real de detección de señales de tráfico (para
las que las características Quantum presentan, además, ciertas ventajas descriptivas)
nos ha permitido obtener resultados muy satisfactorios.
Ambos ejemplos, uno (las características Haar invariantes a la polaridad) por plan-
tear un conjunto complementario de descriptores, y el otro (las características Quan-
tum) por presentar un conjunto enteramente nuevo de características que portan in-
formación mucho más débil, sirven para poner de relieve la importancia de AdaBoost
en este tipo de sistemas de detección de objetos basados en la arquitectura de Viola-
Jones. AdaBoost consigue adaptarse satisfactoriamente a las nuevas definiciones y
logra, en un caso, sacar provecho de la nueva situación para codificar la solución de
forma más compacta; mientras en el otro se enfatiza su capacidad de combinar uni-
dades de información extremadamente simples para construir clasificadores fuertes
con una gran capacidad de generalización y elevadas tasas de acierto.
variantes asimétricas de adaboost
El esquema que proponemos para la clasificación analítica de las diferentes varian-
tes de AdaBoost asimétrico en la literatura divide las diferentes alternativas en tres
grupos, dependiendo del tipo de mecanismo utilizado para alcanzar la asimetría:
A posteriori: Modificando un clasificador simétrico una vez ha sido entrenado.
Heurístico: Mediante manipulaciones directas de la regla de actualización de
pesos de AdaBoost (que, en realidad, es una consecuencia del proceso de mini-
mización inherente a AdaBoost y no un punto de partida).
Teórico: Siguiendo una derivación teórica completa.
Así, el esquema queda como sigue:
A posteriori:
• AdaBoost con Modificación del Umbral [64]
Heurísticos:
• AsymBoost [63]
• AdaCost [10]
• CSB0, CSB1 y CSB2 [59, 60]
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• AdaC1, AdaC2 y AdaC3 [58, 57]
Teóricos:
• Cost-Sensitive AdaBoost [39, 40]
adaboost generalizado con costes
Nuestro análisis de AdaBoost Generalizado con Costes (Cost-Generalized Ada-
Boost) [33] nos permite arrojar algo de luz sobre las capacidades reales que AdaBoost
tiene, en sí mismo, de comportarse como un algoritmo de aprendizaje asimétrico, sim-
plemente con una inicialización adecuada de su distribución de pesos.
Históricamente, y a pesar de que algunos trabajos iniciales sobre AdaBoost dejaban
libre la definición de la distribución de pesos inicial [17, 67], los sucesivas aportacio-
nes que se han ido publicando insisten en dos ideas:
Por un lado, AdaBoost se define “de facto” con una distribución inicial de pesos
fija y uniforme (por ejemplo, [55, 54, 10, 18, 60, 19, 49, 57, 50, 40]).
Por otro la inicialización asimétrica de pesos ha sido sistemáticamente recha-
zada como un método válido para conseguir asimetría en AdaBoost. En unos
casos por ser considerada insuficiente (varios métodos lo utilizan como una
técnica secundaria [10, 60]) y en otros por considerarla inefectiva [63, 39, 40].
Sin embargo, hasta donde nosotros pudimos llegar, no existía ninguna explicación
formal y clara sobre las consecuencias, en un sentido (es un método válido) o en el
otro (no es un método válido), de la utilización de un esquema de inicialización de
pesos desbalanceado en AdaBoost.
A partir de una descomposición por clases del error del clasificador, el análisis
que proponemos, presenta un nuevo modelo para entender e interpretar el compor-
tamiento de AdaBoost, que pone de manifiesto que el algoritmo maneja la asimetría
de forma aditiva ronda tras ronda. Así, la inicialización de pesos no es más que una
forma de modificar la distribución de los datos de entrenamiento que ve el algoritmo
de aprendizaje y, con ello, lo que hace es establecer la cota de error que marca el obje-
tivo de minimización global de AdaBoost. En otras palabras, nuestro análisis muestra
de forma totalmente teórica (y que se corrobora en la práctica) que AdaBoost, al ser
inicializado con una distribución de pesos asimétrica, es por sí mismo un algoritmo
de aprendizaje asimétrico. Las consecuencias fundamentales de nuestro análisis son:
La distribución inicial de pesos es algo más que la distribución vista por el
primer clasificador débil, es la distribución que pondera el error global que va
a ser minimizado por AdaBoost, de forma que cualquier asimetría que aquí se
incorpore es arrastrada al clasificador final que se entrene.
Este tipo de asimetría es asintótica y permite que el número de rondas de en-
trenamiento sea tan flexible como en el caso original.
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La asimetría, al contrario que la mayor parte de las otras propuestas en la lite-
ratura, no tiene por qué requerir la modificación de la regla de actualización de
pesos de AdaBoost.
Las garantías formales de la versión standard de AdaBoost se mantienen intac-
tas.
En realidad, más que un nuevo algoritmo, Cost-Generalized AdaBoost. . . ¡es Ada-
Boost!
adaboost con base doble
Como complemento a la línea de investigación anterior, hemos seguido otra ruta
diferente para intentar encontrar nuevas variantes asimétricas de AdaBoost, también
sustentadas por una derivación íntegramente teórica y que requiriesen una menor car-
ga computacional que la única alternativa totalmente teórica previamente propuesta
en la literatura , Cost-Sensitive AdaBoost [39, 40], cuya complejidad es extraordina-
riamente superior a la de AdaBoost.
Nuestro análisis está basado en cinco rasgos distintivos:
Su derivación se basa en el análisis generalizado de Schapire y Singer (Cost-
Sensitive AdaBoost se basa en la Statistical View of Boosting);
La cota de error a minimizar se modela en base a funciones exponenciales con
bases diferentes para cada clase (bases dobles);
Se utilizan dos subdistribuciones de pesos de forma paralela (una para positivos
y otra para negativos) a lo largo de todo el proceso de entrenamiento;
Se utiliza un modelo polinómico para la minimización (en lugar del hiperbólico
utilizado por Cost-Sensitive AdaBoost).
nuestra derivación permiten definir una estrategia de búsqueda condicional que
incrementa la compacidad y eficiencia del algortimo de aprendizaje final.
Como consecuencia de todo lo anterior, conseguimos un nuevo algoritmo, al que
denominamos AdaBoostDB (de AdaBoost con base doble) [34], que consume sólo
el 0,49 % del tiempo que necesita Cost-Sensitive AdaBoost y alcanza una solución
equivalente. Esta superioridad computacional (del orden de 200 veces más rápido)
supone una gran ventaja en la utilización de AdaBoostDB respecto a Cost-Sensitive
AdaBoost, especialmente en aplicaciones con procesos de entrenamiento que requie-
ren el manejo de una cantidad enorme de características y ejemplos (como es el caso
de la detección de objetos en imágenes).
un análisis unificador
Tras analizar el escenario y exponer nuestras propuestas (Cost-Generalized Ada-
Boost y AdaBoostDB) el paso final de nuestro trabajo es realizar una comparativa
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exhaustiva [31] de todos los algoritmos presentados, tanto aquellos previamente en
la literatura como nuestras aportaciones, en un marco unificador para su definición
clasificación, comparación y evaluación, en términos teóricos y prácticos.
Desde un punto de vista netamente teórico Cost-Generalized AdaBoost [33], pre-
senta la definición de cotas de error más consistente de todas las alternativas. Es
capaz de preservar la proporción entre las cotas asociadas a cada clase, independien-
temente de la ronda de entrenamiento en la que se encuentre, mientras Cost-Sensitive
AdaBoost [39, 40] y AdaBoostDB [34], las otras dos alternativas íntegramente teóricas,
acaban dando énfasis a la clase de menor coste cuando el entrenamiento está muy
avanzado. . . que es justo lo contrario a lo que se pretendía. A este efecto lo hemos
denominado “intercambio de asimetría”.
A nivel práctico, nuestra serie final de experimentos realiza un análisis detallado y
exhaustivo del comportamiento de las diferentes variantes a lo largo de un conjunto
muy denso y amplio de problemas de clasificación asimétrica. Los resultados nos
muestran que la mayor parte de los algoritmos heurísticos presentan unas prestacio-
nes muy bajas y tienen cierta propensión a obtener clasificadores saturados (esto es,
que consideran, en función de las condiciones, que todo son positivos o todo son ne-
gativos). Por otro lado, Cost-Sensitive AdaBoost y AdaBoostDB acaban presentando
en la práctica el fenómeno del intercambio de asimetría, que habíamos adelantado en
la teoría.
Dos algoritmos destacan claramente sobre el resto en cuanto a prestaciones obteni-
das en la práctica: AdaC1 [58, 57], que es de naturaleza heurística, y Cost-Generalized
AdaBoost, que es íntegramente teórico. Sin embargo, y aunque las prestaciones glo-
bales de AdaC1 son ligeramente superiores a las de Cost-Generalized AdaBoost, el
primero parece presentar potenciales casos de intercambio de asimetría en algunas
situaciones, lo que puede deberse a la naturaleza heirística (y por tanto, menos con-
trolada) del algoritmo.
De este modo, como conclusión final, tanto desde un punto de vista teórico, co-
mo práctico, como algorítmico, nuestro análisis final sostiene que Cost-Generalized
AdaBoost es la opción mejor y más simple opción para dotar a AdaBoost de pro-
piedades asimétricas, con solidez teórica, preservando todas las garantías formales y
con, exactamente, la misma carga computacional que la versión simétrica.
contribuciones
Las contribuciones más importantes presentadas a lo largo de esta tesis son:
La definición de dos nuevos descriptores de imágenes, con ventajas perceptua-
les y prácticas, que han sido utilizados con éxito para entrenar sistemas de de-
tección de objetos en imágenes: Las Características Haar Invariantes a la Polaridad
[30] y las Características Quantum [32].
Una nueva perspectiva sobre las capacidades de aprendizaje asimétrico de Ada-
Boost, basada en una nueva interpretación (condicionada a las clases) de la cota
del error del algoritmo. Este análisis nos lleva a una definición de AdaBoost
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Generalizado con Costes (Cost-Generalized AdaBoost) [33]. Desmontando algu-
nas afirmaciones habituales en la literatura, nuestra formulación muestra que
el único cambio que necesita AdaBoost para ser asimétrico reside en la forma
en que la distribución de pesos es inicializada, manteniendo todas las garantías
formales del algoritmo original.
Un nuevo algorimo asimétrico dentro del marco de AdaBoost, que hemos de-
nominado AdaBoostDB (de AdaBoost con Base Doble) [34]. Basado en una deri-
vación completamente teórica, y en un modelo matemático muy eficiente, este
algoritmo es 200 veces más rápido que la única variante totalmente teórica de
AdaBoost publicada en la literatura previamente a nuestra investigación, consi-
guiendo, además, clasificadores equivalente.
Un marco para clasificar las múltiples y heterogéneas variantes asimétricas de
AdaBoost que se han ido proponiendo en la literatura [31].
Un análisis unificador [31], tanto en términos teóricos como prácticos, para
evaluar exhaustivamente y sobre una base común, las prestaciones de todas las
variantes de AdaBoost asimétrico.
Como culminación de todo lo anterior, nuestra tesis sostiene que Cost-Generalized
AdaBoost es la opción mejor y más simple para dotar a AdaBoost de propieda-
des asimétricas, preservando todas las garantías formales de la versión clásica
(simétrica) y con exactamente la misma carga computacional [31].
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A G R A D E C I M I E N T O S
Hace ya mucho tiempo, una persona cerró una etapa de su vida y decidió con-
tinuar sus pasos avanzando por el mismo camino que había conocido y recorrido
hasta entonces. Lo que esa persona no sabía es que, en ese momento, lo que en reali-
dad emprendía era una aventura que acabaría siendo, probablemente, la etapa más
enriquecedora de toda su vida.
Esa persona es la misma que ahora escribe estas líneas, y la etapa que yo en aquel
momento empezaba es la que ahora concluyo con la presentación de esta tesis. Pero
lo verdaderamente importante de todo este período no tiene que ver con los pocos
o muchos conocimientos técnicos adquiridos, ni con el contenido en sí de la tesis.
Lo verdaderamente importante es todo lo que está detrás, el proceso de crecimiento
y superación personal que han hecho posible que la travesía, aunque larga y dura,
acabase llegando a buen puerto.
Más allá del boosting o de la detección de objetos, esta tesis, en realidad, va de la
capacidad de ver las cosas con otros ojos, de replantearse las ideas, de sobreponerse
a los golpes, de aguantar, de no rendirse, de reinventarse, de perseverar, de seguir
siempre adelante y de intentar exponer tu trabajo con honestidad. Esa es la auténtica
tesis que está detrás de esta tesis, y eso sólo se puede conseguir si tienes a tu gente
detrás, apoyándote y confiando en ti, día tras día, a lo largo de tanto tiempo.
Por ello, este trabajo va dedicado:
en general
A todas las personas que a lo largo mi vida me han ayudado a confiar en mí y a
intentar ser una versión mejor de mí mismo cada día.
en particular
A todos los compañeros que han pasado por los diferentes laboratorios (sobre
todo por el de Visión) a lo largo de estos años y con los que he compartido infinidad
de buenos momentos, dentro y fuera del CUVI. Todos tenéis un huequecito aquí (no
pongo la lista, que sería muy larga, no vaya a ser que se me despiste alguien). Aunque,
eso sí, tengo que hacer dos menciones especiales: Por un lado, a Javi, Roi, Nacho y
Ricardo, que durante todos estos años han demostrado ser amigos con mayúsculas. Y
por otro, como no podía ser menos, a nuestro capitán, el alma máter del Laboratorio
de Visión, Paco. ¡Qué diferentes hubiesen sido estos años sin ti en el laboratorio!
¡Muchas gracias por todo, Paquito!
A “La Logia”, mis amigos de toda la vida: Marcelo, Pedro, Rober y Natalia. Sabed
que sois una parte esencial de mi vida. Mi tiempo libre (por poco que sea) no sería
el mismo sin vosotros, y sin ese tiempo libre, sin esas risas, sin esas conversaciones,
sin esos partidos, sin esas pelis, sin esos viajes, sin esos churrascos. . . ¿Quién se iba a
poner a investigar al día siguiente?
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A mis amigos de Porto: Hélder, Filipa, Ana, Inês, Samaneh y Batista que me hi-
cieron sentir como en casa durante aquellos tres maravillosos meses, que fueron el
principio del fin de esta tesis.
A Avelina porque, con su infinita sabiduría, nos impulsa a conseguir lo que parecía
imposible.
A KITT, mi socio, por todo lo que significa para mí haber conseguido ponerme al
volante de mi propio coche (fantástico) y la revolución que ha significado en mi vida.
Al Celtiña, por los duros años que hemos pasado juntos en la sombra, pero que
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A mi Yeya, que me acompaña a todas partes. A Abú y a Madrina porque, cada uno
en su estilo, son un modelo a seguir. A Lau, porque el tiempo no te cambie.
A Bubi, por confiar tanto en mí. Gracias por darme la oportunidad de poder llevar
a cabo toda esta aventura. Por largo y duro que haya sido el camino (tú mejor que
nadie sabes lo que hemos pasado para que nos reconociesen cada paso) es todo un
privilegio llegar a tener en la vida la oportunidad de encontrarse a uno mismo y
crecer, como la que me has brindado siendo mi director de tesis, mi jefe y mi amigo.
Sin tu fe tranquila y ciega en mis posibilidades, mucho mayor de la que yo podía
tener en mí mismo, esto jamás hubiese sido posible.
en especial
A las tres personas más importantes de mi vida:
A Iris, mi hermana y mi peque, por los buenos momentos que pasamos juntos, lo
mucho que nos divertimos, el inmenso cariño que siempre me demuestra, su capa-
cidad de superación y lo “curra” que es. Nunca me cansaré de repetirlo: el día que
naciste no hiciste otra cosa que mejorar mi vida para siempre. La cita al final de esta
página va en tu honor.
A mi padre, Javier, porque siempre está ahí, por lo mucho que me ayuda, por lo
mucho que se preocupa por nosotros, por su inmenso cariño, por sus desvelos y
porque siempre ha sido y es un gran padre.
Pero por encima de todas las cosas, si a alguien le dedico y le debo haber llegado
hasta aquí es a mi madre, Auri. Por su apoyo incondicional, por su cariño infinito, por
su paciencia, por su preocupación, por todos sus desvelos y por sus sabios consejos
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1
I N T R O D U C T I O N
1.1 the title , inside out
Boosting
The classical approach to solve a classification problem is based on the use of a
single expert that must be able to build a solution classifier. However, in the last
few decades, a new classification paradigm, based on the combination of several
experts in a distributed decision process, has arisen and attracted the attention of
the Machine Learning community. The success of this paradigm relies on several
theoretical, practical and even biological reasons (such as generalization properties,
complexity, data handling, data source fusion, etc.) making these Ensemble Classifiers
[49] preferable to classical ones in many scenarios.
One of the milestones on the history of ensemble methods was the work published
by Robert E. Schapire in 1990 [53], in which the author proves the equivalence be-
tween weak learners, algorithms able to generate classifiers performing only slightly
better than random guessing, and strong learners, those generating classifiers which
are correct in all but an arbitrarily small fraction of the instances. This new model
of learnability, in which weak learners can be boosted to achieve strong performance
when they are properly combined, paved the way to one of the most prominent fam-
ilies of algorithms within the ensemble classifiers paradigm: boosting.
In 1997, Yoav Freund and Robert E. Schapire proposed [17] a more general boosting
algorithm called AdaBoost (from Adaptive Boosting). Unlike previous approaches,
AdaBoost does not require any prior knowledge on weak hypothesis space, and it iter-
atively adjusts to weak hypothesis that become part of the ensemble. Apart from the-
oretical guarantees and practical advantages over its predecessors, early experiments
on AdaBoost also showed a surprising resistance to overfitting. As a consequence
of all these qualities, AdaBoost has received an attention “rarely matched in com-
putational intelligence” [49] being an active research topic in the fields of machine
learning, pattern recognition and computer vision [55, 26, 54, 45, 19, 41, 64, 20, 40] till
present.
Throughout this time, several studies have been conducted to analyze AdaBoost
from different points of view, relating the algorithm with different theories: margin
theory [55], entropy [27], game theory [16], statistics [19], etc. In the same way, numer-
ous variations of the algorithm have been proposed for the two-class and multiclass
problems: Real AdaBoost [54, 19], LogitBoost [19], Gentle AdaBoost [19], AsymBoost
[63], AdaCost [10], AdaBoost.M1 [15], AdaBoost.M2 [15], AdaBoost.MH [54], Ad-
aBoost.MO [54], AdaBoost.MR [54], JointBoosting [62], AdaBoost.ECC [22], etc.
1
2 introduction
Cost-Sensitive
Among the different kinds of classification problems, one remarkable subset is
that of tasks with clearly different costs depending on each possible decision, or
scenarios with very unbalanced class priors in which one class is extremely more
frequent or easier to sample than the other one. In such cost-sensitive or asymmetric
conditions (disaster prediction, fraud detection, medical diagnosis, object detection,
etc.) classifiers, instead of searching hypothesis trying to fit well to global data, must
be able to focus their attention in the rare/most valuable class. In the literature, many
works have been devoted to cost-sensitive learning [9, 51, 66], including a significant
set of proposals on how to provide AdaBoost with asymmetric properties (e.g. [26,
10, 60, 64, 63, 57, 39, 40]). The link between AdaBoost and Cost-Sensitive learning has
special interest since AdaBoost is the learning algorithm inside the widespread Viola-
Jones object detector framework [64], a seminal work in computer vision dealing with
a markedly asymmetric problem and a huge number of weak classifiers (the order of
hundred of thousands).
In the Viola and Jones face detector framework, a validation set is used to modify
the AdaBoost strong classifier threshold a posteriori, in order to adjust false positive
and detection rates balance. Nevertheless, as the authors stated, it is not clear if the
selected weak classifiers are optimal for the asymmetric goal [63] nor if these mod-
ifications preserve AdaBoost training and generalization errors original guarantees
[64]. The vast majority of other proposed methods [26, 10, 60, 63, 57] try to cope
with asymmetry through direct manipulations of the AdaBoost weight update rule.
These proposals, not being a full reformulation of the algorithm for asymmetric sce-
narios, have been analyzed [39, 40] to be heuristic modifications of AdaBoost. On
the other hand, the more recent Cost-Sensitive AdaBoost algorithm [39, 40], based on
the Statistical View of Boosting [19], proposes a solution that, despite having a full
theoretical basis, is uncommonly more complex and computing demanding than the
original AdaBoost.
Hence, the different AdaBoost asymmetric variants proposed in the literature are
very heterogeneous, while their related works are focused on emphasizing the pos-
sible advantages of each respective method, rather than building a framework to
jointly classify, analyze and discuss the different approaches. The consequence, for
the researcher is that this heap of algorithms shapes a confusing set with no clear
theoretical properties to rule their application in practical problems.
A General Framework
In this thesis, motivated by their use in computer vision applications (and, par-
ticularly, in object detection), we try to untangle the different approaches on Cost-
Sensitive AdaBoost algorithms presented in the literature, deconstructing some myths
and making our own proposals [33, 34]. We try to classify, analyze, compare and dis-
cuss all of these alternatives in order to build a general framework unifying them
[31]. Our final goal is, thus, being able to find a definitive scheme to translate any
1.2 thesis outline 3
cost-sensitive learning problem to the AdaBoost framework while shedding light on
which algorithm ensures the best performance.
1.2 thesis outline
This thesis is structured in the following chapters:
In Chapter 2 we introduce the basics of the AdaBoost algorithm and the prac-
tical application that lead our research towards cost-sensitive boosting: object
detection in images.
In Chapter 3 we review, with a homogenized formulation, the main cost-sensitive
AdaBoost variants proposed in the literature before our research, also suggest-
ing a clustering scheme for them based on the kind of asymmetrizing strategy
followed in each case.
In Chapter 4 we present a novel perspective to analyze AdaBoost in a class-
conditional way. This Cost-Generalized analysis shows that, beyond some pre-
conceptions, an unbalanced class-conditional initialization of the weight distri-
bution, can make AdaBoost a theoretically sound cost-sensitive classification
algorithm.
In Chapter 5 we propose a self-contained analytical framework leading to an
asymmetric boosting algorithm coined as AdaBoostDB (from AdaBoost with
Double-Base). This novel approach is based on an error bound with class-condi-
tional (double) exponential bases and uses two parallel class-conditional weight
subdistributions during training.
In Chapter 6 we perform a thorough unifying analysis to compare all the alter-
natives discussed along the thesis (our proposals and those by other authors in
the literature). Aimed to shed light on the specific properties and behavior of
each alternative, our analysis ends spotting which algorithm is able to ensure
the best performance and formal guarantees.
Finally, in Chapter 7, we recapitulate the main ideas, contributions and conclu-
sions drawn from this thesis, while pointing out some future lines of research
based on our work.
1.3 contributions
The most important contributions of the work presented in this thesis are:
The definition of two novel image descriptors, with perceptual and practical
advantages, that can be successfully used to feed boosted classifiers for object
detection: Haar-like Polarity Invariant Features [30] and Quantum Features [32].
4 introduction
A new insight on the asymmetric learning capabilities of AdaBoost, based on
a novel class-conditional interpretation of the error bound, that leads to a Cost-
Generalized definition of the algorithm [33]. Demystifying some assertions in the
literature, our formulation shows that the only change needed in AdaBoost to
be cost-sensitive resides in the way the weight distribution is initialized, main-
taining all the formal guarantees of the original (cost-insensitive) algorithm.
A novel cost-sensitive algorithm within the AdaBoost framework, AdaBoostDB
(AdaBoost with Double-Base) AdaBoostDB. Supported by a full theoretical deriva-
tion, and a highly efficient mathematical model, this algorithm is 200 times
faster than the only fully theoretical AdaBoost variant in the literature prior to
our research, and reaches an equivalent solution.
A classification framework to cluster the multiple and heterogeneous cost-sen-
sitive AdaBoost variants proposed in the literature [31].
A thorough unifying analysis, both in theoretical and practical terms, able to
asses and rank all the cost-sensitive AdaBoost proposals in a common basis.
As a culmination of the above, our thesis holds that Cost-Generalized AdaBoost is
the best and simplest option to provide AdaBoost with cost-sensitive sound ca-
pabilities, preserving all the formal guarantees from the classical (cost-insensitive)
version and exactly its same computational burden [31].
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A D A B O O S T I N A C O S T- S E N S I T I V E S C E N A R I O : O B J E C T
D E T E C T I O N I N I M A G E S
In this chapter we will introduce the basics of the AdaBoost algorithm and the
practical application that lead our research towards cost-sensitive boosting: object de-
tection in images. We will also review the contributions related to object detection we
made within the framework of this PhD thesis and their connection with AdaBoost.
2.1 adaboost, in short
As a brief introduction to AdaBoost, we will revise the definition and some essen-
tial concepts of the algorithm.
2.1.1 The AdaBoost Algorithm
Let us define X as the random process from which our observations x = (x1, . . . , xN)
T
are sampled, and Y the random variable governing the related labels y ∈ {−1, 1}. In
this scenario, a detector H(x) (we will also refer to it as classifier or hypothesis) is a
function able to guess the label y of a given sample x, and it can be defined in terms
of a more generic function f (x) ∈ R which we will call predictor.
H(x) = sign [ f (x)]
Suppose we have a training set of n examples xi with its respective labels yi from
which the m first are positives {yi = 1}mi=1 and the rest are negatives {yi = −1}ni=m+1,
a weight distribution D(i) over these examples and a weak learner able to select, ac-
cording to labels and weights, the best detector h(x) from a predefined collection of
weak classifiers. In this scenario, the role of AdaBoost is to compute a goodness mea-
sure α depending on the performance obtained by the selected weak classifier, and to
update, accordingly, the weight distribution to emphasize misclassified training ex-
amples. Then, with a different weight distribution, the weak learner can make a new
hypothesis selection and the process restarts. By iteratively repeating this scheme (1,
2, 3, 4) with t indexing the number of learning rounds, AdaBoost obtains an ensemble
of weak classifiers with respective goodness parameters αt.
αt =
1
2
ln
(
1+ rt
1− rt
)
(1)
rt =
n
∑
i=1
Dt(i)yiht(xi) (2)
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Dt+1(i) =
Dt(i) exp (−αtyiht(xi))
Zt
(3)
Zt =
n
∑
i=1
Dt(i) exp (−αtyiht(xi)) (4)
Weak hypothesis search in AdaBoost is guided to maximize goodness αt of each
selected classifier, which is equivalent to maximize, at each iteration, weighted cor-
relation rt (2) between labels yi and predictions ht. This iterative searching process
can continue until a predefined number T of training rounds have been completed
or some performance goal is reached. The final AdaBoost strong detector H(x) is de-
fined (5) in terms of a boosted predictor f (x) built as an ensemble of the selected weak
classifiers weighted by their respective goodness parameters αt.
H(x) = sign ( f (x)) = sign
(
T
∑
t=1
αtht(x)
)
(5)
AdaBoost is summarized on Algorithm 1.
Algorithm 1 AdaBoost
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
Initial (uniform) weight distribution: D(i)
Iterate:
for t = 1 to T do
for f = 1 to F do
Compute the weighted error of the f th weak classifier, et, f = ∑ni=1 D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
Compute the goodness parameter of the selected classifier, αt = 12 log
(
1−et
et
)
Update weights: D(i)← D(i) exp(−αtyi ht(xi))∑ni=1 D(i) exp(−αtyi ht(xi))
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
2.1.2 AdaBoost Interpretations
In the literature, AdaBoost have been studied and analyzed from different points
of view, linking the algorithm with different theories (margin theory [55], entropy
[27], game theory [16],. . . ). We will focus our attention in two of these perspectives,
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probably the main ones: the Generalized Analysis [54] and the Statistical View of
Boosting [19]. This will serve as a basis for the different analysis, derivations and
discussions we will delve into in the forthcoming chapters.
2.1.2.1 Generalized Analysis
Robert E. Schapire and Yoram Singer proposed [54], from the original derivation
of AdaBoost [17], a generalized and simplified analysis that models the algorithm
as an additive (round-by-round) minimization process of an exponential bound on
the strong classifier training error (ET). This bounding process is explained in Equa-
tion (6)1 from which all AdaBoost equations we have presented, weight update rule
included, can be derived [33].
H(xi) 6= yi ⇒ yi f (xi) ≤ 0 ⇒ exp (−yi f (xi)) ≥ 1︸ ︷︷ ︸
⇓
ET = ∑ni=1 D1(i)JH(xi) 6= yiK ≤ ∑ni=1 D1(i) exp (−yi f (xi))
(6)
After (6), the final bound of the training error obtained by AdaBoost can be ex-
pressed as (7), and the additive minimization of the exponential bound E˜T can be seen
as finding, in each round, the weak hypothesis ht that maximizes r(t), the weighted
correlation between labels (yi) and predictions (ht).
ET ≤
T
∏
t=1
Zt ≤
T
∏
t=1
√
1− rt2 = E˜T (7)
When weak hypothesis are binary, hi ∈ {−1,+1}, last inequality on (7) becomes
an equality, and parameter αt can be directly rewritten2 (9) in terms of the weighted
error et of the current weak classifier. As can be seen, the minimization process turns
out to be equivalent to simply selecting the weak classifier with less weighted error.
et =
n
∑
i=1
Dt(i)Jh(xi) 6= yiK = ∑
nok
Dt(i) (8)
αt =
1
2
ln
(
1− et
et
)
(9)
In line with other works, for the sake of simplicity and clarity, we will be focused
on this Discrete version of AdaBoost using binary weak classifiers, which does not
prevent our conclusions from being extended to other variations of the algorithm.
1 Notation: Following [54], JaK is 1 when a is true and 0 otherwise.
2 Notation: For the sake of simplicity, we will use the term ‘ok’ to refer to those training examples in
which the result of the weak classifier is right {i : h(xi) = yi} and ‘nok’ when it is wrong {i : h(xi) 6= yi}.
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2.1.2.2 Statistical View of Boosting
One of the milestones in boosting research, and the foundation of many variations
of AdaBoost, is the highly-cited contribution by Jerome H. Friedman et al. [19] in
which a statistical reinterpretation of boosting is given. Following the exponential
criterion seen in the previous subsection, Friedman et al. showed that AdaBoost can
be motivated as an iterative algorithm building an additive logistic regression model
f (x) that minimizes the expectation of the exponential loss, J( f (x)):
J( f (x)) = E [exp(−y f (x)] (10)
This loss is effectively minimized at
f (x) = 0.5 log
(
P(y = 1|x)
P(y = −1|x)
)
so a direct connection between boosting and additive logistic regression models is
drawn. According to this statistical perspective, AdaBoost predictions can be seen
as estimations of the posterior class probabilities, which has served as basis to de-
velop many extensions and variants of the algorithm (among them, the Cost-Sensitive
Boosting scheme [39, 40]).
It is important to mention that, despite the huge and unquestionable value of the
statistical view, some enriching controversy, revealed by empirical evidences [41, 4,
42], has arisen about inconsistencies of this interpretation.
2.2 adaboost and object detection : the viola-jones framework
In 2001, Paul Viola and Michael J. Jones [65, 64] presented a system that succeeded,
for the first time, to detect faces in images in real-time. Their framework, aimed to
be a general scheme for real-time object detection, was a revolution in the world of
Computer Vision, becoming one of its milestones in the last decade (and, probably
throughout Computer Vision history).
The Viola-Jones framework for object detection in grayscale images is based on
three key ideas:
The use of Haar-like features, efficiently computable using Integral Images, as
descriptors.
The use of AdaBoost as learning Algorithm.
A cascaded classifier architecture to improve efficiency.
Haar-like Features
Images in the Viola-Jones framework are processed following a sliding-window tech-
nique across the entire image, and at several scales. From each of these subwindows
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the algorithm must extract a set of descriptors, and depending on them the classifier
must decide if the subwindow contains the target object or not.
The descriptors used inside the Viola-Jones framework, known as Haar-like fea-
tures, compare the average intensity of two adjacent zones of the subwindow, with
a predefined geometry and proportionality (see Figure 1). The key advantage of this
kind of features is that they carry localized contrast information and require very
low computational cost, since they can be very efficiently computed using integral
images.
+ -
(a) (b)
Figure 1: Example of a simple Haar-like feature (a) and Haar-like feature definitions used in
the Viola-Jones Framework (b). Average intensity of the pixels inside the darker
areas is substracted from the average intensity of the pixels inside clearer areas.
However, a single Haar-like feature does not carry enough information to address
the detection task (they are too weak), while the total cardinality of the set of Haar-
like features extractable from each subwindow is extremely high (they are too many)3.
Thus, in order to make the problem tractable, a subset of meaningful features must be
selected and accordingly combined to build a classifier. . . and here is where Adaboost
appears.
AdaBoost
As we have seen in Section 2.1, AdaBoost is a learning algorithm that, using a
training dataset (with positive and negative examples of the desired object), is able to
select a set of weak classifiers from a predefined pool, and combine them into a final
strong classifier. Thus, AdaBoost fits perfectly to the scenario we have just described:
we have a huge pool of very weak features, from which we need to select a small sub-
set (dimensionality reduction) and then combine them to build a stronger classifier
able to tackle the detection problem. In other words, in the Viola-Jones framework,
AdaBoost is responsible for selecting the most discriminant Haar-like features accord-
ing to the training dataset, and combine them to build the final classifier (detector).
3 As originally defined by Viola and Jones, in a 24x24 image window (the resolution of their original
detector) there are 268364 different features.
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Cascaded Architecture
In real conditions, the number of positives of a given object (think of a face) is
negligible with regard to the total number of subwindows in an entire image, and
most of those windows will be “easy-to-reject” negatives. In such conditions, a sim-
ple monolithic detector devoting the same time and computational burden to all the
windows, regardless they are easy or difficult ones, will be extremely inefficient and
ruin the real-time capabilities of such a system.
Because of that, Viola and Jones proposed an architecture in which detection is per-
formed in a distributed way by a cascade of simpler classifiers (see Figure 2). The key
of their proposal is that any negative decision, at any point of the cascade, will lead
to a direct rejection of the candidate subwindow, avoiding the following classifiers to
be evaluated. In order to optimize efficiency, each classifier of the cascade must be
trained to reject as many negatives as possible with a controlled computational load,
while preserving all (or almost all) the positives. The authors refer to this architecture
as an attentional cascade, since classifiers are intended to progressively focus (as the
cascade advances) their attention in the most difficult examples.
Classifier 1
No
Input Yes Classifier 2
No
Yes Yes Classifier T
No
Yes...
Negative
P
o
sitiv
e
Figure 2: Cascade of classifiers. A negative result, at any point of the cascade, leads to a final
rejection of the candidate input.
The huge unbalance in cardinality and structural variability of positives and neg-
atives leads to a distributed detection scheme made of several classifiers holding
compromise between rejection of negatives and preservation of positives. . . and that
is cost-sensitiveness.
2.3 our work in object detection
Our work in Object Detection started [25] by developing, from scratch, our own
implementation of a object detection training platform based on both the original
Viola-Jones proposal [64] as well as the variations included in the OpenCV version
of the detector by that time [35, 36]. Our aim was initially geared towards facial
applications, and the first face detector [25] was later expanded to be concurrently
used for facial features localization [29], while we also studied the use of skin color
detection preprocessing stages [21].
Within the scope of this thesis, in this chapter we will focus our attention on the
contributions we have made in the field of object detection that, though not pure
boosting research, are most closely related to AdaBoost: Haar-like Polarity Invariant
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Features [30] and Quantum Features [32]. In both cases they are novel descriptors
that are used in different object detection scenarios (faces and traffic signs, respec-
tively), and that are aimed to reach a better or more efficient modeling of the weak
information to feed (cost-sensitive) AdaBoost learning stages.
2.3.1 Haar-Like Polarity Invariant Features
The Human Visual System is the main reference for the development and evalua-
tion of many computer vision applications, especially those based on human skills,
as is the case with face (and object) detection. Thus, we can draw a parallel between
human perception, based on local contrast and polarity, and Haar-like features that
basically encode local contrast and polarity information. Nevertheless, while contrast
polarity invariance has been shown to be perceptually relevant for the human capa-
bility of detecting faces [61], contrast polarity in original Haar-like features is always
fixed.
Physiological and Psychopysical Evidences
Human vision [12] is based on the interpretation of patterns of light projected onto
the photoreceptor cells (cones and rods) of our retina. These cells transduce light to
electric impulses, and synapse on a neural network which connects them to ganglion
cells. Inputs of ganglion cells come from spatially localized groups of photoreceptors
in the retina called receptive fields, which have different sizes and can overlap one
another.
Physiological studies [28] have shown that receptive fields are organized in an
antagonistic center/surround nature: stimulation in the center of the field tends to
be suppressed by stimulation in the surrounding area. The result of such antagonistic
organization is that ganglion cells behavior, which is the basic unit for higher-level
visual processing, depends on contrast of local regions.
+
+
-
-
(a) (b)
Figure 3: Center/surround nature of receptive fields in the retina: On-Center (a) and Off-
Center (b).
From a functional point of view, two classes of receptive fields have been identified:
those which increase the ganglion cell firing rate with increments of light in the center
of the field, and those which increase the firing rate with center light decrements. This
on-center off-center discrimination shows that contrast polarity is already present in
the early stages of the visual pathway.
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More recently, Antonio Torralba and Pawan Sinha conducted a series of psychophys-
ical experiments [61] to study the influence of several image attributes in the perfor-
mance of human observers detecting faces at different resolutions. They found that,
when using images of the internal part of the face, contrast negation caused a clear
detrimental effect on face detection performance. However, when those images were
expanded to include local context (bounding contours), the human capability of de-
tecting faces not only improved in the general case, but also contrast reversal had a
smaller detrimental impact.
These results reveal that local context information makes detection easier and sug-
gest that, while contrast polarity must be encoded in our brain representation of
faces specially for internal features, some information, as bounding contours, might
be encoded in a polarity invariant way (see Figure 4).
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(a) (b)
Figure 4: Contrast polarity and context information in face detection: Contrast reversal of
face images has a smaller influence on the human capability of detecting faces
when bounding contours (local context) are included (a), suggesting that our brain
representations of faces must encode both fixed polarity and polarity invariant in-
formation (b).
Haar-like features and polarity
Following physiological evidences as those sketched in Section 2.3.1, David Marr
[37] theorized that a visual system must have a hierarchical processing architecture
and should be based in scalable and differential (contrast based) features, properties
which are satisfied by wavelets. Constantine Papageorgiou et al. [47] used Haar
wavelets as features in SVM classifiers for object detection, suggesting that an over-
complete set of such basis functions will increase the descriptive power and the spa-
tial resolution needed for the detection task. Following this line, Paul Viola and
Michael J. Jones [64] take one step further defining what today are called Haar-like
features: an overcomplete set of functions, efficiently computed via the integral im-
age, which compare the average intensity difference between adjacent rectangular
regions of the image.
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Hence, the result of evaluating a Haar-like feature is a numeric value whose magni-
tude is a measure of the contrast between the defined rectangular zones, and whose
sign indicates the polarity of that comparison. Contrast and polarity, with their solid
perceptual roles, are thus embedded in Haar-like features.
In the Viola-Jones detector framework [64], weak classifiers h are defined as simple
thresholds (stumps) computed over Haar-like features f . Every weak classifier simply
distinguishes if one area of the candidate image x is darker or lighter than the other
one (depending on an inequality direction parameter d and a learned threshold θ) so
fixed contrast polarity information is directly built-in (2.3.1).
h (x, f , d, θ) =
{
1 if d f (x) < dθ
0 otherwise
Although fixed polarity is essential for human visual representations, contrast po-
larity invariance, which is not directly modeled in the Viola-Jones framework, has
also perceptual relevance, especially when local context is taken into account4, as we
have just seen. In addition, from an algorithmic point of view, the brighter-lighter di-
chotomy of standard weak classifiers does not exploit all the contrast variability pos-
sibilities: in some cases the relevant discriminative relationship between two zones of
an image could be that their average intensity is either different or similar, no matter
which one of them is darker or brighter. This can provide extra information about
discontinuities, uniformities or symmetries.
+ -
Brighter
Darker
Polar Features Non-Polar Features
+ -
Different
Similar
Figure 5: Haar-like polarity enhanced features.
Contrast polarity invariant weak classifiers can be modeled with the computation
of the absolute value of Haar-like features with no more changes in the Viola-Jones
framework. Consequently, as well as the standard polar Haar-like features ( fp), a
new set of non-polar features with absolute value embedded ( fnp =
∣∣ fp∣∣) can be
additionally defined. The resulting enhanced set allows modeling, with only one
weak classifier, any of the two different degrees of freedom in contrast comparison
(brighter-darker, similar-different) for every defined set of rectangles (see Figure 5).
4 Opposed to previous face detector approaches which only rely on the internal part of the face, Viola
and Jones trained their face detector with images containing face surroundings.
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Experiments
Rainer Lienhart et al. [35, 36] showed that adding new morphologies to the original
Haar-like features set defined by Viola and Jones can improve the performance of the
detection if they are suited to model the structural variation of the object to detect.
Our goal was to study the effect of extending the original feature set of Viola and
Jones, not by changing the Haar-like feature morphology as proposed by Lienhart et
al., but enhancing the way the features deal with polarity.
We trained two different face detectors: one using the Standard Haar-like Fea-
tures (SHF) in the Viola-Jones framework and the other with the Polarity Enhanced
Haar-like features (PE) set. Apart from the pool of features, training conditions were
identical for both cases: the same positive and negative training sets (7200 frontal
faces from BioID [5], AR [38] and XM2VTS [44] databases, and more than 10000
scenes without faces to extract negatives) and the same cascade learning architecture
(12 stages, each rejecting at less 50% of its negative examples, with a maximum of 70
mistakes in positives for the whole cascade).
It is important to highlight that the final goal of these training experiments was not
to reach an state-of-the-art competitive face detector, but training two controlled face
detectors in the same conditions, in order to shed light and assess contrast polarity
behavior of Haar-like features.
Performance results of both trained detectors, tested over three different labeled
face databases, are summarized in Table 1. Two of these test sets, BioSecure DS1
Subset [46] (313 images, 314 faces) and VALID [13] (1590 images, 1590 faces), consist
on images of people placed in front of the camera with different cluttered office
background and variant illumination conditions (similar to our face training datasets
constraints). The other test set, MIT+CMU [52] (130 images, 511 faces), is widely
used as face detection benchmark and entails a much more difficult task, with more
complex and noisy images from different sources.
Database
Detection Rate (%) Rejection Rate (%) Total Features Average Features
SHF PE SHF PE SHF PE SHF PE
DS1 99.363 99.363 99.999137 99.998937 382 247 10.685 8.245
VALID 97.170 98.491 99.999657 99.999593 382 247 10.063 7.611
CMU 84.540 82.583 99.999171 99.999233 382 247 11.406 8.767
Table 1: Performance of the Standard Haar-like Features (SHF) and Polarity Enhanced Haar-
like features (PE) detectors.
As could be expected, results on BioSecure and VALID databases are clearly better
to that obtained over CMU dataset. Nevertheless, which is really relevant for our
study is that accuracy of standard and polarity enhanced detectors can be consid-
ered equivalent to each other, whichever test database we are considering. Rejection
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and detection rates of both detectors do not differ significantly5. Moreover, accuracy
invariance is consistent with the fact that non-polar weak classifiers could be hypo-
thetically modeled with a combination of two standard polar classifiers, and suggests
that the non-polar set of features have the same generalization capabilities than the
polar ones. As a consequence, the really important aspect for us to analyze is the
structure of the resultant cascades.
The first point to emphasize is that overall number of selected features is signifi-
cantly lower when using the polarity enhanced set. As can be seen in Table 1, reduc-
tion is more than one third (35.34%). This behavior was also observed in previous
smaller experiments with other classes of interest (traffic signs), in which the number
of selected features was reduced by over 30% for all cases. This dimensionality reduc-
tion in the classifier seems to indicate that polarity invariance is a more compact way
to model some photometric structures. Moreover, the overall number of non-polar
features in the cascade (145) is higher to that of standard polar ones (102).
Although relevant from a dimensionality point of view, a reduction in the overall
number of features does not ensure a cascaded detector to be more efficient. Com-
putational efficiency of this kind of classifiers relies on the performance of the first
stages, which process and discard the vast majority of scanned windows. As used in
[64] and [35], an accurate measure of the computational efficiency of cascaded clas-
sifiers is the average number of evaluated features per candidate window, which is
shown in the last columns of Table 1: the enhanced feature set achieves a reduction
of about 23% in the average number of evaluated features per window for all tested
databases. In our C implementation of the face detector this improvement results in a
18% run time reduction. These results reveal that polarity enhancement compactness
works successfully from the beginning of the cascade. As can be seen in Figure 6
non-polar features are present in all trained stages and have an increasing influence
as the cascade progresses.
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Figure 6: Feature distribution evolution in the polarity enhanced face detector.
5 They are the same kind of differences we could find when training two experimentally identical de-
tectors with two different subsets from the same database or with different random seeds for negative
selection/exploration.
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Perceptual analysis
To analyze the impact of this new set of features from a more perceptual perspec-
tive, we will use two different kinds of graphic representations:
Polarity pattern: Shows the photometric structure latent behind selected polar
features. It is the accumulation of polar Haar-like feature patterns (+1 for
brighter areas and −1 for darker areas) weighted by their respective weak clas-
sifier coefficient. It carries only polar information.
Relevance map: Shows the relevance of each area of the candidate window in
the trained detector. It is the accumulation of Haar-like feature surfaces (+1 for
both areas) weighted by their respective coefficient. It can carry polar as well as
non-polar information.
The polarity pattern and the relevance map of the standard detector are shown
in the left column of Figure 7. As we can see, the polarity pattern follows the clear
photometric structure of a face and the relevance map shows that facial features (eye,
nose and mouth) are emphasized as the most distinctive zones. In a secondary level,
face surface as well as bottom of the face side surroundings, are also distinguishable
as relevant areas.
SHF PE
P
o
la
ri
ty
P
a
tt
e
rn
R
e
le
v
a
n
ce
M
a
p
Figure 7: Polarity patterns and relevance maps of the Standard Haar-like Features (SHF) and
Polarity Enhanced Haar-like features (PE) detectors.
Right column of Figure 7 shows the graphic representations related to the polarity
enhanced detector. With regard to the standard case in the polarity pattern the sides
of the face appear somewhat smoothed, while in the relevance map bottom side
surroundings are more emphasized. Having two kind of features, we can split the
relevance map into two (Figure 8), one for polar and one for non-polar features, to
clarify our analysis. The polar map shows that polarity variant features are clearly
focused in the inner part of the face, specially in the eyes region. Meanwhile, non-
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polar features are mainly focused in the outer surroundings of the bottom of the face
and, to a lesser extent, around facial features, contours and some uniform regions.
(a) (b)
Figure 8: Polar (a) and non-polar (b) relevance maps of the polarity enhanced detector.
This polarity decomposition results matches up to the perceptual evidences that
inspired the experiment: As well as in the human visual system, in our polarity
enhanced detector fixed contrast polarity is automatically selected to model the pho-
tometric structure of the inner parts of the face, while polarity invariance helps the
detection task mainly focusing on local context (surroundings) information.
Connection to AdaBoost
Besides perceptual analysis (comparing the human visual system with computer
vision schemes) on how polarity is encoded to describe the structure of a face, this
experiment emphasizes something already pointed in [35]: the ability of AdaBoost to
take advantage of a complementary set of features and to adapt its selection process
to the information available each time.
As can be seen, AdaBoost is able to effectively translate the theoretical advantages
of an enhanced set of features, with a reasoned foundation, to a more compact and ef-
ficient classifier that keeps the generalization and accuracy properties of the previous
(non-enhanced) one.
2.3.2 Quantum Features
As we have seen, original Haar-like features compute the average intensity between
two adjacent rectangular zones of the image that keep a predefined size relationship
between them. In addition, complementary sets as the polarity invariant Haar-like
features we have just presented, or the diagonal Haar-like features in [35, 36] lead to
improvements in the detector performance since they seem to effectively model some
kind of variability of the interest class that is not directly modeled by the original set.
On the other hand, Benjamin J. Balas and Pawan Sinha [2], following different
evidences, removed the adjacency and predefined proportionality restriction from
original Haar-like features, defining what they called Dissociated Dipoles: an un-
constrained comparison between the mean intensity of two arbitrary rectangles of
the exploring window. With this approach, the number of possible features shoots
up (the order of millions of features) and, with such a huge pool of features, the
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standard full search made by AdaBoost in the Viola-Jones framework turns to be
unfeasible, leading to include other solutions like evolutionary algorithms [3].
Based on that, we proposed [32] a novel set of features which we coined as Quan-
tum Features, that are simple intensity level comparisons between pixels of the image
at native resolution (the size of the positive and negative images used to train the
classifier). They are similar to minimum size Haar-like features, but with a key dif-
ference: pixels do not have to be adjacent, and they take into account all the possible
pixel combinations in the scanning window. Figure 9 shows some examples.
Figure 9: Example of quantum features for a 8x8 patch at native (training) resolution.
Regarding the size of the quantum features pool, they are the same order of mag-
nitude than the original set of Haar-like features defined by Viola-Jones, and several
orders less than dissociated dipoles. Consequently a standard full search, without
evolutionary algorithms, can be done in every round of boosting.
Any original Haar-like feature can be decomposed into a finite combination of
quantum features, and also any dissociated dipole can be described in terms of a
combination of them. As a consequence, quantum features can be interpreted as an
(overcomplete) basis of the former feature sets. Quantum features were designed
based on the premise that native resolution is the lowest resolution keeping the rele-
vant information of the object to detect, so one pixel at that resolution carries, in fact,
meaningful information. For higher scales the pixel size must be scaled accordingly,
and that can be easily performed by using the integral image as in standard Haar-like
features.
Also applying the polarity enhancement concept we presented in the previous sub-
section, quantum features can carry information about a pixel being darker, lighter,
similar or different in intensity (above some automatically selected threshold) to an-
other pixel. These two degrees of freedom (darker-lighter and similar-different), as
discussed in Section 2.3.1, give us practical and even biological advantages for gen-
eral purpose object detection, and its usefulness can be clearly exemplified as shown
in Figure 10 for Traffic Signs Detection, the context in which we first used quantum
features.
Experiments in Traffic Signs Detection
Following a classical point of view, a Viola-Jones-based approach could be able to
perform a generic Traffic Sign Detection task. But in a practical scenario for on-road
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Figure 10: Quantum features with polarity enhancement for traffic signs. Images (a), (b) and
(c) show examples of meaningful configurations with contrast polarity (darker vs.
lighter pixels). Polarity invariant quantum features can be useful to describe simi-
lar (d) or different (e) pixels (sign vs. background) regardless the specific contrast
polarity.
driving assistance, with very strong real-time and computational requirements (to be
shared with other driver assistance systems running concurrently), and needing to
distinguish between several types of signs, the standard detection process may not be
enough. Thus, we decided to combine the use of a Viola-Jones texture-based system,
with a shape-based preprocessing stage.
Exclusively relying on shape information, especially salient for traffic signs, we
used Local Contour Patterns (LCP) proposed by Francisco Parada-Loira and José Luis
Alba-Castro [48] to make an extremely fast prelocalization scheme, responsible of re-
jecting most of the scanned windows with very low computational cost, and also able
to cluster the regions of interest of each kind of traffic sign (in our scenario: circular,
triangular pointing up and triangular pointing down). Then a texture-based Viola-
Jones detector must fine-tune the classification and give the final positives detected
of each type.
LCP preprocessing provides several advantages. On the one hand, it prevents the
Viola-Jones texture scanning to make an exhaustive search across the image, and that
searching is actually performed only where contours are prone to enclose a traffic
sign. On the other hand, LCP preprocessing gives us some knowledge of the type
of sign enclosed, so only one texture detector is scanned per region of interest. This
huge saving in computing time allows us to make texture classifier exploring as fine
as we wish, providing better performance results while leaving free computing time
slots for other driver assistance systems.
Focusing on the second “fine-tune” stage, the one with AdaBoost embedded, we
trained six different cascaded detectors, two for each of the traffic signs classes of
interest: Speed limit, Danger messages and Yield. We used 400 signs of each type
(with size 18x18) manually cropped from different video scenes provided by the
Galician Automotive Technology Center (CTAG), and more than 5000 images without
traffic signs to extract negatives. From each pair of classifiers, one was trained with
Haar-Like features and the other one with quantum features, in both cases with
polarity enhancement.
We tested the global shape and texture traffic sign detection system, Local Contour
Patterns with Quantum features scheme (LCQ), with a database of videos supplied by
the Galician Automotive Technology Center (CTAG), from which we have extracted
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590 speed signs, 921 danger signs and 485 yield signs. Scenes (752x480 pixels) were
taken in different lighting (sunny and cloudy days, even some scenes taken at night)
and weather conditions (including rain and fog).
In our tests, we gathered the number of True Positives (TP) and False Positives (FP)
to compute the True Positive Rate (TPR) and Positive Predictive Value (PPV) figures
(11) as well as the average processing time, not only to assess our combined system
performance, but also for comparison with a simple Viola-Jones Scheme (VJ) trained
with the same dataset.
TPR =
TP
TP + FN
(11)
PPV =
TP
TP + FP
The LCP pre-processing step scans the whole image, giving a set of regions of
interest on which our quantum texture classifier performs a more precise search (with
a scale factor of 1.1 and delta step of 0.5 for native resolution). Meanwhile Viola-Jones
detector was tested using a generic search over the entire image following typical
search parameters (scale factor of 1.25 and delta of 1). Obtained results are shown in
Table 2 and Table 3.
Features Type Signs TP FP TPR PPV
LCQ
Speed 590 563 45 95.42 92.60
Danger 921 802 32 87.08 96.16
Yield 485 444 17 91.55 96.31
VJ
Speed 590 539 365 91.36 59.62
Danger 921 789 313 85.67 71.60
Yield 485 461 102 95.05 81.88
Table 2: Comparison of True Positive Rate (Recall) and Positive Predictive Value (Precision)
obtained by the Local Contour Patterns with Quantum features traffic sign detection
scheme LCQ and the standard Viola-Jones VJ.
As can be seen, our system outperforms in almost all the performance measures the
standard Viola-Jones approach (precision differences are especially notorious). When
detecting each type of sign independently, our system is around 5− 7 times faster
than the classical one. When searching all the three types of signs (Speed, Danger
and Yield) at a time, taking advantage of some LCP processing computations that
are common for all cases, differences are even more meaningful (12 times faster than
standard Viola-Jones). Moreover, when scanning the VJ detectors in the same fine
processing as our system, their processing time is more than 52 times higher than
LCQ ones.
With an average time of 70.21 ms on a 2.8 GHz processor, our system achieves real-
time performance (around 14 frames per second) while searching for three different
kinds of signs at one time.
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Features Type Time (ms)
LCQ
Speed 56.42
Danger 41.34
Yield 34.62
ALL 70.21
VJ
Speed 306.00
Danger 311.53
Yield 244.79
ALL 862.32
Table 3: Average Processing Time per Frame (752X480) consumed by the Local Contour Pat-
terns with Quantum features traffic sign detection scheme LCQ and the standard
Viola-Jones VJ.
From a more perceptual point of view, and in a similar way to what happened
with polarity invariant features and local context (Figure 8), it is also interesting
to mention that selected quantum features (Figure 11) also follow the photometric
behavior sketched in Figure 10.
Connection to AdaBoost
While in Section 2.3.1 we studied a complementary set of features, in this case we
proposed a totally different set of features carrying much weaker information than
standard Haar-like ones to feed AdaBoost learning stages.
From a purely boosting perspective, this circumstance further reinforces the role of
AdaBoost in this kind of systems. In a scenario where information units are much
weaker, the algorithm is able to select and combine these novel features to eventually
build strong classifiers that reach great generalization capabilites, great performance
and that can be used in a practical detection problem.
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(a) (b) (c)
Figure 11: Examples of some of the quantum features selected by AdaBoost in our training
experiments. Polarity contrast (a) and polarity invariance (b) and (c) quantum
features seem to model photometric structures as those suggested in Figure 10.
3
C O S T- S E N S I T I V E A D A B O O S T VA R I A N T S
In the previous chapter we have seen how AdaBoost is a key piece in the Viola-
Jones framework [64] to tackle a fundamental problem in computer vision: object
detection in images. As we mentioned, cost-sensitiveness is an inherent part of the
definition of the problem, due to the huge cardinatility and variability unbalance
between positives (the target object) and negatives (everything else). Hence, this
asymmetry turns out to be embedded in the architecture of the solution proposed by
Viola and Jones, in terms of their cascaded architecture of rejection-oriented classi-
fiers. . . that are trained with AdaBoost.
Beyond the way asymmetry is reached in the Viola-Jones original framework (we
will delve into it within a few paragraphs), a lot of approaches, each with a different
focus, have been proposed in the last few years to provide standard AdaBoost with
asymmetric capabilities. However, for the researcher, the result is an heterogeneous
heap of algorithms that lacks a unified frame of reference able to give structure to the
different proposals.
With the aim of providing a clearer comparative basis, in this chapter we will
review, with a homogenized formulation, the main cost-sensitive AdaBoost variants
proposed in the literature prior to our research, suggesting a clustering scheme for
them that depends on the asymmetrizing strategy followed in each case.
To define an homogeneous framework for our work, we have unified the different
notations found in the literature to that used by Schapire and Singer in [54], which
is, in fact, the notation we already used in the previous chapter.
3.1 characterization of cost-sensitive classification problems
Cost-sensitive classification problems can be fully portrayed by a cost matrix [9]
whose components map the loss of each possible result. For two-class problems
there are four kinds of results: true positives, true negatives, false positives and false
negatives; so the cost matrix C can be defined as follows:
Actual
Negative Positive
C = ( cnn cnp ) Negative Classifiedcpn cpp Positive
The optimal decision for a given cost matrix will not change if all its coefficients are
added a constant, or if they are multiplied by a constant positive factor. As a result,
a cost matrix for two-class classification problems only has two degrees of freedom
and can be parametrized by only two coefficients: false negatives normalized cost
(cnp) and true positives normalized cost (cpp):
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C =
(
0 cnp
1 cpp
)
In the most common case correct decisions have null related costs (cnn = cpp = 0),
so C has eventually only one degree of freedom: the ratio between cost of errors on
positives (cnp) and cost of errors on negatives (cpn). In the literature and most practi-
cal problems, cost requirements are usually specified by these two error parameters,
which, for simplicity, we will denote as CP and CN respectively.
C =
(
0 CP/CN
1 0
)
→
(
0 CP
CN 0
)
The coefficients of a cost matrix may not be constant in general. While constant
coefficients model a scenario where all the examples of each class have the same cost
(class-level asymmetry), variable coefficients mean that examples belonging to the
same class can have different costs (example-level asymmetry). Whatever the sce-
nario, it is also important to notice that, for “reasonableness” [9], correct predictions
in a cost matrix should have lower associated costs than mistaken ones (cnn < cnp
and cpp < cpn).
Bearing in mind that class-level asymmetry is the most common for detection prob-
lems, and that example-level asymmetry can be modeled by a class-level asymmetry
scheme with a resampled training dataset, for our analysis we have homogenized
the different Asymmetric AdaBoost approaches to the class-level scheme. Thus, we
will follow a prototypical cost-sensitive detection statement specified by two constant
coefficients CP and CN , that can be alternatively described by the “normalized asym-
metry” of the problem γ ∈ (0, 1):
γ =
CP
CP + CN
(12)
Despite the widespread use of these particularizations, in Section 6.2.3.1 we will
extend our conclusions to example-level asymmetry and also cases in which correct
classification costs are nonzero.
3.1.1 Experimental evaluation
The analysis of ROC curves [51, 11] has been the traditional way to evaluate and
compare the behavior of different classifiers across different working points. Never-
theless, an alternative representation proposed by Chris Drummond and Robert C.
Holte [8], dual respect to traditional ROC curves and based on expected costs, has
been shown to be more appropriate for cost-sensitive classification problems (cost is
explicitly presented, enabling direct visual interpretations and comparisons). These
representations are based on two magnitudes: the Probability Cost Function (PCF)
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and the Normalized Expected Cost (NEC), that are defined in Equations (13) and (14)
respectively.
PCF =
P(y = 1)CP
P(y = 1)CP + P(y = −1)CN (13)
NEC = PCF · FNR + (1− PCF) · FPR (14)
Besides costs (CP and CN), False Negative Rate (FNR) and False Positive Rate (FPR),
these magnitudes also depend on the prior probabilities of an example to be positive
(P(y = 1)) or negative (P(y = −1)).
In practical terms, if the number of positive and negative samples match in both
training and test sets (as is the case for all our experiments in the following chapters),
prior probabilities of each class will be 0.5. Thus, in such scenarios, PCF and γ will be
equivalent (15) and NEC can be interpreted (16) as the cost-weighted average of the
error in positives (FNR) and the error in negatives (FPR).
PCF =
CP
CP + CN
= γ (15)
NEC = γ · FNR + (1− γ) · FPR (16)
Throughout this work, we will also use the Classification Error (CE), the ratio of
correctly classified instances (regadless their label) of the whole dataset, as a suple-
mentary cost-insensitive measure of the classifier performance.
3.2 cost-sensitive adaboost variants review
We suggest an analytical classification scheme to cluster the cost-sensitive variants
of AdaBoost proposed in the literature into three categories, according to the way
asymmetry is reached: A posteriori, Heuristic and Theoretical.
3.2.1 A Posteriori
What is, probably, the most widespread cost-sensitive adaptation of AdaBoost re-
lies, in fact, in a cost-insensitive training that is modified afterwards to reach an
asymmetric behavior based on the performance over a validation set.
3.2.1.1 AdaBoost with Threshold Modification
The seminal face/object detector framework by Viola and Jones [64] we presented
in Chapter 2 uses a validation set to modify, after training, the threshold of the origi-
nal (cost-insensitive) AdaBoost strong classifier. The goal is to adjust the balance be-
tween false positive and detection rates, building, that way, a cost-sensitive boosted
classifier to be part of the cascade.
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H˜(x) = sign ( f (x)− T) = sign
(
T
∑
t=1
αtht(x)− T
)
Besides the great success of the detection framework, the authors themselves ac-
knowledge that neither this a posteriori cost-sensitive tuning ensures that the selected
weak classifiers are optimal for the asymmetric goal [63], nor their modifications pre-
serve the original AdaBoost training and generalization guarantees [64].
An useful insight on this can be drawn from the analysis by Masnadi-Shirazi and
Vasconcelos [40]. According to the Bayes Decision Rule, the optimal predictor f ∗(x)
for any generic binary classification problem, can be expressed in terms of the optimal
predictor for a cost-insensitive scenario f ∗0 (x) and a threshold T depending on costs.
f ∗ (x) = log
PY|X (1|x)CP
PY|X (−1|x)CN
= log
PY|X (1|x)
PY|X (−1|x)
− log CN
CP
= f ∗0 (x)− T
As a consequence, for any cost requirements, the optimal cost-sensitive detector
H∗(x) can also be expressed as a threshold on the cost-insensitive optimal predictor
f ∗0 (x).
H∗ (x) = sign [ f ∗(x)] = sign [ f ∗0 (x)− T]
In practical terms, however, learning algorithms do not have access to the ex-
act probability distributions and they must approximate this optimal detector rule.
Thus, AdaBoost can be seen as an algorithm obtaining an approximation Hˆ0(x) to
the optimal cost-insensitive detector, built by means of an estimation fˆ0(x) of the cost-
insensitive predictor (17).
Hˆ0(x) = sign
[
fˆ0(x)
]
= sign
(
T
∑
t=1
αtht(x)
)
≈ H∗0 (x) (17)
By definition, the purpose of AdaBoost is to obtain a detector as close as possible
to the optimal one, and this optimality is ensured if the learned predictor satisfies two
necessary and suficient conditions:
Hˆ0(x) = H∗0 (x)
m fˆ0 (x) = f ∗0 (x) = 0 if PY|X(1|x) = PY|X(−1|x)sign [ fˆ0 (x)] = sign [ f ∗0 (x)] if PY|X(1|x) 6= PY|X(−1|x)
(18)
As can be seen, in order to reach optimal detection the predictor learned by Ad-
aBoost should match the optimal predictor in the boundary region, but only its sign
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elsewhere. Analogously, optimal detection for the cost-sensitive case, would be en-
sured by two equivalent conditions:
Hˆ(x) = H∗(x)
m fˆ (x) = f ∗(x) = 0 if PY|X(1|x)CP = PY|X(−1|x)CNsign [ fˆ (x)] = sign [ f ∗(x)] if PY|X(1|x)CP 6= PY|X(−1|x)CN
(19)
Thus, optimality conditions required by the a posteriori modification of the Ad-
aBoost threshold would be as follows:
Hˆ(x) = H∗(x)
m fˆ0 (x) = f ∗0 (x) = T if PY|X(1|x)CP = PY|X(−1|x)CNsign [ fˆ0 (x)− T] = sign [ f ∗0 (x)− T] if PY|X(1|x)CP 6= PY|X(−1|x)CN
Bearing in mind that AdaBoost predictor fˆ0(x) is geared to satisfy (18), the op-
timality conditions for threshold modification are not necessarily fulfilled. The only
way to meet these requirements for any cost would be that the predictor obtained
by AdaBoost matched the optimal one along the whole space, which is an obviously
stronger condition than actually required (19). Moreover, recalling the exponential
bounding equation in which AdaBoost is based (6), we can see that, once the sign of
the obtained predictor matches the right label, the error bound is further minimized
for increasing absolute values of the estimated predictor, no matter how close they
are (or not) to the optimal predictor value.
As a consequence, there are no guarantees that a threshold change on the clas-
sical AdaBoost predictor will give us a cost-sensitive detector oriented to be opti-
mal. Nonetheless, this non-optimality has not prevented that asymmetric detectors
obtained by the Viola-Jones framework have been very successfully used for object
detection.
3.2.2 Heuristic
Most of the proposed cost-sensitive boosting algorithms [10, 60, 63, 57] try to deal
with asymmetry through direct manipulations of the weight update rule (3). These
approaches, not being a full reformulation of AdaBoost for asymmetric scenarios, can
be seen as “heuristic” modifications of the algorithm, as stated by Masnadi-Shirazi
and Vasconcelos [39, 40].
3.2.2.1 AsymBoost
Assuming the non-optimality of the strong classifier threshold adjustment proce-
dure in their object detector framework (Section 3.2.1), Viola and Jones proposed a
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different scheme, coined as AsymBoost [63], trying to optimize AdaBoost for cost-
sensitive classification problems.
Discarding the asymmetric weight initialization to be “naive” and only “somewhat
effective” due to “AdaBoost’s balanced reweighting scheme” (we will discuss on this
point in Section 6.2.1), AsymBoost proposes to distributedly emphasize weights by
an asymmetric modulation before each round. In practical terms, the only change
is multiplying weights D(i) by a constant factor (CP/CN)yi/2T before every learning
step of a T-round process. As a consequence, the overall asymmetric factor seen
by positive elements across the whole process is CP/CN times the factor seen by
negatives.
D(i)t+1 =
Dt(i) exp (−αtyiht (xi))
(
CP
CN
) yi
2T
∑ni=1 Dt(i) exp (−αtyiht (xi))
(
CP
CN
) yi
2T
AsymBoost is detailed in Algorithm 2, where asterisks indicate changes respect
to standard AdaBoost (we will use this same mark for all the subsequent analized
algorithms). As can be seen, AsymBoost reduces to AdaBoost for uniform costs.
Though the global AsymBoost procedure seems to be theoretically sound, the equi-
table asymmetry sharing among a fixed number of rounds entails significant problems:
Why such a rigid equitable sharing procedure should be optimal inserted in an adap-
tive framework such as AdaBoost? Why should we have to know in advance the
number of training rounds while standard AdaBoost does not require that? Note
that standard AdaBoost allows flexible performance tests to decide when to stop
training, since any change in the total number of rounds is directly performed by
training new additional rounds or trimming the current ensemble. However, that
cannot be performed in the case of AsymBoost, since any change in the size of the
obtained ensemble (number of rounds) means a change in the global asymmetry in-
troduced. Strictly speaking, in that case, AsymBoost would require to re-train the
whole classifier with a new asymmetry distribution.
3.2.2.2 AdaCost
Wei Fan et al. proposed [10] a cost-sensitive variation of AdaBoost called AdaCost.
The idea behind AdaCost is to modify the weight update rule, so examples with
higher costs have sharper increases of their weights after misclassification but lighter
decreases when are succesfully classified. This scheme is essentially addresed by
introducing a misclassification adjustment function β(i) into the weight update rule
(20).
Dt+1(i) =
Dt(i) exp (−αtyiht (xi) β(i))
∑ni=1 Dt(i) exp (−αtyiht (xi) β(i))
(20)
The misclassification adjustment function must depend on the cost (C(i)) of each
example/class and the success/fail of its classification. As a result, β(i) is imposed to
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Algorithm 2 AsymBoost
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
Initial (uniform) weight distribution: D(i)
? Cost parameters: CP, CN ∈ R+
Initialize:
? Pre-emphasize weight distribution: D(i) =
D(i)
( CP
CN
) yi
2T
∑ni=1 D(i)
( CP
CN
) yi
2T
Iterate:
for t = 1 to T do
for f = 1 to F do
Compute the weighted error of the f th weak classifier, et, f = ∑ni=1 D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
Compute the goodness parameter of the selected classifier, αt = 12 log
(
1−et
et
)
? Update weights: D(i)← D(i) exp(−αtyi ht(xi))
( CP
CN
) yi
2T
∑ni=1 D(i) exp(−αtyi ht(xi))
( CP
CN
) yi
2T
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
be non-decreasing respect to C(i) when classification fails, and non-increasing when
classification succeeds. This opens the door to a huge amount of functions satisfying
such requirements, from which authors chose the next:
β(i) =
{
0.5 (1− C(i)) if h f (xi) = yi,
0.5 (1+ C(i)) if h f (xi) 6= yi.
As can be seen, AdaCost does not match with AdaBoost for uniform costs and also
applies a cost-dependent weight pre-emphasis (see Algorithm 3).
3.2.2.3 CSB0, CSB1 and CSB2
Following the same idea of modifying the weight update rule, the CSB (acronym
from Cost-Sensitive Boosting) family of algorithms [59, 60] propose three different
updating schemes depending on which parameters are involved, resulting in CSB0,
CSB1 and CSB2 algorithms (see respective Algorithm 4, Algorithm 5 and Algorithm 6).
These rules are complemented, for all the three alternatives, by an asymmetric weight
initialization and a minimum expected cost criterion for strong classification replac-
ing the usual weighted voting scheme:
H(x) = sign
(
T
∑
t=1
αtht(x) (CPJht(x) = +1K+ CNJht(x) = −1K))
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Algorithm 3 AdaCost
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
Initial (uniform) weight distribution: D(i)
? Cost function: C(i) ∈ (0, 1) such as

CP
CP+CN
if 1 ≤ i ≤ m,
CN
CP+CN
if m < i ≤ n.
with CP, CN ∈ R+
Initialize:
? Pre-emphasize weight distribution: D(i) = C(i)D(i)∑ni=1 C(i)D(i)
Iterate:
for t = 1 to T do
for f = 1 to F do
Compute the weighted error of the f th weak classifier, et, f = ∑ni=1 D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
? Compute the cost-adjustment function, β(i) =
{
0.5 (1− C(i)) if h f (xi) = yi ,
0.5 (1+ C(i)) if h f (xi) 6= yi .
? Compute the goodness of the selected classifier with cost-adjustment as
αt =
1
2 log
(
1+∑ni=1 D(i)yi htβ(i)
1−∑ni=1 D(i)yi htβ(i)
)
? Update weights: D(i)← D(i) exp(−αtyi ht(xi)β(i))∑ni=1 D(i) exp(−αtyi ht(xi)β(i))
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
This new voting rule gives emphasis, in run time, to weak hypothesis deciding in
favor of the costly class. Of the three alternatives, only the last one, CSB2, is reduced
to standard AdaBoost when costs are equal.
3.2.2.4 AdaC1, AdaC2 and AdaC3
Defining new ways to modify the weight update rule, Yanmin Sun et al. [58, 57] pro-
posed another family of asymmetric AdaBoost alternatives called AdaC1, AdaC2 and
AdaC3. These variants couple the cost factor in different parts of the update equation:
inside the exponent (AdaC1), outside the exponent (AdaC2) and both (AdaC3):
Dt+1(i) =
Dt(i) exp (−αtciyiht (xi))
∑ni=1 Dt(i) exp (−αtciyiht (xi))
Dt+1(i) =
ciDt(i) exp (−αtyiht (xi))
∑ni=1 ciDt(i) exp (−αtyiht (xi))
Dt+1(i) =
ciDt(i) exp (−αtciyiht (xi))
∑ni=1 ciDt(i) exp (−αtciyiht (xi))
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Algorithm 4 CSB0
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
? Cost parameters: CP, CN ∈ R+
Initialize:
? Weight Distribution: D(i) =

CP
mCP+(n−m)CN if 1 ≤ i ≤ m,
CN
mCP+(n−m)CN if m < i ≤ n.
Iterate:
for t = 1 to T do
for f = 1 to F do
Compute the weighted error of the f th weak classifier, et, f = ∑ni=1 D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
Compute the goodness parameter of the selected classifier, αt = 12 log
(
1−et
et
)
? Update and normalize weights:
D(i)←

D(i) if h f (xi) = yi ,
CPD(i) if h f (xi) 6= yi and yi = 1,
CN D(i) if h f (xi) 6= yi and yi = −1.
D(i)← D(i)∑ni=1 D(i)
end for
Final Classifier:
?H(x) = sign
(
∑Tt=1 αtht(x) (CPJht(x) = +1K+ CNJht(x) = −1K))
As a difference from previous approaches, these changes in the weight update are
also propagated to the way goodness parameter αt is defined and, as a consequence,
have influence on how the weak classifier error is computed (see Algorithm 7, Algo-
rithm 8, Algorithm 9). All these variants reduce to AdaBoost when the cost function
C(i) is 1 for all examples.
3.2.3 Theoretical
Although, in greater or lesser extent, all the proposals in the previous subsection
have some theoretical basis, they can be considered as heuristic approaches. Masnadi-
Shirazi and Vasconcelos [39, 40], have pointed out that weight update manipulations
do not provide guarantees of asymptotic convergence to a good cost-sensitive deci-
sion rule. Why?
These approaches have something in common: the starting point of their deriva-
tions is an arbitrary modification of the weight update rule. However, as can be easily
shown following the work by Schapire and Singer [54], weight update in standard
AdaBoost is actually a consequence of the error minimization procedure (6) and not an
arbitrary starting point of it. Thus, the way to reach theoretically sound cost-sensitive
boosting algorithms should be to walk the path in the opposite direction: designing
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Algorithm 5 CSB1
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
? Cost parameters: CP, CN ∈ R+
Initialize:
? Weight Distribution: D(i) =

CP
mCP+(n−m)CN if 1 ≤ i ≤ m,
CN
mCP+(n−m)CN if m < i ≤ n.
Iterate:
for t = 1 to T do
for f = 1 to F do
Compute the weighted error of the f th weak classifier, et, f = ∑ni=1 D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
Compute the goodness parameter of the selected classifier, αt = 12 log
(
1−et
et
)
? Update and normalize weights:
D(i)←

D(i) exp
(−yih f (xi)) if h f (xi) = yi ,
CPD(i) exp
(−yih f (xi)) if h f (xi) 6= yi and yi = 1,
CN D(i) exp
(−yih f (xi)) if h f (xi) 6= yi and yi = −1.
D(i)← D(i)∑ni=1 D(i)
end for
Final Classifier:
?H(x) = sign
(
∑Tt=1 αtht(x) (CPJht(x) = +1K+ CNJht(x) = −1K))
a new asymmetric derivation scheme to obtain a new full formulation (including a
weight update rule), instead of partially adapting previous equations.
Before our research, only one alternative in the literature followed a theoretically
sound derivation scheme: Cost-Sensitive AdaBoost [39, 40].
3.2.3.1 Cost-Sensitive AdaBoost
The Cost-Sensitive Boosting framework proposed by Hamed Masnadi-Shirazi and
Nuno Vasconcelos [39, 40] has its roots in the Statistical View of Boosting [19], by
adapting the standard loss in equation (10) with asymmetric exponential arguments
for each class component.
J( f (x)) = E
(Jy = 1Ke−CP f (xi) + Jy = −1KeCN f (xi))
This asymmetric loss is theoretically minimized by the asymmetric logistic trans-
form of P (y = 1|x) (see Section 2.1.2.2), which should ensure cost-sensitive optimal-
ity.
f (x) =
1
CP + CN
log
CPP (y = 1|x)
CNP (y = −1|x)
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Algorithm 6 CSB2
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
? Cost parameters: CP, CN ∈ R+
Initialize:
? Weight Distribution: D(i) =

CP
mCP+(n−m)CN if 1 ≤ i ≤ m,
CN
mCP+(n−m)CN if m < i ≤ n.
Iterate:
for t = 1 to T do
for f = 1 to F do
Compute the weighted error of the f th weak classifier, et, f = ∑ni=1 D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
Compute the goodness parameter of the selected classifier, αt = 12 log
(
1−et
et
)
? Update and normalize weights:
D(i)←

D(i) exp
(−αtyih f (xi)) if h f (xi) = yi ,
CPD(i) exp
(−αtyih f (xi)) if h f (xi) 6= yi and yi = 1,
CN D(i) exp
(−αtyih f (xi)) if h f (xi) 6= yi and yi = −1.
D(i)← D(i)∑ni=1 D(i)
end for
Final Classifier:
?H(x) = sign
(
∑Tt=1 αtht(x) (CPJht(x) = +1K+ CNJht(x) = −1K))
The empirical minimization of the asymmetric loss proposed by Masnadi-Shirazi
and Vasconcelos follows a gradient descent scheme on the space of boosted (com-
bined and modulated) binary weak classifiers, resulting in the Cost-Sensitive Ad-
aboost algorithm shown in Algorithm 10. As can be seen, the final solution involves
hyperbolic functions and scalar search procedures, being extremely more complex
and computing demanding than the original AdaBoost.
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Algorithm 7 AdaC1
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
Initial (uniform) weight distribution: D(i)
? Cost function: C(i) ∈ (0, 1) such as
{
CP if 1 ≤ i ≤ m,
CN if m < i ≤ n.
Iterate:
for t = 1 to T do
? Compute the total weight with costs, Wt = ∑ni=1 c(i)D(i)
for f = 1 to F do
? Compute the weighted error of the f th weak classifier with costs,
et, f = ∑ni=1 c(i)D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
? Compute the goodness parameter of the selected classifier, αt = 12 log
(
1+Wt−2et
1−Wt+2et
)
? Update weights: D(i)← D(i) exp(−αtciyi ht(xi))∑ni=1 D(i) exp(−αtciyi ht(xi))
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
Algorithm 8 AdaC2
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
Initial (uniform) weight distribution: D(i)
? Cost function: C(i) ∈ (0, 1) such as
{
CP if 1 ≤ i ≤ m,
CN if m < i ≤ n.
Iterate:
for t = 1 to T do
? Compute the total weight with costs, Wt = ∑ni=1 c(i)D(i)
for f = 1 to F do
? Compute the weighted error of the f th weak classifier with costs,
et, f = ∑ni=1 c(i)D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
? Compute the goodness parameter of the selected classifier, αt = 12 log
(
Wt−et
et
)
? Update weights: D(i)← ci D(i) exp(−αtyi ht(xi))∑ni=1 ci D(i) exp(−αtyi ht(xi))
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
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Algorithm 9 AdaC3
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
Initial (uniform) weight distribution: D(i)
? Cost function: C(i) ∈ (0, 1) such as
{
CP if 1 ≤ i ≤ m,
CN if m < i ≤ n.
Iterate:
for t = 1 to T do
? Compute the total weight with costs, W1t = ∑
n
i=1 c(i)D(i)
? Compute the total weight with squared costs, W2t = ∑
n
i=1 c(i)
2D(i)
for f = 1 to F do
? Compute the weighted error of the f th weak classifier with squared costs,
et, f = ∑ni=1 c(i)
2D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
? Compute the goodness parameter of the selected classifier, αt = 12 log
(
W1t +W
2
t −2et
W1t −W2t +2et
)
? Update weights: D(i)← ci D(i) exp(−αtciyi ht(xi))∑ni=1 ci D(i) exp(−αtciyi ht(xi))
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
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Algorithm 10 Cost-Sensitive AdaBoost
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m,
−1 if m < i ≤ n.
Pool of F weak classifiers: h f (x)
? Cost parameters: CP, CN ∈ R+
Number of rounds: T
Initial (uniform) weight distribution: D(i)
for t = 1 to T do
? Calculate parameters:
TP = ∑mi=1 D(i)
TN = ∑ni=m+1 D(i)
for f = 1 to F do
Pick up f th weak classifier: h f (x).
? Calculate parameters:
B = ∑mi=1 D(i)Jyi 6= h f (xi)K,
D = ∑ni=m+1 D(i)Jyi 6= h f (xi)K. .
? Find αt, f solving the next hyperbolic equation:
2CPB cosh
(
CPαt, f
)
+ 2CND cosh
(
CNαt, f
)
= C1TPe−CPαt, f + C2TNe−CNαt, f
? Compute the loss of the weak learner
Lt, f = B
(
eCPαt, f − e−CPαt, f
)
+ TPe−CPαt, f +D
(
eCNαt, f − e−CNαt, f
)
+ TNe−CNαt, f
end for
Select the weak learner (ht(x), αt(x)) of smallest loss in this round: argmin
f
[
Lt, f
]
? Update weights:
D(i)←
{
D(i) exp (−CPαtht (xi)) if 1 ≤ i ≤ m,
D(i) exp (CNαtht (xi)) if m < i ≤ n.
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
4
C O S T- G E N E R A L I Z E D A D A B O O S T
As we have seen in the previous chapter, prior to our research only one of the
asymmetric variants of AdaBoost in the literature had a fully theoretical derivation:
the Cost-Sensitive AdaBoost algorithm by Masnadi-Shirazi and Vasconcelos [39, 40].
Based on the Statistical View of Boosting [19], their solution is theoretically solid,
but the final algorithm is far more complex and computing demanding than the
original AdaBoost. So, at this point, a simple question arises: Is such a complexity
strictly necessary to achieve a soundly asymmetric version of AdaBoost? This chapter
and the following one will show us that, also following fully theoretical pathways,
there are simpler ways to provide AdaBoost with a theoretically sound cost-sensitive
behavior.
Our first step (and, probably, the cornerstone of this thesis) is related with the way
the weight distribution is initialized in AdaBoost. Though some studies [17, 67] men-
tion that the incorporation of unbalanced initial weights could lead to a cost-sensitive
version of AdaBoost, subsequent works insist that this is not enough to reach effective
asymmetry [63, 43, 57, 39], swelling, as we have seen, the number of different asym-
metric boosting variants proposed in the literature. Meanwhile, standard AdaBoost
is “de facto” defined, almost everywhere (e.g., [54, 19, 55, 10, 60, 57, 39, 18, 49, 50]),
with a uniform initial weight distribution. From there, some asymmetric boosting
algorithms (like AdaCost [10] or CSB [59, 60]) use cost-sensitive initialization as a
lateral or secondary strategy respect to their proposed weight update rules, while
others (like AsymBoost [63] or Cost-Sensitive AdaBoost [39, 40]), immediately dis-
card asymmetric weight initialization to be “naive” and ineffective.
However, to the best of our knowledge, a formal explanation of the consequences
of using asymmetric initial weights on AdaBoost has not been provided, either in
one way (they lead to effective asymmetry) or the other (they are definitely useless).
Thus, some light must be shed in order to clarify the actual learning capabilities of
AdaBoost when initialized with an uneven weight distribution.
In this chapter we propose a new perspective to analyze AdaBoost in a class-
conditional way. This analysis suggests that, only with an unbalanced class-conditional
initialization of the weight distribution, AdaBoost is, by itself, a theoretically sound
asymmetric classification algorithm. Based on class error decomposition, our analy-
sis offers a new model to understand AdaBoost behavior and how it really deals with
asymmetry in an additive round-by-round scheme. In fact, weight initialization is no
more than a way to modify the data distribution seen by the learner and, as we will
see, it shapes the error bound that sets AdaBoost minimization goal.
One key point of our work is that it is merely an analysis, so AdaBoost is un-
changed and all its theoretical properties (related to training and generalization er-
rors) remain intact, which has not been clearly reported on the other modifications
in the literature.
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Our cost-generalized analysis is inspired by the generalized derivation of Schapire
and Singer [54], that is very close to the original formulation [17] and it is also spe-
cially intuitive and illustrative for our purpose. The Statistical View of Boosting [19]
and all its subsequent controversy [41, 4, 42] is left aside for the moment, although
an analogous conclusion could be derived from it (see Section 6.2.2).
4.1 adaboost and asymmetry
AdaBoost is usually seen as a learning procedure driven by misclassification on
the training set. In that sense, the exponential bound to minimize must be defined
(21) following the guidelines proposed by [54]. Graphically, we can visualize this
bounding process in Figure 12.
ET =
1
n
n
∑
i=1
JH(xi) 6= yiK
≤ 1
n
n
∑
i=1
exp (−yi f (xi)) =
T
∏
t=1
Zt = E˜T
(21)
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Figure 12: AdaBoost exponential training error bound. Horizontal axis represents the abso-
lute value of the final score of the strong classifier, with negative sign for errors
and positive for correct classifications. Vertical axis is the loss related to misclassi-
fication and its exponential bound.
From this point of view, AdaBoost is an algorithm with a symmetric behavior if the
number of instances in the training set is the same for the two classes, or biased to
the prevalent class otherwise. Consequently, AdaBoost could not be a cost-sensitive
algorithm unless the training data set is resampled accordingly.
Based on this seemingly balanced nature, several modifications of AdaBoost have
been proposed in order to adapt the algorithm to cost-sensitive problems. As we have
seen in Chapter 3, most of them [26, 10, 60, 57, 63] are based on modifying the weight
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update rule in an asymmetric (class-conditional) way. However, it is not clear how
these changes can affect the theoretical properties of AdaBoost since, as mentioned
in Section 2.1.2.1, the update rule is a consequence of the minimization process and
not an arbitrary starting point of it.
This perspective is supported by the fact that AdaBoost is usually explained with
a fixed uniform initial weight distribution D1(i) = 1/n (e.g., [54, 19, 55, 10, 60, 57,
39, 18, 49, 50]). Nevertheless, some initial works by Freund and Schapire [17] leave
this distribution free to be controlled by the learner. In fact, in our presentation
of AdaBoost in Section 2.1 we deliberately did not mention anything about the ini-
tialization of the weight distribution. Then, what would really happen if the initial
distribution was a generic one?
Changes of the initial distribution were used to deal with cost-related utility func-
tions [56], and cost-sensitive weight initializations (bonded to different changes in
the weight update rule) were also used by Karakoulas and Shawe-Taylor [26], Fan
et al. [10] or Ting [60]. Viola and Jones in [63] proposed a preliminary asymmet-
ric modification of AdaBoost equivalent to an asymmetric modification of the ini-
tial weights. Nevertheless, they discard this “naive” approximation arguing that the
induced asymmetry is fully absorbed by the first round, while the rest of the pro-
cess remains entirely symmetric. Their final proposal, AsymBoost, consists on fairly
spreading the desired asymmetry among a predefined number of rounds.
However, though not widely appreciated, it can be easily shown that the error
bounded and minimized by AdaBoost is, actually, a weighted error depending on the
initial weight distribution. The only change with regard to the usual bound (21), in
which initial uniform weights have been taken out of the summation, is that generic
initial weights must be kept inside the summation during the bounding process (22).
ET =
n
∑
i=1
D1(i)JH(xi) 6= yiK
≤
n
∑
i=1
D1(i) exp (−yi f (xi)) =
T
∏
t=1
Zt = E˜T
(22)
From here, the rest of the process remains identical to that explained by Schapire
and Singer [54], consequently guaranteeing all the theoretical properties of AdaBoost
with regard to training and generalization errors.
4.2 revisiting adaboost
In this section we will show our novel class-conditional interpretation model for
AdaBoost that will shed light on the actual class-dependent behavior of the algorithm.
4.2.1 Asymmetric Interpretation
To derive our new interpretation of AdaBoost, instead of the initial weight distribu-
tion used in the original AdaBoost formulation, we define a set of parameters which
contain exactly the same information of the former distribution.
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Asymmetry1:
m
∑
i=1
D1(i) = γ ∈ (0, 1) (23)
Class-conditional distributions:
D1+(i) =
D1(i)
γ
, for i = 1, . . . , m (24)
D1−(i) =
D1(i)
1− γ , for i = m + 1, . . . , n (25)
If we put this new set of parameters into the training error expression (22) we will
be able to decompose it in terms of its positive and negative class error components:
ET =
n
∑
i=1
D1(i)JH(xi) 6= yiK = γ m∑
i=1
D1+(i)JH(xi) 6= yiK
+ (1− γ)
n
∑
i=m+1
D1−(i)JH(xi) 6= yiK
= γ ET+ + (1− γ) ET−
(26)
Bounding (26) with the usual exponential approximation, we can also obtain the
error bound as the combination of two class-conditional partial error bounds:
ET = γ ET+ + (1− γ) ET−
≤ γ
m
∑
i=1
D1+(i) exp (−yi f (xi))
+ (1− γ)
n
∑
i=m+1
D1−(i) exp (−yi f (xi))
= γ E˜T+ + (1− γ) E˜T− = E˜T
In Figure 13 we can see the defined weighted partial error bounds (E˜T+ and E˜T−)
for an asymmetry of γ = 2/3 (assuming uniform class-conditional distributions).
Asymmetry becomes evident.
As it can be seen, the two partial bounds have expressions formally identical to
that of the general bound used in the original AdaBoost (22), so an equivalent update
rule can be derived for each class error:
D(t+1)+(i) =
Dt+(i) exp (−αtyiht(xi))
Zt+
D(t+1)−(i) =
Dt−(i) exp (−αtyiht(xi))
Zt−
1 Notation reminder: From all the n training examples, the m first ones are positives and the remaining
n−m are negatives
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Figure 13: AdaBoost training error and its exponential bound split into two class-conditional
components for an asymmetry of γ = 2/3.
where
Zt+ =
m
∑
i=1
Dt+(i) exp (−αtyiht(xi))
Zt− =
n
∑
i=m+1
Dt−(i) exp (−αtyiht(xi))
We will also define two new parameters Pt+ and Pt− which, unraveling the update
rules, can be expressed as follows:
Pt+ =
t−1
∏
k=1
Zk+ =
m
∑
i=1
(
D1+(i)
t−1
∏
k=1
exp (−αkyihk(xi))
)
Pt− =
t−1
∏
k=1
Zk− =
n
∑
i=m+1
(
D1−(i)
t−1
∏
k=1
exp (−αkyihk(xi))
)
These parameters (we will discuss later about their meaning) allow us to express
the partial error bounds in a compact form:
E˜t+ = Pt+ Zt+
E˜t− = Pt− Zt−
The global error bound of the original view of AdaBoost, E˜t, can also be analo-
gously rewritten by defining an equivalent parameter Pt for the whole training set:
Pt =
t−1
∏
k=1
Zk =
n
∑
i=1
(
D1(i)
t−1
∏
k=1
exp (−αkyihk(xi))
)
E˜t = Pt Zt
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As a result, the error bound to minimize can be expressed as:
E˜t = γ E˜t+ + (1− γ) E˜t−
= γ Pt+Zt+ + (1− γ) Pt−Zt−
Bearing in mind that in each round the only variable parameters are Zt+ and Zt−
(γ is fixed from the beginning, and Pt depends only on the previous rounds), we can
minimize E˜t using a procedure analogous to that proposed by Schapire and Singer
[54]. While the minimization is exactly the same as in the original case (∂E˜t/∂αt = 0)
the process can be entirely performed in terms of the class-conditional parameters
and allows us to obtain the next expression of the error to be minimized round by
round:
et =
γ Pt+
γ Pt+ + (1− γ) Pt− et+ +
(1− γ) Pt−
γ Pt+ + (1− γ) Pt− et− (27)
Where et+ and et− are the partial weighted errors per class:
et+ =
m
∑
i=1
Dt+(i)Jh(xi) 6= yiK = ∑
pos nok
Dt+(i)
et− =
n
∑
i=m+1
Dt−(i)Jh(xi) 6= yiK = ∑
neg nok
Dt−(i)
The expression for αt is:
αt =
1
2
ln

γ Pt+ ∑
pos ok
Dt+(i) + (1− γ) Pt− ∑
neg ok
Dt−(i)
γ Pt+ ∑
pos nok
Dt+(i) + (1− γ) Pt− ∑
neg nok
Dt−(i)

=
1
2
ln
(
1− et
et
)
(28)
And the final training error bound, can be expressed as:
ET ≤ E˜T =
T
∏
t=1
Zt =
T
∏
t=1
√
1− rt2
rt =
γ Pt+
γ Pt+ + (1− γ) Pt−
m
∑
i=1
Dt+(i)yiht(xi)
+
(1− γ) Pt−
γ Pt+ + (1− γ) Pt−
n
∑
i=m+1
Dt−(i)yiht(xi)
(29)
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As we can see, all the magnitudes (et, αt and rt) are systematically decoupled in two
components according to the global asymmetry and the classifier behavior over each
class. The key concept is that expressions (27), (28) and (29) are actually the same
as those of the original AdaBoost formulation (8), (9) and (2), respectively. On one
hand, the derivation is equivalent to the original with the only exception that weights
are decomposed in three parameters (23), (24), (25). On the other hand, during the
derivation process we can obtain equivalences (30), (31), (32) which appropriately
replaced on the original AdaBoost expressions lead us to the new ones.
γ Pt+ + (1− γ) Pt− = Pt (30)
γ Pt+Dt+(i) = PtDt(i), for i = 1, . . . , m (31)
(1− γ) Pt−Dt−(i) = PtDt(i), for i = m + 1, . . . , n (32)
4.2.2 Asymmetric Error Analysis
The initial weight decomposition in our analysis allows us to decouple the global
weight distribution information in two levels which were always mixed in the original
AdaBoost formulation:
Class level: The asymmetry parameter γ models the global cost of the positive
class over the negative one. From a practical point of view, this parameter can
be used to introduce asymmetry in the strong classifier.
Example level: The class-conditional initial weight distributions (D1+ and D1−(i))
model the relative relevance of each example inside its own class. So, being two
separate distributions, they are isolated from the asymmetry of the problem.
This two-level categorization can be extrapolated to the error bound minimized by
AdaBoost in each round, yielding us a new insight.
E˜t =
CLASS LEVEL︷ ︸︸ ︷
γ︸︷︷︸
Global Asymmetry
· Pt+︸︷︷︸
Previous Rounds Asymmetry︸ ︷︷ ︸
Effective Asymmetry
·
EXAMPLE LEVEL︷ ︸︸ ︷
Zt+︸︷︷︸
Current Round
︸ ︷︷ ︸
POSITIVES BEHAVIOR
+
CLASS LEVEL︷ ︸︸ ︷
(1− γ)︸ ︷︷ ︸
Global Asymmetry
· Pt−︸︷︷︸
Previous Rounds Asymmetry︸ ︷︷ ︸
Effective Asymmetry
·
EXAMPLE LEVEL︷ ︸︸ ︷
Zt−︸︷︷︸
Current Round
︸ ︷︷ ︸
NEGATIVES BEHAVIOR
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The bound consists of two formally identical terms, one per class (positive and
negative). Each term has two main components: one on the class level and another
one in the example level.
The class level defines the effective asymmetry demanded for the current round.
It can be seen as the global desired asymmetry modulated by the past asym-
metric behavior of the classifier (encoded by cumulative errors Pt+ and Pt−). It
only depends on the previous rounds.
The example level is related to the weighted error of the current weak classifier.
Weight distributions (Dt+(i) and Dt−(i)) are updated, round by round, to en-
code the effective relative relevance of each example totally apart from the class
behavior. It depends both on the previous and current rounds.
As we can see, the effective asymmetry of each round will depend on the asym-
metry of the previous ones, so AdaBoost goal is to iteratively find the weak hypoth-
esis which, given its predecessors, best helps to the global asymmetry minimizing
the training error bound. Asymmetry is reached in a round-by-round adaptive way,
without any previous restriction on the final number of rounds.
This error bound interpretation can open the door to new modifications of Ad-
aBoost based, for example, on tuning the global and past asymmetry contributions
in order to achieve different asymmetric behaviors along rounds.
4.3 cost-generalized adaboost algorithm
Once we have seen the actual asymmetric properties of AdaBoost when using a
generic initial distribution, the algorithm can be reformatted to a Cost-Generalized Ad-
aBoost version, as can be seen in Algorithm 11. Notice that the γ parameter used so
far in this chapter can be directly mapped to the “normalized asymmetry” γ param-
eter (12) we defined in Section 3.1 when characterizing cost-sensitive classification
problems. We intentionally used the same γ symbol in both cases.
The only change of Cost-Generalized AdaBoost regarding to the AdaBoost algorithm
usually found in the literature is that the initial weight distribution is not necessarily
uniform. Now, weights are initialized in terms of the cost parameters (CP and CN or,
equivalently, γ) and two class-conditional distributions (D+(i) and D−(i)) that can
be uniform (all the examples of each class weight the same) or not (some examples
are emphasized).
4.4 experiments
In order to illustrate our cost-generalized analysis with empirical results on the
asymmetric behavior of AdaBoost with unbalanced initial weight distributions, we
performed three kinds of experiments.
For the first experiment, we used the separable set of Figure 14 (inspired by that
used in [63]) in which positives are concentrated in a circular area and negatives sur-
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Algorithm 11 Cost-Generalized AdaBoost
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m (Positives),
−1 if m < i ≤ n (Negatives).
Pool of F weak classifiers: h f (x)
Number of rounds: T
? Two initial weight distributions over positives and negatives: D+(i) and D−(i)
? Cost parameters: CP, CN ∈ R+
Initialize:
? Global weight distribution: D(i) =

CP
CP+CN
D+(i) = γD+(i) if 1 ≤ i ≤ m,
CN
CP+CN
D−(i) = (1− γ)D+(i) if m < i ≤ n.
Iterate:
for t = 1 to T do
for f = 1 to F do
Compute the weighted error of the f th weak classifier, et, f = ∑ni=1 D(i)Jh f (xi) 6= yiK
end for
Select the weak learner ht(x) of smallest error, et = argmin
f
[
et, f
]
Compute the goodness parameter of the selected classifier, αt = 12 log
(
1−et
et
)
Update weights: D(i)← D(i) exp(−αtyi ht(xi))∑ni=1 D(i) exp(−αtyi ht(xi))
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
round them, following the same uniform distribution in both cases. Weak classifiers
are stumps in the linear two-dimensional space.
(a) (b)
Figure 14: Training set (a) and example weak classifiers over the test set (b) used to illustrate
our Cost-Generalized analysis of AdaBoost. Positive examples are marked as ‘+’,
while ‘◦’ are the negative ones.
Cost-Generalized AdaBoost behavior for this training set and different asymme-
tries (γ = 12 ,
3
5 ,
2
3 and
7
8 ) is shown in Figure 15. We can see that, as the asymmetry
grows, positive error bound and respective positive training/test errors tend to be
lower, while negative error bound and respective negative training/test errors tend
to be higher. This behavior does not prevent the classifier from asymptotically im-
proving itself round by round approaching to zero training error classifiers, due to
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Figure 15: Evolution of training error bound (left column), training error (center column) and
test error (right column) through 100 learning rounds of Cost-Generalized Ad-
aBoost, using the set without overlapping in Figure 14 and different asymmetries.
the separable nature of the classification problem. The key advantage of this ap-
proach is that the error evolution follows an unbalanced behavior, allowing the user
to stop training at any iteration, with the theoretical confidence of having minimized
the error bound with the desired asymmetry no matter in which iteration we are (op-
posed to Asymboost [63] philosophy). This can be very useful for flexible building of
cascaded classifiers as the ones in the Viola-Jones framework [64].
We also run this experiment with a non-separable set as shown in Figure 16 and
for the same different asymmetries (γ = 12 ,
3
5 ,
2
3 and
7
8 ) (Figure 17 and Figure 18).
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We can see that, due to the overlapping between classes (they are non-separable),
error curves tend to a working point different to that of the previous experiment. In
any case, the obtained behaviors are clearly asymmetric along the whole evolution of
the boosted classifiers, and the degree of asymmetry is effectively managed by the γ
parameter.
(a) (b)
Figure 16: Training set with overlapping (a) and example weak classifiers over the test set (b).
Positive examples are marked as ‘+’, while ‘◦’ are the negative ones.
Finally we have also conducted a more extensive experiment using both synthetic
and real datasets to obtain numerical results verifying our hypothesis. The strategy
we have followed is leave-one-out cross-validation. Thus, iteratively selecting every ex-
ample of a dataset, a classifier is trained over the remaining elements and tested over
the selected one. This procedure is repeated for all the examples, all the datasets and
all the desired γ parameters, so that overall performance figures can be computed.
Table 4 and Figure 16 summarize the obtained performance over the synthetic dataset
with overlapping in Figure 16 and some real asymmetric datasets (Credit, Diabetes
and Spam) extracted from the UCI Machine Learning Repository [14]. As can be
seen, in all cases a consistent asymmetric behavior is reached, being also progressive
depending on γ.
γ
Synthetic cloud
FNR FPR CE NEC
1/2 0.3160 0.2920 0.3040 0.3040
3/5 0.2680 0.3800 0.3240 0.3128
2/3 0.2200 0.4200 0.3200 0.2867
7/8 0.0760 0.6640 0.3700 0.1495
Table 4: Cost-Generalized AdaBoost behavior (False Negative Rate, False Positive Rate, Classi-
fication Error and Normalized Expected Cost) for different asymmetric requirements
over the synthetic cloud dataset with overlapping in Figure 16.
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Figure 17: Evolution of training error bound (left column), training error (center column)
and test error (right column) through 100 rounds of Cost-Generalized AdaBoost
training and different asymmetries, using the set with overlapping in Figure 16.
4.5 discussion
Previous sections reveal that AdaBoost can be by itself an asymmetric learning algo-
rithm (Cost-Generalized AdaBoost), following its original additive round-by-round
updating behavior. Our proposed change of perspective yields several consequences:
The initial weight distribution is more than the distribution seen by the first
weak classifier. It is the distribution which weighs the global error bound to be
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(a) γ = 12 (b) γ =
3
5
(c) γ = 23 (d) γ =
7
8
Figure 18: Classification results over the test set with overlapping (Figure 16) for different
asymmetries. As in Figure 14 true positives are marked as ‘+’, and ‘◦’ are true
negatives. However, in this case, cyan colored marks represent positive classifica-
tions while blue ones represent negative classifications.
γ
Credit Diabetes Spam
FNR FPR CE NEC FNR FPR CE NEC FNR FPR CE NEC
1/2 0.2867 0.2686 0.2740 0.2776 0.3209 0.2240 0.2578 0.2724 0.0484 0.0618 0.0537 0.0551
3/5 0.2267 0.3743 0.3300 0.2857 0.2239 0.2860 0.2643 0.2487 0.0416 0.0706 0.0530 0.0532
2/3 0.1867 0.4343 0.3600 0.2692 0.1978 0.3220 0.2786 0.2392 0.0384 0.0838 0.0563 0.0535
7/8 0.0600 0.6914 0.5020 0.1389 0.1007 0.5300 0.3802 0.1544 0.0233 0.1175 0.0604 0.0351
Table 5: Cost-Generalized AdaBoost behavior (False Negative Rate, False Positive Rate, Classi-
fication Error and Normalized Expected Cost) for different asymmetric requirements
over real datasets extracted from the UCI Machine Learning Repository [14].
minimized by AdaBoost. Any asymmetry in this initial weight distribution is
an effective way to introduce asymmetry in the strong classifier goal.
This kind of asymmetry is asymptotic for the whole classifier and the num-
ber of training rounds can be as flexible as in the original case (unlike Asym-
Boost [63] which rigidly spreads the asymmetry in a predefined number of
rounds). Among other advantages, this makes possible, once a strong classifier
is trained, to cut it out at whatever round we consider, with the certainty that
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the error bound has been minimized taking the desired global asymmetry into
account. Moreover, it can be specially useful for cascaded classifiers as those
used for object detection [64], in which each stage (each strong classifier) must
be markedly asymmetric and as short as possible, in order to improve rejecting
efficiency (and consequently the real-time ability of the system).
Asymmetry can be reached without changing the weight update rule, as op-
posed to the most of the asymmetric AdaBoost modifications in the literature. It
is argued that such a modification is needed because AdaBoost updates weights
of examples from different classes in the same way, only distinguishing between
correctly and incorrectly classified ones. This is true, but it must be taken into
account that, before the first weight distribution update, AdaBoost must have
selected a first weak classifier h1(x) and a goodness parameter α1 according to
the initial weight distribution D1(i), which stores the desired asymmetry infor-
mation. Consequently h1(x) and α1 implicitly encode asymmetry information,
and both parameters are just the ones that manage the update rule. The result
is that asymmetry is indirectly present in the usual weight update rule and, as
seen in Section 4.2.2, all the subsequent iterations can be seen as a round-by-
round asymmetry adaptive process. Any additional class-dependent change in
the weight update rule may emphasize, in a more or less controlled way, the
described asymmetric behavior but in those cases it is not clear how it would
affect to the theoretical properties of AdaBoost.
The whole formal guarantees provided by AdaBoost remain intact.
4.6 conclusions
In this chapter we have introduced a new insight on the asymmetric learning ca-
pabilities of AdaBoost, in which the symmetric case can be seen as a mere particu-
larization (when asymmetry parameter γ = 0.5). Beyond some preconceptions, the
only change needed by this Cost-Generalized formulation of the algorithm resides in
the way the weight distribution is initialized.
Using a novel class-conditional interpretation of the error bound, we have shown
that the asymmetric behavior reached by the algorithm is asymptotic with the number
of rounds and it works, as everything about AdaBoost, in an additive round-by-round
way. Unlike other proposals, the weight update rule does not need to be changed
and all the formal guarantees of the original algorithm remain intact. In fact, Cost-
Generalized AdaBoost is not a new algorithm. . . it is just AdaBoost!
5
A D A B O O S T W I T H D O U B L E - B A S E
In the previous chapter we have seen that the complexity inherent to Cost-Sensitive
Boosting [39, 40] is not necessary to reach a fully theoretical cost-sensitive variant of
AdaBoost. However, in addition to the weight initialization way giving rise to Cost-
Generalized AdaBoost, during our research we also followed a different line that
resulted in another fully theoretical variant.
Sharing equivalent theoretical roots and guarantees with Cost-Sensitive AdaBoost
[40], in this chapter we propose a new and self-contained analytical framework lead-
ing to a novel asymmetric boosting algorithm which we coined as AdaBoostDB (from
AdaBoost with Double-Base). Our approach is based on three distinctive premises:
its derivation is inspired by the generalized boosting framework [18] (unlike the
Statistical View of Boosting followed by [40]), its error bound is modeled in terms
of class-conditional (double) exponential bases, and two parallel class-conditional
weight subdistributions are used and updated during the boosting iterations.
As a result, from a different (thought theoretically equivalent) perspective, and
following a completely different derivation path, we reach an algorithm able to find
the same solution as Cost-Sensitive AdaBoost, but in a much more efficient way.
Indeed, our approach gives rise to a more tractable mathematical model and enables
a searching scheme that dramatically reduces the number of weak classifiers to be
evaluated in each iteration.
5.1 cost-sensitive adaboost
As was originally defined, the exponential error bound behind AdaBoost does
not seemingly have a direct class-dependent behavior, so several modifications of the
algorithm have been proposed in the literature to enhance this supposed symmetric
nature. As we have seen in Chapter 3, most of the proposed variations [26, 10, 60,
57, 63] are based on directly modifying the weight update rule in an asymmetric
(class-conditional) way. However, since the update rule is a consequence of the error
bound minimization process, the way these changes are really affecting the theoretical
properties and optimality of AdaBoost cannot be guaranteed.
Considering those previous variations as heuristic, Masnadi-Shirazi and Vasconce-
los [40] proposed a theoretically sound approach based on the Statistical View of
Boosting [19]. According to this interpretation, boosting algorithms can be seen as
round-by-round estimations building an additive logistic regression model, and the
exponential error bound can be modeled as the minimization of the next expression,
where E means expectation:
J( f (x)) = E
[
e−y f (xi)
]
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Setting the derivative ∂J( f (x))/∂ f (x) to zero, we can obtain the solution of the
minimization problem as the weighted logistic transform of P(y = 1|x) (33).
f (x) =
1
2
log
P (y = 1|x)
P (y = −1|x) (33)
Masnadi-Shirazi and Vasconcelos adapted this perspective to the cost-sensitive case
(as defined in Section 3.1, CP and CN denote the misclassification costs for positives
and negatives) on the basis of the following equations:
J( f (x)) = E
(Jy = 1Ke−CP f (xi) + Jy = −1KeCN f (xi))
f (x) =
1
CP + CN
log
CPP (y = 1|x)
CNP (y = −1|x)
The result of their derivation is the Cost-Sensitive AdaBoost algorithm we can see
in Algorithm 10.
It is important to note again that, for the sake of homogeneity and simplicity, we
have kept and followed the original notation by Schapire and Singer [54] . Because of
this, we have had to adapt the notation used in [40] to this format. As well as in that
work, we have also particularized our analysis to the most common case of having
an initial pool of weak classifiers.
5.2 adaboostdb
Following the analytical guidelines proposed by Schapire and Singer [54], in this
section we will present and theoretically derive our asymmetric generalization of
AdaBoost, AdaBoostDB, based on modifying the usual cost-insensitive exponential
error bound with class-dependent bases.
5.2.1 Double-Base Error Bound
Based on the inequality in equation (6), the original AdaBoost formulation is
geared to minimize an exponential error bound E˜T over the weighted training er-
ror ET (34). For minimization purposes, the specific exponential base β is irrelevant
whenever β > 1 so, for simplicity, the selected base in the classical formulation of
AdaBoost is β = e.
ET =
n
∑
i=1
D1(i)JH(xi) 6= yiK ≤ n∑
i=1
D1(i)β−yi f (xi) = E˜T (34)
If we suppose, without loss of generality, that our training set is divided into two
meaningful subsets (the first m examples, positives, and the rest, negatives) we can
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define exponential bounds with different bases for each one. Calling βP and βN to
these bases, the decomposed exponential bound E˜T can be expressed as equation (35).
We will assume, without loss of generality, that βP ≥ βN > 1.
ET ≤ E˜T =
m
∑
i=1
D1(i)βP−yi f (xi) +
n
∑
i=m+1
D1(i)βN−yi f (xi) (35)
This base-dependent behavior can be graphically analyzed in Figure 19: the greater
one base is respect to the other, the more penalized are its respective errors. There-
fore, associating βP to positive examples subclass and βN to the negative ones, this
imbalanced behavior can be directly mapped to a class imbalanced cost-sensitive ap-
proach.
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Figure 19: Misclassification and AdaBoost exponential training error bounds with different
bases. The final score of the strong classifier is represented in the horizontal axis
(negative sign for errors and positive for correct classifications), while vertical axis
is the loss related to each possible score.
Rewriting the expression of E˜T (35) in terms of asymmetric exponents (36), this
double-base perspective can be immediately linked with the Cost-Sensitive Boost-
ing framework: both approaches are equivalently parameterized by class-conditional
costs (CP = log (βP) and CN = log (βN), for positives and negatives respectively) and
have the same statistical meaning (33).
E˜T =
m
∑
i=1
D1(i)e− log(βP)yi f (xi) +
n
∑
i=m+1
D1(i)e− log(βN)yi f (xi)
=
m
∑
i=1
D1(i)e−CPyi f (xi) +
n
∑
i=m+1
D1(i)e−CNyi f (xi)
(36)
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5.2.2 Algorithm Derivation
As we have just seen, the double-base approach shares with Cost-Sensitive Ad-
aBoost a common theoretical root. However, our change in the point of view, along
with a derivation inspired in the original framework by Schapire and Singer [54] (in-
stead of the Statistical View of Boosting used to derive Cost-Sensitive Boosting), will
allow us to follow a different pathway, ending in a much more efficient formulation.
Let us suppose, again, that the first m examples of the training set are positives and
the rest are negatives, so the base-dependent behavior results in a class-dependent
one. In this case, we can also split the initial weight distribution D1 into two class-
dependent subdistributions, DP,1 and DN,1, for positives and negatives respectively:
DP,1(i) =
D1(i)
∑mi=1 D1(i)
, for i = 1, . . . , m
DN,1(i) =
D1(i)
∑ni=m+1 D1(i)
, for i = m + 1, . . . , n
Defining the global weight of each class, WP and WN as follows,
WP =
m
∑
i=1
D1(i)
WN =
n
∑
i=m+1
D1(i)
the error bound E˜T can be decomposed into two class-dependent bounds E˜P,T and
E˜N,T.
E˜T = WP
m
∑
i=1
DP,1(i)βP−yi f (xi) +WN
n
∑
i=m+1
DN,1(i)βN−yi f (xi) = WPE˜P,t +WN E˜N,t
Both error components are formally identical to the original bound (except for the
weight distributions) allowing us to directly insert different exponential bases for
each of them. This is just what we wanted. As in the original AdaBoost formulation,
initial weight subdistributions can be extrapolated to round-by-round ones (DP,t and
DN,t) being iteratively updated and normalized in an analogous way1.
DP,(t+1)(i) =
DP,t(i)βP−αtyiht(xi)
∑mi=1 DP,t(i)βP
−αtyiht(xi) =
DP,t(i)βP−αtyiht(xi)
ZP,t
(37)
Two new parameters AP/N,t can also be defined as accumulators of the training
behavior over each class until round t (38). Their definition can be obtained by un-
raveling the weight update rule, and allows us to decouple each class error bound
1 For shortness we will only show equations (37), (38) and (39) for the positive class case. The negative
ones are completely analogous to them.
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into two factors (39): one only depending on the previous rounds AP/N,t−1 and other
depending on the performance of the current round ZP/N,t (with an homologous
meaning to Zt in the original AdaBoost formulation).
AP,t =
t
∏
k=1
ZP,k =
m
∑
i=1
DP,1(i)βP−∑
t
k=1 αkyihk(xi) (38)
E˜P,t =
m
∑
i=1
DP,1(i)βP−∑
t
k=1 αkyihk(xi) = AP,t−1
m
∑
i=1
DP,t(i)βP−yiαtht(xi) = AP,t−1ZP,t (39)
As a consequence, the total error to minimize (E˜t) can be expressed as (40).
E˜t = WP AP,t−1ZP,t +WN AN,t−1ZN,t
= WP AP,t−1
m
∑
i=1
DP,t(i)βP−yiαtht(xi) +WN AN,t−1
n
∑
i=m+1
DN,t(i)βN−yiαtht(xi)
(40)
Due to the convexity of exponential functions, the minimum of this bound E˜t can
be analytically found by canceling its derivative. Defining the cost parameters as
commented in the previous section (CP = log(βP) and CN = log(βN)), and bearing
in mind equation (41)2, the goal derivative can be expressed as (42).
β−αtyiht(xi) =
1+ yiht(xi)
2
β−αt +
1− yiht(xi)
2
βαt (41)
∂E˜t
∂αt
= CPWP AP,t−1 ∑
pos nok
DP,t(i)βPαt − CPWP AP,t−1 ∑
pos ok
DP,t(i)βP−αt
+ CNWN AN,t−1 ∑
neg nok
DN,t(i)βNαt − CNWN AN,t−1 ∑
neg ok
DN,t(i)βN−αt = 0
(42)
Since CP and CN do not have to be integer values in general, the real asymmetry
only relies on their relative magnitudes (how much a positive costs over a negative),
so we will always find equivalent integer values to play this role whatever the desired
asymmetry is.
At this point, with αt as unknown variable, the minimization equation can be mod-
eled as a polynomial (48) by making a change of variable (43) and rewriting it in
terms of parameters (44, 45, 46, 47), instead of the hyperbolic model used in [40].
2 Equation (41) is strictly true for the discrete case, when weak hypothesis are 1 or −1. However, if
weak hypothesis were real in the range [−1, 1], this equation would transform in an upper bound as
explained in [54]. In that case we would be minimizing an upper bound on E˜t instead of E˜t directly,
which is the same behavior as in the original AdaBoost with real-valued weak predictors.
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x = eαt (43)
a =
CPWP AP,t−1
CPWP AP,t−1 + CNWN AN,t−1
(44)
b =
CNWN AN,t−1
CPWP AP,t−1 + CNWN AN,t−1
(45)
εP,t = ∑
pos nok
DP,t(i) (46)
εN,t = ∑
neg nok
DN,t(i) (47)
a · εP,t · x2CP + b · εN,t · xCP+CN − b (1− εN,t) xCP−CN − a (1− εP,t) = 0 (48)
The latter equation, where x is the independent variable, has in general 2CP pos-
sible solutions, from which, by the nature of the problem, we are only interested in
those real and positive. It is easy to see that a, b, εP,t and εN,t are, by definition, all real
values in the [0, 1] interval. As a consequence, there is only one sign change between
consecutive coefficients of the polynomial, and by the Descartes’ Rule of Signs we can
ensure that the equation has only one real and positive solution which is our solution.
The straightforward way to solve the posed problem is calculating the zeros of the
polynomial to finally keep the only real and positive root. This process should be
repeated for all the possible weak hypothesis in order to finally select that leading
to the greatest goodness αt = log(xroot), that is, the one with the greatest root. This
direct mechanism, requiring a scalar search, is very similar to that proposed in Cost-
Sensitive AdaBoost but with the computational advantage of evaluating a polynomial
instead of a hyperbolic function.
5.2.3 Conditional Search
The main drawback of the straightforward solution in Section 5.2.2 is that it still
requires the search of the associated root for every classifier in every boosting round.
This could be very expensive in computational burden terms, for example, in appli-
cations needing to select from hundreds of thousands different classifiers evaluated
over several thousands of training examples such as object detection in computer vi-
sion [64]. Nevertheless, a slight change in the point of view can serve to drastically
reduce this computational burden. If we define functions V(x) and S(x) as follows,
we can rewrite equation (48) as S(x) = V(x).
S(x) = a + b · xCP−CN
V(x) = a · εP,t
(
x2CP + 1
)
+ b · εN,t
(
xCP+CN + xCP−CN
)
The first function S(x) is a polynomial whose coefficients are parameters a and
b, which only depend on the previous boosting rounds. The second one, V(x), has
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coefficients also depending on εP,t and εN,t so it has a dependence with the current
round as well. As a result, the minimization procedure of a given round can be
modeled as the crossing point between a static function S(x), fixed for the current
round, and a variable function V(x).
It is important also to bear in mind some specificities (the problem is graphically
shown in Figure 20):
By definition all parameters a, b, εP,t and εN,t are positives, so both functions
are increasing for x ≥ 0.
The crossing points with the y-axis are (0, a · εP,t) for V(x), and (0, a) for S(x).
Taking into account that εP,t ≤ 1 we have V(0) ≤ S(0).
When x → ∞, V(x) > S(x).
There is only one positive crossing point.
S x( )
V x( )
a
(1 1),
(1 2 ), a bε ε+ 2P N
aεP
1
1 x
y
S x( )
V x( )
a (1 1),
1
1 x
y
S x( )
a
1
1 x
y
V x( )2
x1 x2
V x( )1
(b) (c)
aεP
(1 2 ), a bε ε+ 2P N
aεP2
aεP1
(a)
Figure 20: Conditional search graphic scenarios: Crossing point scenario for the static S(x)
and variable V(x) functions modeling the minimization problem (a). Graphical
representation of the Contribution (not fulfilled) (b) and Improvement (c) conditions.
Descartes’ rule of signs ensures us the existence of one crossing point, but only
solutions satisfying x > 1 are interesting for the classification problem: only weak
hypothesis with some goodness, i.e. αt > 0, are really contributing for the strong clas-
sifier. This Contribution Condition can be formalized as follows (49), and any weak
classifier that does not meet this requirement should be directly discarded for the
current round without more computation.
V(1) < S(1) = 1⇒ a · εP + b · εN < 12 (49)
On the other hand, once we have computed a valid solution, to comparatively
evaluate any other candidate we just need to know if its related root (i.e. its goodness
αt) is greater to the one we already have. Using this information, we would only
have to effectively calculate the specific root (i.e. run the scalar search) for those weak
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classifiers with greater roots, directly rejecting the other ones. Bearing in mind that
both V(x) and S(x) are increasing functions, given two possible weak classifiers with
their associated functions V1(x) and V2(x) and the solution x1 for the first of them,
the second classifier will only be better than the first one if V1(x1) > V2(x1). We will
call this rule as the Improvement Condition.
Applying both conditions to the weak hypothesis searching process in a nested
way, the average number of zeros effectively computed decreases over 99.5% with
respect to the straightforward solution, while consuming only 0.41% of its time (more
details in Section 5.3.3.2). It is important to emphasize that this improved searching
technique, which we have coined as Conditional Search, and the huge computational
saving it brings, is made possible by the polynomial and double-base modeling of
the proposed framework.
A compact summary (for a direct implementation) of the final version of Ad-
aBoostDB algorithm, including the Conditional Search, is given in Algorithm 12.
5.3 experiments
To show and assess the performance of AdaBoostDB in practical terms we have con-
ducted a series of empirical experiments to analyze the asymmetric behavior of the
algorithm, comparing it with theoretical optimal classifiers and with Cost-Sensitive
AdaBoost.
5.3.1 Bayes Error Rates
As first step, we are going to compare AdaBoostDB classifiers with their optimal
Bayes classifiers counterparts for different cost combinations. To this end, we have de-
fined a synthetic dataset scenario from which we can easily calculate the theoretically
optimal classifier following the Bayes Risk Rule. This synthetic scenario is illustrated
in Figure 21: Two bivariate normal point clouds, one for positives and one for nega-
tives, with the same priors and variances but different means. As customary in many
boosting works [54, 64, 40] weak learners are stumps (the quintessential weak classi-
fier) computed in this case, over the projection of the points on a discrete range of
angles in the 2D space (Figure 21b).
Two different random datasets were generated, one for training and the other one
for test. Nineteen different asymmetries to evaluate have also been defined, trying to
sweep a wide range of cost combinations:
(CP, CN) ∈ {(1, 100), (1, 50), (1, 25), (1, 10), (1, 7), (1, 5), (1, 3), (1, 2), (2, 3), (1, 1),
(3, 2), (2, 1), (3, 1), (5, 1), (7, 1), (10, 1), (25, 1), (50, 1), (100, 1)}
Therefore, 19 different AdaBoostDB classifiers were trained to be compared with
their respective optimal Bayes classifiers counterparts, over the same test set. In
addition, another 19 classifiers using Cost-Sensitive AdaBoost have also been trained
as a preliminary comparative between this algorithm and AdaBoostDB (we will delve
in this issue in Section 5.3.3).
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Algorithm 12 AdaBoostDB
Input:
Training set of n examples: (xi, yi), where yi =
{
1 if 1 ≤ i ≤ m,
−1 if m < i ≤ n.
Pool of F weak classifiers: h f (x)
? Cost parameters: CP, CN ∈ R+
Number of rounds: T
Initial weight distribution: D(i)
Initialize:
? Weight subdistributions:
 DP(i) =
D(i)
∑mi=1 D(i)
if 1 ≤ i ≤ m,
DN(i) =
D(i)
∑ni=m+1 D(i)
if m < i ≤ n.
? Accumulators: AP = 1, AN = 1.
for t = 1 to T do
Initialize:
? Minimum root: r = 1
? Minimum root vector: ~r = (2, 2)
? Scalar product: s = 1
? Update accumulators:
{
AP ← AP ∑i DP(i),
AN ← AN ∑i DN(i).
? Normalize weight subdistributions:
 DP(i)←
DP(i)
∑mi=1 DP(i)
,
DN(i)← DN (i)∑ni=m+1 DN (i) .
? Calculate static parameters:
 a =
CP AP
CP AP+CN AN
,
b = CN ANCP AP+CN AN .
for f = 1 to F do
? Calculate variable parameters:
{
εP, f = ∑mi=1 DP(i)Jyi 6= h f (xi)K,
εN, f = ∑ni=m+1 DN(i)Jyi 6= h f (xi)K.
? Calculate current classifier vector: ~c = (a · εP, f , b · εN, f )
? CONDITIONAL SEARCH
if a · εP, f + b · εN, f < 12 [Contribution Condition] then
if ~c ·~r > s [Improvement Condition] then
Search the only real and positive root r of the polynomial:
(a · εP, f )x2CP + (b · εN, f )xCP+CN + b(εN, f − 1)xCP−CN + a(εP, f − 1) = 0
Update parameters:
{
~r = (r2CP+1, rCP+CN + rCP+CN ),
s = ~c ·~r.
Keep h f (i) as round t solution.
end if
end if
end for
? Calculate goodness parameter: αt = log (r)
? Update weights subdistributions:
{
DP(i)← DP(i) exp(−CPαtht(i)),
DN(i)← DN(i) exp(CNαtht(i)).
end for
Final Classifier:
H(x) = sign
(
∑Tt=1 αtht(x)
)
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(b)(a)
Figure 21: Bayes Risk datasets used in our experiments: Positive examples are marked as ‘+’,
while negatives are ‘◦’. In figure b examples of weak classifiers are shown.
The goal of our first comparative test, based again on the work by Drummond and
Holte [8] (see Section 3.1.1), is to compute the lower envelope of each set of classifiers
(Bayes, AdaBoostDB and Cost-Sensitive AdaBoost) in the cost space. This cost space
is defined by the relationship between Probability Cost Function (x-axis) and Normal-
ized Expected Cost (y-axis). In this framework, every classifier, though trained for a
specific asymmetry, can be tested in arbitrary cost scenarios (different asymmetries
for the same test set) thus drawing a line passing by (0, FPR) and (1, FNR) in the
cost space. As a result, each family of classifiers will be represented by a collection of
lines whose lower envelope defines the minimum cost classifier along the operating
range, as can be seen in Figure 22. Comparing the three resulting lower envelopes
(Figure 22c) we can appreciate an equivalent behavior with only slight differences
among them.
The second comparative test is among the same classifiers when tested for the spe-
cific asymmetry they were trained for. Results can be seen in Figure 23. AdaboostDB
performance follows the trend set by the Bayes optimal classifier, describing a con-
sistent and gradual asymmetric behavior across the different costs and all the stud-
ied parameters (false positives, false negatives, classification error and normalized
expected cost). Moreover, as we will comment in Section 5.3.3, the behavior of Ad-
aBoostDB and Cost-Sensitive AdaBoost is virtually the same.
5.3.2 Asymmetric Behavior
Now the goal is to test the asymmetric behavior of AdaBoostDB over heteroge-
neous classification problems, using synthetic and real datasets, as well as different
cost requirements.
Synthetic datasets: In addition to the dataset used in the last section (called as
“Bayes” dataset), we will also use a two cloud scenario inspired by [63], in
which positives and negatives are uniformly distributed in overlapping circu-
5.3 experiments 61
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0 0.2 0.4 0.6 0.8 1
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
(b)(a)
(d)(c)
N
o
rm
a
li
z
e
d
 E
x
p
e
ct
e
d
 C
o
st
N
o
rm
a
li
z
e
d
 E
x
p
e
ct
e
d
 C
o
st
Probability Cost Function Probability Cost Function
N
o
rm
a
li
z
e
d
 E
x
p
e
ct
e
d
 C
o
st
N
o
rm
a
li
z
e
d
 E
x
p
e
ct
e
d
 C
o
st
Probability Cost Function
AdaBoostDB
Cost-Sensitive
Bayes
Probability Cost Function
Figure 22: Lower envelope graphic representations for the three classifiers families: (a) Bayes,
(b) AdaBoostDB and (c) Cost-Sensitive AdaBoost. Subfigure (d) shows the three
lower envelopes superimposed.
lar/annular regions with different centroids (see Figure 24). Features are again
the projections of the examples over a discrete range of angles in the 2D space.
Real datasets: We selected several datasets, asymmetric on their own definition,
from UCI Machine Learning Repository [14] (Credit, Ionosphere, Diabetes and
Spam). We have considered as positives the more valuable classes according to
the original problems.
In both synthetic and real cases, weak learners are stumps. For every dataset and
every cost requirement, we have followed a 3-fold cross-validation strategy to evaluate
the asymmetric performance: the whole dataset is divided in three subsets, leaving
iteratively one of them as test set and the other two forming the training set. As a
result, for every dataset-cost combination, we can obtain the performance averages
of the three classifiers.
Obtained results are shown in Table 6: As expected, when positives become more
costly than negatives, the False Negative Rate (FNR, error in positives) tends to de-
crease, while the False Positive Rate (FPR, error in negatives) tends to increase. In
the opposite situation (when negatives become more costly than positives) roles are
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Figure 23: Performance comparison of classifiers obtained by AdaBoostDB, Bayes and Cost-
Sensitive AdaBoost for each specific asymmetry over the Bayes synthetic test set.
(a) False Positives, (b) False Negatives, (c) Classification Error, (d) Normalized
Expected Cost.
accordingly exchanged, showing a progressive and consistent asymmetric behavior,
generalized across all the datasets and cost combinations. Information in the table is
supplemented with two global performance measures, Classification Error (CE) and
Normalized Expected Cost (NEC), of each experiment.
5.3 experiments 63
Figure 24: Two Clouds dataset used in our experiments. Positive examples are marked as
‘+’, while ‘◦’ are the negative ones (note that positive and negative classes are
overlapped in both cases).
Cost
Bayes TwoClouds
FNR FPR CE NEC FNR FPR CE NEC
[1, 100] 2.13 · 10−1 3.21 · 10−2 1.22 · 10−1 3.39 · 10−2 9.12 · 10−1 6.02 · 10−3 4.59 · 10−1 1.50 · 10−2
[1, 50] 1.73 · 10−1 4.02 · 10−2 1.06 · 10−1 4.28 · 10−2 9.12 · 10−1 6.02 · 10−3 4.59 · 10−1 2.38 · 10−2
[1, 25] 1.73 · 10−1 3.21 · 10−2 1.02 · 10−1 3.75 · 10−2 9.12 · 10−1 6.02 · 10−3 4.59 · 10−1 4.09 · 10−2
[1, 10] 1.37 · 10−1 4.42 · 10−2 9.04 · 10−2 5.26 · 10−2 8.49 · 10−1 6.02 · 10−3 4.28 · 10−1 8.27 · 10−2
[1, 7] 1.37 · 10−1 4.02 · 10−2 8.84 · 10−2 5.22 · 10−2 7.85 · 10−1 2.21 · 10−2 4.04 · 10−1 1.17 · 10−1
[1, 5] 1.29 · 10−1 4.02 · 10−2 8.43 · 10−2 5.49 · 10−2 7.35 · 10−1 2.21 · 10−2 3.79 · 10−1 1.41 · 10−1
[1, 3] 1.20 · 10−1 3.61 · 10−2 7.83 · 10−2 5.72 · 10−2 7.43 · 10−1 3.82 · 10−2 3.91 · 10−1 2.14 · 10−1
[1, 2] 1.29 · 10−1 3.61 · 10−2 8.23 · 10−2 6.69 · 10−2 5.96 · 10−1 9.04 · 10−2 3.43 · 10−1 2.59 · 10−1
[2, 3] 1.04 · 10−1 4.82 · 10−2 7.63 · 10−2 7.07 · 10−2 4.78 · 10−1 1.81 · 10−1 3.29 · 10−1 3.00 · 10−1
[1, 1] 5.62 · 10−2 7.63 · 10−2 6.63 · 10−2 6.63 · 10−2 3.92 · 10−1 2.93 · 10−1 3.42 · 10−1 3.42 · 10−1
[3, 2] 6.02 · 10−2 7.63 · 10−2 6.83 · 10−2 6.67 · 10−2 2.23 · 10−1 4.08 · 10−1 3.15 · 10−1 2.97 · 10−1
[2, 1] 3.61 · 10−2 8.43 · 10−2 6.02 · 10−2 5.22 · 10−2 1.24 · 10−1 5.48 · 10−1 3.36 · 10−1 2.66 · 10−1
[3, 1] 4.42 · 10−2 8.84 · 10−2 6.63 · 10−2 5.52 · 10−2 4.82 · 10−2 6.53 · 10−1 3.50 · 10−1 1.99 · 10−1
[5, 1] 5.62 · 10−2 7.63 · 10−2 6.63 · 10−2 5.96 · 10−2 1.00 · 10−2 8.13 · 10−1 4.12 · 10−1 1.44 · 10−1
[7, 1] 4.82 · 10−2 1.04 · 10−1 7.63 · 10−2 5.52 · 10−2 1.20 · 10−2 8.61 · 10−1 4.37 · 10−1 1.18 · 10−1
[10, 1] 4.42 · 10−2 1.24 · 10−1 8.43 · 10−2 5.15 · 10−2 1.00 · 10−2 8.73 · 10−1 4.42 · 10−1 8.85 · 10−2
[25, 1] 3.21 · 10−2 2.05 · 10−1 1.18 · 10−1 3.88 · 10−2 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 4.61 · 10−2
[50, 1] 2.81 · 10−2 1.81 · 10−1 1.04 · 10−1 3.11 · 10−2 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 2.84 · 10−2
[100, 1] 2.81 · 10−2 1.85 · 10−1 1.06 · 10−1 2.97 · 10−2 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 1.93 · 10−2
Table 6 - Continued on next page→
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Cost
Credit Ionosphere
FNR FPR CE NEC FNR FPR CE NEC
[1, 100] 9.97 · 10−1 1.43 · 10−3 3.00 · 10−1 1.13 · 10−2 8.84 · 10−1 2.38 · 10−2 5.75 · 10−1 3.23 · 10−2
[1, 50] 9.97 · 10−1 1.43 · 10−3 3.00 · 10−1 2.09 · 10−2 8.93 · 10−1 1.59 · 10−2 5.78 · 10−1 3.31 · 10−2
[1, 25] 9.93 · 10−1 1.43 · 10−3 2.99 · 10−1 3.96 · 10−2 5.51 · 10−1 8.73 · 10−2 3.85 · 10−1 1.05 · 10−1
[1, 10] 9.40 · 10−1 5.72 · 10−3 2.86 · 10−1 9.07 · 10−2 4.44 · 10−1 8.73 · 10−2 3.16 · 10−1 1.20 · 10−1
[1, 7] 8.97 · 10−1 1.72 · 10−2 2.81 · 10−1 1.27 · 10−1 3.42 · 10−1 1.27 · 10−1 2.65 · 10−1 1.54 · 10−1
[1, 5] 8.43 · 10−1 3.00 · 10−2 2.74 · 10−1 1.66 · 10−1 2.67 · 10−1 1.51 · 10−1 2.25 · 10−1 1.70 · 10−1
[1, 3] 6.67 · 10−1 8.73 · 10−2 2.61 · 10−1 2.32 · 10−1 2.36 · 10−1 2.46 · 10−1 2.39 · 10−1 2.43 · 10−1
[1, 2] 5.03 · 10−1 1.23 · 10−1 2.37 · 10−1 2.50 · 10−1 1.29 · 10−1 2.46 · 10−1 1.71 · 10−1 2.07 · 10−1
[2, 3] 4.17 · 10−1 2.02 · 10−1 2.66 · 10−1 2.88 · 10−1 1.69 · 10−1 2.38 · 10−1 1.94 · 10−1 2.10 · 10−1
[1, 1] 2.60 · 10−1 2.90 · 10−1 2.81 · 10−1 2.75 · 10−1 3.56 · 10−2 3.02 · 10−1 1.31 · 10−1 1.69 · 10−1
[3, 2] 1.77 · 10−1 4.03 · 10−1 3.35 · 10−1 2.67 · 10−1 6.67 · 10−2 3.65 · 10−1 1.74 · 10−1 1.86 · 10−1
[2, 1] 1.47 · 10−1 4.38 · 10−1 3.50 · 10−1 2.44 · 10−1 5.33 · 10−2 3.17 · 10−1 1.48 · 10−1 1.41 · 10−1
[3, 1] 1.20 · 10−1 5.29 · 10−1 4.06 · 10−1 2.22 · 10−1 5.33 · 10−2 3.49 · 10−1 1.60 · 10−1 1.27 · 10−1
[5, 1] 7.33 · 10−2 6.74 · 10−1 4.93 · 10−1 1.73 · 10−1 3.56 · 10−2 3.10 · 10−1 1.34 · 10−1 8.12 · 10−2
[7, 1] 4.67 · 10−2 7.32 · 10−1 5.27 · 10−1 1.32 · 10−1 2.67 · 10−2 3.57 · 10−1 1.45 · 10−1 6.80 · 10−2
[10, 1] 2.33 · 10−2 8.18 · 10−1 5.80 · 10−1 9.56 · 10−2 3.56 · 10−2 3.73 · 10−1 1.57 · 10−1 6.62 · 10−2
[25, 1] 3.33 · 10−3 9.28 · 10−1 6.51 · 10−1 3.89 · 10−2 4.00 · 10−2 3.97 · 10−1 1.68 · 10−1 5.37 · 10−2
[50, 1] 0 9.67 · 10−1 6.77 · 10−1 1.90 · 10−2 4.44 · 10−2 4.05 · 10−1 1.74 · 10−1 5.15 · 10−2
[100, 1] 0 9.87 · 10−1 6.91 · 10−1 9.77 · 10−3 4.44 · 10−2 3.89 · 10−1 1.68 · 10−1 4.79 · 10−2
Cost
Diabetes Spam
FNR FPR CE NEC FNR FPR CE NEC
[1, 100] 9.81 · 10−1 4.02 · 10−3 3.45 · 10−1 1.37 · 10−2 3.89 · 10−1 1.38 · 10−2 2.41 · 10−1 1.75 · 10−2
[1, 50] 9.59 · 10−1 6.02 · 10−3 3.39 · 10−1 2.47 · 10−2 3.46 · 10−1 1.99 · 10−2 2.17 · 10−1 2.63 · 10−2
[1, 25] 9.03 · 10−1 1.61 · 10−2 3.25 · 10−1 5.02 · 10−2 2.74 · 10−1 2.76 · 10−2 1.77 · 10−1 3.71 · 10−2
[1, 10] 7.87 · 10−1 3.41 · 10−2 2.97 · 10−1 1.03 · 10−1 1.92 · 10−1 4.42 · 10−2 1.34 · 10−1 5.76 · 10−2
[1, 7] 6.52 · 10−1 4.02 · 10−2 2.54 · 10−1 1.17 · 10−1 1.69 · 10−1 4.75 · 10−2 1.21 · 10−1 6.27 · 10−2
[1, 5] 6.48 · 10−1 4.22 · 10−2 2.54 · 10−1 1.43 · 10−1 1.56 · 10−1 5.41 · 10−2 1.16 · 10−1 7.10 · 10−2
[1, 3] 5.62 · 10−1 6.63 · 10−2 2.39 · 10−1 1.90 · 10−1 1.23 · 10−1 6.46 · 10−2 9.98 · 10−2 7.91 · 10−2
[1, 2] 4.79 · 10−1 1.20 · 10−1 2.46 · 10−1 2.40 · 10−1 1.05 · 10−1 6.73 · 10−2 9.00 · 10−2 7.98 · 10−2
[2, 3] 3.56 · 10−1 1.99 · 10−1 2.54 · 10−1 2.62 · 10−1 8.93 · 10−2 6.84 · 10−2 8.11 · 10−2 7.68 · 10−2
[1, 1] 3.03 · 10−1 2.31 · 10−1 2.56 · 10−1 2.67 · 10−1 7.93 · 10−2 8.28 · 10−2 8.07 · 10−2 8.10 · 10−2
[3, 2] 2.40 · 10−1 3.03 · 10−1 2.81 · 10−1 2.65 · 10−1 7.18 · 10−2 9.11 · 10−2 7.94 · 10−2 7.95 · 10−2
[2, 1] 1.57 · 10−1 3.71 · 10−1 2.97 · 10−1 2.29 · 10−1 6.28 · 10−2 9.33 · 10−2 7.48 · 10−2 7.30 · 10−2
[3, 1] 1.42 · 10−1 4.32 · 10−1 3.31 · 10−1 2.15 · 10−1 5.81 · 10−2 1.13 · 10−1 7.98 · 10−2 7.19 · 10−2
[5, 1] 9.36 · 10−2 5.16 · 10−1 3.69 · 10−1 1.64 · 10−1 4.99 · 10−2 1.41 · 10−1 8.57 · 10−2 6.50 · 10−2
[7, 1] 8.99 · 10−2 5.42 · 10−1 3.84 · 10−1 1.46 · 10−1 4.49 · 10−2 1.46 · 10−1 8.46 · 10−2 5.75 · 10−2
[10, 1] 7.12 · 10−2 5.94 · 10−1 4.12 · 10−1 1.19 · 10−1 4.31 · 10−2 1.69 · 10−1 9.26 · 10−2 5.45 · 10−2
[25, 1] 4.49 · 10−2 6.79 · 10−1 4.58 · 10−1 6.93 · 10−2 3.98 · 10−2 2.16 · 10−1 1.09 · 10−1 4.66 · 10−2
[50, 1] 2.62 · 10−2 7.27 · 10−1 4.82 · 10−1 4.00 · 10−2 3.41 · 10−2 2.41 · 10−1 1.15 · 10−1 3.81 · 10−2
[100, 1] 1.50 · 10−2 7.65 · 10−1 5.03 · 10−1 2.24 · 10−2 2.94 · 10−2 2.81 · 10−1 1.29 · 10−1 3.19 · 10−2
Table 6: AdaBoostDB asymmetric behavior (False Negative Rate, False Positive Rate, Classi-
fication Error and Normalized Expected Cost) for each cost combination over the
synthetic and UCI datasets.
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5.3.3 AdaBoostDB vs. Cost-Sensitive AdaBoost
As explained in Section 5.2, AdaBoostDB and Cost-Sensitive AdaBoost share a
common theoretical root, but differ in the way they model and derive that equiva-
lent starting point. As a result, both frameworks give rise to different algorithms
that must obtain the same solution for a given problem. This scenario has two con-
sequences: on the one side, though classifiers obtained by both algorithms should
be theoretically identical when trained in the same conditions, in practice numerical
errors can make them differ. On the other side, the polynomial model and Con-
ditional Search mechanism related to AdaBoostDB entails differences in computing
time which should be quantified. In this section we will comparatively evaluate these
aspects.
Notice that, for this part of the work, we have focused our efforts on comparing our
proposal (AdaBoostDB) with Cost-Sensitive AdaBoost and demonstrate that, thought
very different in computational burden, both algorithms are equivalent in classifica-
tion performance. A thorough experimental comparative among all the algorithms
discussed in this thesis (all our proposals and the previous algorithms in the litera-
ture) can be found in Section 6.3.
5.3.3.1 Classification Performance
As we have just commented, though theoretically equivalent, classifiers obtained
from AdaBoostDB and Cost-Sensitive AdaBoost tend to differ due to numerical errors
related to the different model (polynomial vs. hyperbolic) adopted in each case. In
Section 5.3.1 we have seen that differences in the Bayes scenario are negligible. To
further test the relevance of this difference, we have used again the same datasets,
cost combinations and 3-fold cross-validation strategy used in the last section, now
applied to Cost-Sensitive AdaBoost.
The mean error between the classification performance parameters (false negative
rate, false positive rate, classification error and normalized cost) of the two alterna-
tives, for each dataset and cost combination, is tabulated in Table 7. As can be seen,
in the worst case, the difference is only the order of hundredths. For a more direct
and visual interpretation of these differences, and bearing in mind that normalized
expected cost is the most accurate single measure of asymmetric performance, we
have also computed the mean and standard deviation of the NEC difference across
all the datasets, for every trained cost combination . The result can be seen in Fig-
ure 25, where differences are in the range of thousandths. As expected, classification
performance differences are negligible in all cases.
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Cost
Bayes TwoClouds
FNR FPR CE NEC FNR FPR CE NEC
[1, 100] 6.48 · 10−2 6.02 · 10−3 2.99 · 10−2 5.65 · 10−3 0 0 0 0
[1, 50] 7.23 · 10−2 8.53 · 10−3 3.34 · 10−2 7.54 · 10−3 4.82 · 10−2 4.02 · 10−3 2.21 · 10−2 2.99 · 10−3
[1, 25] 2.56 · 10−2 5.52 · 10−3 1.51 · 10−2 6.02 · 10−3 0 0 0 0
[1, 10] 3.46 · 10−2 6.53 · 10−3 1.61 · 10−2 4.15 · 10−3 8.39 · 10−3 4.13 · 10−3 2.13 · 10−3 3.00 · 10−3
[1, 7] 4.82 · 10−2 5.02 · 10−3 2.16 · 10−2 3.14 · 10−3 5.82 · 10−2 7.32 · 10−3 2.59 · 10−2 2.47 · 10−3
[1, 5] 4.27 · 10−2 1.05 · 10−2 1.66 · 10−2 6.86 · 10−3 3.43 · 10−2 1.57 · 10−2 2.16 · 10−2 1.64 · 10−2
[1, 3] 2.76 · 10−2 6.53 · 10−3 1.05 · 10−2 4.52 · 10−3 1.91 · 10−2 2.83 · 10−3 8.39 · 10−3 3.31 · 10−3
[1, 2] 2.81 · 10−2 1.46 · 10−2 6.78 · 10−3 3.35 · 10−4 2.35 · 10−2 8.15 · 10−3 7.91 · 10−3 3.27 · 10−3
[2, 3] 4.02 · 10−3 0 2.01 · 10−3 1.61 · 10−3 4.65 · 10−2 3.69 · 10−2 1.35 · 10−2 1.41 · 10−2
[1, 1] 0 0 0 0 6.67 · 10−2 7.54 · 10−2 1.41 · 10−2 1.41 · 10−2
[3, 2] 3.01 · 10−3 1.51 · 10−2 7.53 · 10−3 6.02 · 10−3 7.22 · 10−2 6.11 · 10−2 1.69 · 10−2 2.37 · 10−2
[2, 1] 1.41 · 10−2 1.26 · 10−2 1.26 · 10−3 5.19 · 10−3 3.54 · 10−3 4.61 · 10−3 1.24 · 10−3 1.30 · 10−3
[3, 1] 9.54 · 10−3 3.82 · 10−2 1.43 · 10−2 6.65 · 10−3 1.65 · 10−3 5.08 · 10−3 1.83 · 10−3 9.74 · 10−4
[5, 1] 1.10 · 10−2 4.82 · 10−2 1.91 · 10−2 3.85 · 10−3 9.45 · 10−3 2.48 · 10−2 1.38 · 10−2 8.43 · 10−3
[7, 1] 1.36 · 10−2 5.62 · 10−2 2.13 · 10−2 5.46 · 10−3 1.65 · 10−3 1.18 · 10−2 6.73 · 10−3 2.92 · 10−3
[10, 1] 6.53 · 10−3 2.31 · 10−2 1.08 · 10−2 5.84 · 10−3 0 5.20 · 10−3 2.60 · 10−3 4.72 · 10−4
[25, 1] 6.53 · 10−3 3.41 · 10−2 1.38 · 10−2 5.12 · 10−3 4.02 · 10−3 2.01 · 10−3 1.00 · 10−3 3.78 · 10−3
[50, 1] 8.53 · 10−3 4.37 · 10−2 1.76 · 10−2 7.51 · 10−3 0 0 0 0
[100, 1] 9.04 · 10−3 4.77 · 10−2 1.93 · 10−2 8.47 · 10−3 4.02 · 10−3 2.01 · 10−3 1.00 · 10−3 3.96 · 10−3
Cost
Credit Ionosphere
FNR FPR CE NEC FNR FPR CE NEC
[1, 100] 0 0 0 0 4.44 · 10−3 1.32 · 10−3 3.32 · 10−3 1.35 · 10−3
[1, 50] 0 0 0 0 3.04 · 10−2 1.32 · 10−3 1.90 · 10−2 9.34 · 10−4
[1, 25] 3.92 · 10−4 0 1.18 · 10−4 1.51 · 10−5 3.48 · 10−2 2.65 · 10−3 2.14 · 10−2 1.20 · 10−3
[1, 10] 4.12 · 10−3 1.01 · 10−3 1.59 · 10−3 1.15 · 10−3 1.78 · 10−2 1.19 · 10−2 9.02 · 10−3 9.75 · 10−3
[1, 7] 1.12 · 10−2 2.95 · 10−3 2.12 · 10−3 1.96 · 10−3 8.89 · 10−3 5.29 · 10−3 3.80 · 10−3 3.52 · 10−3
[1, 5] 2.67 · 10−2 8.42 · 10−3 5.06 · 10−3 4.66 · 10−3 4.30 · 10−2 2.65 · 10−3 2.66 · 10−2 4.96 · 10−3
[1, 3] 2.12 · 10−2 8.92 · 10−3 2.24 · 10−3 3.22 · 10−3 1.85 · 10−2 1.59 · 10−2 1.38 · 10−2 1.13 · 10−2
[1, 2] 2.33 · 10−2 1.48 · 10−2 5.95 · 10−3 5.31 · 10−3 8.37 · 10−2 3.70 · 10−2 4.51 · 10−2 1.62 · 10−2
[2, 3] 5.49 · 10−3 2.36 · 10−3 1.18 · 10−3 1.62 · 10−3 2.59 · 10−2 2.38 · 10−2 1.85 · 10−2 2.05 · 10−2
[1, 1] 0 0 0 0 0 0 0 0
[3, 2] 5.88 · 10−3 7.15 · 10−3 4.53 · 10−3 3.87 · 10−3 1.41 · 10−2 2.51 · 10−2 8.55 · 10−3 9.27 · 10−3
[2, 1] 7.65 · 10−3 9.43 · 10−3 4.89 · 10−3 2.70 · 10−3 5.93 · 10−3 2.25 · 10−2 9.97 · 10−3 9.47 · 10−3
[3, 1] 9.02 · 10−3 2.23 · 10−2 1.51 · 10−2 5.87 · 10−3 5.93 · 10−3 1.06 · 10−2 6.65 · 10−3 5.98 · 10−3
[5, 1] 4.51 · 10−3 1.00 · 10−2 6.24 · 10−3 3.31 · 10−3 8.89 · 10−3 2.51 · 10−2 1.28 · 10−2 1.07 · 10−2
[7, 1] 3.33 · 10−3 8.42 · 10−3 6.30 · 10−3 3.19 · 10−3 1.48 · 10−2 2.12 · 10−2 6.65 · 10−3 1.20 · 10−2
[10, 1] 0 1.26 · 10−3 8.83 · 10−4 1.15 · 10−4 6.67 · 10−3 1.72 · 10−2 2.85 · 10−3 4.74 · 10−3
[25, 1] 3.14 · 10−3 5.39 · 10−3 4.36 · 10−3 3.16 · 10−3 8.89 · 10−3 1.19 · 10−2 8.07 · 10−3 8.80 · 10−3
[50, 1] 0 3.79 · 10−3 2.65 · 10−3 7.43 · 10−5 9.63 · 10−3 1.85 · 10−2 6.17 · 10−3 9.13 · 10−3
[100, 1] 0 1.68 · 10−4 1.18 · 10−4 1.67 · 10−6 9.63 · 10−3 1.85 · 10−2 7.12 · 10−3 9.40 · 10−3
Table 7 - Continued on next page→
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Cost
Diabetes Spam
FNR FPR CE NEC FNR FPR CE NEC
[1, 100] 7.49 · 10−3 0 2.61 · 10−3 7.42 · 10−5 2.61 · 10−2 2.96 · 10−3 1.48 · 10−2 2.77 · 10−3
[1, 50] 8.93 · 10−3 0 3.12 · 10−3 1.75 · 10−4 2.30 · 10−2 3.43 · 10−3 1.33 · 10−2 3.15 · 10−3
[1, 25] 1.15 · 10−2 2.47 · 10−3 2.82 · 10−3 2.20 · 10−3 2.38 · 10−2 3.19 · 10−3 1.39 · 10−2 2.78 · 10−3
[1, 10] 1.87 · 10−2 6.33 · 10−3 7.24 · 10−3 5.78 · 10−3 1.47 · 10−2 4.52 · 10−3 8.28 · 10−3 3.70 · 10−3
[1, 7] 4.35 · 10−2 1.08 · 10−2 8.75 · 10−3 4.71 · 10−3 1.42 · 10−2 4.58 · 10−3 7.91 · 10−3 3.11 · 10−3
[1, 5] 4.64 · 10−2 6.02 · 10−3 1.29 · 10−2 5.47 · 10−3 1.64 · 10−2 5.18 · 10−3 9.06 · 10−3 4.01 · 10−3
[1, 3] 4.61 · 10−3 9.27 · 10−4 1.61 · 10−3 1.15 · 10−3 1.29 · 10−2 7.07 · 10−3 6.70 · 10−3 4.41 · 10−3
[1, 2] 8.93 · 10−3 6.02 · 10−3 6.03 · 10−3 5.99 · 10−3 9.44 · 10−3 3.17 · 10−3 5.16 · 10−3 2.54 · 10−3
[2, 3] 1.61 · 10−2 9.42 · 10−3 5.93 · 10−3 6.24 · 10−3 8.19 · 10−3 3.44 · 10−3 4.98 · 10−3 3.54 · 10−3
[1, 1] 0 0 0 0 0 0 0 0
[3, 2] 1.15 · 10−3 1.70 · 10−3 7.04 · 10−4 6.30 · 10−4 1.08 · 10−3 2.64 · 10−3 7.79 · 10−4 7.90 · 10−4
[2, 1] 3.23 · 10−2 2.97 · 10−2 9.05 · 10−3 1.23 · 10−2 5.75 · 10−3 5.95 · 10−3 2.90 · 10−3 3.12 · 10−3
[3, 1] 2.30 · 10−2 3.82 · 10−2 1.90 · 10−2 1.38 · 10−2 7.97 · 10−3 1.48 · 10−2 4.24 · 10−3 3.83 · 10−3
[5, 1] 1.61 · 10−2 2.73 · 10−2 1.38 · 10−2 9.40 · 10−3 6.89 · 10−3 8.06 · 10−3 5.40 · 10−3 6.20 · 10−3
[7, 1] 1.07 · 10−2 3.49 · 10−2 1.98 · 10−2 5.93 · 10−3 4.63 · 10−3 1.43 · 10−2 5.68 · 10−3 3.98 · 10−3
[10, 1] 8.93 · 10−3 3.88 · 10−2 2.43 · 10−2 6.30 · 10−3 3.46 · 10−3 1.71 · 10−2 6.05 · 10−3 2.82 · 10−3
[25, 1] 4.32 · 10−3 2.87 · 10−2 1.72 · 10−2 3.13 · 10−3 3.38 · 10−3 1.57 · 10−2 5.81 · 10−3 3.07 · 10−3
[50, 1] 1.73 · 10−3 2.80 · 10−2 1.82 · 10−2 1.87 · 10−3 1.89 · 10−3 1.38 · 10−2 5.67 · 10−3 1.90 · 10−3
[100, 1] 5.76 · 10−4 2.32 · 10−2 1.49 · 10−2 6.90 · 10−4 2.47 · 10−3 1.90 · 10−2 7.62 · 10−3 2.45 · 10−3
Table 7: Mean error between AdaBoostDB and Cost-Sensitive Boosting classification perfor-
mance parameters (False Negative Rate, False Positive Rate, Classification Error and
Normalized Cost). It has been computed across the 3 cross-validation training and
test sets of every dataset and all trained rounds.
5.3.3.2 Computation Time
The next item of our empirical comparison is quantifying, in terms of time and
number of evaluated zeros, the accelerating power of AdaBoostDB respect to Cost-
Sensitive Boosting. For this task, we have recorded the time consumed to train all the
classifiers used in the previous tests for AdaBoostDB and Cost-Sensitive AdaBoost,
plus one more variation: AdaBoostDB is also computed without the Conditional
Search, in order to evaluate how much time saving would be attributable only to the
polynomial model, leaving apart the Conditional Search.
Results are shown in Table 8 and Table 9. As can be seen in the last row of this
table, the polynomial model, even evaluating the same number of zeros (the searching
method is the Zeroin algorithm [7, 6]) gets an average of 25% training time saving
respect to the hyperbolic model in Cost-Sensitive Boosting. On the other hand, the
Conditional Search method achieves a reduction over 99.5% on the total number of
evaluated zeros, driving the full version of AdaBoostDB to consume only 0.49% of
the time on average used by Cost-Sensitive Boosting. That is, it is more than 200
times faster.
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Figure 25: Mean error and standard deviation of the normalized expected cost difference
between AdaBoostDB and Cost-Sensitive Boosting across all the datasets and for
every cost-combination.
Cost Method
Bayes Two Clouds Credit Ionosphere Diabetes Spam
Zeros Time Zeros Time Zeros Time Zeros Time Zeros Time Zeros Time
[1, 100]
CSA 864528 579.76 3416944 2204.93 42607 27.52 317550 206.82 132992 84.76 9637557 6123.66
DBN 864528 462.20 3416944 1606.21 42607 19.61 317550 154.51 132992 62.02 9637557 4547.29
ADB 3244 1.96 3575 3.86 606 0.43 698 0.59 647 0.44 23448 20.50
[1, 50]
CSA 864528 583.36 3416944 2183.68 42607 27.28 317550 206.94 132992 85.49 9637557 6012.60
DBN 864528 450.55 3416944 1570.13 42607 19.76 317550 149.75 132992 60.79 9637557 4305.86
ADB 3626 2.27 3601 3.97 598 0.45 734 0.64 667 0.47 21641 19.65
[1, 25]
CSA 864528 570.09 3416944 2219.51 42607 27.02 317550 206.49 132992 89.05 9637557 6001.78
DBN 864528 452.93 3416944 1537.65 42607 19.26 317550 151.34 132992 62.18 9637557 4226.14
ADB 3900 2.69 3601 3.97 635 0.46 660 0.55 655 0.45 19305 18.37
[1, 10]
CSA 864528 571.30 3416944 2181.71 42607 26.99 317550 206.37 132992 84.97 9637557 5983.12
DBN 864528 462.02 3416944 1510.47 42607 18.68 317550 161.55 132992 58.62 9637557 4122.24
ADB 4496 2.91 3445 3.79 623 0.44 579 0.53 664 0.44 15804 16.21
[1, 7]
CSA 864528 563.62 3416944 2196.89 42607 27.39 317550 208.32 132992 84.82 9637557 5980.80
DBN 864528 459.41 3416944 1531.74 42607 18.64 317550 166.99 132992 59.19 9637557 4124.47
ADB 4465 2.78 3406 3.75 632 0.42 596 0.50 687 0.46 14389 15.30
[1, 5]
CSA 864528 560.89 3416944 2122.42 42607 28.95 317550 208.91 132992 84.55 9637557 5955.99
DBN 864528 467.03 3416944 1544.07 42607 20.48 317550 171.58 132992 59.41 9637557 4147.62
ADB 4403 2.69 3360 3.60 616 0.47 544 0.46 661 0.42 13122 14.58
[1, 3]
CSA 864528 559.56 3416944 2106.83 42607 28.49 317550 205.09 132992 84.61 9637557 5930.07
DBN 864528 468.71 3416944 1555.67 42607 19.86 317550 174.67 132992 60.61 9637557 4180.37
ADB 4249 2.55 3304 3.52 544 0.39 508 0.44 615 0.40 11107 13.42
[1, 2]
CSA 864528 554.43 3416944 2100.07 42607 29.18 317550 207.11 132992 85.12 9637557 5899.29
DBN 864528 477.71 3416944 1590.33 42607 20.86 317550 178.75 132992 62.52 9637557 4229.89
ADB 4291 2.63 3170 3.45 543 0.42 473 0.46 645 0.42 10715 13.24
Table 8 - Continued on next page→
5.3 experiments 69
Cost Method
Bayes Two Clouds Credit Ionosphere Diabetes Spam
Zeros Time Zeros Time Zeros Time Zeros Time Zeros Time Zeros Time
[2, 3]
CSA 864528 564.79 3416944 2098.74 42607 28.19 317550 204.90 132992 84.15 9637557 5904.34
DBN 864528 452.25 3416944 1502.59 42607 19.72 317550 170.06 132992 60.38 9637557 4076.98
ADB 3963 2.49 3162 3.45 566 0.41 428 0.40 646 0.41 9783 12.75
[1, 1]
CSA 864528 563.24 3416944 2097.62 42607 27.29 317550 204.26 132992 84.17 9637557 5877.44
DBN 864528 518.04 3416944 1629.15 42607 19.47 317550 182.59 132992 64.14 9637557 4292.83
ADB 2320 1.61 3331 3.46 492 0.36 421 0.41 642 0.40 9804 12.58
[3, 2]
CSA 864528 555.61 3416944 2099.28 42607 27.00 317550 205.13 132992 84.52 9637557 5913.31
DBN 864528 448.32 3416944 1502.94 42607 18.67 317550 171.57 132992 59.71 9637557 4077.99
ADB 1617 1.29 3397 3.56 531 0.39 410 0.39 590 0.38 9164 12.44
[2, 1]
CSA 864528 555.43 3416944 2102.39 42607 27.00 317550 204.46 132992 84.13 9637557 5912.66
DBN 864528 483.04 3416944 1592.71 42607 18.98 317550 182.45 132992 62.60 9637557 4232.63
ADB 1590 1.30 3392 3.55 545 0.40 382 0.39 633 0.41 8896 12.32
[3, 1]
CSA 864528 558.94 3416944 2109.63 42607 27.05 317550 213.56 132992 86.65 9637557 5957.71
DBN 864528 475.44 3416944 1555.26 42607 19.20 317550 184.76 132992 63.04 9637557 4179.39
ADB 1082 1.07 3469 3.59 472 0.36 432 0.45 600 0.40 8744 12.24
[5, 1]
CSA 864528 560.19 3416944 2110.52 42607 27.08 317550 206.32 132992 84.59 9637557 5966.70
DBN 864528 469.49 3416944 1515.05 42607 18.81 317550 178.64 132992 60.76 9637557 4145.01
ADB 879 0.94 3569 3.65 479 0.38 392 0.38 508 0.35 8608 12.22
[7, 1]
CSA 864528 565.02 3416944 2119.74 42607 27.23 317550 208.69 132992 85.38 9637557 6004.51
DBN 864528 461.46 3416944 1482.16 42607 18.74 317550 180.49 132992 59.88 9637557 4123.34
ADB 1080 1.20 3546 3.66 470 0.34 382 0.38 544 0.38 8643 12.29
[10, 1]
CSA 864528 572.12 3416944 2118.36 42607 26.94 317550 213.33 132992 85.57 9637557 6005.74
DBN 864528 460.56 3416944 1461.84 42607 18.75 317550 176.00 132992 59.43 9637557 4126.60
ADB 1270 1.18 3622 3.73 435 0.33 459 0.45 547 0.38 9607 12.90
[25, 1]
CSA 864528 575.71 3416944 2121.00 42607 27.25 317550 214.90 132992 85.68 9637557 6025.70
DBN 864528 457.59 3416944 1497.55 42607 19.11 317550 176.45 132992 60.98 9637557 4229.99
ADB 1523 1.35 3668 3.84 500 0.41 505 0.47 594 0.42 10683 13.67
[50, 1]
CSA 864528 578.59 3416944 2122.83 42607 27.13 317550 212.13 132992 85.56 9637557 6046.18
DBN 864528 470.39 3416944 1527.57 42607 19.49 317550 171.24 132992 61.58 9637557 4321.96
ADB 1439 1.32 3662 3.86 486 0.37 500 0.51 599 0.42 11619 14.20
[100, 1]
CSA 864528 601.96 3416944 2126.83 42607 27.26 317550 215.27 132992 85.95 9637557 6060.87
DBN 864528 500.53 3416944 1565.47 42607 19.84 317550 175.26 132992 63.33 9637557 4462.43
ADB 1375 1.24 3630 3.79 481 0.39 508 0.46 628 0.43 12667 14.57
Table 8: Training computational burden (number of zero searches and elapsed time in sec-
onds) of Cost-Sensitive AdaBoost (CSA), AdaBoostDB without conditional search
(DBN), and AdaBoostDB with conditional search (ADB), over the synthetic and UCI
sets.
5.3.4 Real-world dataset
As last experiment we have trained, with AdaBoostDB as learning algorithm, a
simple mono-stage face detector using Haar-like features [64], as we have seen in
Chapter 2, a kind of real-world asymmetric problem in which boosting is commonly
used. For this purpose we have used a balanced subset (i.e. with the same number of
positive and negative samples) from the CBCL training face and non-face datasets [23,
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Method
comparison
Bayes Two Clouds Credit Ionosphere Diabetes Spam
Zeros Time Zeros Time Zeros Time Zeros Time Zeros Time Zeros Time
CSA→DBN − 17.54% − 27.76% − 29.56% − 17.68% − 28.30% − 29.42%
DBN→ADB 99.69% 99.60% 99.90% 99.76% 98.73% 97.93% 99.84% 99.72% 99.53% 99.32% 99.87% 99.66%
CSA→ADB 99.69% 99.67% 99.90% 99.83% 98.73% 98.54% 99.84% 99.78% 99.53% 99.51% 99.87% 99.76%
Table 9: Comparative computational burden (number of zero searches and elapsed time in
seconds) of Cost-Sensitive AdaBoost (CSA), AdaBoostDB without conditional search
(DBN), and AdaBoostDB with conditional search (ADB) over the synthetic and UCI
sets.
1]. Obtained results are shown in Table 10 confirming, once again, the consistent cost-
sensitive behavior of the classifiers trained with AdaBoostDB in different scenarios.
Cost
CBCL
FNR FPR CE NEC
[1, 100] 4.40 · 10−1 7.50 · 10−3 2.24 · 10−1 1.18 · 10−2
[1, 50] 2.81 · 10−1 1.25 · 10−2 1.47 · 10−1 1.78 · 10−2
[1, 25] 2.35 · 10−1 1.08 · 10−2 1.23 · 10−1 1.95 · 10−2
[1, 10] 2.78 · 10−1 1.00 · 10−2 1.44 · 10−1 3.43 · 10−2
[1, 7] 1.72 · 10−1 1.58 · 10−2 9.38 · 10−2 3.53 · 10−2
[1, 5] 1.20 · 10−1 1.00 · 10−2 6.50 · 10−2 2.83 · 10−2
[1, 3] 1.17 · 10−1 2.33 · 10−2 7.00 · 10−2 4.67 · 10−2
[1, 2] 9.92 · 10−2 2.83 · 10−2 6.38 · 10−2 5.19 · 10−2
[2, 3] 7.08 · 10−2 1.83 · 10−2 4.46 · 10−2 3.93 · 10−2
[1, 1] 8.50 · 10−2 2.25 · 10−2 5.38 · 10−2 5.38 · 10−2
[3, 2] 6.92 · 10−2 4.25 · 10−2 5.58 · 10−2 5.85 · 10−2
[2, 1] 8.17 · 10−2 2.58 · 10−2 5.38 · 10−2 6.31 · 10−2
[3, 1] 4.25 · 10−2 3.42 · 10−2 3.83 · 10−2 4.04 · 10−2
[5, 1] 9.08 · 10−2 2.92 · 10−2 6.00 · 10−2 8.06 · 10−2
[7, 1] 4.17 · 10−2 6.58 · 10−2 5.38 · 10−2 4.47 · 10−2
[10, 1] 4.25 · 10−2 5.00 · 10−2 4.63 · 10−2 4.32 · 10−2
[25, 1] 3.33 · 10−2 7.17 · 10−2 5.25 · 10−2 3.48 · 10−2
[50, 1] 2.08 · 10−2 1.29 · 10−1 7.50 · 10−2 2.30 · 10−2
[100, 1] 3.92 · 10−2 1.65 · 10−1 1.02 · 10−1 4.04 · 10−2
Table 10: AdaBoostDB asymmetric behavior (false negatives, false positives, classification er-
ror and normalized expected cost) for each cost combination over the CBCL example
dataset.
5.4 conclusions
In this chapter we have presented, derived and empirically tested a new cost-
sensitive AdaBoost scheme, AdaBoostDB, based on double-base exponential error
bounds. Sharing an equivalent theoretical root with Cost-Sensitive Boosting [40] and
opposed to the most of other asymmetric approaches in the literature, AdaBoostDB
is supported by a full theoretical derivation that makes it possible to preserve the
formal guarantees of the original AdaBoost for a general asymmetric scenario.
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Our approach is based on three basic mainstays: the double-base perspective, a
derivation scheme based on the generalized boosting framework [54] (instead of the
Statistical View of Boosting used in [40]) and a polynomial model for the problem
(opposed to the hyperbolic one proposed in [40]). These distinctive features, as a
whole, also enable a Conditional Search method to increase compactness, ease and
efficiency of the algorithm. As a consequence, AdaBoostDB training consumes only
0.49% of the time on average needed by Cost-Sensitive AdaBoost to reach the same
solution. This computational advantage (200 times faster) can make a difference in
applications coping with a huge number (hundreds of thousands, even millions) of
weak hypothesis, as object detection in computer vision.

6
A N U N I F Y I N G A N A LY S I S
In Chapter 2 we presented the practical scenario that aroused our interest in cost-
sensitive boosting research. In Chapter 3 we presented, within an homogeneous
framework, the different alternatives in the literature to provide AdaBoost with asym-
metric properties, and proposed a classification scheme for them. Then, in Chapter 4
and Chapter 5, we derived and explained our novel proposals to address the prob-
lem from a entirely theoretical perspective: Cost-Generalized AdaBoost [33] and Ad-
aBoostDB [34].
In this chapter, it is time to perform an unifying analysis comparing all the al-
ternatives we have discussed along this thesis (ours and those by other authors in
the literature) in order to shed light on the specific properties and behavior of each
proposal. This final analysis will consist on two parts: a theoretical comparative
of the approaches with a full theoretical background (i.e. Cost-Sensitive AdaBoost
[39, 40], Cost-Generalized AdaBoost [33] and AdaBoostDB [34]), and a thorough em-
pirical analysis of all the approaches. Aimed to spot the algorithm able to ensure the
best performance and formal guarantees, our final goal is, therefore, finding a defini-
tive scheme to directly translate any cost-sensitive learning problem to the AdaBoost
framework.
6.1 classification of cost-sensitive adaboost variants
Once we have presented, in Chapter 4 and Chapter 5, our own proposals to pro-
vide AdaBoost with cost-sensitive properties (Cost-Generalized AdaBoost and Ad-
aBoostDB), it is time to update the classification scheme proposed in Section 3.2 to
cluster the different variants in the literature, in order to include these two new algo-
rithms. Bearing in mind that both Cost-Generalized AdaBoost and AdaBoostDB are
supported by a full theoretical derivation, the classification would be as follows:
A posteriori
• AdaBoost with Threshold Modification (ABT)
Heuristic
• AsymBoost (ASB)
• AdaCost (ADC)
• CSB0 (CB0), CSB1 (CB1) and CSB2 (CB2)
• AdaC1 (AC1), AdaC2 (AC2) and AdaC3 (AC3)
Theoretical
• Cost-Sensitive AdaBoost (CSA)
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• Cost-Generalized AdaBoost (CGA)
• AdaBoostDB (ADB)
6.2 theoretical analysis and discussion
Though in the experimental part of this chapter we will show comparative results
of all the algorithms enumerated in the previous section, at this point we will focus
our attention on the three proposals with a fully theoretical derivation scheme: Cost-
Sensitive AdaBoost [39, 40], AdaBoostDB [34] and Cost-Generalized AdaBoost [33].
The first important aspect we should notice is that these three proposals can be
effectively analyzed, in terms of classification performance, as if they were only two.
As we have seen in Chapter 5, Cost-Sensitive AdaBoost and AdaBoostDB, despite
following different perspectives and obtaining markedly different algorithms (with
large differences in computational time), share an equivalent theoretical root and
drive to the same solution. As a consequence, if not otherwise specified, in this
section and in the next one we will refer to one or another interchangeably, giving
priority to the name ’Cost-Sensitive AdaBoost’ due to its chronological precedence.
6.2.1 The Question of Weight Initialization
As commented in Section 4.1 despite some initial studies pointing to free initial
weight distributions [17] or works proposing cost-proportional weighting as an effec-
tive way to transform generic cost-insensitive learning algorithms into cost-sensitive
ones [67], subsequent works on boosting have insisted on two recurrent ideas: On
the one hand, uniform distribution has been assumed as the “de facto” standard for
weight initialization when defining AdaBoost (e.g. [55, 54, 10, 18, 60, 19, 49, 57, 50,
40]); on the other hand, asymmetric weight initialization has been systematically re-
jected as a valid method to achieve cost-sensitive boosted classifiers, arguing that it
is insufficient [10, 60] or ineffective [63, 39, 40].
However, the idea of cost-sensitive weight initialization rises again in the Cost-
Generalized analysis of AdaBoost we presented in Chapter 4. As already commented,
this proposal is not actually a new algorithm: “it is just AdaBoost” which is demon-
strated to have inherent cost-sensitive properties embedded in the way the weight
distribution is initialized. Supported by a novel class-conditional interpretation of
AdaBoost, our analysis contrasts with the widespread conception that weight initial-
ization is not an effective cost-sensitive mechanism for Boosting.
In fact, Masnadi-Shirazi and Vasconcelos [40] when explaining their Cost-Sensitive
Boosting framework, immediately discard the unbalanced weight initialization (call-
ing it “naive implementation”) with the argument that iterative weight update in Ad-
aBoost “quickly destroys the initial asymmetry” obtaining a “predictor” which “is
usually not different from that produced with symmetric initial conditions”. Though
their statement is not explicitly supported for any further test or bibliographic ref-
erence, it seems to be extracted from the work by Viola and Jones [63] in which
AsymBoost is presented. In that work, the initial weight modification technique is
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rejected arguing that “the first classifier selected absorbs the entire effect of the initial
asymmetric weights”, and assuming the rest of the process as “entirely symmetric”.
It is because of this seeming problem that AsymBoost was designed for distributing
an equitable asymmetry among a fixed number of rounds.
The cost-sensitive analysis by Viola and Jones [63] is illustrated by a four-round
boosted classifier graphic representation that supports their conclusions against asym-
metric weight initialization. However, from our point of view, this example can
be misleading: what would happen if boosting were run for more than those four
rounds? An answer can be found in Figure 26, where we have reproduced and ex-
tended that illustrative experiment.
1 1
1
0.8
0.6
0.4
0.2
0
1 5 10 15 20 25 30 35 40 45 50
(a) (b)
(c)
E
rr
o
r
Number of Rounds
Positive Error
Negative Error
Classification Error
Figure 26: Synthetic counterexample to the example by Viola and Jones in [63], with costs
CP = 4 and CN = 1, and the same polarity as the original:(a) training set with
the first four weak classifiers superimposed; (b) weak classifiers after 50 training
rounds; (c) Global error evolution through 50 training rounds. Weak classifiers are
stumps in the linear 2D space. Positive examples are marked as ‘+’, ‘◦’ are the
negative ones, and ‘1’ denotes the first selected weak classifier. Positives are the
costly class.
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Strictly following [63], after Figure 26a we could reach the seeming conclusion
that, once an initial asymmetric weak classifier has been selected, the selection of
the remaining weak classifiers is not guided by an asymmetric goal. However, as
showed by Schapire and Singer [54], AdaBoost is an additive minimization process
and, as such, it has an asymptotic behavior, a kind of behavior that can not be properly
judged by stopping after only a few training rounds. Running the algorithm for many
more rounds in the same example (see Figure 26b), we appreciate that many other
subsequent selected classifiers are, at least, as asymmetric as the first one. Then, what
is happening?
Our class-conditional interpretation of AdaBoost in Section 4.2 shows that the
asymmetry encoded by the initial weight distribution is actually translated to a cost-
sensitive global error (a weighted error), and what AdaBoost is actually minimizing
is a bound on that global error. Thus, instead of inspecting the individual asymmetry
of each single hypothesis, the cost-sensitive behavior of AdaBoost should be evalu-
ated, for correctness, in terms of the cumulative contribution of all the selected weak
classifiers giving rise to the strong one. Figure 26c shows how, even in a scenario like
the one proposed by Viola and Jones in [63], the classifier obtained by AdaBoost after
an asymmetric weight initialization follows a real cost-sensitive iterative profile.
Moreover, postulates by Viola and Jones [63] and Masnadi-Shirazi and Vasconcelos
[40] can also be refuted by simply inverting labels on the same set (see Figure 27).
As can be seen, no weak classifier is able to satisfy, by itself, the requirements of that
“supposed” initial round absorbing the full asymmetry of the problem. However,
even in such an unfavorable scenario, the desired asymmetry is effectively achieved,
from cost-proportionate initial weights, after a (boosted) round-by-round cumulative
process.
Further comments on these experiments can be found in Section A.1.
6.2.2 Weight Initialization inside the Cost-Sensitive Boosting Framework
Cost-Sensitive AdaBoost [40] is an algorithm that, despite having a rigorous theo-
retical derivation, is built upon the belief that cost-sensitive initial weighting is not
a valid method to achieve asymmetric boosted classifiers. However, our theoretical
analysis in Chapter 4 refutes that supposed invalidity. A clarifying experiment at
this point is to introduce asymmetric weight initialization inside the Cost-Sensitive
AdaBoost theoretical framework, to assess the theoretical validity of the former with
the tools used by the latter.
Based on the Statistical View of Boosting [19], the cost-sensitive expected loss pro-
posed by Masnadi-Shirazi and Vasconcelos to derive Cost-Sensitive AdaBoost, con-
sists on two class-dependent exponential components with asymmetry embedded in
its exponents:
J( f (x)) = E
[Jy = 1Ke−CP f (x) + Jy = −1KeCN f (x)]
Let us suppose that the two cost parameters CP and CN , rather than in the ex-
ponents, are incorporated as direct modulators of the exponential terms (50). This
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Figure 27: Synthetic counterexample to the example by Viola and Jones in [63], with costs
CP = 4 and CN = 1, and with opposite polarity to the original:(a) training set with
the first four weak classifiers superimposed;(b) weak classifiers after 50 training
rounds; (c) Global error evolution through 50 training rounds. Weak classifiers are
stumps in the linear 2D space. Positive examples are marked as ‘+’, ‘◦’ are the
negative ones, and ‘1’ denotes the first selected weak classifier. Positives are the
costly class.
procedure is equivalent to model the initial weight distribution by means of two
uniform class-conditional distributions, respectively modulated by CP/ (CP + CN) and
CN/ (CP + CN), that is, an asymmetric weight initialization.
Jˇ( f (x)) = E
[Jy = 1KCPe− f (x) + Jy = −1KCNe f (x)] (50)
If we set the derivatives of this loss to zero, following the same scheme as Masnadi-
Shirazi and Vasconcelos [40], we will find the function of minimum expected loss
conditioned on x for this case:
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Jˇ( f (x)) = E
[Jy = 1KCPe− f (x) + Jy = −1KCNe f (x)]
= P (y = 1|x)CPe− f (x) + P (y = −1|x)CNe f (x)
∂ Jˇ( f (x))
∂ f (x)
= −P (y = 1|x)CPe− f (x) + P (y = −1|x)CNe f (x) = 0
CPP (y = 1|x)
CNP (y = −1|x) = e
2 f (x)
f (x) =
1
2
log
CPP (y = 1|x)
CNP (y = −1|x)
The obtained minimizer, as in Cost-Sensitive AdaBoost, is the asymmetric logistic
transform of P(y = 1|x), i.e. the optimal cost-sensitive predictor. So, this result
confirms that asymmetric weight intialization, the straightforward way of modifying
original AdaBoost algorithm to get the loss function in Equation (50), has, indeed,
the same theoretical validity as the asymmetric exponents loss used by Cost-Sensitive
AdaBoost1.
6.2.3 Algorithms Comparison
As we have seen, among the three asymmetric AdaBoost algorithms with a full
theoretical derivation, two of them (Cost-Sensitive AdaBoost and AdaBoostDB) drive
to the same solution (Section 5.3.3), while the other one (Cost-Generalized AdaBoost)
has been shown to guarantee, at least, the same theoretical validity than its coun-
terparts (Section 4.5). At this point, we may wonder if Cost-Generalized AdaBoost
is also obtaining the same solution as Cost-Sensitive AdaBoost/AdaBoostDB. As we
will see in the experimental part of the paper (Section 6.3) the answer to this ques-
tion is “no”: classifiers obtained by Cost-Sensitive AdaBoost and Cost-Generalized
AdaBoost in the same scenarios are markedly different. In this section, from a theo-
retical perspective, we will analyze the differences between the two algorithms, with
the aim of achieving the intrinsic distinctivenesses of their respective classifiers.
As commented in Section 3.1, the most common detection problem can be parametrized
by the next cost matrix:
C =
(
cnn cnp
cpn cpp
)
=
(
0 CP
CN 0
)
1 As analyzed in Section A.2, the way asymmetry is applied across the different boosting variants covered
by the Cost-Sensitive Boosting framework [40] is not homogeneus either. In fact, despite having dis-
carded cost-proportionate weight initialization as a valid method, one of the algorithms (Cost-Sensitive
LogitBoost) proposed in the same work is actually based on that strategy.
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To make our comparative analysis, we will follow again the error bound minimiza-
tion perspective originally proposed by Schapire and Singer [54], also used, through-
out this thesis, in the derivation of Cost-Generalized AdaBoost and AdaBoostDB.
From that point of view, classical AdaBoost, with its initial uniform weight distribu-
tion, is an algorithm driven to minimize an exponential bound E˜T on the training
error ET (51), as illustrated again in Figure 28. In that figure, the horizontal axis
(yi f (xi)) represents the performance score of a classification, whose sign indicates the
success (if yi f (xi) > 0) or failure (if yi f (xi) < 0) of the decision, and whose mag-
nitude indicates the confidence expected by the classifier on its decision. The expo-
nential bound is decreasing for increasing performance scores, so classical AdaBoost
minimization process is aimed to maximize correct classifications and their margin
(distance to the boundary), in a scenario where all the training examples follow a
common cost scheme.
ET =
n
∑
i=1
1
n
JH(xi) 6= yiK ≤ n∑
i=1
1
n
exp (−yi f (xi)) = E˜T (51)
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Figure 28: Training error bound of AdaBoost. The loss (y-axis) associated to each decision
has an exponential dependency on the performance score of the strong classifier
(x-axis).
Cost-Sensitive AdaBoost [40] and AdaBoostDB [34], assumming that the training
set is divided into two significant subsets (positives and negatives), define two dif-
ferent exponential bounds (E˜TP and E˜TN) with different associated costs (CP and
CN) over each subset. These costs are inserted as exponent modulators into each
class-dependent exponential bound (52), reaching a cost-sensitive behavior that can
be graphically interpreted as shown in Figure 29. The goal is, again, to maximize
correct classifications and their margin, but this time in a scenario where positives
and negatives have different associated losses.
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ET =
n
∑
i=1
1
n
JH(xi) 6= yiK
≤
m
∑
i=1
1
n
exp (−CPyi f (xi)) +
n
∑
i=m
1
n
exp (−CNyi f (xi))
= E˜TP + E˜TN = E˜T
(52)
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Figure 29: Training error bound of Cost-Sensitive AdaBoost and AdaBoostDB for CP = 2 and
CN = 1. Loss has a class-dependent definition and is composed of two different
exponential functions.
As can be seen, asymmetric modifications in Cost-Sensitive AdaBoost (and Ad-
aBoostDB) are based on new bounds for the training error, while the error definition
itself remains unchanged from original (cost-insensitive) AdaBoost.
Cost-Generalized AdaBoost [33], on the other hand, is based on redefining the train-
ing error and then applying the standard exponential bounding process. To achieve
this, training error in positives (ETP) and in negatives (ETN) are computed separately,
and then are modulated by its respective normalized costs. The resulting class-
dependent weighted error components (E′TP and E
′
TN) jointly define the cost-sensitive
global training error (E′T). The same way as in standard AdaBoost, each of these
weighted error components can be exponentially bounded (E˜TP and E˜TN), and the
combination of the two resulting class-dependent bounds will define a cost-sensitive
global bound (E˜T) (53), that is the function being minimized by Cost-Generalized
AdaBoost. The scenario is graphically depicted in Figure 30.
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E′T = E
′
TP + E
′
TN =
CP
CP + CN
ETP +
CN
CP + CN
ETN
=
CP
CP + CN
m
∑
i=1
1
m
JH(xi) 6= yiK+ CNCP + CN
n
∑
i=m+1
1
n−m JH(xi) 6= yiK
≤ CP
CP + CN
m
∑
i=1
1
m
exp (−yi f (xi)) + CNCP + CN
n
∑
i=m
1
n−m exp (−yi f (xi))
= E˜TP + E˜TN = E˜T
(53)
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Figure 30: Training error bound of Cost-Generalized AdaBoost for CP = 2 and CN = 1. Loss
keeps again an exponential dependency, but now modulated by a class-dependent
behavior.
It is important to notice that, by definition, all these algorithms have the goal of
obtaining the best possible classifier able to deal with the problem in a cost-sensitive
sense, and that the bounding loss functions E˜T are a mere mathematical tool to
make the minimization problem tractable. Thus, from a formal point of view, the
direct definition of a cost-sensitive error to be subsequently bounded, as proposed
by Cost-Generalized AdaBoost , seems to be more suitable than using the standard
cost-insensitive error and manipulate its bound to be asymmetric, as suggested by
Cost-Sensitive AdaBoost [40] or AdaBoostDB [34].
Figure 31 illustrates the prevalence of the class-dependent error bounds of the two
algorithms, assuming, without loss of generality, that positives have a greater cost
than negatives CP > CN (the opposite case can be modeled by a simple label swap).
As can be seen, in Cost-Generalized AdaBoost (Figure 31a) the loss associated to posi-
tives is always greater than the loss associated to negatives, and the ratio between the
two class-dependent losses remains constant along the performance scores. However,
in Cost-Sensitive AdaBoost (Figure 31b), the ratio between losses varies according to
the score, to the extent that class prevalence is inverted depending on which side of
the success boundary (yi f (xi) = 0) we are.
The iterative learning process behind AdaBoost builds a predictor function f (xi)
aimed to progressively (round by round) minimize the respective loss function over
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Figure 31: Class prevalence of error bounds for Cost-Generalized AdaBoost (a) and Cost-
Sensitive AdaBoost (b) (CP = 2, CN = 1).
the training dataset. In terms of classification, this means that AdaBoost classifiers
are trained not only to maximize the accuracy of the classifier over the training set,
but also to maximize the margin of its decisions. So, once one training example is
correctly classified, the tendency of the learner will be to continue increasing the
confidence of its prediction (abs( f (xi))) to move it away from the decision boundary
( f (xi) = 0). For Cost-Generalized AdaBoost, this means that any positive training
example will always be more costly (and in the same ratio) than any negative example
with its same performance score, whatever this score is. However, in the case of Cost-
Sensitive AdaBoost, prevalence ratio varies exponentially with performance scores.
So, when scores are positive, negative training examples become the prevalent ones.
Bearing in mind that the performance score of any training example, at any it-
eration of the learning process, is determined by the evaluation over the example
of the boosted predictor learned so far, and that the weight of this example for the
next learning round will depend on the value of the related bounding loss for that
particular score, we can draw the two following consequences:
In Cost-Generalized AdaBoost positives will always be the costly class, and the
same cost asymmetry is preserved throughout the whole learning process.
In Cost-Sensitive AdaBoost cost asymmetry changes. While the classifier is
wrong, positives are the costly class (learning is positive-driven), but when clas-
sification is correct, negatives are prevalent (learning is negative-driven). The
more accurate the classifier obtained is, the more costly will be negatives over
positives in subsequent training rounds.
In terms of training error, these differences seem to be anecdotal, since the change
of class prevalence occurs once the classifier succeeds for each example. However,
what is really relevant, is the effect in terms of generalization error: when the classifier
works on unseen instances it will make mistakes and it is essential, from a cost-
sensitive perspective, to characterize which class is the most prone to errors and to
what extent.
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As the iterative training process progresses, the performance scores associated to
the training examples tend to increase, and their respective losses tend to decrease
moving along the y-axis on Figure 29 and Figure 30, so, the more rounds we train, the
more on the right of these figures we will be. In the case of Cost-Sensitive AdaBoost
this trend will increasingly emphasize negatives at the expense of positives, while
Cost-Generalized AdaBoost keeps the ratio between classes intact throughout the
whole learning process. Thus, due to its changing emphasis, Cost-Sensitive AdaBoost
may run the risk of obtaining classifiers in which the supposed costly class is the most
prone to errors: just the opposite of what was originally intended!
In Section 6.3 we will see empirical evidences confirming this behavior that, by
definition, is expected to be more noticeable the closer the system is to overfitting,
but that may have an implicit detrimental effect on the performance reached by all
classifiers trained by Cost-Sensitive AdaBoost or AdaBoostDB.
6.2.3.1 Other Cost Scenarios
As we have analyzed so far, the most common detection problem is that in which
cost coefficients are null for correct decisions (cnn = cpp = 0) but non-zero for mis-
takes (cnp, cpn > 0). Thus, we have distinguished between two “usual” scenarios:
Cost-Insensitive (Symmetry): Regardless of the class, all mistakes have the same
cost cnp = cpn (Figure 32a).
Cost-Sensitive (Error Asymmetry): Mistakes in positives are costlier than mistakes
in negatives cnp > cpn (Figure 32b).
However, “reasonableness conditions” (cnn < cnp and cpp < cpn) [9] commented in
Section 3.1, still allow other possible scenarios depending on how costs are defined:
Correct Classification Asymmetry: All mistakes have the same cost cnp = cpn,
but correct decisions on positives are costlier than on negatives cpp > cnn (Fig-
ure 32c).
Dual Asymmetry: Correct and wrong decisions on positives are costlier than
correct and wrong decisions on negatives respectively, cpp > cnn, cnp > cpn
(Figure 32d).
Reversed Dual Asymmetry: Mistakes on positives are costlier than on negatives
cnp > cpn, while correct decisions are costlier on negatives than on positives
cnn > cpp (Figure 32e).
In all these cases we have supposed, without loss of generality, that the cost of
mistakes in positives is always greater or equal than the cost of mistakes in negatives
(cnp ≥ cpn > 0), since the opposite case can be modeled just by swapping labels.
As we have previously seen, classical AdaBoost, with its standard exponential
bound, is aimed to deal with the cost-insensitive case (Figure 33a), while Cost-Generalized
AdaBoost seems to be more suited than Cost-Sensitive AdaBoost for the standard
cost-sensitive (error asymmetric) scenario (Figure 33b). But, what would happen in
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Figure 32: Different cost scenarios [Symmetry (a), Error Asymmetry (b), Correct Classification
Asymmetry (c) Dual Asymmetry (d) and Reversed Dual Asymmetry (e)] with their
corresponding cost matrices.
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the other asymmetric scenarios? Which of the two theoretical variants is best suited
for each case?
Correct Classification Asymmetry: The positive class is prevalent for positive per-
formance scores while no class is prevalent for negative ones. Cost-Generalized
AdaBoost, with a smoothed asymmetry, seems to be the most suitable scheme
(Figure 33c).
Dual Asymmetry: The positive class is hegemonic throughout the whole perfor-
mance score space, and the only difference of being on either side of the success
boundary is the cost ratio between the two classes. Cost-Generalized AdaBoost,
in this case with a more pronounced asymmetry, may be the most appropriate
scheme (Figure 33d).
Reversed Dual Asymmetry: The costlier class changes depending on being mis-
taken or not. In this case, Cost-Sensitive AdaBoost, taking advantage of its
class-prevalence reversal, seems to be the most suitable model for the problem
(Figure 32e).
Up to this point we have assumed that cost coefficients are constant, so all the ex-
amples belonging to the same class have the same associated cost. However, a cost
matrix with variable coefficients would entail that different examples of the same
class may have different costs. In general terms, cost requirements of any classifica-
tion problem can be split into two levels: a Class-Level regarding the cost ratio between
classes (the global emphasis given to each class), and an Example-Level regarding the
cost distribution within a given class. When cost coefficients are constant, class-level
is the only kind of asymmetry involved in the problem, but when costs are variable
both levels can be present.
As analyzed in Chapter 4, this asymmetry breakdown can be immediately mapped
to the Cost-Generalized AdaBoost framework by only defining an asymmetry param-
eter γ (23) and two class-conditional distributions, DP(i) and DN(i), from the initial
weight distribution D(i) feeding the algorithm. We repeat below their expressions:
Asymmetry:
m
∑
i=1
D(i) = γ ∈ (0, 1)
Class-conditional weight distributions:
DP(i) =
D(i)
γ
, for i = 1, . . . , m
DN(i) =
D(i)
1− γ , for i = m + 1, . . . , n
While γ quantifies the class-level global asymmetry of the problem, class-conditional
weight distributions DP(i) and DN(i) describe how some examples are emphasized
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Figure 33: Boosting models applied to the cost scenarios in Figure 32 [AdaBoost for Sym-
metry (a), Cost-Generalized AdaBoost for Error Asymmetry (b), Cost-Generalized
AdaBoost for Correct Classification Asymmetry (c), Cost-Generalized AdaBoost for
Dual Asymmetry (d) and Cost-Sensitive AdaBoost for Reversed Dual Asymmetry
(d)].
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within each class (example-level). Hence, initial weights D(i) are coupling both
cost levels, and determine the specific exponential bound applied to each example
throughout the minimization procedure (54). As a result, by simply defining a proper
weight initialization scheme, Cost-Generalized AdaBoost is able to model any class-
level or element-level asymmetric cost scenario (without class prevalence reversal)
ant it also preserves the same computational complexity for all cases. Figure 34a
illustrates the effect of mapping variable cost coefficients to different weights in Cost-
Generalized AdaBoost.
ET =
n
∑
i=1
D(i)JH(xi) 6= yiK ≤ n∑
i=1
D(i) exp (−yi f (xi)) = E˜T (54)
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Figure 34: Variable cost coefficients mapped to different initial weights on Cost-Generalized
AdaBoost (a), and to different exponential bases in Cost-Sensitive AdaBoost (b).
In case of having variable cost coefficients and class prevalence reversal (Reversed
Dual Asymmetry), a modification of Cost-Sensitive AdaBoost or AdaBoostDB is
needed. Such a variation would require distinct exponent modulators for each cost,
so the resulting global error bound would be modeled (55) as a sequence of exponen-
tial factors with different bases related to each different cost. However, minimization
of this bound will be increasingly complex depending on the number of distinct “dis-
crete costs” we have in the training set, to the point that the process may end up
being unfeasible: as we will see in Section 6.3.2, just passing from one base (Standard
AdaBoost and Cost-Generalized AdaBoost) to two different bases (Cost-Sensitive Ad-
aBoost/AdaBoostDB with constant coefficients) implies that training time becomes
18 times longer, on average, even using the most efficient of the two alternatives2.
The graphical behavior of Cost-Sensitive AdaBoost when variable cost coefficients
are mapped to different exponential bases can be visualized in Figure 34b.
2 Remember, as shown in Section 5.3.3.2, that AdaBoostDB is, on average, 200 times faster than Cost-
Sensitive AdaBoost
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ET =
m1
∑
i=1
1
n
JH(xi) 6= yiK+ m2∑
i=m1+1
1
n
JH(xi) 6= yiK+ . . . + n∑
i=mk+1
1
n
JH(xi) 6= yiK
≤
m1
∑
i=1
1
n
β
−yi f (xi)
1 +
m2
∑
i=m1+1
1
n
β
−yi f (xi)
2 + . . . +
n
∑
i=mk+1
1
n
β
−yi f (xi)
k = E˜T
(55)
Table 11 summarizes all these conclusions. As can be seen, Cost-Generalized Ad-
aBoost dominates most of the possible cost scenarios, including the most common
ones (symmetry and standard asymmetry3), it is able to model both constant and
variable cost coefficients and it also preserves the same computational complexity for
all cases.
Scenario Cost Matrix
Proposed AdaBoost algorithm
Class-Level
Asymmetry
Example-Level
Asymmetry
Symmetry C =
 0 1
1 0
 AdaBoost(Cost-Generalized
AdaBoost)
Cost-Generalized
AdaBoost
Standard Asymmetry C =
 0 > 1
1 0
 Cost-Generalized
AdaBoost
Cost-Generalized
AdaBoost
Unbalanced Asymmetry C =
 0 > 1
1 > 0
 Cost-Generalized
AdaBoost
Cost-Generalized
AdaBoost
Reversed Asymmetry C =
 > 0 > 1
1 0
 Cost-Sensitive AdaBoost Cost-Sensitive AdaBoost
(increasingly complex)
Table 11: Summary of the proposed mapping between AdaBoost algorithms and the different
asymmetric scenarios.
6.3 experiments
Once we have analyzed in detail the fully theoretical approaches, it is time for a
global empirical analysis of all the algorithms discussed throughout this thesis. We
3 As analyzed in Chapter 4 AdaBoost and Cost-Generalized AdaBoost can be actually considered as one
algorithm, preserving both theoretical properties and computational complexity for any cost require-
ments.
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aim to thoroughly assess the behavior of the different alternatives, under the same
conditions (training and test sets, costs) and over a wide range of heterogeneous
classification problems.
6.3.1 Experimental framework
Datasets
As in preceding chapters, for this final analysis we have used both synthetic and
real datasets.
The synthetic group is composed of two different (though similar) sets, both con-
ceived to allow an easy visual interpretation of the classification task.
Bayes Dataset: Positives and negatives are modeled by bivariate normal distribu-
tions, both with the same priors and covariance matrices, but different means
(Figure 35a). Features for classification are the projections of each sample point
on a discrete collection of angles in the 2D space (see Figure 35b). In this sce-
nario the optimal classifier can be easily computed for every cost requirement,
according to the Bayes risk rule.
Two Clouds Dataset: Inspired by the example in the work by Viola and Jones
[63], this dataset can be seen as a more complex version of the Bayes Dataset.
Positives and negatives are uniformly distributed into two clouds (one circular
and one annular), with different centers and overlapping each other (Figure 35c).
Features are, again, the projections of each example on a discrete range of angles
in the 2D space.
On the other hand, we have used six different datasets extracted from real problems.
They can be grouped into two classes:
UCI Datasets: We have selected five datasets from the UCI Machine Learning
Repository [14] that are characterized by having an intrinsic asymmetric nature:
Breast Cancer, Credit, Diabetes, Ionosphere and Spam. Examples belonging to
the most valuable class of each dataset, as defined in the original problem, are
considered as positives.
CBCL Face Database: As an example of a real-world asymmetric problem in
which boosting is used in practice, we have taken 1000 faces and 1000 non-faces
from the CBCL face database [24]. Following the original proposal by Viola
and Jones [64], we use their same dictionary of Haar-like features to build the
classifiers.
For a more homogeneous cost-sensitive benchmark across the different databases,
we have imposed that the number of positives and the number of negatives should
match each other in every used dataset. As a result, in UCI datasets, we have dis-
carded some examples of the most populated class to match its cardinality with that
of the less populated one. With this condition, we can ensure that, regardless the
specific problem being tested, the priors of each class are always the same (0.5).
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(c)
(b)(a)
Figure 35: Synthetic datasets: (a) Bayes Dataset; (b) weak classifiers on the Bayes Dataset; (c)
Two Clouds Dataset. Positive examples are marked as ‘+’, while negatives are ‘◦’.
Costs
In order to sweep a wide range of asymmetries, we have defined nineteen different
cost combinations to evaluate.
(CP, CN) ∈ {(1, 100), (1, 50), (1, 25), (1, 10), (1, 7), (1, 5),
(1, 3), (1, 2), (2, 3), (1, 1), (3, 2), (2, 1), (3, 1),
(5, 1), (7, 1), (10, 1), (25, 1), (50, 1), (100, 1)}
Algorithms
For each defined dataset and cost combination, we have trained classifiers with
all the different algorithms analyzed in this work: AdaBoost with Threshold Modifi-
cation (ABT), AsymBoost (ASB), AdaCost (ADC), CSB0 (CB0), CSB1 (CB1), CSB2 (CB2),
AdaC1 (AC1), AdaC2 (AC2), AdaC3 (AC3), Cost-Sensitive AdaBoost/AdaBoostDB (CSA)4
4 We will only distinguish between Cost-Sensitive AdaBoost and AdaBoostDB in terms of training compu-
tation time analysis. Regarding classification performance, as mentioned at the beginning of Section 6.2,
we will treat both algorithms interchangeably, using the name and acronym of the first algorithm in
chronological order, Cost-Sensitive AdaBoost (CSA).
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and Cost-Generalized AdaBoost (CGA). In addition, for the Bayes Dataset case, we
have the Optimal Bayes classifier (BAY) as ground truth reference.
Training and Testing Schemes
As customary in many boosting works (e.g. [54, 64, 40]) weak classifiers used
in our experiments are the simplest ones, stumps, to further underscore the role of
“boosting” in getting classification strength by combination.
Instead of defining static training and test sets for each database, to further im-
prove robustness we have implemented a 3-fold cross-validation strategy: every dataset
is split into three parts, so the role of test set is iteratively assigned to one of the
subsets (folds) while the other two define the respective training set. From the three
possible training scenarios arising from this scheme, three different classifiers are ob-
tained, and the global performance will be defined as the average of the individual
performances obtained over the respective test sets.
Whichever fold, cost requirement, database or learning algorithm involved, every
training process has been run for as many boosting rounds as the total number of
examples (positives and negatives) of the respective dataset. In any case, to evaluate
the performance of the different algorithms in a more uniform way throughout the
different databases and costs, we have also performed an “a posteriori” convergence
test. A classifier initially trained for K rounds is considered to converge at round
k < K if the next two conditions are met:
The deviation about the mean of the Normalized Expected Cost (NEC) over the
training set is less than 10−3, for all the subsequent rounds (k + 1, k + 2, · · ·K).
The subsequent rounds are, at least 10% of the total (K− k ≥ 0.1K).
To extract our experimental results the earliest round meeting these two condi-
tions is used as cutoff of the classifier. Otherwise, in case no converging round has
been found, the entire classifier is taken into account. This procedure is aimed to
protect the results from overfitting artifacts that could degrade some comparative
experiments.
Depending on the specific scenario, there are several exceptions to this framework:
The Theoretical Bayes classifier (BAY), only for the Bayes dataset, is optimal by
definition, thus it is “only one” and requires no training. In this case cross-
validation makes no sense and the classifier is directly tested over the whole
database.
For AdaBoost with Threshold Modification (ABT) we have used the whole train-
ing dataset both to train the strong classifier and to adjust its threshold, instead
of having, as originally proposed by Viola and Jones [64], independent sets for
each role. From our point of view this is the most appropriate and homoge-
neous way to compare this method with the other ones, since the “threshold
adjustment dataset” is no more than an additional training set. It is not clear
for us how to properly establish a boundary to distribute, with the right sizing,
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the training examples into two independent and smaller subsets, as well as how
this split affects the overall performance.
On AsymBoost classifiers, the convergence test is not performed. The definition
of the algorithm (see Section 3.2.2.1 ) states that the number of training rounds
determines how the asymmetry is introduced and distributed in the classifier.
As a consequence, pruning the number of rounds of the final classifier would
violate the asymmetric premises on which training was defined, changing the
error metric that has actually been minimized.
6.3.2 Results
Following the guidelines presented in the previous subsection, we have trained all
the combinations of algorithm, database, costs and fold to obtain a broad collection
of classifiers. The individual performance of each classifier has been evaluated over
its respective test dataset, and finally averaged across the cross-validation folds for
each case. As a result of this process we obtained a large corpus of performance data
that can be consulted in detail in Appendix B.
Global Analysis
To make a global behavioral analysis of the classifiers obtained by each algorithm,
we have defined a comparative performance measure based on Normalized Expected
Cost (NEC) [8]. For each combination of dataset and cost requirement we found
which of the trained classifiers had a lowest NEC, and then computed the deviations
between the NEC values obtained by all classifiers and that minimum one. These
deviation values, which we denote as ∆NEC, measure the distance of each classifier
to the best solution we have achieved for the same scenario. Repeating this process
across databases and costs to gather all the ∆NEC values corresponding to the whole
experimental framework, we will obtain a wide sample of a random variable ranking
the performance of the trained classifiers.
∆NEC(alg, cost, set) = NEC(alg, cost, set)− argmin
alg
(NEC(alg, cost, set)) (56)
As can be seen in Equation (56), ∆NEC is a function of three variables: learning
algorithm (alg), cost requirement (cost) and dataset (set)5. Thus, if we compute the
conditional expectation of ∆NEC for a given algorithm a (57), we will obtain the over-
all ranking score of all the classifiers trained by that specific algorithm throughout the
whole experimental framework. Figure 36a and Table 12 depict the obtained values
of E[∆NEC(a)] for all the algorithms we are studying.
E[∆NEC(a)] = E[∆NEC(alg, cost, set)|alg = a] (57)
5 Note that fold averaging was done in a previous step.
6.3 experiments 93
ABT ASB ADC CB0 CB1 CB2 AC1 AC2 AC3 CSA CGA
0
0.05
0.1
0.15
0.2
0.25
E
[∆
N
E
C
(a
)]
(a)
ABT ASB ADC CB0 CB1 CB2 AC1 AC2 AC3 CSA CGA
0
0.02
0.04
0.06
0.08
0.1
V
a
r(
∆
N
E
C
(a
))
(b)
Figure 36: Global Conditional Expectations (a) and Variances (b) of ∆NEC for each tested
algorithm.
Algorithm E[∆NEC(a)] Var(∆NEC(a))
ABT 5.273 · 10−2 3.136 · 10−3
ASB 3.993 · 10−2 1.387 · 10−3
ADC 2.272 · 10−1 8.510 · 10−2
CB0 5.142 · 10−2 4.845 · 10−3
CB1 7.891 · 10−2 1.012 · 10−2
CB2 6.810 · 10−2 7.782 · 10−3
AC1 1.399 · 10−2 3.681 · 10−4
AC2 7.071 · 10−2 8.403 · 10−3
AC3 7.350 · 10−2 9.399 · 10−3
CSA 7.247 · 10−2 4.226 · 10−3
CGA 2.343 · 10−2 5.935 · 10−4
Table 12: Global Conditional Expectation and Variance values of ∆NEC for each tested algo-
rithm.
Bearing in mind that the lower E[∆NEC], the better the performance, AdaC1 (one
of the heuristic alternatives) is the algorithm showing best global results, followed by
Cost-Generalized AdaBoost (one of the theoretical variants). After them, in a second
tier, we find AsymBoost (heuristic), CSB0 (heuristic) and AdaBoost with threshold
modification (a posteriori). On the opposite side, AdaCost (heuristic) is, by far, the
algorithm showing the worst performance results.
To analyze the stability (defined as the statistical precision) of these ranking scores
across databases and costs, we have also computed the conditional variance of ∆NEC
for each algorithm (58), obtaining the results shown in Figure 36b and second column
of Table 12. As can be seen, AdaC1 and Cost-Generalized AdaBoost are not only the
algorithms giving the best average performance, they also are the most stable ones,
with a difference of about one order of magnitude to the following.
Var(∆NEC(a)) = Var(∆NEC(alg, cost, set)|alg = a) (58)
Going into a little more detail, if we inspect figures and tables in Appendix B,
we will see that, for increasing asymmetries, several algorithms have a tendency to
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“saturate” and build “all-positives” or “all-negatives” solutions, instead of classifiers
that, though biased to the most costly class, can still distinguish between two different
labels. In order to globally evaluate and quantify this effect, we have defined the
parameter ∆CE (59), analogous to ∆NEC but based on Classification Error (CE, the
cost-insensitive ratio of correctly classified instances in the whole database), as a
measure of the discriminative power of each obtained classifier with respect to the
best distinguishing one for its same scenario. By definition, algorithms with a lower
discriminative power (higher ∆CE) are more prone to saturation.
∆CE(alg, cost, set) = CE(alg, cost, set)− argmin
alg
(CE(alg, cost, set)) (59)
Values of conditional expectation and variance of ∆CE for each tested algorithm
are shown in Figure 37 and Table 13. As can be seen, AdaBoost with threshold modifi-
cation (a posteriori), Cost-Sensitive AdaBoost (theoretical) and AsymBoost (heuristic)
are, in that order, the best discriminating algorithms, and also the most stable ones in
this regard. After them, the two algorithms that showed better general performance
are just the next in the ranking, but this time in reverse order: Cost-Generalized
AdaBoost is more discriminative than AdaC1 and also more stable. The remaining
algorithms present much poorer discrimination results.
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Figure 37: Global Conditional Expectations (a) and Variances (b) of ∆CE for each tested algo-
rithm.
The analysis of the discriminant power is relevant because saturation may prevent
a proper boosted evolution during learning, and cause a detrimental effect to the
global performance of the final classifier. It is important to notice that the best clas-
sifier that a learning algorithm can build, no matter the specific cost scenario, is a
classifier with null error. Such an ideal classifier must achieve null error in positives
and in negatives, being, in fact, symmetric. Hence, an ideal cost-sensitive boosting
algorithm should be aimed to approach that perfect (and symmetric) classifier as
much as possible, but following a consistent cost-sensitive iterative pathway. Thus,
during learning, cost-sensitive boosting algorithms must keep a balance between the
global asymmetry reached after each round, and the ability to evolve and further
approximate the ideal solution in the forthcoming ones. In this scenario, the satura-
tion effect may act as an anchor of the asymmetry and preclude a proper boosted
evolution towards a classifier closest to the ideal one. We will discuss this in depth
in Section 6.3.3.
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Algorithm E[∆CE(a)] Var(∆CE(a))
ABT 1.861 · 10−2 6.292 · 10−4
ASB 2.002 · 10−2 8.651 · 10−4
ADC 1.813 · 10−1 1.482 · 10−2
CB0 2.212 · 10−1 1.076 · 10−2
CB1 3.203 · 10−1 1.361 · 10−2
CB2 3.087 · 10−1 1.592 · 10−2
AC1 5.056 · 10−2 5.576 · 10−3
AC2 2.998 · 10−1 1.564 · 10−2
AC3 2.990 · 10−1 1.797 · 10−2
CSA 1.965 · 10−2 9.236 · 10−4
CGA 3.247 · 10−2 1.554 · 10−3
Table 13: Global Conditional Expectation and Variance values of ∆CE for each tested algo-
rithm.
Cost Analysis
After a general analysis on the global behavior of all the asymmetric AdaBoost
variants we are testing, now it is time for a more detailed study able to asses the
specific behavior of the algorithms through the cost spectrum. For a clearer analysis,
we will prune the total set of algorithms to focus our attention on those yielding
most interesting overall results according to the data presented in the previous sub-
section: on the one hand, AdaC1, Cost-Generalized AdaBoost and AsymBoost (the
top three algorithms with lowest ∆NEC(a)); and, on the other hand, AdaBoost with
threshold modification and Cost-Sensitive AdaBoost (among the remaining, those
with less tendency to saturation). As can be seen, this selection includes algorithms
from all the three types in which we clustered all the cost-sensitive AdaBoost variants
in Section 3.2: A posteriori (AdaBoost with threshold modification), Heuristic (Asym-
Boost and AdaC1) and Theoretical (Cost-Sensitive AdaBoost and Cost-Generalized
AdaBoost).
Now we are interested in computing the conditional expectation and variance of
∆NEC for each particular algorithm a and cost combination c, as shown in Equa-
tions (60) and (61). Thus, we can obtain the cost-dependent ranking scores for all the
algorithms we are studying, as shown in Figure 38. As can be seen, AdaC1 outper-
forms (both in performance and stability) the other alternatives in virtually all the
tested cost scenarios, being closely followed by Cost-Generalized AdaBoost, while
the results yielded by the other tested variants are clearly worse. It is remarkable that
differences among the different algorithms tend to be more significant for increasing
asymmetries (high values of |PCF|), while for moderate ones differences are more
negligible.
E[∆NEC(a, c)] = E[∆NEC(alg, cost, set)|alg = a, cost = c] (60)
Var(∆NEC(a, c)) = Var(∆NEC(alg, cost, set)|alg = a, cost = c) (61)
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Figure 38: Cost-Dependent Conditional Expectations (a) and Variances (b) of ∆NEC for each
tested algorithm.
An analogous procedure is followed to compute the cost-dependent discriminative
power (∆CE(a, c)), whose expectation and variance are depicted in Figure 39. Differ-
ences are again concentrated in high asymmetries, but this time with flipped roles:
the two algorithms with better general performance are now the ones showing less
discriminative power, which is especially noticeable for AdaC1.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
E
[∆
C
E
(a
, c
)]
Probability Cost Function
ABT
ASB
AC1
CSA
CGA
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
V
a
r(
∆
C
E
(a
,c
))
Probability Cost Function
ABT
ASB
AC1
CSA
CGA
(b)
Figure 39: Cost-Dependent Conditional Expectations (a) and Variances (b) of ∆CE for each
tested algorithm.
Training Time
Another important aspect to consider when analyzing our experimental results is
the computational burden associated to the training phase, especially bearing in mind
that this kind of algorithms is widely used in learning systems dealing with a huge
number of training samples and an even greater number of features (object detection
in images [64] is our paradigmatic example), in which training can be extremely long.
Training times obtained for each algorithm and dataset, averaged over the three folds,
are shown in Table 14.
For an easier interpretation of these results, we have taken Cost-Generalized Ad-
aBoost (the fully-theoretical alternative with a lower training time and also the refer-
ence used in Figures on Appendix B) as a basis. Thus, we computed, for every dataset,
the time consumed by each algorithm in relation to that needed by Cost-Generalized
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Algorithm Bayes Two Clouds Breast Credit
ABT 1.413 4.966 9.100 · 10−1 1.404
ASB 6.485 · 10−1 2.552 2.451 · 10−1 5.912 · 10−1
ADC 6.192 · 10−1 2.076 2.688 · 10−1 5.473 · 10−1
CB0 6.216 · 10−1 2.636 2.569 · 10−1 5.806 · 10−1
CB1 6.507 · 10−1 2.666 2.613 · 10−1 5.715 · 10−1
CB2 6.663 · 10−1 2.576 2.584 · 10−1 5.863 · 10−1
AC1 7.065 · 10−1 2.716 2.807 · 10−1 6.304 · 10−1
AC2 6.407 · 10−1 2.636 2.583 · 10−1 5.835 · 10−1
AC3 6.425 · 10−1 2.699 2.625 · 10−1 6.029 · 10−1
CSA 1.612 · 101 4.708 · 101 3.178 2.305
CGA 6.700 · 10−1 2.695 2.527 · 10−1 5.840 · 10−1
Algorithm Diabetes Ionosphere Spam CBCL
ABT 1.014 5.868 · 10−1 3.551 · 101 1.063 · 104
ASB 3.032 · 10−1 2.716 · 10−1 2.528 · 101 1.063 · 104
ADC 2.715 · 10−1 2.637 · 10−1 2.040 · 101 1.084 · 104
CB0 2.844 · 10−1 2.645 · 10−1 2.543 · 101 1.090 · 104
CB1 2.982 · 10−1 2.788 · 10−1 2.571 · 101 1.065 · 104
CB2 2.972 · 10−1 2.798 · 10−1 2.569 · 101 1.068 · 104
AC1 3.082 · 10−1 2.828 · 10−1 2.782 · 101 1.162 · 104
AC2 2.731 · 10−1 2.737 · 10−1 2.715 · 101 1.172 · 104
AC3 2.741 · 10−1 2.687 · 10−1 2.822 · 101 1.282 · 104
CSA 2.692 2.395 1.115 · 102 6.737 · 105
CGA 2.928 · 10−1 2.699 · 10−1 2.523 · 101 1.065 · 104
Table 14: Average training time (s) elapsed by each algorithm].
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AdaBoost, and finally averaged the obtained ratios across datasets. Results are de-
picted in Table 15.
Algorithm Time Ratio
ABT 2.250
ASB 0.992
ADC 0.928
CB0 0.987
CB1 1.005
CB2 1.006
AC1 1.068
AC2 1.010
AC3 1.036
CSA 17.973
Table 15: Average training time ratio needed by the tested algorithms compared to that con-
sumed by Cost-Generalized AdaBoost.
As can be seen, most of the algorithms are in a ±7% range with regard to Cost-
Generalized AdaBoost. However, there are two algorithms whose training times are
much greater than the rest: AdaBoost with threshold modification (2.25 times slower
than Cost-Generalized AdaBoost), due to the extra time needed to adjust the thresh-
old after each iteration; and, above all, Cost-Sensitive AdaBoost (18 times slower
than Cost-Generalized AdaBoost) that is, by far, the most complex algorithm we are
testing. At this point we must remember that, though Cost-Sensitive AdaBoost and
AdaBoostDB have been shown to reach the same solutions (Chapter 5) and their clas-
sification performance can be analyzed as if they were only one variant, their training
times are markedly different. For feasibility, in our experimental framework, we have
used AdaBoostDB, which, as reported in Section 5.3.3, is more than 200 times faster
than Cost-Sensitive AdaBoost. Hence, AdaBoostDB is the algorithm that actually
needs 18 times the training time consumed by Cost-Generalized AdaBoost, while
Cost-Sensitive AdaBoost would be even far slower.
6.3.3 Discussion
We will now discuss the obtained results we have just shown to gain insights on
the empirical behavior of the different algorithms.
Saturation and Poor Performance
In Section 6.3.2 we coined the concept “saturation” as the tendency of a learning al-
gorithm to get “all-positives” or “all-negatives” classifiers when trained for increasing
asymmetries, and defined an empirical measure (∆CE) of the tendency to saturation
in terms of the discriminative power of the classifiers learned by a given algorithm.
We also argued that, since the ideal classifier for any cost scenario is that obtain-
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ing null error in positives and in negatives (thus, a symmetric decision), saturation
may be a detrimental effect precluding a proper approximation to that ideal classifier
during the boosted learning process.
As we can see in Figure 37 and Table 13, five of the tested algorithms have an
average discrimination power markedly lower than the remaining ones. These algo-
rithms are CSB0, CSB1, CSB2, AdaC2, AdaC3 and AdaCost, and they are among the
eight algorithms yielding poorest overall results in our experiments (Figure 36 and
Table 12). By inspecting figures on Appendix B the tendency to saturation of these six
algorithms becomes evident, empirically revealing the seeming correlation between
tendency to saturation and bad performance results.
The listed algorithms have something in common, all of them are heuristic ap-
proaches based on direct manipulations of the weight update rule. Moreover CSB0,
CSB1, CSB2, AdaC2 and AdaC3 have an unique feature that none of the other tested
algorithms present: they are the only alternatives including costs as a multiplicative
factor in their respective weight update rules (Section 3.2.2). This multiplicative mech-
anism is one of the most aggressive forms of inducing asymmetry in the boosting
process, to the extent that, in view of the obtained results, it leads to a selection of
weak classifiers that is systematically anchored to the costly class, thus avoiding a
normal boosted evolution and building saturated strong classifiers.
Though also heuristic, AdaCost is a different case. Curiously (see Appendix B),
while for the Bayes dataset and almost all cost combinations in UCI Breast Cancer
dataset AdaCost is able to obtain the best results, for the remaining datasets its per-
formance is so poor that it even yields error rates greater than 0.5! As a consequence,
AdaCost presents the worst overall performance, by far, of all the algorithms we have
tested (see Figure 36 and Table 12).
Revising AdaCost formulation (Section 3.2.2.2), we can see that while weak clas-
sifier selection is made accordingly to the weight distribution D(i), the goodness
parameter αt related to that selection depends on the weight distribution but also on
the cost-adjustment function β(i). Thus, weak classifiers selection is guided by a
criterion different to that of goodness computation and weight update, giving rise
to some degree of decoupling in the process. In an extreme case, this decoupling
may cause the αt of the selected classifier to be negative, so the contribution of this
classifier to the ensemble will also be negative (its reversed version, with swapped
labels, will be, in fact, “better” than the selected one). This kind of situation was
already pointed out by the authors of the algorithm [10] (suggesting sign reversal as
an a posteriori possible solution), and is responsible for the error rates exceeding 0.5.
AdaBoost with Threshold Modification and AsymBoost
AdaBoost with threshold modification and AsymBoost, the two cost-sensitive heuris-
tic approaches proposed by Viola and Jones [64, 63], take a step further in perfor-
mance and also seem to be immune to saturation. Their results are significantly
worse than those obtained by AdaC1 and Cost-Generalized AdaBoost, but despite
of being heuristic modifications, AsymBoost and AdaBoost with threshold modifica-
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tion yield better results than Cost-Sensitive AdaBoost, one of the theoretically based
approaches.
In addition to its lower performance compared to other tested alternatives, these
two algorithms have other practical drawbacks: on the one hand, AdaBoost with
threshold modification requires the definition of two training sets, one for symmetric
learning and another one for threshold adjustment; on the other hand AsymBoost
needs to predefine a fixed number of training rounds to keep the desired asymmet-
ric goal, resulting in a significant lack of flexibility (on-the-fly performance tests to
stop training must be disabled, and boosted classifiers already learned can not be
trimmed).
The Theoretical Approaches under an Empirical Perspective
In Section 6.2 we performed a thorough analysis on the theoretical cost-sensitive
AdaBoost variants proposed in the literature, showing that Cost-Sensitive AdaBoost-
/AdaBoostDB and Cost-Generalized AdaBoost drive to different solutions. Our em-
pirical results now corroborate this statement: Cost-Generalized AdaBoost outper-
forms Cost-Sensitive AdaBoost in all the scenarios (Figure 36, Table 12 and Ap-
pendix B), and that difference is more marked the greater the asymmetry (Figure 38).
Our experiments also show that both proposals seem to be immune to saturation
(Figure 37 and Table 13), and that differences in training time (complexity of the al-
gorithms) are vast: Cost-Generalized AdaBoost is 18 times faster than AdaBoostDB,
which, in turn, has been shown (Section 5.3.3) to be more than 200 times faster than
Cost-Sensitive AdaBoost.
Another result drawn from our theoretical analysis is that, as Cost-Sensitive Boost-
ing training progresses, the ratio between positive and negative losses tends to de-
crease, to the extent that class prevalence may end up being inverted (see Section 6.2.3).
Meanwhile, the loss ratio for Cost-Generalized AdaBoost remains constant under the
same circumstances throughout the whole training process. To visualize and assess
this behavior in practice, we have defined the Classification Asymmetry (CA) of a
given classifier (over its respective test set) as the ratio of correct decisions on posi-
tives (True Positives Rate, TPR) to all the correct decisions made by the classifier6 (the
addition the True Negatives Rate, TNR, and TPR).
CA =
TPR
TPR + TNR
=
1− FPR
(1− FPR) + (1− FNR)
Classification asymmetry is, in fact, a measure on how well the classifier is per-
forming in one class with regard to the other one: A value of 0.5 means a balanced
behavior, a value greater than 0.5 means that positives tend to be better classified than
negatives, and a value lower than 0.5 means that negatives are better classified than
positives. At this point is important to remember that, as commented in Section 6.3.2,
for whatever cost scenario, the ideal classifier is that making no mistakes in any of
6 This definition of Classification Asymmetry is only valid for balanced test sets (class priors are 0.5), as
those in our experimental framework
6.3 experiments 101
the two classes, and such a classifier has a classification asymmetry of 0.5 (it is sym-
metric). Thus, from an iterative perspective, the classification asymmetry obtained
by any cost-sensitive boosting learning scheme should favor the costly class from the
beginning, but vanish as the process progresses and the strong classifier evolves to
approach the ideal one.
Hence, on the one hand, we have a parameter (the classification asymmetry) that,
though biased towards the costly class, should evolve to a more balanced value dur-
ing boosting learning. On the other hand, we have one algorithm, Cost-Sensitive
Boosting, whose loss ratio changes during the learning process to the extent that the
role of costly class may be swapped. How are these effects reflected in practice?
Following our experimental framework, we have gathered the values of Classifi-
cation Asymmetry obtained by Cost-Sensitive AdaBoost and Cost-Generalized Ad-
aBoost after every training round of every dataset and fold, and for every cost com-
bination. For an easier interpretation of all this information, we plotted 3D graphs
condensing the obtained data for each dataset and algorithm at a glance, as those
shown in Figure 40. In these examples we can see, as expected, that classification
asymmetry starts biased towards the costly class, and then progressively tends to
vanish. But Figure 40 also makes empirically explicit the other effect we talked about:
for Cost-Sensitive Boosting, classification asymmetry ends up being swapped, reach-
ing final classifiers with an asymmetry opposite to that originally intended.
While asymmetry vanishing is a normal trend, it is straightforward to understand
that swapping is an undesirable effect for a cost-sensitive boosted classifier, and it
may be responsible for the performance decrease shown by Cost-Sensitive AdaBoost.
To build Figure 40 we selected those scenarios from our experimental framework in
which asymmetry swapping is more evident. In the remaining examples swapping
is more subtle, though it is still probably a detrimental factor on the overall per-
formance yielded by Cost-Sensitive AdaBoost. It is also important to bear in mind
that asymmetry swapping should be stronger the closer to overfitting the classifier is
and, as explained in Section 6.3.1, our experimental data was gathered following a
framework in which the risk of overfitting is highly controlled.
Comparison of the Two Best Solutions
As a result of our empirical analysis, two algorithms stand above the rest: AdaC1
and Cost-Generalized AdaBoost, with performance figures that are consistently better
than those shown by the other alternatives in virtually all the tested scenarios. Of
these two algorithms, AdaC1 presents an overall performance slightly higher than
Cost-Generalized AdaBoost (Figure 36 and Table 12), that is kept across all the tested
costs (Figure 38).
From a theoretical point of view, bearing in mind that AcaC1 is an algorithm of a
heuristic nature while Cost-Generalized AdaBoost has an entirely theoretical deriva-
tion behind, we could expect that the latter would provide better results than the
former. What is happening? Where is the supposed “theoretical advantage” of Cost-
Generalized AdaBoost?
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Figure 40: Classification asymmetry comparative between Cost-Generalized AdaBoost and
Cost-Sensitive AdaBoost, across training rounds and costs, for Bayes, UCI Iono-
sphere and CBCL datasets.
Inspecting Figure 37 and Table 13 we can appreciate that both algorithms are
far from those experimenting saturation problems, but, in comparative terms, Cost-
Generalized AdaBoost has a higher and much more stable discriminative power than
AdaC1. In fact, if we analyze ∆CE across costs (see Figure 39) we will appreciate that,
though for moderate asymmetries AdaC1 is slightly more discriminative than Cost-
Generalized AdaBoost, for high asymmetries the discriminative power of AdaC1 is
significantly lower than that of Cost-Generalized AdaBoost. This behavior seems to
suggest that AdaC1 applies asymmetry more strongly.
If we return to the algorithmic definition of AdaC1 (see Algorithm 7), we can see
that the error measurement used to select the weak classifier at each iteration incor-
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porates both the current weight distribution and the cost associated to each example
of the training dataset. The goodness parameter αt related to the selected classifier
is computed from that same error measurement, and weights are then updated by
exponential factors depending on αt and on the costs associated to each training
example. This scheme implies that costs are actually included twice in the weight up-
date rule of AdaC1: once through αt (that depends on the error measurement which,
in turn, depends on costs) and again through the direct incorporation of the costs
to the exponential. Instead, the weight update rule in Cost-Generalized AdaBoost
(Algorithm 11) embeds asymmetry only through the αt parameter. This “two-way”
asymmetry embedding in the weight update of AdaC1 may be the reason why it has
a stronger cost-sensitive behavior than Cost-Generalized AdaBoost, and the core of
the difference between the two algorithms.
After the empirical results we are showing, it seems difficult to find the supposed
advantage of using Cost-Generalized AdaBoost with regard to AdaC1, due to the
formal guarantees (intact compared to classical AdaBoost) of the former. As com-
mented before, both algorithms are, undoubtedly, the two algorithms showing best
performance, but AdaC1 gets results slightly better than Cost-Generalized AdaBoost
after a broad empirical analysis. However, there is one scenario of our experimental
framework in which Cost-Generalized AdaBoost seems to outperform AdaC1: the
CBCL database (see Appendix B, particularly, Figure 49). Performing the “Classifica-
tion Asymmetry” analysis proposed in the previous subsection we obtained the 3D
graphs depicted in Figure 41. As can be seen, similarly to Cost-Sensitive AdaBoost,
AdaC1 seems to suffer from some kind of asymmetry swapping at medium to high
costs, obtaining classifiers with an asymmetry reversed to that desired.
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Figure 41: Classification asymmetry comparative between Cost-Generalized AdaBoost and
AdaC1, across training rounds and costs, for the CBCL dataset.
The key to this problem may be in the loss functions somehow defined by the
heuristic modifications inside AdaC1. The ratio between the positive and negative
losses may be changing throughout the iterative learning process, leading, at some
point, to a class prevalence change, similarly to Cost-Sensitive AdaBoost (but, prob-
ably, in a more moderate way). It is important to remember again that asymmetry
swapping tends to be more detrimental the closer the obtained classifier is to overfit-
ting, which will depend on several parameters, like the complexity of the problem,
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the complexity of the weak hypothesis, the number of training rounds or the number
of training samples. In fact, CBCL is, by far, the most complex problem in our experi-
mental framework: the one with most training samples, the one with a largest pool of
weak classifiers and the one needing more boosting training rounds to reach its goals.
And it is also the scenario closer to a real problem in which asymmetric boosting
is widely used in practice. In such conditions, Cost-Generalized AdaBoost remains
totally immune to asymmetry swapping and other detrimental effects, showing us
that its stability and versatility, are the real advantage of its full theoretical derivation
and the associated formal guarantees, inherited from standard classical AdaBoost.
6.4 conclusions
In this chapter we have shown, both theoretically and practically, a thorough anal-
ysis on the different cost-sensitive variants of AdaBoost proposed in the literature, in
order to provide a unifying framework for its definition, classification, comparison
and assessment.
Following our clustering proposal in Chapter 3 the algorithms under study (Ad-
aBoost with threshold modification by Viola and Jones [64]; AsymBoost by Viola and
Jones [63]; AdaCost by Fan et al. [10]; CSB0, CSB1 and CSB2 by Ting and Zheng
[59], Ting [60]; AdaC1, AdaC2 and AdaC3 by Sun et al. [58, 57]; Cost-Sensitive Ad-
aBoost by Masnadi-Shirazi and Vasconcelos [39, 40]; and our proposals: AdaBoostDB
[34] and Cost-Generalized AdaBoost [33]) have been classified into three groups
depending on the way asymmetry is inserted in the learning process: theoretically,
heuristically or a posteriori. From those algorithms with a fully theoretical derivation,
we have shown that Cost-Generalized AdaBoost, besides being the simplest one, it
also exhibits the most consistent error bound definitions. It is able to preserve the
class-dependent loss ratio regardless of the training round whereas Cost-Sensitive
AdaBoost and AdaBoostDB, the other theoretical alternatives, may end up emphasiz-
ing the least costly class.
In our final experiments we have shown a detailed analysis of the behavior of the
different approaches over a large range of classification problems. The results show
that most of the heuristic algorithms have very low performance and are prone to
obtain saturated classifiers (“all-positives” or “all-negatives”), while Cost-Sensitive
AdaBoost/AdaBoostDB suffer from asymmetry swapping. On the other side, two al-
gorithms undoubtedly stand above the rest: AdaC1 (heuristic) and Cost-Generalized
AdaBoost (theoretical). Despite that AdaC1’s overall performance is slightly better
than that of Cost-Generalized Adaboost, it seems to potentially suffer from asymme-
try swapping, a totally undesirable effect that may be due to the heuristic definition
of the algorithm.
Hence, from all theoretical, practical and algorithmic perspectives, our unifying
analysis holds that Cost-Generalized AdaBoost is the best and also simplest option to provide
AdaBoost with cost-sensitive sound capabilities, preserving all the formal guarantees from
the classical version and exactly its same computational burden.
7
S U M M A RY
The real voyage of discovery consists not in seeking new landscapes,
but in having new eyes.
— Marcel Proust
Throughout this thesis report we have presented our proposals, derivations, ex-
periments, analysis and conclusions regarding our attempt to build A Generalized
Framework for Cost-Sensitive Boosting that was originally motivated by the asymmetric
use of AdaBoost learners in the Viola-Jones scheme [65, 64] for object detection in
computer vision.
Within that scenario, as we advanced in Section 1.3, some of the contributions of
our work are:
The definition of two novel image descriptors, with perceptual and practical
advantages, that can be successfully used to feed boosted classifiers for object
detection: Haar-like Polarity Invariant Features [30] and Quantum Features [32].
A new insight on the asymmetric learning capabilities of AdaBoost, based on
a novel class-conditional interpretation of the error bound, that leads to a Cost-
Generalized definition of the algorithm [33]. Demystifying some assertions in the
literature, our formulation shows that the only change needed in AdaBoost to
be cost-sensitive resides in the way the weight distribution is initialized, main-
taining all the formal guarantees of the original (cost-insensitive) algorithm.
A novel cost-sensitive algorithm within the AdaBoost framework, AdaBoostDB
(AdaBoost with Double-Base) [34]. Supported by a full theoretical derivation,
and a highly efficient mathematical model, this algorithm is 200 times faster
than the only fully theoretical AdaBoost variant in the literature prior to our
research, and reaches an equivalent solution.
A classification framework to cluster the multiple and heterogeneous cost-sensitive
AdaBoost variants proposed in the literature [31].
A thorough unifying analysis [31], both in theoretical and practical terms, able
to asses and rank all the cost-sensitive AdaBoost proposals in a common basis.
Under a certain perspective, this thesis can be seen as the deflection of an initial
pathway pursuing improved schemes for object detection. It has been a long and
thorough detour (in fact, the detour is the thesis!) aimed to find a theoretically sound
and simple solution to the asymmetric AdaBoost problem, untangling previous pro-
posals and deconstructing some myths. However, despite the seeming complexity of
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this topic and the many conclusions drawn throughout the chapters, the core con-
tribution of our work can be condensed, as a culmination of the above, in only one
sentence:
From all theoretical, practical and algorithmic perspectives, we conclude that
Cost-Generalized AdaBoost is the best (and simplest) option to provide AdaBoost
with sound cost-sensitive capabilities, preserving all the formal guarantees
from the classical (cost-insensitive) version and exactly its same computational
burden [31].
In other words: the only change needed by AdaBoost to be cost-sensitive in a
sound way, is just to have a proper (asymmetric) weight initialization. As can be seen,
it is the simplest scheme of all that have been proposed in the literature. However,
sometimes, the simplest is the most difficult to show and defend. . . to the extent that,
in this case, it ended up giving rise to a full thesis.
Hence, once this challenging deflection has come to an end and rejoined the origi-
nal research pathway, it is time to outline the next steps arising from our research:
At first, it will be very interesting to assess and quantify the real gain achieved
by using our Cost-Generalized AdaBoost proposal, instead of the “a posteriori”
asymmetry strategy by Viola and Jones, in diverse real object detection scenar-
ios. This thesis shows that Cost-Generalized AdaBoost provides soundly better
results than threshold modification [65, 64] and, in addition, our strategy makes
the training task much easier for the user, since only one training set is needed
to train each stage of the cascade1. However, our conclusions lack (for time
limits) a thorough study on how all these advantages are translated to improve-
ments in classification performance, computational burden, and training time
of a Viola-Jones-based detector.
Additionally, the theoretical foundations of Cost-Generalized AdaBoost pave
the way for the design of automatic strategies to optimize the sizing of the dif-
ferent stages of a detector cascade. How many stages should a detector cascade
have? How many learning rounds must be trained at each stage of the cascade?
How does any change in the number of learning rounds (features) of a given
stage affect the time performance of the entire classifier? This kind of questions
are frequent for the user designing a detector cascade, and their answers can
not be known a priori. Moreover, a right sizing of the cascade is critical re-
garding the real-time capabilities of the system, especially for the early stages
(the earlier is a stage, the more subwindows it will process, so any change in
its computational burden will have a great impact in the overall computational
burden of the whole cascade). The use of Cost-Generalized AdaBoost, provid-
ing the best results among the different alternatives and theoretically ensuring
1 The threshold modification scheme proposed by Viola and Jones needs one set for “pure’ training and
another one for threshold modification.
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a stage-by-stage optimization, may allow flexible mechanisms to assess each
classifier, and dynamically decide to go forward (more rounds), backward (less
rounds) or directly to stop training each stage. Thus, such mechanisms can
be used to design more complex and adaptive schemes that automatically op-
timize the sizing of the cascade, depending on the results obtained so far and
the computational burden involved with each decision.
On the other hand, concurrently with the above research lines, further stud-
ies on the use of Polarity-Enhanced Haar-like and Quantum Features must be
performed, in order to unveil their real descriptive and computational poten-
tialities. It is specially interesting the computational advantages that quantum
features can provide if properly implemented in CUDA or OpenCL platforms.
Parallelization and speed inherent to Graphic Processing Units (GPU) allow ex-
tremely fast computation of image pyramids at different resolutions, that will
allow the computation of a quantum feature as the simple subtraction of two
pixels at a given resolution in the piramid (without integral images, and avoid-
ing the four memory accesses to calculate each quatum “pixel”). Hence, if the
discriminative power and performance of quantum features is corroborated for
other object detection scenarios with more intrinsic variability than traffic signs
(faces, pedestrian, etc.), the use of these features combined with GPU-based ar-
chitectures can be a very powerful tool to build very fast multipurpose object
detectors.

A
A P P E N D I X . A D D I T I O N A L C O M M E N T S
a.1 global asymmetry adjustment rounds and flat sections
If we analyze Figure 26c and 27c we will see that, before error profiles start to iter-
atively evolve, both classifiers have an initial period of “flat” performance progress.
In the case of Figure 26c the classifier obtained after the first round yields null
classification error in positives and 0.7 error in negatives, maintaining the same
performance until round 6.
In Figure 27c, the first round classifier gets null error in positives and total error
in negatives (it is an “all-positives” classifier), keeping this global performance
unchanged until round 9.
What is happening during these seemingly “stubborn” rounds? Does an “all-
positives” or an “all-negatives” weak classifier makes sense inside the AdaBoost
framework?
In the first round the weak learner selects the best weak classifier for the initial
weight distribution. Bearing in mind that initial weights define the overall desired
asymmetry for the whole problem (Chapter 4), the first learning round is actually
searching a weak classifier “as if” it was going to be the only one in the ensemble.
Depending on the topology of the classes, the pool of weak classifiers and the de-
sired asymmetry, it could happen that the best single weak classifier dealing with the
problem is an “all-positives” or an “all-negatives” one. As we can easily see in Fig-
ure 27, due to the spatial distribution of both classes, their relative costs and the weak
classifiers we have used (stumps in the linear bidimensional space), the best possible
single weak classifier is just an “all-positives” one. This effect can be interpreted as a
global asymmetry adjustment, fitting the a-priori probability of each class and smooth-
ing the weight distribution, so the subsequent training rounds can select new weak
classifiers to jointly build a more accurate strong classification. Note that classifiers
depicted in Figure 26a and Figure 27a are the first four weak classifiers obtained by
AdaBoost excluding the “all-positives” or “all-negatives” weak-classifier rounds.
Also depending on the topology of the problem and the desired asymmetry, once
the first round is trained, it is possible that the best weak classifier of the next itera-
tion has not “enough goodness” (αt) to change the decision boundaries of the strong
classifier. In that case, even though the predictor will evolve according to the incor-
porated weak hypothesis, no changes in the performance of the strong classifier will
be perceived. This situation may be repeated for several iterations, and it is the re-
sponsible of the aforementioned initial flat sections in Figure 26c and Figure 27c. The
key is that no single weak classifier has enough complexity to effectively contribute
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to change itself the strong classifier, so several consecutive weak hypothesis must be
gathered to jointly achieve enough performance to change the decision boundaries.
These two phenomena (“global asymmetry adjustment rounds” and “flat sections’)
are not exclusive of the first round, and can be found, with the same meaning, at
any other different point of the training process different (e.g. rounds 13 to 18 in
Figure 27c).
a.2 cost-sensitive boosting extensions and weight initialization
Original (Discrete) AdaBoost can be generalized to deal with weak hypotheses
that, instead of being binary {−1, 1}, are defined over a continuous range in R [54].
This extension of the algorithm is usually known as Real AdaBoost [19], and it is
based on the minimization of the same exponential loss as in the discrete case. As a
consequence, for cost-sensitive purposes, the same loss modification and weight ini-
tialization strategies used in Cost-Generalized AdaBoost (Chapter 4) can be applied,
preserving again all the theoretical guarantees of the symmetric Real AdaBoost ver-
sion.
Besides Cost-Sensitive AdaBoost, in [40] a Cost-Sensitive RealBoost version is also
proposed. For its derivation, the authors use the same exponential loss as in the dis-
crete case ((62)), with asymmetry embedded in the exponents, so the cost-proportionate
weight initialization procedure (linked to a direct modulation of the exponential com-
ponents) is again discarded.
J( f (x)) = E
[Jy = 1Ke−CP f (x) + Jy = −1KeCN f (x)] (62)
The Cost-Sensitive Boosting framework[40], also includes a third algorithm: Cost-
Sensitive LogitBoost. Unlike the previous cases, the original (cost-insensitive) Logit-
Boost algorithm Friedman et al. [19] is not based on minimizing an exponential loss,
but on maximizing a Bernoulli log-likelihood (63):
l( f (x)) = E
[
y′ log(p(x)) + (1− y′) log(1− p(x))] (63)
where
y′ =
y + 1
2
P(y′ = 1|x) = p(x) = e
F(x)
eF(x) + e−F(x)
Then, to derive their Cost-Sensitive LogitBoost proposal, Masnadi-Shirazi and Vas-
concelos define the probability of y′ = 1 as follows
p(x) =
eλ f (x)+η
eλ f (x)+η + e−λ f (x)−η
γ =
C1 + C2
2
η =
1
2
log
(
C2
C1
)
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If we normalize cost factors by 2/(C1 + C2) in the expressions above (note that the
only relevant issue is the cost proportion, not their actual value), it is easy to see that,
such a definition of p(x) is, in fact, equivalent to (64)
p(x) =
C2e f (x)
C2e f (x) + C1e− f (x)
(64)
As a result, the optimization strategy inside Cost-Sensitive LogitBoost, is actually
based on embedding asymmetry by modulation of the exponential terms. Curiously,
such an approach is just the same mechanism that, in the same work [40], was rejected
for AdaBoost and RealBoost. Moreover, this strategy eventually becomes a different
initial weight distribution for the first weighted least-squares regression iteration of
LogitBoost, in clear analogy with the mechanism in which is based Cost-Generalized
AdaBoost (Chapter 4).

B
A P P E N D I X . D E TA I L E D E X P E R I M E N TA L R E S U LT S
Detailed results obtained by our experimental framework in Chapter 6 are shown
in tables and figures on the following pages.
Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 100] BAY 6.20 · 10−1 0.000 3.10 · 10−1 6.14 · 10−3 [1, 50] BAY 5.28 · 10−1 0.000 2.64 · 10−1 1.04 · 10−2
ABT 1.29 · 10−1 5.22 · 10−2 9.04 · 10−2 5.30 · 10−2 ABT 8.84 · 10−2 7.23 · 10−2 8.03 · 10−2 7.26 · 10−2
ASB 8.84 · 10−2 6.02 · 10−2 7.43 · 10−2 6.05 · 10−2 ASB 8.43 · 10−2 6.02 · 10−2 7.23 · 10−2 6.07 · 10−2
ADC 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 1.15 · 10−2 ADC 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 1.50 · 10−2
CB0 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 1.15 · 10−2 CB0 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 1.50 · 10−2
CB1 1.000 0.000 5.00 · 10−1 9.90 · 10−3 CB1 1.000 0.000 5.00 · 10−1 1.96 · 10−2
CB2 9.44 · 10−1 0.000 4.72 · 10−1 9.34 · 10−3 CB2 9.60 · 10−1 0.000 4.80 · 10−1 1.88 · 10−2
AC1 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 1.15 · 10−2 AC1 3.41 · 10−1 1.20 · 10−2 1.77 · 10−1 1.85 · 10−2
AC2 6.63 · 10−1 4.02 · 10−3 3.33 · 10−1 1.05 · 10−2 AC2 9.28 · 10−1 0.000 4.64 · 10−1 1.82 · 10−2
AC3 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 1.15 · 10−2 AC3 3.65 · 10−1 8.03 · 10−3 1.87 · 10−1 1.50 · 10−2
CSA 1.69 · 10−1 4.82 · 10−2 1.08 · 10−1 4.94 · 10−2 CSA 1.20 · 10−1 4.82 · 10−2 8.43 · 10−2 4.96 · 10−2
CGA 1.77 · 10−1 2.81 · 10−2 1.02 · 10−1 2.96 · 10−2 CGA 1.45 · 10−1 4.82 · 10−2 9.64 · 10−2 5.01 · 10−2
[1, 25] BAY 4.24 · 10−1 4.00 · 10−3 2.14 · 10−1 2.02 · 10−2 [1, 10] BAY 2.76 · 10−1 1.20 · 10−2 1.44 · 10−1 3.60 · 10−2
ABT 7.23 · 10−2 7.23 · 10−2 7.23 · 10−2 7.23 · 10−2 ABT 8.43 · 10−2 7.63 · 10−2 8.03 · 10−2 7.70 · 10−2
ASB 9.24 · 10−2 6.43 · 10−2 7.83 · 10−2 6.53 · 10−2 ASB 8.43 · 10−2 6.43 · 10−2 7.43 · 10−2 6.61 · 10−2
ADC 3.09 · 10−1 1.20 · 10−2 1.61 · 10−1 2.35 · 10−2 ADC 2.33 · 10−1 2.01 · 10−2 1.27 · 10−1 3.94 · 10−2
CB0 3.09 · 10−1 1.20 · 10−2 1.61 · 10−1 2.35 · 10−2 CB0 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 4.02 · 10−2
CB1 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB1 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CB2 9.88 · 10−1 0.000 4.94 · 10−1 3.80 · 10−2 CB2 1.000 0.000 5.00 · 10−1 9.09 · 10−2
AC1 2.69 · 10−1 2.01 · 10−2 1.45 · 10−1 2.97 · 10−2 AC1 1.57 · 10−1 3.21 · 10−2 9.44 · 10−2 4.34 · 10−2
AC2 6.10 · 10−1 0.000 3.05 · 10−1 2.35 · 10−2 AC2 6.14 · 10−1 4.02 · 10−3 3.09 · 10−1 5.95 · 10−2
AC3 4.18 · 10−1 4.02 · 10−3 2.11 · 10−1 1.99 · 10−2 AC3 4.22 · 10−1 4.02 · 10−3 2.13 · 10−1 4.20 · 10−2
CSA 7.63 · 10−2 8.84 · 10−2 8.23 · 10−2 8.79 · 10−2 CSA 6.43 · 10−2 8.84 · 10−2 7.63 · 10−2 8.62 · 10−2
CGA 1.24 · 10−1 3.61 · 10−2 8.03 · 10−2 3.95 · 10−2 CGA 1.00 · 10−1 4.82 · 10−2 7.43 · 10−2 5.29 · 10−2
[1, 7] BAY 2.36 · 10−1 1.60 · 10−2 1.26 · 10−1 4.35 · 10−2 [1, 5] BAY 2.08 · 10−1 1.60 · 10−2 1.12 · 10−1 4.80 · 10−2
ABT 7.23 · 10−2 7.63 · 10−2 7.43 · 10−2 7.58 · 10−2 ABT 6.83 · 10−2 8.43 · 10−2 7.63 · 10−2 8.17 · 10−2
ASB 8.84 · 10−2 6.02 · 10−2 7.43 · 10−2 6.38 · 10−2 ASB 8.43 · 10−2 6.43 · 10−2 7.43 · 10−2 6.76 · 10−2
ADC 2.93 · 10−1 1.61 · 10−2 1.55 · 10−1 5.07 · 10−2 ADC 2.57 · 10−1 2.01 · 10−2 1.39 · 10−1 5.96 · 10−2
CB0 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 5.22 · 10−2 CB0 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 6.69 · 10−2
CB1 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB1 1.000 0.000 5.00 · 10−1 1.67 · 10−1
CB2 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB2 1.000 0.000 5.00 · 10−1 1.67 · 10−1
AC1 1.12 · 10−1 3.61 · 10−2 7.43 · 10−2 4.57 · 10−2 AC1 8.43 · 10−2 6.02 · 10−2 7.23 · 10−2 6.43 · 10−2
AC2 7.91 · 10−1 4.02 · 10−3 3.98 · 10−1 1.02 · 10−1 AC2 5.98 · 10−1 4.02 · 10−3 3.01 · 10−1 1.03 · 10−1
AC3 4.22 · 10−1 4.02 · 10−3 2.13 · 10−1 5.62 · 10−2 AC3 4.22 · 10−1 4.02 · 10−3 2.13 · 10−1 7.36 · 10−2
CSA 6.02 · 10−2 7.23 · 10−2 6.63 · 10−2 7.08 · 10−2 CSA 6.83 · 10−2 6.43 · 10−2 6.63 · 10−2 6.49 · 10−2
CGA 1.08 · 10−1 5.22 · 10−2 8.03 · 10−2 5.92 · 10−2 CGA 1.00 · 10−1 5.62 · 10−2 7.83 · 10−2 6.36 · 10−2
Table 16 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 3] BAY 1.56 · 10−1 2.00 · 10−2 8.80 · 10−2 5.40 · 10−2 [1, 2] BAY 1.24 · 10−1 2.80 · 10−2 7.60 · 10−2 6.00 · 10−2
ABT 8.43 · 10−2 7.63 · 10−2 8.03 · 10−2 7.83 · 10−2 ABT 8.43 · 10−2 8.03 · 10−2 8.23 · 10−2 8.17 · 10−2
ASB 8.43 · 10−2 6.43 · 10−2 7.43 · 10−2 6.93 · 10−2 ASB 8.03 · 10−2 6.43 · 10−2 7.23 · 10−2 6.96 · 10−2
ADC 1.49 · 10−1 2.81 · 10−2 8.84 · 10−2 5.82 · 10−2 ADC 1.04 · 10−1 4.82 · 10−2 7.63 · 10−2 6.69 · 10−2
CB0 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 9.64 · 10−2 CB0 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 1.26 · 10−1
CB1 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB1 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CB2 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB2 9.76 · 10−1 0.000 4.88 · 10−1 3.25 · 10−1
AC1 7.23 · 10−2 6.02 · 10−2 6.63 · 10−2 6.33 · 10−2 AC1 7.63 · 10−2 6.83 · 10−2 7.23 · 10−2 7.10 · 10−2
AC2 7.91 · 10−1 8.03 · 10−3 4.00 · 10−1 2.04 · 10−1 AC2 4.66 · 10−1 4.02 · 10−3 2.35 · 10−1 1.58 · 10−1
AC3 4.22 · 10−1 4.02 · 10−3 2.13 · 10−1 1.08 · 10−1 AC3 6.39 · 10−1 4.02 · 10−3 3.21 · 10−1 2.16 · 10−1
CSA 6.43 · 10−2 7.23 · 10−2 6.83 · 10−2 7.03 · 10−2 CSA 7.23 · 10−2 7.63 · 10−2 7.43 · 10−2 7.50 · 10−2
CGA 9.64 · 10−2 5.62 · 10−2 7.63 · 10−2 6.63 · 10−2 CGA 8.03 · 10−2 6.83 · 10−2 7.43 · 10−2 7.23 · 10−2
[2, 3] BAY 9.20 · 10−2 3.60 · 10−2 6.40 · 10−2 5.84 · 10−2 [1, 1] BAY 6.80 · 10−2 5.60 · 10−2 6.20 · 10−2 6.20 · 10−2
ABT 8.43 · 10−2 8.03 · 10−2 8.23 · 10−2 8.19 · 10−2 ABT 8.43 · 10−2 7.63 · 10−2 8.03 · 10−2 8.03 · 10−2
ASB 8.43 · 10−2 7.23 · 10−2 7.83 · 10−2 7.71 · 10−2 ASB 8.43 · 10−2 7.63 · 10−2 8.03 · 10−2 8.03 · 10−2
ADC 9.24 · 10−2 4.82 · 10−2 7.03 · 10−2 6.59 · 10−2 ADC 5.62 · 10−2 7.63 · 10−2 6.63 · 10−2 6.63 · 10−2
CB0 3.61 · 10−1 8.03 · 10−3 1.85 · 10−1 1.49 · 10−1 CB0 5.62 · 10−2 7.63 · 10−2 6.63 · 10−2 6.63 · 10−2
CB1 9.56 · 10−1 0.000 4.78 · 10−1 3.82 · 10−1 CB1 8.03 · 10−2 5.22 · 10−2 6.63 · 10−2 6.63 · 10−2
CB2 8.35 · 10−1 0.000 4.18 · 10−1 3.34 · 10−1 CB2 8.43 · 10−2 7.63 · 10−2 8.03 · 10−2 8.03 · 10−2
AC1 8.03 · 10−2 6.83 · 10−2 7.43 · 10−2 7.31 · 10−2 AC1 8.43 · 10−2 6.02 · 10−2 7.23 · 10−2 7.23 · 10−2
AC2 6.43 · 10−1 4.02 · 10−3 3.23 · 10−1 2.59 · 10−1 AC2 8.43 · 10−2 7.63 · 10−2 8.03 · 10−2 8.03 · 10−2
AC3 7.19 · 10−1 4.02 · 10−3 3.61 · 10−1 2.90 · 10−1 AC3 8.43 · 10−2 6.02 · 10−2 7.23 · 10−2 7.23 · 10−2
CSA 6.83 · 10−2 6.83 · 10−2 6.83 · 10−2 6.83 · 10−2 CSA 8.43 · 10−2 7.63 · 10−2 8.03 · 10−2 8.03 · 10−2
CGA 8.03 · 10−2 7.23 · 10−2 7.63 · 10−2 7.55 · 10−2 CGA 8.43 · 10−2 7.63 · 10−2 8.03 · 10−2 8.03 · 10−2
[3, 2] BAY 4.40 · 10−2 8.80 · 10−2 6.60 · 10−2 6.16 · 10−2 [2, 1] BAY 3.60 · 10−2 1.12 · 10−1 7.40 · 10−2 6.13 · 10−2
ABT 8.03 · 10−2 8.03 · 10−2 8.03 · 10−2 8.03 · 10−2 ABT 8.03 · 10−2 8.03 · 10−2 8.03 · 10−2 8.03 · 10−2
ASB 8.43 · 10−2 8.03 · 10−2 8.23 · 10−2 8.27 · 10−2 ASB 7.63 · 10−2 8.43 · 10−2 8.03 · 10−2 7.90 · 10−2
ADC 5.22 · 10−2 8.03 · 10−2 6.63 · 10−2 6.35 · 10−2 ADC 4.82 · 10−2 8.84 · 10−2 6.83 · 10−2 6.16 · 10−2
CB0 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 1.34 · 10−1 CB0 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 1.12 · 10−1
CB1 0.000 9.20 · 10−1 4.60 · 10−1 3.68 · 10−1 CB1 0.000 9.84 · 10−1 4.92 · 10−1 3.28 · 10−1
CB2 0.000 6.22 · 10−1 3.11 · 10−1 2.49 · 10−1 CB2 0.000 9.92 · 10−1 4.96 · 10−1 3.31 · 10−1
AC1 8.03 · 10−2 6.43 · 10−2 7.23 · 10−2 7.39 · 10−2 AC1 8.03 · 10−2 6.02 · 10−2 7.03 · 10−2 7.36 · 10−2
AC2 0.000 9.12 · 10−1 4.56 · 10−1 3.65 · 10−1 AC2 4.02 · 10−3 8.51 · 10−1 4.28 · 10−1 2.86 · 10−1
AC3 4.02 · 10−3 8.03 · 10−1 4.04 · 10−1 3.24 · 10−1 AC3 0.000 9.92 · 10−1 4.96 · 10−1 3.31 · 10−1
CSA 7.63 · 10−2 7.23 · 10−2 7.43 · 10−2 7.47 · 10−2 CSA 7.63 · 10−2 6.02 · 10−2 6.83 · 10−2 7.10 · 10−2
CGA 6.83 · 10−2 8.43 · 10−2 7.63 · 10−2 7.47 · 10−2 CGA 6.83 · 10−2 9.24 · 10−2 8.03 · 10−2 7.63 · 10−2
[3, 1] BAY 2.80 · 10−2 1.64 · 10−1 9.60 · 10−2 6.20 · 10−2 [5, 1] BAY 2.00 · 10−2 2.00 · 10−1 1.10 · 10−1 5.00 · 10−2
ABT 7.23 · 10−2 7.63 · 10−2 7.43 · 10−2 7.33 · 10−2 ABT 6.83 · 10−2 8.43 · 10−2 7.63 · 10−2 7.10 · 10−2
ASB 8.03 · 10−2 8.03 · 10−2 8.03 · 10−2 8.03 · 10−2 ASB 8.03 · 10−2 7.23 · 10−2 7.63 · 10−2 7.90 · 10−2
ADC 3.21 · 10−2 1.41 · 10−1 8.63 · 10−2 5.92 · 10−2 ADC 1.61 · 10−2 2.77 · 10−1 1.47 · 10−1 5.96 · 10−2
CB0 4.02 · 10−3 3.41 · 10−1 1.73 · 10−1 8.84 · 10−2 CB0 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 5.82 · 10−2
CB1 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB1 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CB2 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB2 0.000 1.000 5.00 · 10−1 1.67 · 10−1
AC1 7.63 · 10−2 6.43 · 10−2 7.03 · 10−2 7.33 · 10−2 AC1 4.82 · 10−2 8.03 · 10−2 6.43 · 10−2 5.35 · 10−2
AC2 4.02 · 10−3 9.20 · 10−1 4.62 · 10−1 2.33 · 10−1 AC2 0.000 9.96 · 10−1 4.98 · 10−1 1.66 · 10−1
AC3 0.000 1.000 5.00 · 10−1 2.50 · 10−1 AC3 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CSA 8.43 · 10−2 6.43 · 10−2 7.43 · 10−2 7.93 · 10−2 CSA 8.84 · 10−2 5.62 · 10−2 7.23 · 10−2 8.30 · 10−2
CGA 4.82 · 10−2 8.43 · 10−2 6.63 · 10−2 5.72 · 10−2 CGA 6.02 · 10−2 8.84 · 10−2 7.43 · 10−2 6.49 · 10−2
Table 16 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[7, 1] BAY 2.00 · 10−2 2.36 · 10−1 1.28 · 10−1 4.70 · 10−2 [10, 1] BAY 1.60 · 10−2 2.72 · 10−1 1.44 · 10−1 3.93 · 10−2
ABT 6.83 · 10−2 8.43 · 10−2 7.63 · 10−2 7.03 · 10−2 ABT 6.83 · 10−2 8.43 · 10−2 7.63 · 10−2 6.97 · 10−2
ASB 7.63 · 10−2 8.03 · 10−2 7.83 · 10−2 7.68 · 10−2 ASB 7.23 · 10−2 8.03 · 10−2 7.63 · 10−2 7.30 · 10−2
ADC 1.61 · 10−2 2.89 · 10−1 1.53 · 10−1 5.02 · 10−2 ADC 1.20 · 10−2 2.97 · 10−1 1.55 · 10−1 3.80 · 10−2
CB0 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 4.47 · 10−2 CB0 4.02 · 10−3 3.41 · 10−1 1.73 · 10−1 3.47 · 10−2
CB1 0.000 1.000 5.00 · 10−1 1.25 · 10−1 CB1 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CB2 0.000 1.000 5.00 · 10−1 1.25 · 10−1 CB2 0.000 1.000 5.00 · 10−1 9.09 · 10−2
AC1 4.42 · 10−2 1.04 · 10−1 7.43 · 10−2 5.17 · 10−2 AC1 4.42 · 10−2 1.08 · 10−1 7.63 · 10−2 5.00 · 10−2
AC2 0.000 9.56 · 10−1 4.78 · 10−1 1.19 · 10−1 AC2 0.000 9.92 · 10−1 4.96 · 10−1 9.02 · 10−2
AC3 0.000 1.000 5.00 · 10−1 1.25 · 10−1 AC3 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CSA 9.24 · 10−2 6.02 · 10−2 7.63 · 10−2 8.84 · 10−2 CSA 8.43 · 10−2 5.22 · 10−2 6.83 · 10−2 8.14 · 10−2
CGA 5.22 · 10−2 8.84 · 10−2 7.03 · 10−2 5.67 · 10−2 CGA 5.22 · 10−2 1.00 · 10−1 7.63 · 10−2 5.66 · 10−2
[25, 1] BAY 4.00 · 10−3 4.08 · 10−1 2.06 · 10−1 1.95 · 10−2 [50, 1] BAY 0.000 4.84 · 10−1 2.42 · 10−1 9.49 · 10−3
ABT 6.02 · 10−2 8.43 · 10−2 7.23 · 10−2 6.12 · 10−2 ABT 6.43 · 10−2 8.03 · 10−2 7.23 · 10−2 6.46 · 10−2
ASB 7.63 · 10−2 7.23 · 10−2 7.43 · 10−2 7.62 · 10−2 ASB 6.43 · 10−2 8.43 · 10−2 7.43 · 10−2 6.47 · 10−2
ADC 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 1.65 · 10−2 ADC 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 1.04 · 10−2
CB0 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 1.65 · 10−2 CB0 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 1.04 · 10−2
CB1 0.000 1.000 5.00 · 10−1 3.85 · 10−2 CB1 0.000 1.000 5.00 · 10−1 1.96 · 10−2
CB2 0.000 1.000 5.00 · 10−1 3.85 · 10−2 CB2 0.000 1.000 5.00 · 10−1 1.96 · 10−2
AC1 8.03 · 10−3 3.25 · 10−1 1.67 · 10−1 2.02 · 10−2 AC1 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 1.04 · 10−2
AC2 0.000 9.96 · 10−1 4.98 · 10−1 3.83 · 10−2 AC2 0.000 9.96 · 10−1 4.98 · 10−1 1.95 · 10−2
AC3 0.000 1.000 5.00 · 10−1 3.85 · 10−2 AC3 0.000 1.000 5.00 · 10−1 1.96 · 10−2
CSA 6.83 · 10−2 6.83 · 10−2 6.83 · 10−2 6.83 · 10−2 CSA 5.62 · 10−2 9.24 · 10−2 7.43 · 10−2 5.69 · 10−2
CGA 5.62 · 10−2 1.08 · 10−1 8.23 · 10−2 5.82 · 10−2 CGA 3.61 · 10−2 1.49 · 10−1 9.24 · 10−2 3.83 · 10−2
[100, 1] BAY 0.000 5.80 · 10−1 2.90 · 10−1 5.74 · 10−3
ABT 3.21 · 10−2 1.29 · 10−1 8.03 · 10−2 3.31 · 10−2
ASB 6.02 · 10−2 8.43 · 10−2 7.23 · 10−2 6.05 · 10−2
ADC 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 7.24 · 10−3
CB0 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 7.24 · 10−3
CB1 0.000 8.76 · 10−1 4.38 · 10−1 8.67 · 10−3
CB2 0.000 1.000 5.00 · 10−1 9.90 · 10−3
AC1 4.02 · 10−3 3.29 · 10−1 1.67 · 10−1 7.24 · 10−3
AC2 0.000 9.92 · 10−1 4.96 · 10−1 9.82 · 10−3
AC3 0.000 9.60 · 10−1 4.80 · 10−1 9.50 · 10−3
CSA 4.02 · 10−2 1.61 · 10−1 1.00 · 10−1 4.14 · 10−2
CGA 2.81 · 10−2 1.61 · 10−1 9.44 · 10−2 2.94 · 10−2
Table 16: Results obtained for the Bayes Dataset.
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 100] ABT 4.14 · 10−1 1.95 · 10−1 3.04 · 10−1 1.97 · 10−1 [1, 50] ABT 3.51 · 10−1 2.39 · 10−1 2.95 · 10−1 2.41 · 10−1
ASB 5.30 · 10−1 8.63 · 10−2 3.08 · 10−1 9.07 · 10−2 ASB 5.66 · 10−1 7.43 · 10−2 3.20 · 10−1 8.39 · 10−2
ADC 3.33 · 10−1 0.000 1.67 · 10−1 3.30 · 10−3 ADC 3.33 · 10−1 0.000 1.67 · 10−1 6.54 · 10−3
CB0 9.66 · 10−1 0.000 4.83 · 10−1 9.56 · 10−3 CB0 9.66 · 10−1 0.000 4.83 · 10−1 1.89 · 10−2
CB1 9.66 · 10−1 0.000 4.83 · 10−1 9.56 · 10−3 CB1 1.000 0.000 5.00 · 10−1 1.96 · 10−2
CB2 9.66 · 10−1 0.000 4.83 · 10−1 9.56 · 10−3 CB2 1.000 0.000 5.00 · 10−1 1.96 · 10−2
AC1 9.12 · 10−1 6.02 · 10−3 4.59 · 10−1 1.50 · 10−2 AC1 9.66 · 10−1 0.000 4.83 · 10−1 1.89 · 10−2
AC2 9.12 · 10−1 6.02 · 10−3 4.59 · 10−1 1.50 · 10−2 AC2 9.92 · 10−1 0.000 4.96 · 10−1 1.95 · 10−2
AC3 9.66 · 10−1 0.000 4.83 · 10−1 9.56 · 10−3 AC3 9.66 · 10−1 0.000 4.83 · 10−1 1.89 · 10−2
CSA 5.80 · 10−1 8.03 · 10−2 3.30 · 10−1 8.53 · 10−2 CSA 4.70 · 10−1 1.55 · 10−1 3.12 · 10−1 1.61 · 10−1
CGA 8.45 · 10−1 0.000 4.23 · 10−1 8.37 · 10−3 CGA 7.01 · 10−1 1.61 · 10−2 3.58 · 10−1 2.95 · 10−2
[1, 25] ABT 3.31 · 10−1 2.51 · 10−1 2.91 · 10−1 2.54 · 10−1 [1, 10] ABT 3.05 · 10−1 2.65 · 10−1 2.85 · 10−1 2.69 · 10−1
ASB 5.64 · 10−1 8.03 · 10−2 3.22 · 10−1 9.89 · 10−2 ASB 5.10 · 10−1 1.10 · 10−1 3.10 · 10−1 1.47 · 10−1
ADC 3.33 · 10−1 0.000 1.67 · 10−1 1.28 · 10−2 ADC 3.33 · 10−1 0.000 1.67 · 10−1 3.03 · 10−2
CB0 9.66 · 10−1 0.000 4.83 · 10−1 3.71 · 10−2 CB0 9.12 · 10−1 6.02 · 10−3 4.59 · 10−1 8.84 · 10−2
CB1 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB1 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CB2 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB2 1.000 0.000 5.00 · 10−1 9.09 · 10−2
AC1 9.04 · 10−1 1.41 · 10−2 4.59 · 10−1 4.83 · 10−2 AC1 6.85 · 10−1 1.81 · 10−2 3.51 · 10−1 7.87 · 10−2
AC2 9.92 · 10−1 0.000 4.96 · 10−1 3.82 · 10−2 AC2 9.70 · 10−1 0.000 4.85 · 10−1 8.82 · 10−2
AC3 9.90 · 10−1 0.000 4.95 · 10−1 3.81 · 10−2 AC3 9.80 · 10−1 0.000 4.90 · 10−1 8.91 · 10−2
CSA 4.00 · 10−1 2.29 · 10−1 3.14 · 10−1 2.35 · 10−1 CSA 3.49 · 10−1 2.51 · 10−1 3.00 · 10−1 2.60 · 10−1
CGA 6.04 · 10−1 4.42 · 10−2 3.24 · 10−1 6.57 · 10−2 CGA 5.26 · 10−1 1.06 · 10−1 3.16 · 10−1 1.45 · 10−1
[1, 7] ABT 3.05 · 10−1 2.65 · 10−1 2.85 · 10−1 2.70 · 10−1 [1, 5] ABT 3.05 · 10−1 2.65 · 10−1 2.85 · 10−1 2.72 · 10−1
ASB 4.78 · 10−1 1.33 · 10−1 3.05 · 10−1 1.76 · 10−1 ASB 4.34 · 10−1 1.53 · 10−1 2.93 · 10−1 1.99 · 10−1
ADC 0.000 3.33 · 10−1 1.67 · 10−1 2.92 · 10−1 ADC 0.000 3.33 · 10−1 1.67 · 10−1 2.78 · 10−1
CB0 9.84 · 10−1 0.000 4.92 · 10−1 1.23 · 10−1 CB0 9.68 · 10−1 0.000 4.84 · 10−1 1.61 · 10−1
CB1 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB1 1.000 0.000 5.00 · 10−1 1.67 · 10−1
CB2 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB2 1.000 0.000 5.00 · 10−1 1.67 · 10−1
AC1 5.88 · 10−1 7.43 · 10−2 3.31 · 10−1 1.39 · 10−1 AC1 5.62 · 10−1 8.84 · 10−2 3.25 · 10−1 1.67 · 10−1
AC2 9.36 · 10−1 4.02 · 10−3 4.70 · 10−1 1.20 · 10−1 AC2 9.78 · 10−1 0.000 4.89 · 10−1 1.63 · 10−1
AC3 9.82 · 10−1 0.000 4.91 · 10−1 1.23 · 10−1 AC3 9.74 · 10−1 0.000 4.87 · 10−1 1.62 · 10−1
CSA 3.35 · 10−1 2.73 · 10−1 3.04 · 10−1 2.81 · 10−1 CSA 3.07 · 10−1 2.71 · 10−1 2.89 · 10−1 2.77 · 10−1
CGA 4.72 · 10−1 1.31 · 10−1 3.01 · 10−1 1.73 · 10−1 CGA 4.42 · 10−1 1.53 · 10−1 2.97 · 10−1 2.01 · 10−1
[1, 3] ABT 3.05 · 10−1 2.65 · 10−1 2.85 · 10−1 2.75 · 10−1 [1, 2] ABT 2.97 · 10−1 2.69 · 10−1 2.83 · 10−1 2.78 · 10−1
ASB 4.02 · 10−1 1.97 · 10−1 2.99 · 10−1 2.48 · 10−1 ASB 3.61 · 10−1 2.23 · 10−1 2.92 · 10−1 2.69 · 10−1
ADC 8.43 · 10−2 9.68 · 10−1 5.26 · 10−1 7.47 · 10−1 ADC 9.64 · 10−2 9.56 · 10−1 5.26 · 10−1 6.69 · 10−1
CB0 9.12 · 10−1 6.02 · 10−3 4.59 · 10−1 2.32 · 10−1 CB0 9.68 · 10−1 0.000 4.84 · 10−1 3.23 · 10−1
CB1 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB1 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CB2 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB2 1.000 0.000 5.00 · 10−1 3.33 · 10−1
AC1 4.58 · 10−1 1.75 · 10−1 3.16 · 10−1 2.45 · 10−1 AC1 4.02 · 10−1 2.23 · 10−1 3.12 · 10−1 2.82 · 10−1
AC2 9.58 · 10−1 4.02 · 10−3 4.81 · 10−1 2.42 · 10−1 AC2 9.62 · 10−1 0.000 4.81 · 10−1 3.21 · 10−1
AC3 9.68 · 10−1 0.000 4.84 · 10−1 2.42 · 10−1 AC3 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CSA 2.99 · 10−1 2.71 · 10−1 2.85 · 10−1 2.78 · 10−1 CSA 2.97 · 10−1 2.75 · 10−1 2.86 · 10−1 2.82 · 10−1
CGA 3.96 · 10−1 1.99 · 10−1 2.97 · 10−1 2.48 · 10−1 CGA 3.59 · 10−1 2.21 · 10−1 2.90 · 10−1 2.67 · 10−1
[2, 3] ABT 2.97 · 10−1 2.69 · 10−1 2.83 · 10−1 2.80 · 10−1 [1, 1] ABT 2.77 · 10−1 2.81 · 10−1 2.79 · 10−1 2.79 · 10−1
ASB 3.29 · 10−1 2.39 · 10−1 2.84 · 10−1 2.75 · 10−1 ASB 2.95 · 10−1 2.69 · 10−1 2.82 · 10−1 2.82 · 10−1
ADC 9.64 · 10−2 9.56 · 10−1 5.26 · 10−1 6.12 · 10−1 ADC 4.80 · 10−1 6.27 · 10−1 5.53 · 10−1 5.53 · 10−1
CB0 9.12 · 10−1 4.02 · 10−3 4.58 · 10−1 3.67 · 10−1 CB0 5.20 · 10−1 3.73 · 10−1 4.47 · 10−1 4.47 · 10−1
CB1 1.000 0.000 5.00 · 10−1 4.00 · 10−1 CB1 4.10 · 10−1 5.60 · 10−1 4.85 · 10−1 4.85 · 10−1
CB2 1.000 0.000 5.00 · 10−1 4.00 · 10−1 CB2 2.95 · 10−1 2.69 · 10−1 2.82 · 10−1 2.82 · 10−1
AC1 3.47 · 10−1 2.57 · 10−1 3.02 · 10−1 2.93 · 10−1 AC1 2.93 · 10−1 2.95 · 10−1 2.94 · 10−1 2.94 · 10−1
AC2 1.000 0.000 5.00 · 10−1 4.00 · 10−1 AC2 2.95 · 10−1 2.69 · 10−1 2.82 · 10−1 2.82 · 10−1
AC3 9.88 · 10−1 0.000 4.94 · 10−1 3.95 · 10−1 AC3 2.93 · 10−1 2.95 · 10−1 2.94 · 10−1 2.94 · 10−1
CSA 2.85 · 10−1 2.81 · 10−1 2.83 · 10−1 2.83 · 10−1 CSA 2.95 · 10−1 2.69 · 10−1 2.82 · 10−1 2.82 · 10−1
CGA 3.39 · 10−1 2.43 · 10−1 2.91 · 10−1 2.82 · 10−1 CGA 2.95 · 10−1 2.69 · 10−1 2.82 · 10−1 2.82 · 10−1
Table 17 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[3, 2] ABT 2.77 · 10−1 2.81 · 10−1 2.79 · 10−1 2.79 · 10−1 [2, 1] ABT 2.77 · 10−1 2.81 · 10−1 2.79 · 10−1 2.78 · 10−1
ASB 2.61 · 10−1 3.05 · 10−1 2.83 · 10−1 2.79 · 10−1 ASB 2.43 · 10−1 3.33 · 10−1 2.88 · 10−1 2.73 · 10−1
ADC 9.78 · 10−1 6.83 · 10−2 5.23 · 10−1 6.14 · 10−1 ADC 9.78 · 10−1 6.83 · 10−2 5.23 · 10−1 6.75 · 10−1
CB0 2.01 · 10−3 9.70 · 10−1 4.86 · 10−1 3.89 · 10−1 CB0 6.02 · 10−3 9.48 · 10−1 4.77 · 10−1 3.20 · 10−1
CB1 2.01 · 10−3 9.82 · 10−1 4.92 · 10−1 3.94 · 10−1 CB1 0.000 1.000 5.00 · 10−1 3.33 · 10−1
CB2 0.000 1.000 5.00 · 10−1 4.00 · 10−1 CB2 0.000 9.92 · 10−1 4.96 · 10−1 3.31 · 10−1
AC1 2.53 · 10−1 3.49 · 10−1 3.01 · 10−1 2.92 · 10−1 AC1 2.33 · 10−1 3.78 · 10−1 3.05 · 10−1 2.81 · 10−1
AC2 0.000 1.000 5.00 · 10−1 4.00 · 10−1 AC2 0.000 9.92 · 10−1 4.96 · 10−1 3.31 · 10−1
AC3 0.000 9.92 · 10−1 4.96 · 10−1 3.97 · 10−1 AC3 0.000 9.92 · 10−1 4.96 · 10−1 3.31 · 10−1
CSA 2.81 · 10−1 2.67 · 10−1 2.74 · 10−1 2.76 · 10−1 CSA 2.99 · 10−1 2.81 · 10−1 2.90 · 10−1 2.93 · 10−1
CGA 2.71 · 10−1 2.95 · 10−1 2.83 · 10−1 2.81 · 10−1 CGA 2.49 · 10−1 3.35 · 10−1 2.92 · 10−1 2.78 · 10−1
[3, 1] ABT 2.77 · 10−1 2.81 · 10−1 2.79 · 10−1 2.78 · 10−1 [5, 1] ABT 2.75 · 10−1 2.87 · 10−1 2.81 · 10−1 2.77 · 10−1
ASB 2.23 · 10−1 3.69 · 10−1 2.96 · 10−1 2.60 · 10−1 ASB 1.79 · 10−1 4.08 · 10−1 2.93 · 10−1 2.17 · 10−1
ADC 9.78 · 10−1 6.83 · 10−2 5.23 · 10−1 7.51 · 10−1 ADC 9.98 · 10−1 5.22 · 10−2 5.25 · 10−1 8.40 · 10−1
CB0 2.01 · 10−3 9.78 · 10−1 4.90 · 10−1 2.46 · 10−1 CB0 2.01 · 10−3 9.78 · 10−1 4.90 · 10−1 1.65 · 10−1
CB1 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB1 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CB2 0.000 9.98 · 10−1 4.99 · 10−1 2.49 · 10−1 CB2 0.000 1.000 5.00 · 10−1 1.67 · 10−1
AC1 1.79 · 10−1 4.62 · 10−1 3.20 · 10−1 2.49 · 10−1 AC1 1.33 · 10−1 5.18 · 10−1 3.25 · 10−1 1.97 · 10−1
AC2 0.000 1.000 5.00 · 10−1 2.50 · 10−1 AC2 0.000 9.92 · 10−1 4.96 · 10−1 1.65 · 10−1
AC3 0.000 9.92 · 10−1 4.96 · 10−1 2.48 · 10−1 AC3 0.000 9.92 · 10−1 4.96 · 10−1 1.65 · 10−1
CSA 2.95 · 10−1 2.79 · 10−1 2.87 · 10−1 2.91 · 10−1 CSA 2.83 · 10−1 2.97 · 10−1 2.90 · 10−1 2.85 · 10−1
CGA 2.13 · 10−1 3.67 · 10−1 2.90 · 10−1 2.52 · 10−1 CGA 1.81 · 10−1 4.20 · 10−1 3.00 · 10−1 2.21 · 10−1
[7, 1] ABT 2.75 · 10−1 2.87 · 10−1 2.81 · 10−1 2.77 · 10−1 [10, 1] ABT 2.75 · 10−1 2.87 · 10−1 2.81 · 10−1 2.76 · 10−1
ASB 1.57 · 10−1 4.42 · 10−1 2.99 · 10−1 1.92 · 10−1 ASB 1.35 · 10−1 4.66 · 10−1 3.00 · 10−1 1.65 · 10−1
ADC 9.90 · 10−1 5.22 · 10−2 5.21 · 10−1 8.73 · 10−1 ADC 9.90 · 10−1 5.22 · 10−2 5.21 · 10−1 9.05 · 10−1
CB0 2.01 · 10−3 9.78 · 10−1 4.90 · 10−1 1.24 · 10−1 CB0 2.01 · 10−3 9.78 · 10−1 4.90 · 10−1 9.07 · 10−2
CB1 0.000 1.000 5.00 · 10−1 1.25 · 10−1 CB1 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CB2 2.01 · 10−3 9.98 · 10−1 5.00 · 10−1 1.27 · 10−1 CB2 0.000 9.92 · 10−1 4.96 · 10−1 9.02 · 10−2
AC1 6.63 · 10−2 5.94 · 10−1 3.30 · 10−1 1.32 · 10−1 AC1 2.81 · 10−2 6.49 · 10−1 3.38 · 10−1 8.45 · 10−2
AC2 0.000 9.92 · 10−1 4.96 · 10−1 1.24 · 10−1 AC2 0.000 9.92 · 10−1 4.96 · 10−1 9.02 · 10−2
AC3 0.000 9.92 · 10−1 4.96 · 10−1 1.24 · 10−1 AC3 0.000 9.92 · 10−1 4.96 · 10−1 9.02 · 10−2
CSA 2.77 · 10−1 3.03 · 10−1 2.90 · 10−1 2.80 · 10−1 CSA 2.73 · 10−1 3.03 · 10−1 2.88 · 10−1 2.76 · 10−1
CGA 1.51 · 10−1 4.42 · 10−1 2.96 · 10−1 1.87 · 10−1 CGA 1.29 · 10−1 4.82 · 10−1 3.05 · 10−1 1.61 · 10−1
[25, 1] ABT 2.55 · 10−1 3.13 · 10−1 2.84 · 10−1 2.57 · 10−1 [50, 1] ABT 2.39 · 10−1 3.39 · 10−1 2.89 · 10−1 2.41 · 10−1
ASB 1.06 · 10−1 5.12 · 10−1 3.09 · 10−1 1.22 · 10−1 ASB 9.24 · 10−2 5.38 · 10−1 3.15 · 10−1 1.01 · 10−1
ADC 3.27 · 10−1 6.75 · 10−1 5.01 · 10−1 3.41 · 10−1 ADC 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 2.84 · 10−2
CB0 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 4.61 · 10−2 CB0 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 2.84 · 10−2
CB1 0.000 1.000 5.00 · 10−1 3.85 · 10−2 CB1 0.000 1.000 5.00 · 10−1 1.96 · 10−2
CB2 0.000 9.94 · 10−1 4.97 · 10−1 3.82 · 10−2 CB2 0.000 9.94 · 10−1 4.97 · 10−1 1.95 · 10−2
AC1 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 4.61 · 10−2 AC1 2.01 · 10−3 9.48 · 10−1 4.75 · 10−1 2.06 · 10−2
AC2 0.000 9.92 · 10−1 4.96 · 10−1 3.82 · 10−2 AC2 0.000 9.92 · 10−1 4.96 · 10−1 1.95 · 10−2
AC3 2.01 · 10−3 9.70 · 10−1 4.86 · 10−1 3.92 · 10−2 AC3 2.01 · 10−3 9.70 · 10−1 4.86 · 10−1 2.10 · 10−2
CSA 2.53 · 10−1 3.53 · 10−1 3.03 · 10−1 2.57 · 10−1 CSA 2.15 · 10−1 4.18 · 10−1 3.16 · 10−1 2.19 · 10−1
CGA 8.03 · 10−2 5.86 · 10−1 3.33 · 10−1 9.98 · 10−2 CGA 3.21 · 10−2 6.71 · 10−1 3.51 · 10−1 4.46 · 10−2
[100, 1] ABT 2.29 · 10−1 3.59 · 10−1 2.94 · 10−1 2.30 · 10−1
ASB 9.64 · 10−2 5.12 · 10−1 3.04 · 10−1 1.01 · 10−1
ADC 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 1.93 · 10−2
CB0 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 1.93 · 10−2
CB1 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 1.93 · 10−2
CB2 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 1.93 · 10−2
AC1 2.01 · 10−3 9.48 · 10−1 4.75 · 10−1 1.14 · 10−2
AC2 2.01 · 10−3 9.48 · 10−1 4.75 · 10−1 1.14 · 10−2
AC3 1.00 · 10−2 9.48 · 10−1 4.79 · 10−1 1.93 · 10−2
CSA 1.31 · 10−1 5.22 · 10−1 3.26 · 10−1 1.34 · 10−1
CGA 1.00 · 10−2 8.03 · 10−1 4.07 · 10−1 1.79 · 10−2
Table 17: Results obtained for the Two Clouds Dataset.
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 100] ABT 2.11 · 10−1 2.95 · 10−2 1.20 · 10−1 3.13 · 10−2 [1, 50] ABT 1.90 · 10−1 3.80 · 10−2 1.14 · 10−1 4.10 · 10−2
ASB 1.56 · 10−1 4.22 · 10−2 9.92 · 10−2 4.33 · 10−2 ASB 1.52 · 10−1 3.80 · 10−2 9.49 · 10−2 4.02 · 10−2
ADC 5.78 · 10−1 8.44 · 10−3 2.93 · 10−1 1.41 · 10−2 ADC 4.94 · 10−1 1.27 · 10−2 2.53 · 10−1 2.21 · 10−2
CB0 5.78 · 10−1 8.44 · 10−3 2.93 · 10−1 1.41 · 10−2 CB0 4.94 · 10−1 1.27 · 10−2 2.53 · 10−1 2.21 · 10−2
CB1 9.32 · 10−1 0.000 4.66 · 10−1 9.23 · 10−3 CB1 9.70 · 10−1 0.000 4.85 · 10−1 1.90 · 10−2
CB2 9.28 · 10−1 0.000 4.64 · 10−1 9.19 · 10−3 CB2 9.79 · 10−1 0.000 4.89 · 10−1 1.92 · 10−2
AC1 4.09 · 10−1 1.27 · 10−2 2.11 · 10−1 1.66 · 10−2 AC1 2.19 · 10−1 1.27 · 10−2 1.16 · 10−1 1.67 · 10−2
AC2 8.40 · 10−1 0.000 4.20 · 10−1 8.31 · 10−3 AC2 8.31 · 10−1 0.000 4.16 · 10−1 1.63 · 10−2
AC3 9.07 · 10−1 0.000 4.54 · 10−1 8.98 · 10−3 AC3 9.07 · 10−1 0.000 4.54 · 10−1 1.78 · 10−2
CSA 1.56 · 10−1 4.64 · 10−2 1.01 · 10−1 4.75 · 10−2 CSA 1.43 · 10−1 3.80 · 10−2 9.07 · 10−2 4.00 · 10−2
CGA 2.36 · 10−1 2.53 · 10−2 1.31 · 10−1 2.74 · 10−2 CGA 2.07 · 10−1 3.38 · 10−2 1.20 · 10−1 3.71 · 10−2
[1, 25] ABT 1.98 · 10−1 3.80 · 10−2 1.18 · 10−1 4.41 · 10−2 [1, 10] ABT 1.77 · 10−1 3.80 · 10−2 1.08 · 10−1 5.06 · 10−2
ASB 1.65 · 10−1 3.80 · 10−2 1.01 · 10−1 4.28 · 10−2 ASB 1.73 · 10−1 3.80 · 10−2 1.05 · 10−1 5.02 · 10−2
ADC 4.77 · 10−1 4.22 · 10−3 2.41 · 10−1 2.24 · 10−2 ADC 3.42 · 10−1 8.44 · 10−3 1.75 · 10−1 3.87 · 10−2
CB0 6.08 · 10−1 8.44 · 10−3 3.08 · 10−1 3.15 · 10−2 CB0 5.91 · 10−1 8.44 · 10−3 3.00 · 10−1 6.14 · 10−2
CB1 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB1 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CB2 9.83 · 10−1 0.000 4.92 · 10−1 3.78 · 10−2 CB2 1.000 0.000 5.00 · 10−1 9.09 · 10−2
AC1 1.90 · 10−1 2.11 · 10−2 1.05 · 10−1 2.76 · 10−2 AC1 1.52 · 10−1 3.80 · 10−2 9.49 · 10−2 4.83 · 10−2
AC2 9.37 · 10−1 0.000 4.68 · 10−1 3.60 · 10−2 AC2 8.95 · 10−1 0.000 4.47 · 10−1 8.13 · 10−2
AC3 9.28 · 10−1 0.000 4.64 · 10−1 3.57 · 10−2 AC3 9.79 · 10−1 0.000 4.89 · 10−1 8.90 · 10−2
CSA 9.70 · 10−2 4.22 · 10−2 6.96 · 10−2 4.43 · 10−2 CSA 1.01 · 10−1 4.22 · 10−2 7.17 · 10−2 4.76 · 10−2
CGA 2.19 · 10−1 3.38 · 10−2 1.27 · 10−1 4.09 · 10−2 CGA 2.03 · 10−1 3.38 · 10−2 1.18 · 10−1 4.91 · 10−2
[1, 7] ABT 1.69 · 10−1 3.80 · 10−2 1.03 · 10−1 5.43 · 10−2 [1, 5] ABT 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 5.84 · 10−2
ASB 1.86 · 10−1 3.80 · 10−2 1.12 · 10−1 5.64 · 10−2 ASB 1.56 · 10−1 3.80 · 10−2 9.70 · 10−2 5.77 · 10−2
ADC 2.62 · 10−1 8.44 · 10−3 1.35 · 10−1 4.01 · 10−2 ADC 2.07 · 10−1 8.44 · 10−3 1.08 · 10−1 4.15 · 10−2
CB0 5.82 · 10−1 8.44 · 10−3 2.95 · 10−1 8.02 · 10−2 CB0 5.82 · 10−1 8.44 · 10−3 2.95 · 10−1 1.04 · 10−1
CB1 9.87 · 10−1 0.000 4.94 · 10−1 1.23 · 10−1 CB1 9.96 · 10−1 0.000 4.98 · 10−1 1.66 · 10−1
CB2 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB2 9.92 · 10−1 0.000 4.96 · 10−1 1.65 · 10−1
AC1 1.22 · 10−1 4.22 · 10−2 8.23 · 10−2 5.22 · 10−2 AC1 1.14 · 10−1 4.22 · 10−2 7.81 · 10−2 5.41 · 10−2
AC2 9.92 · 10−1 0.000 4.96 · 10−1 1.24 · 10−1 AC2 9.83 · 10−1 0.000 4.92 · 10−1 1.64 · 10−1
AC3 1.000 2.11 · 10−2 5.11 · 10−1 1.43 · 10−1 AC3 1.000 2.11 · 10−2 5.11 · 10−1 1.84 · 10−1
CSA 1.10 · 10−1 4.22 · 10−2 7.59 · 10−2 5.06 · 10−2 CSA 1.10 · 10−1 3.80 · 10−2 7.38 · 10−2 4.99 · 10−2
CGA 1.98 · 10−1 3.38 · 10−2 1.16 · 10−1 5.43 · 10−2 CGA 1.77 · 10−1 3.80 · 10−2 1.08 · 10−1 6.12 · 10−2
[1, 3] ABT 1.69 · 10−1 3.80 · 10−2 1.03 · 10−1 7.07 · 10−2 [1, 2] ABT 1.69 · 10−1 3.80 · 10−2 1.03 · 10−1 8.16 · 10−2
ASB 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 6.86 · 10−2 ASB 1.69 · 10−1 3.80 · 10−2 1.03 · 10−1 8.16 · 10−2
ADC 1.60 · 10−1 1.27 · 10−2 8.65 · 10−2 4.96 · 10−2 ADC 1.27 · 10−1 3.38 · 10−2 8.02 · 10−2 6.47 · 10−2
CB0 5.82 · 10−1 8.44 · 10−3 2.95 · 10−1 1.52 · 10−1 CB0 5.82 · 10−1 8.44 · 10−3 2.95 · 10−1 2.00 · 10−1
CB1 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB1 9.75 · 10−1 0.000 4.87 · 10−1 3.25 · 10−1
CB2 9.66 · 10−1 0.000 4.83 · 10−1 2.42 · 10−1 CB2 9.20 · 10−1 0.000 4.60 · 10−1 3.07 · 10−1
AC1 1.18 · 10−1 4.22 · 10−2 8.02 · 10−2 6.12 · 10−2 AC1 1.18 · 10−1 4.22 · 10−2 8.02 · 10−2 6.75 · 10−2
AC2 8.35 · 10−1 0.000 4.18 · 10−1 2.09 · 10−1 AC2 9.24 · 10−1 0.000 4.62 · 10−1 3.08 · 10−1
AC3 1.000 0.000 5.00 · 10−1 2.50 · 10−1 AC3 9.28 · 10−1 0.000 4.64 · 10−1 3.09 · 10−1
CSA 1.22 · 10−1 3.80 · 10−2 8.02 · 10−2 5.91 · 10−2 CSA 1.48 · 10−1 4.22 · 10−2 9.49 · 10−2 7.74 · 10−2
CGA 1.90 · 10−1 3.38 · 10−2 1.12 · 10−1 7.28 · 10−2 CGA 1.69 · 10−1 3.80 · 10−2 1.03 · 10−1 8.16 · 10−2
[2, 3] ABT 1.69 · 10−1 3.80 · 10−2 1.03 · 10−1 9.03 · 10−2 [1, 1] ABT 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 9.92 · 10−2
ASB 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 8.69 · 10−2 ASB 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 9.92 · 10−2
ADC 1.10 · 10−1 4.22 · 10−2 7.59 · 10−2 6.92 · 10−2 ADC 4.64 · 10−2 6.33 · 10−2 5.49 · 10−2 5.49 · 10−2
CB0 5.78 · 10−1 8.44 · 10−3 2.93 · 10−1 2.36 · 10−1 CB0 1.27 · 10−1 9.28 · 10−2 1.10 · 10−1 1.10 · 10−1
CB1 9.11 · 10−1 0.000 4.56 · 10−1 3.65 · 10−1 CB1 1.56 · 10−1 1.18 · 10−1 1.37 · 10−1 1.37 · 10−1
CB2 7.72 · 10−1 4.22 · 10−3 3.88 · 10−1 3.11 · 10−1 CB2 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 9.92 · 10−2
AC1 1.22 · 10−1 4.22 · 10−2 8.23 · 10−2 7.43 · 10−2 AC1 1.52 · 10−1 4.64 · 10−2 9.92 · 10−2 9.92 · 10−2
AC2 6.79 · 10−1 4.22 · 10−3 3.42 · 10−1 2.74 · 10−1 AC2 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 9.92 · 10−2
AC3 8.27 · 10−1 0.000 4.14 · 10−1 3.31 · 10−1 AC3 1.52 · 10−1 4.64 · 10−2 9.92 · 10−2 9.92 · 10−2
CSA 1.52 · 10−1 4.64 · 10−2 9.92 · 10−2 8.86 · 10−2 CSA 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 9.92 · 10−2
CGA 1.56 · 10−1 4.22 · 10−2 9.92 · 10−2 8.78 · 10−2 CGA 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 9.92 · 10−2
Table 18 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[3, 2] ABT 1.65 · 10−1 3.80 · 10−2 1.01 · 10−1 1.14 · 10−1 [2, 1] ABT 1.65 · 10−1 3.80 · 10−2 1.01 · 10−1 1.22 · 10−1
ASB 1.56 · 10−1 3.80 · 10−2 9.70 · 10−2 1.09 · 10−1 ASB 1.65 · 10−1 3.80 · 10−2 1.01 · 10−1 1.22 · 10−1
ADC 1.69 · 10−2 8.86 · 10−2 5.27 · 10−2 4.56 · 10−2 ADC 1.69 · 10−2 1.10 · 10−1 6.33 · 10−2 4.78 · 10−2
CB0 1.69 · 10−2 7.00 · 10−1 3.59 · 10−1 2.90 · 10−1 CB0 1.69 · 10−2 7.00 · 10−1 3.59 · 10−1 2.45 · 10−1
CB1 0.000 7.55 · 10−1 3.78 · 10−1 3.02 · 10−1 CB1 0.000 9.37 · 10−1 4.68 · 10−1 3.12 · 10−1
CB2 0.000 7.05 · 10−1 3.52 · 10−1 2.82 · 10−1 CB2 0.000 8.73 · 10−1 4.37 · 10−1 2.91 · 10−1
AC1 1.60 · 10−1 4.64 · 10−2 1.03 · 10−1 1.15 · 10−1 AC1 1.69 · 10−1 4.64 · 10−2 1.08 · 10−1 1.28 · 10−1
AC2 4.22 · 10−3 9.58 · 10−1 4.81 · 10−1 3.86 · 10−1 AC2 0.000 1.000 5.00 · 10−1 3.33 · 10−1
AC3 1.52 · 10−1 7.05 · 10−1 4.28 · 10−1 3.73 · 10−1 AC3 1.52 · 10−1 7.05 · 10−1 4.28 · 10−1 3.36 · 10−1
CSA 1.90 · 10−1 3.80 · 10−2 1.14 · 10−1 1.29 · 10−1 CSA 1.48 · 10−1 3.80 · 10−2 9.28 · 10−2 1.11 · 10−1
CGA 1.73 · 10−1 3.80 · 10−2 1.05 · 10−1 1.19 · 10−1 CGA 1.48 · 10−1 3.80 · 10−2 9.28 · 10−2 1.11 · 10−1
[3, 1] ABT 1.65 · 10−1 3.80 · 10−2 1.01 · 10−1 1.33 · 10−1 [5, 1] ABT 1.56 · 10−1 3.80 · 10−2 9.70 · 10−2 1.36 · 10−1
ASB 1.65 · 10−1 3.80 · 10−2 1.01 · 10−1 1.33 · 10−1 ASB 1.77 · 10−1 4.22 · 10−2 1.10 · 10−1 1.55 · 10−1
ADC 1.69 · 10−2 1.69 · 10−1 9.28 · 10−2 5.49 · 10−2 ADC 1.69 · 10−2 2.03 · 10−1 1.10 · 10−1 4.78 · 10−2
CB0 1.69 · 10−2 7.00 · 10−1 3.59 · 10−1 1.88 · 10−1 CB0 1.69 · 10−2 7.05 · 10−1 3.61 · 10−1 1.32 · 10−1
CB1 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB1 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CB2 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB2 0.000 1.000 5.00 · 10−1 1.67 · 10−1
AC1 1.60 · 10−1 3.80 · 10−2 9.92 · 10−2 1.30 · 10−1 AC1 1.31 · 10−1 4.22 · 10−2 8.65 · 10−2 1.16 · 10−1
AC2 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 3.53 · 10−1 AC2 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 2.83 · 10−1
AC3 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 3.53 · 10−1 AC3 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 2.83 · 10−1
CSA 1.98 · 10−1 3.80 · 10−2 1.18 · 10−1 1.58 · 10−1 CSA 2.03 · 10−1 3.80 · 10−2 1.20 · 10−1 1.75 · 10−1
CGA 1.60 · 10−1 4.22 · 10−2 1.01 · 10−1 1.31 · 10−1 CGA 1.27 · 10−1 4.22 · 10−2 8.44 · 10−2 1.13 · 10−1
[7, 1] ABT 1.56 · 10−1 3.80 · 10−2 9.70 · 10−2 1.41 · 10−1 [10, 1] ABT 1.56 · 10−1 3.80 · 10−2 9.70 · 10−2 1.45 · 10−1
ASB 1.69 · 10−1 3.80 · 10−2 1.03 · 10−1 1.52 · 10−1 ASB 1.73 · 10−1 3.80 · 10−2 1.05 · 10−1 1.61 · 10−1
ADC 1.69 · 10−2 2.24 · 10−1 1.20 · 10−1 4.27 · 10−2 ADC 1.69 · 10−2 2.36 · 10−1 1.27 · 10−1 3.68 · 10−2
CB0 1.69 · 10−2 7.05 · 10−1 3.61 · 10−1 1.03 · 10−1 CB0 1.69 · 10−2 7.09 · 10−1 3.63 · 10−1 7.98 · 10−2
CB1 0.000 1.000 5.00 · 10−1 1.25 · 10−1 CB1 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CB2 0.000 1.000 5.00 · 10−1 1.25 · 10−1 CB2 0.000 1.000 5.00 · 10−1 9.09 · 10−2
AC1 1.10 · 10−1 4.22 · 10−2 7.59 · 10−2 1.01 · 10−1 AC1 9.28 · 10−2 4.22 · 10−2 6.75 · 10−2 8.82 · 10−2
AC2 0.000 1.000 5.00 · 10−1 1.25 · 10−1 AC2 1.27 · 10−2 7.22 · 10−1 3.67 · 10−1 7.71 · 10−2
AC3 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 2.48 · 10−1 AC3 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 2.20 · 10−1
CSA 1.98 · 10−1 3.38 · 10−2 1.16 · 10−1 1.78 · 10−1 CSA 1.98 · 10−1 2.11 · 10−2 1.10 · 10−1 1.82 · 10−1
CGA 1.27 · 10−1 4.64 · 10−2 8.65 · 10−2 1.17 · 10−1 CGA 1.27 · 10−1 4.22 · 10−2 8.44 · 10−2 1.19 · 10−1
[25, 1] ABT 1.18 · 10−1 4.64 · 10−2 8.23 · 10−2 1.15 · 10−1 [50, 1] ABT 6.33 · 10−2 5.06 · 10−2 5.70 · 10−2 6.30 · 10−2
ASB 1.56 · 10−1 3.80 · 10−2 9.70 · 10−2 1.52 · 10−1 ASB 1.52 · 10−1 4.22 · 10−2 9.70 · 10−2 1.50 · 10−1
ADC 1.69 · 10−2 2.36 · 10−1 1.27 · 10−1 2.53 · 10−2 ADC 1.69 · 10−2 2.36 · 10−1 1.27 · 10−1 2.12 · 10−2
CB0 1.69 · 10−2 7.05 · 10−1 3.61 · 10−1 4.33 · 10−2 CB0 1.69 · 10−2 7.05 · 10−1 3.61 · 10−1 3.04 · 10−2
CB1 0.000 1.000 5.00 · 10−1 3.85 · 10−2 CB1 0.000 1.000 5.00 · 10−1 1.96 · 10−2
CB2 0.000 1.000 5.00 · 10−1 3.85 · 10−2 CB2 0.000 1.000 5.00 · 10−1 1.96 · 10−2
AC1 2.11 · 10−2 9.28 · 10−2 5.70 · 10−2 2.39 · 10−2 AC1 1.69 · 10−2 1.05 · 10−1 6.12 · 10−2 1.86 · 10−2
AC2 1.48 · 10−1 9.41 · 10−1 5.44 · 10−1 1.78 · 10−1 AC2 1.48 · 10−1 9.41 · 10−1 5.44 · 10−1 1.63 · 10−1
AC3 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 1.76 · 10−1 AC3 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 1.60 · 10−1
CSA 6.75 · 10−2 3.38 · 10−2 5.06 · 10−2 6.62 · 10−2 CSA 8.02 · 10−2 8.44 · 10−2 8.23 · 10−2 8.03 · 10−2
CGA 9.28 · 10−2 6.33 · 10−2 7.81 · 10−2 9.17 · 10−2 CGA 5.49 · 10−2 8.86 · 10−2 7.17 · 10−2 5.55 · 10−2
[100, 1] ABT 2.53 · 10−2 9.70 · 10−2 6.12 · 10−2 2.60 · 10−2
ASB 1.35 · 10−1 4.22 · 10−2 8.86 · 10−2 1.34 · 10−1
ADC 4.94 · 10−1 3.59 · 10−1 4.26 · 10−1 4.92 · 10−1
CB0 1.60 · 10−1 6.92 · 10−1 4.26 · 10−1 1.66 · 10−1
CB1 0.000 9.41 · 10−1 4.70 · 10−1 9.32 · 10−3
CB2 0.000 9.37 · 10−1 4.68 · 10−1 9.27 · 10−3
AC1 1.69 · 10−2 2.66 · 10−1 1.41 · 10−1 1.93 · 10−2
AC2 1.48 · 10−1 9.41 · 10−1 5.44 · 10−1 1.56 · 10−1
AC3 1.43 · 10−1 9.83 · 10−1 5.63 · 10−1 1.52 · 10−1
CSA 3.80 · 10−2 1.05 · 10−1 7.17 · 10−2 3.86 · 10−2
CGA 4.64 · 10−2 9.28 · 10−2 6.96 · 10−2 4.69 · 10−2
Table 18: Results obtained for the UCI Breast Cancer Dataset.
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 100] ABT 8.17 · 10−1 2.67 · 10−2 4.22 · 10−1 3.45 · 10−2 [1, 50] ABT 7.30 · 10−1 7.33 · 10−2 4.02 · 10−1 8.62 · 10−2
ASB 7.83 · 10−1 4.67 · 10−2 4.15 · 10−1 5.40 · 10−2 ASB 8.23 · 10−1 3.33 · 10−2 4.28 · 10−1 4.88 · 10−2
ADC 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.29 · 10−2 ADC 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 2.22 · 10−2
CB0 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.29 · 10−2 CB0 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 2.22 · 10−2
CB1 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.29 · 10−2 CB1 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 2.22 · 10−2
CB2 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.29 · 10−2 CB2 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 2.22 · 10−2
AC1 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.29 · 10−2 AC1 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 2.22 · 10−2
AC2 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.29 · 10−2 AC2 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 2.22 · 10−2
AC3 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.29 · 10−2 AC3 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 2.22 · 10−2
CSA 7.90 · 10−1 6.67 · 10−2 4.28 · 10−1 7.38 · 10−2 CSA 6.77 · 10−1 1.17 · 10−1 3.97 · 10−1 1.28 · 10−1
CGA 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.29 · 10−2 CGA 9.50 · 10−1 3.33 · 10−3 4.77 · 10−1 2.19 · 10−2
[1, 25] ABT 6.43 · 10−1 9.67 · 10−2 3.70 · 10−1 1.18 · 10−1 [1, 10] ABT 6.13 · 10−1 1.33 · 10−1 3.73 · 10−1 1.77 · 10−1
ASB 7.80 · 10−1 4.00 · 10−2 4.10 · 10−1 6.85 · 10−2 ASB 6.83 · 10−1 7.00 · 10−2 3.77 · 10−1 1.26 · 10−1
ADC 3.33 · 10−1 6.70 · 10−1 5.02 · 10−1 6.57 · 10−1 ADC 3.33 · 10−2 9.97 · 10−1 5.15 · 10−1 9.09 · 10−1
CB0 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 4.04 · 10−2 CB0 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 9.09 · 10−2
CB1 9.73 · 10−1 3.33 · 10−3 4.88 · 10−1 4.06 · 10−2 CB1 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CB2 9.83 · 10−1 0.000 4.92 · 10−1 3.78 · 10−2 CB2 9.97 · 10−1 0.000 4.98 · 10−1 9.06 · 10−2
AC1 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 4.04 · 10−2 AC1 8.77 · 10−1 2.67 · 10−2 4.52 · 10−1 1.04 · 10−1
AC2 9.93 · 10−1 0.000 4.97 · 10−1 3.82 · 10−2 AC2 1.000 0.000 5.00 · 10−1 9.09 · 10−2
AC3 9.83 · 10−1 3.33 · 10−3 4.93 · 10−1 4.10 · 10−2 AC3 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CSA 5.80 · 10−1 1.60 · 10−1 3.70 · 10−1 1.76 · 10−1 CSA 5.00 · 10−1 2.03 · 10−1 3.52 · 10−1 2.30 · 10−1
CGA 8.67 · 10−1 2.67 · 10−2 4.47 · 10−1 5.90 · 10−2 CGA 6.90 · 10−1 7.00 · 10−2 3.80 · 10−1 1.26 · 10−1
[1, 7] ABT 6.13 · 10−1 1.33 · 10−1 3.73 · 10−1 1.93 · 10−1 [1, 5] ABT 5.83 · 10−1 1.47 · 10−1 3.65 · 10−1 2.19 · 10−1
ASB 6.47 · 10−1 1.00 · 10−1 3.73 · 10−1 1.68 · 10−1 ASB 5.83 · 10−1 1.43 · 10−1 3.63 · 10−1 2.17 · 10−1
ADC 3.33 · 10−2 9.97 · 10−1 5.15 · 10−1 8.76 · 10−1 ADC 4.33 · 10−2 9.93 · 10−1 5.18 · 10−1 8.35 · 10−1
CB0 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 1.24 · 10−1 CB0 9.57 · 10−1 6.67 · 10−3 4.82 · 10−1 1.65 · 10−1
CB1 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB1 9.97 · 10−1 3.33 · 10−3 5.00 · 10−1 1.69 · 10−1
CB2 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB2 1.000 0.000 5.00 · 10−1 1.67 · 10−1
AC1 7.70 · 10−1 5.67 · 10−2 4.13 · 10−1 1.46 · 10−1 AC1 6.80 · 10−1 8.33 · 10−2 3.82 · 10−1 1.83 · 10−1
AC2 1.000 0.000 5.00 · 10−1 1.25 · 10−1 AC2 9.97 · 10−1 0.000 4.98 · 10−1 1.66 · 10−1
AC3 1.000 0.000 5.00 · 10−1 1.25 · 10−1 AC3 1.000 0.000 5.00 · 10−1 1.67 · 10−1
CSA 4.70 · 10−1 2.07 · 10−1 3.38 · 10−1 2.40 · 10−1 CSA 4.50 · 10−1 2.20 · 10−1 3.35 · 10−1 2.58 · 10−1
CGA 6.47 · 10−1 1.07 · 10−1 3.77 · 10−1 1.74 · 10−1 CGA 5.63 · 10−1 1.50 · 10−1 3.57 · 10−1 2.19 · 10−1
[1, 3] ABT 5.17 · 10−1 1.87 · 10−1 3.52 · 10−1 2.69 · 10−1 [1, 2] ABT 5.10 · 10−1 1.90 · 10−1 3.50 · 10−1 2.97 · 10−1
ASB 4.90 · 10−1 1.83 · 10−1 3.37 · 10−1 2.60 · 10−1 ASB 4.40 · 10−1 2.50 · 10−1 3.45 · 10−1 3.13 · 10−1
ADC 1.43 · 10−1 9.50 · 10−1 5.47 · 10−1 7.48 · 10−1 ADC 1.43 · 10−1 9.50 · 10−1 5.47 · 10−1 6.81 · 10−1
CB0 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 2.44 · 10−1 CB0 9.67 · 10−1 3.33 · 10−3 4.85 · 10−1 3.24 · 10−1
CB1 9.93 · 10−1 3.33 · 10−3 4.98 · 10−1 2.51 · 10−1 CB1 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CB2 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB2 1.000 0.000 5.00 · 10−1 3.33 · 10−1
AC1 5.27 · 10−1 1.77 · 10−1 3.52 · 10−1 2.64 · 10−1 AC1 4.03 · 10−1 2.27 · 10−1 3.15 · 10−1 2.86 · 10−1
AC2 1.000 0.000 5.00 · 10−1 2.50 · 10−1 AC2 1.000 0.000 5.00 · 10−1 3.33 · 10−1
AC3 1.000 0.000 5.00 · 10−1 2.50 · 10−1 AC3 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CSA 4.07 · 10−1 2.70 · 10−1 3.38 · 10−1 3.04 · 10−1 CSA 3.77 · 10−1 3.03 · 10−1 3.40 · 10−1 3.28 · 10−1
CGA 4.83 · 10−1 1.90 · 10−1 3.37 · 10−1 2.63 · 10−1 CGA 4.33 · 10−1 2.63 · 10−1 3.48 · 10−1 3.20 · 10−1
[2, 3] ABT 3.13 · 10−1 3.47 · 10−1 3.30 · 10−1 3.33 · 10−1 [1, 1] ABT 2.77 · 10−1 3.80 · 10−1 3.28 · 10−1 3.28 · 10−1
ASB 3.60 · 10−1 3.03 · 10−1 3.32 · 10−1 3.26 · 10−1 ASB 2.93 · 10−1 3.60 · 10−1 3.27 · 10−1 3.27 · 10−1
ADC 5.37 · 10−1 7.17 · 10−1 6.27 · 10−1 6.45 · 10−1 ADC 8.00 · 10−1 5.50 · 10−1 6.75 · 10−1 6.75 · 10−1
CB0 9.67 · 10−1 6.67 · 10−3 4.87 · 10−1 3.91 · 10−1 CB0 2.00 · 10−1 4.50 · 10−1 3.25 · 10−1 3.25 · 10−1
CB1 9.93 · 10−1 3.33 · 10−3 4.98 · 10−1 3.99 · 10−1 CB1 8.00 · 10−1 5.50 · 10−1 6.75 · 10−1 6.75 · 10−1
CB2 9.97 · 10−1 0.000 4.98 · 10−1 3.99 · 10−1 CB2 2.93 · 10−1 3.60 · 10−1 3.27 · 10−1 3.27 · 10−1
AC1 3.47 · 10−1 2.73 · 10−1 3.10 · 10−1 3.03 · 10−1 AC1 2.83 · 10−1 3.50 · 10−1 3.17 · 10−1 3.17 · 10−1
AC2 1.000 0.000 5.00 · 10−1 4.00 · 10−1 AC2 2.93 · 10−1 3.60 · 10−1 3.27 · 10−1 3.27 · 10−1
AC3 9.83 · 10−1 3.33 · 10−3 4.93 · 10−1 3.95 · 10−1 AC3 2.83 · 10−1 3.50 · 10−1 3.17 · 10−1 3.17 · 10−1
CSA 3.30 · 10−1 3.27 · 10−1 3.28 · 10−1 3.28 · 10−1 CSA 2.93 · 10−1 3.60 · 10−1 3.27 · 10−1 3.27 · 10−1
CGA 3.77 · 10−1 3.13 · 10−1 3.45 · 10−1 3.39 · 10−1 CGA 2.93 · 10−1 3.60 · 10−1 3.27 · 10−1 3.27 · 10−1
Table 19 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[3, 2] ABT 2.40 · 10−1 4.53 · 10−1 3.47 · 10−1 3.25 · 10−1 [2, 1] ABT 2.33 · 10−1 4.67 · 10−1 3.50 · 10−1 3.11 · 10−1
ASB 2.57 · 10−1 4.37 · 10−1 3.47 · 10−1 3.29 · 10−1 ASB 2.27 · 10−1 4.80 · 10−1 3.53 · 10−1 3.11 · 10−1
ADC 8.13 · 10−1 5.20 · 10−1 6.67 · 10−1 6.96 · 10−1 ADC 8.27 · 10−1 4.97 · 10−1 6.62 · 10−1 7.17 · 10−1
CB0 0.000 9.93 · 10−1 4.97 · 10−1 3.97 · 10−1 CB0 0.000 9.97 · 10−1 4.98 · 10−1 3.32 · 10−1
CB1 0.000 9.97 · 10−1 4.98 · 10−1 3.99 · 10−1 CB1 0.000 1.000 5.00 · 10−1 3.33 · 10−1
CB2 0.000 9.97 · 10−1 4.98 · 10−1 3.99 · 10−1 CB2 0.000 1.000 5.00 · 10−1 3.33 · 10−1
AC1 2.20 · 10−1 3.90 · 10−1 3.05 · 10−1 2.88 · 10−1 AC1 1.67 · 10−1 4.60 · 10−1 3.13 · 10−1 2.64 · 10−1
AC2 0.000 9.93 · 10−1 4.97 · 10−1 3.97 · 10−1 AC2 0.000 1.000 5.00 · 10−1 3.33 · 10−1
AC3 0.000 9.97 · 10−1 4.98 · 10−1 3.99 · 10−1 AC3 0.000 9.97 · 10−1 4.98 · 10−1 3.32 · 10−1
CSA 2.67 · 10−1 4.13 · 10−1 3.40 · 10−1 3.25 · 10−1 CSA 2.57 · 10−1 4.40 · 10−1 3.48 · 10−1 3.18 · 10−1
CGA 2.57 · 10−1 4.33 · 10−1 3.45 · 10−1 3.27 · 10−1 CGA 2.20 · 10−1 4.77 · 10−1 3.48 · 10−1 3.06 · 10−1
[3, 1] ABT 2.30 · 10−1 4.67 · 10−1 3.48 · 10−1 2.89 · 10−1 [5, 1] ABT 1.30 · 10−1 5.87 · 10−1 3.58 · 10−1 2.06 · 10−1
ASB 1.70 · 10−1 5.30 · 10−1 3.50 · 10−1 2.60 · 10−1 ASB 1.20 · 10−1 5.87 · 10−1 3.53 · 10−1 1.98 · 10−1
ADC 9.43 · 10−1 1.53 · 10−1 5.48 · 10−1 7.46 · 10−1 ADC 1.000 6.67 · 10−3 5.03 · 10−1 8.34 · 10−1
CB0 0.000 9.93 · 10−1 4.97 · 10−1 2.48 · 10−1 CB0 0.000 9.93 · 10−1 4.97 · 10−1 1.66 · 10−1
CB1 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB1 0.000 9.97 · 10−1 4.98 · 10−1 1.66 · 10−1
CB2 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB2 0.000 9.97 · 10−1 4.98 · 10−1 1.66 · 10−1
AC1 1.23 · 10−1 5.17 · 10−1 3.20 · 10−1 2.22 · 10−1 AC1 8.33 · 10−2 6.20 · 10−1 3.52 · 10−1 1.73 · 10−1
AC2 0.000 1.000 5.00 · 10−1 2.50 · 10−1 AC2 0.000 9.97 · 10−1 4.98 · 10−1 1.66 · 10−1
AC3 0.000 9.97 · 10−1 4.98 · 10−1 2.49 · 10−1 AC3 0.000 9.97 · 10−1 4.98 · 10−1 1.66 · 10−1
CSA 2.37 · 10−1 4.70 · 10−1 3.53 · 10−1 2.95 · 10−1 CSA 2.03 · 10−1 4.97 · 10−1 3.50 · 10−1 2.52 · 10−1
CGA 1.70 · 10−1 5.20 · 10−1 3.45 · 10−1 2.58 · 10−1 CGA 1.13 · 10−1 5.87 · 10−1 3.50 · 10−1 1.92 · 10−1
[7, 1] ABT 1.03 · 10−1 6.33 · 10−1 3.68 · 10−1 1.70 · 10−1 [10, 1] ABT 8.00 · 10−2 6.93 · 10−1 3.87 · 10−1 1.36 · 10−1
ASB 1.00 · 10−1 6.33 · 10−1 3.67 · 10−1 1.67 · 10−1 ASB 8.33 · 10−2 6.97 · 10−1 3.90 · 10−1 1.39 · 10−1
ADC 1.000 6.67 · 10−3 5.03 · 10−1 8.76 · 10−1 ADC 1.000 6.67 · 10−3 5.03 · 10−1 9.10 · 10−1
CB0 0.000 9.93 · 10−1 4.97 · 10−1 1.24 · 10−1 CB0 0.000 9.93 · 10−1 4.97 · 10−1 9.03 · 10−2
CB1 0.000 9.97 · 10−1 4.98 · 10−1 1.25 · 10−1 CB1 0.000 9.93 · 10−1 4.97 · 10−1 9.03 · 10−2
CB2 0.000 9.97 · 10−1 4.98 · 10−1 1.25 · 10−1 CB2 0.000 9.93 · 10−1 4.97 · 10−1 9.03 · 10−2
AC1 5.00 · 10−2 7.03 · 10−1 3.77 · 10−1 1.32 · 10−1 AC1 2.33 · 10−2 7.80 · 10−1 4.02 · 10−1 9.21 · 10−2
AC2 0.000 9.93 · 10−1 4.97 · 10−1 1.24 · 10−1 AC2 0.000 9.97 · 10−1 4.98 · 10−1 9.06 · 10−2
AC3 0.000 9.97 · 10−1 4.98 · 10−1 1.25 · 10−1 AC3 0.000 9.97 · 10−1 4.98 · 10−1 9.06 · 10−2
CSA 1.97 · 10−1 4.97 · 10−1 3.47 · 10−1 2.34 · 10−1 CSA 1.77 · 10−1 5.23 · 10−1 3.50 · 10−1 2.08 · 10−1
CGA 1.07 · 10−1 6.37 · 10−1 3.72 · 10−1 1.73 · 10−1 CGA 7.67 · 10−2 6.73 · 10−1 3.75 · 10−1 1.31 · 10−1
[25, 1] ABT 6.67 · 10−2 6.93 · 10−1 3.80 · 10−1 9.08 · 10−2 [50, 1] ABT 4.00 · 10−2 7.50 · 10−1 3.95 · 10−1 5.39 · 10−2
ASB 4.00 · 10−2 7.63 · 10−1 4.02 · 10−1 6.78 · 10−2 ASB 3.33 · 10−2 7.97 · 10−1 4.15 · 10−1 4.83 · 10−2
ADC 1.000 6.67 · 10−3 5.03 · 10−1 9.62 · 10−1 ADC 1.000 6.67 · 10−3 5.03 · 10−1 9.81 · 10−1
CB0 0.000 9.93 · 10−1 4.97 · 10−1 3.82 · 10−2 CB0 0.000 9.93 · 10−1 4.97 · 10−1 1.95 · 10−2
CB1 0.000 9.93 · 10−1 4.97 · 10−1 3.82 · 10−2 CB1 0.000 9.93 · 10−1 4.97 · 10−1 1.95 · 10−2
CB2 0.000 9.93 · 10−1 4.97 · 10−1 3.82 · 10−2 CB2 0.000 9.93 · 10−1 4.97 · 10−1 1.95 · 10−2
AC1 0.000 9.57 · 10−1 4.78 · 10−1 3.68 · 10−2 AC1 0.000 9.97 · 10−1 4.98 · 10−1 1.95 · 10−2
AC2 0.000 9.97 · 10−1 4.98 · 10−1 3.83 · 10−2 AC2 0.000 9.97 · 10−1 4.98 · 10−1 1.95 · 10−2
AC3 0.000 9.93 · 10−1 4.97 · 10−1 3.82 · 10−2 AC3 0.000 9.93 · 10−1 4.97 · 10−1 1.95 · 10−2
CSA 1.20 · 10−1 5.63 · 10−1 3.42 · 10−1 1.37 · 10−1 CSA 9.33 · 10−2 6.20 · 10−1 3.57 · 10−1 1.04 · 10−1
CGA 2.00 · 10−2 8.53 · 10−1 4.37 · 10−1 5.21 · 10−2 CGA 0.000 9.63 · 10−1 4.82 · 10−1 1.89 · 10−2
[100, 1] ABT 3.00 · 10−2 8.13 · 10−1 4.22 · 10−1 3.78 · 10−2
ASB 4.00 · 10−2 7.60 · 10−1 4.00 · 10−1 4.71 · 10−2
ADC 3.33 · 10−1 6.67 · 10−1 5.00 · 10−1 3.37 · 10−1
CB0 0.000 9.93 · 10−1 4.97 · 10−1 9.83 · 10−3
CB1 0.000 9.93 · 10−1 4.97 · 10−1 9.83 · 10−3
CB2 0.000 9.93 · 10−1 4.97 · 10−1 9.83 · 10−3
AC1 0.000 9.93 · 10−1 4.97 · 10−1 9.83 · 10−3
AC2 0.000 9.93 · 10−1 4.97 · 10−1 9.83 · 10−3
AC3 0.000 9.93 · 10−1 4.97 · 10−1 9.83 · 10−3
CSA 5.67 · 10−2 7.60 · 10−1 4.08 · 10−1 6.36 · 10−2
CGA 0.000 9.93 · 10−1 4.97 · 10−1 9.83 · 10−3
Table 19: Results obtained for the UCI Credit Dataset.
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 100] ABT 5.54 · 10−1 1.16 · 10−1 3.35 · 10−1 1.20 · 10−1 [1, 50] ABT 4.98 · 10−1 1.57 · 10−1 3.28 · 10−1 1.64 · 10−1
ASB 5.92 · 10−1 9.74 · 10−2 3.45 · 10−1 1.02 · 10−1 ASB 6.14 · 10−1 9.36 · 10−2 3.54 · 10−1 1.04 · 10−1
ADC 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 2.43 · 10−2 ADC 6.29 · 10−1 3.41 · 10−1 4.85 · 10−1 3.46 · 10−1
CB0 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 2.43 · 10−2 CB0 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 3.34 · 10−2
CB1 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 2.43 · 10−2 CB1 9.59 · 10−1 1.12 · 10−2 4.85 · 10−1 2.98 · 10−2
CB2 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 2.43 · 10−2 CB2 1.000 0.000 5.00 · 10−1 1.96 · 10−2
AC1 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 2.43 · 10−2 AC1 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 3.34 · 10−2
AC2 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 2.43 · 10−2 AC2 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 3.34 · 10−2
AC3 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 2.43 · 10−2 AC3 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 3.34 · 10−2
CSA 6.03 · 10−1 8.99 · 10−2 3.46 · 10−1 9.50 · 10−2 CSA 4.64 · 10−1 1.54 · 10−1 3.09 · 10−1 1.60 · 10−1
CGA 9.03 · 10−1 1.50 · 10−2 4.59 · 10−1 2.38 · 10−2 CGA 7.53 · 10−1 4.12 · 10−2 3.97 · 10−1 5.52 · 10−2
[1, 25] ABT 4.31 · 10−1 1.95 · 10−1 3.13 · 10−1 2.04 · 10−1 [1, 10] ABT 3.97 · 10−1 2.21 · 10−1 3.09 · 10−1 2.37 · 10−1
ASB 6.03 · 10−1 1.05 · 10−1 3.54 · 10−1 1.24 · 10−1 ASB 5.47 · 10−1 1.46 · 10−1 3.46 · 10−1 1.82 · 10−1
ADC 2.96 · 10−1 6.74 · 10−1 4.85 · 10−1 6.60 · 10−1 ADC 2.51 · 10−1 6.78 · 10−1 4.64 · 10−1 6.39 · 10−1
CB0 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 5.11 · 10−2 CB0 9.10 · 10−1 1.87 · 10−2 4.64 · 10−1 9.98 · 10−2
CB1 9.78 · 10−1 0.000 4.89 · 10−1 3.76 · 10−2 CB1 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CB2 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB2 1.000 0.000 5.00 · 10−1 9.09 · 10−2
AC1 8.35 · 10−1 2.25 · 10−2 4.29 · 10−1 5.37 · 10−2 AC1 6.40 · 10−1 5.24 · 10−2 3.46 · 10−1 1.06 · 10−1
AC2 1.000 0.000 5.00 · 10−1 3.85 · 10−2 AC2 1.000 3.75 · 10−3 5.02 · 10−1 9.43 · 10−2
AC3 1.000 0.000 5.00 · 10−1 3.85 · 10−2 AC3 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CSA 4.08 · 10−1 1.69 · 10−1 2.88 · 10−1 1.78 · 10−1 CSA 3.71 · 10−1 2.21 · 10−1 2.96 · 10−1 2.35 · 10−1
CGA 6.48 · 10−1 7.87 · 10−2 3.63 · 10−1 1.01 · 10−1 CGA 5.24 · 10−1 1.42 · 10−1 3.33 · 10−1 1.77 · 10−1
[1, 7] ABT 3.82 · 10−1 2.21 · 10−1 3.01 · 10−1 2.41 · 10−1 [1, 5] ABT 3.67 · 10−1 2.36 · 10−1 3.01 · 10−1 2.58 · 10−1
ASB 5.13 · 10−1 1.76 · 10−1 3.45 · 10−1 2.18 · 10−1 ASB 4.68 · 10−1 1.72 · 10−1 3.20 · 10−1 2.22 · 10−1
ADC 4.42 · 10−1 6.59 · 10−1 5.51 · 10−1 6.32 · 10−1 ADC 4.42 · 10−1 6.59 · 10−1 5.51 · 10−1 6.23 · 10−1
CB0 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 1.32 · 10−1 CB0 9.55 · 10−1 1.50 · 10−2 4.85 · 10−1 1.72 · 10−1
CB1 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB1 1.000 0.000 5.00 · 10−1 1.67 · 10−1
CB2 9.93 · 10−1 0.000 4.96 · 10−1 1.24 · 10−1 CB2 9.85 · 10−1 0.000 4.93 · 10−1 1.64 · 10−1
AC1 5.54 · 10−1 8.99 · 10−2 3.22 · 10−1 1.48 · 10−1 AC1 5.02 · 10−1 1.20 · 10−1 3.11 · 10−1 1.84 · 10−1
AC2 1.000 3.75 · 10−3 5.02 · 10−1 1.28 · 10−1 AC2 9.96 · 10−1 7.49 · 10−3 5.02 · 10−1 1.72 · 10−1
AC3 1.000 0.000 5.00 · 10−1 1.25 · 10−1 AC3 9.93 · 10−1 0.000 4.96 · 10−1 1.65 · 10−1
CSA 3.56 · 10−1 2.43 · 10−1 3.00 · 10−1 2.57 · 10−1 CSA 3.48 · 10−1 2.43 · 10−1 2.96 · 10−1 2.61 · 10−1
CGA 4.91 · 10−1 1.69 · 10−1 3.30 · 10−1 2.09 · 10−1 CGA 4.64 · 10−1 1.87 · 10−1 3.26 · 10−1 2.33 · 10−1
[1, 3] ABT 3.63 · 10−1 2.58 · 10−1 3.11 · 10−1 2.85 · 10−1 [1, 2] ABT 3.37 · 10−1 2.73 · 10−1 3.05 · 10−1 2.95 · 10−1
ASB 4.04 · 10−1 2.10 · 10−1 3.07 · 10−1 2.58 · 10−1 ASB 3.67 · 10−1 2.28 · 10−1 2.98 · 10−1 2.75 · 10−1
ADC 4.61 · 10−1 6.59 · 10−1 5.60 · 10−1 6.10 · 10−1 ADC 3.97 · 10−1 9.14 · 10−1 6.55 · 10−1 7.42 · 10−1
CB0 9.59 · 10−1 1.12 · 10−2 4.85 · 10−1 2.48 · 10−1 CB0 9.55 · 10−1 1.12 · 10−2 4.83 · 10−1 3.26 · 10−1
CB1 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB1 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CB2 9.85 · 10−1 0.000 4.93 · 10−1 2.46 · 10−1 CB2 1.000 0.000 5.00 · 10−1 3.33 · 10−1
AC1 4.42 · 10−1 1.69 · 10−1 3.05 · 10−1 2.37 · 10−1 AC1 3.78 · 10−1 2.06 · 10−1 2.92 · 10−1 2.63 · 10−1
AC2 1.000 3.75 · 10−3 5.02 · 10−1 2.53 · 10−1 AC2 1.000 0.000 5.00 · 10−1 3.33 · 10−1
AC3 9.93 · 10−1 0.000 4.96 · 10−1 2.48 · 10−1 AC3 1.000 3.75 · 10−3 5.02 · 10−1 3.36 · 10−1
CSA 3.26 · 10−1 2.66 · 10−1 2.96 · 10−1 2.81 · 10−1 CSA 3.07 · 10−1 2.81 · 10−1 2.94 · 10−1 2.90 · 10−1
CGA 4.08 · 10−1 2.17 · 10−1 3.13 · 10−1 2.65 · 10−1 CGA 3.78 · 10−1 2.43 · 10−1 3.11 · 10−1 2.88 · 10−1
[2, 3] ABT 3.37 · 10−1 2.73 · 10−1 3.05 · 10−1 2.99 · 10−1 [1, 1] ABT 3.22 · 10−1 3.07 · 10−1 3.15 · 10−1 3.15 · 10−1
ASB 3.41 · 10−1 2.58 · 10−1 3.00 · 10−1 2.91 · 10−1 ASB 3.03 · 10−1 3.11 · 10−1 3.07 · 10−1 3.07 · 10−1
ADC 4.08 · 10−1 8.99 · 10−1 6.54 · 10−1 7.03 · 10−1 ADC 7.53 · 10−1 6.52 · 10−1 7.02 · 10−1 7.02 · 10−1
CB0 9.55 · 10−1 1.12 · 10−2 4.83 · 10−1 3.89 · 10−1 CB0 2.47 · 10−1 3.48 · 10−1 2.98 · 10−1 2.98 · 10−1
CB1 1.000 0.000 5.00 · 10−1 4.00 · 10−1 CB1 7.45 · 10−1 6.59 · 10−1 7.02 · 10−1 7.02 · 10−1
CB2 1.000 0.000 5.00 · 10−1 4.00 · 10−1 CB2 3.03 · 10−1 3.11 · 10−1 3.07 · 10−1 3.07 · 10−1
AC1 3.41 · 10−1 2.40 · 10−1 2.90 · 10−1 2.80 · 10−1 AC1 2.88 · 10−1 3.00 · 10−1 2.94 · 10−1 2.94 · 10−1
AC2 1.000 3.75 · 10−3 5.02 · 10−1 4.02 · 10−1 AC2 3.03 · 10−1 3.11 · 10−1 3.07 · 10−1 3.07 · 10−1
AC3 9.96 · 10−1 3.75 · 10−3 5.00 · 10−1 4.01 · 10−1 AC3 2.88 · 10−1 3.00 · 10−1 2.94 · 10−1 2.94 · 10−1
CSA 3.03 · 10−1 3.07 · 10−1 3.05 · 10−1 3.06 · 10−1 CSA 3.03 · 10−1 3.11 · 10−1 3.07 · 10−1 3.07 · 10−1
CGA 3.45 · 10−1 2.73 · 10−1 3.09 · 10−1 3.02 · 10−1 CGA 3.03 · 10−1 3.11 · 10−1 3.07 · 10−1 3.07 · 10−1
Table 20 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[3, 2] ABT 2.96 · 10−1 3.33 · 10−1 3.15 · 10−1 3.11 · 10−1 [2, 1] ABT 2.70 · 10−1 3.52 · 10−1 3.11 · 10−1 2.97 · 10−1
ASB 2.66 · 10−1 3.37 · 10−1 3.01 · 10−1 2.94 · 10−1 ASB 2.32 · 10−1 3.60 · 10−1 2.96 · 10−1 2.75 · 10−1
ADC 8.31 · 10−1 5.36 · 10−1 6.84 · 10−1 7.13 · 10−1 ADC 8.43 · 10−1 4.42 · 10−1 6.42 · 10−1 7.09 · 10−1
CB0 0.000 9.96 · 10−1 4.98 · 10−1 3.99 · 10−1 CB0 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 3.35 · 10−1
CB1 0.000 1.000 5.00 · 10−1 4.00 · 10−1 CB1 0.000 1.000 5.00 · 10−1 3.33 · 10−1
CB2 0.000 1.000 5.00 · 10−1 4.00 · 10−1 CB2 0.000 9.96 · 10−1 4.98 · 10−1 3.32 · 10−1
AC1 2.36 · 10−1 3.52 · 10−1 2.94 · 10−1 2.82 · 10−1 AC1 2.13 · 10−1 3.63 · 10−1 2.88 · 10−1 2.63 · 10−1
AC2 0.000 1.000 5.00 · 10−1 4.00 · 10−1 AC2 0.000 1.000 5.00 · 10−1 3.33 · 10−1
AC3 0.000 1.000 5.00 · 10−1 4.00 · 10−1 AC3 0.000 1.000 5.00 · 10−1 3.33 · 10−1
CSA 2.88 · 10−1 3.03 · 10−1 2.96 · 10−1 2.94 · 10−1 CSA 2.77 · 10−1 3.30 · 10−1 3.03 · 10−1 2.95 · 10−1
CGA 2.40 · 10−1 3.30 · 10−1 2.85 · 10−1 2.76 · 10−1 CGA 2.25 · 10−1 3.82 · 10−1 3.03 · 10−1 2.77 · 10−1
[3, 1] ABT 2.43 · 10−1 3.60 · 10−1 3.01 · 10−1 2.72 · 10−1 [5, 1] ABT 2.06 · 10−1 3.97 · 10−1 3.01 · 10−1 2.38 · 10−1
ASB 1.84 · 10−1 4.12 · 10−1 2.98 · 10−1 2.41 · 10−1 ASB 1.65 · 10−1 4.72 · 10−1 3.18 · 10−1 2.16 · 10−1
ADC 9.21 · 10−1 3.15 · 10−1 6.18 · 10−1 7.70 · 10−1 ADC 9.36 · 10−1 2.58 · 10−1 5.97 · 10−1 8.23 · 10−1
CB0 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 2.52 · 10−1 CB0 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 1.69 · 10−1
CB1 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB1 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CB2 0.000 9.96 · 10−1 4.98 · 10−1 2.49 · 10−1 CB2 0.000 9.81 · 10−1 4.91 · 10−1 1.64 · 10−1
AC1 1.72 · 10−1 4.01 · 10−1 2.87 · 10−1 2.29 · 10−1 AC1 1.24 · 10−1 4.53 · 10−1 2.88 · 10−1 1.79 · 10−1
AC2 0.000 1.000 5.00 · 10−1 2.50 · 10−1 AC2 0.000 1.000 5.00 · 10−1 1.67 · 10−1
AC3 0.000 1.000 5.00 · 10−1 2.50 · 10−1 AC3 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CSA 2.70 · 10−1 3.41 · 10−1 3.05 · 10−1 2.87 · 10−1 CSA 2.58 · 10−1 3.45 · 10−1 3.01 · 10−1 2.73 · 10−1
CGA 1.76 · 10−1 4.04 · 10−1 2.90 · 10−1 2.33 · 10−1 CGA 1.57 · 10−1 4.53 · 10−1 3.05 · 10−1 2.07 · 10−1
[7, 1] ABT 1.80 · 10−1 4.19 · 10−1 3.00 · 10−1 2.10 · 10−1 [10, 1] ABT 1.80 · 10−1 4.19 · 10−1 3.00 · 10−1 2.02 · 10−1
ASB 1.42 · 10−1 4.83 · 10−1 3.13 · 10−1 1.85 · 10−1 ASB 1.12 · 10−1 5.13 · 10−1 3.13 · 10−1 1.49 · 10−1
ADC 9.81 · 10−1 1.35 · 10−1 5.58 · 10−1 8.75 · 10−1 ADC 9.89 · 10−1 1.42 · 10−1 5.66 · 10−1 9.12 · 10−1
CB0 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 1.28 · 10−1 CB0 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 9.40 · 10−2
CB1 0.000 1.000 5.00 · 10−1 1.25 · 10−1 CB1 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CB2 0.000 1.000 5.00 · 10−1 1.25 · 10−1 CB2 0.000 1.000 5.00 · 10−1 9.09 · 10−2
AC1 1.09 · 10−1 4.94 · 10−1 3.01 · 10−1 1.57 · 10−1 AC1 8.24 · 10−2 5.21 · 10−1 3.01 · 10−1 1.22 · 10−1
AC2 0.000 9.96 · 10−1 4.98 · 10−1 1.25 · 10−1 AC2 0.000 1.000 5.00 · 10−1 9.09 · 10−2
AC3 0.000 1.000 5.00 · 10−1 1.25 · 10−1 AC3 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CSA 2.62 · 10−1 3.67 · 10−1 3.15 · 10−1 2.75 · 10−1 CSA 2.51 · 10−1 3.71 · 10−1 3.11 · 10−1 2.62 · 10−1
CGA 1.46 · 10−1 4.94 · 10−1 3.20 · 10−1 1.90 · 10−1 CGA 1.24 · 10−1 5.09 · 10−1 3.16 · 10−1 1.59 · 10−1
[25, 1] ABT 1.76 · 10−1 4.31 · 10−1 3.03 · 10−1 1.86 · 10−1 [50, 1] ABT 1.72 · 10−1 4.53 · 10−1 3.13 · 10−1 1.78 · 10−1
ASB 7.87 · 10−2 5.69 · 10−1 3.24 · 10−1 9.75 · 10−2 ASB 8.61 · 10−2 5.84 · 10−1 3.35 · 10−1 9.59 · 10−2
ADC 6.70 · 10−1 3.30 · 10−1 5.00 · 10−1 6.57 · 10−1 ADC 6.70 · 10−1 3.30 · 10−1 5.00 · 10−1 6.64 · 10−1
CB0 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 4.19 · 10−2 CB0 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 2.32 · 10−2
CB1 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 4.19 · 10−2 CB1 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 2.32 · 10−2
CB2 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 4.19 · 10−2 CB2 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 2.32 · 10−2
AC1 1.87 · 10−2 6.89 · 10−1 3.54 · 10−1 4.45 · 10−2 AC1 3.75 · 10−3 8.61 · 10−1 4.33 · 10−1 2.06 · 10−2
AC2 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 4.19 · 10−2 AC2 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 2.32 · 10−2
AC3 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 4.19 · 10−2 AC3 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 2.32 · 10−2
CSA 1.99 · 10−1 3.90 · 10−1 2.94 · 10−1 2.06 · 10−1 CSA 1.27 · 10−1 4.64 · 10−1 2.96 · 10−1 1.34 · 10−1
CGA 5.24 · 10−2 6.67 · 10−1 3.60 · 10−1 7.61 · 10−2 CGA 3.37 · 10−2 7.27 · 10−1 3.80 · 10−1 4.73 · 10−2
[100, 1] ABT 1.39 · 10−1 4.72 · 10−1 3.05 · 10−1 1.42 · 10−1
ASB 8.24 · 10−2 5.36 · 10−1 3.09 · 10−1 8.69 · 10−2
ADC 3.37 · 10−1 6.63 · 10−1 5.00 · 10−1 3.40 · 10−1
CB0 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 1.36 · 10−2
CB1 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 1.36 · 10−2
CB2 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 1.36 · 10−2
AC1 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 1.36 · 10−2
AC2 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 1.36 · 10−2
AC3 3.75 · 10−3 9.96 · 10−1 5.00 · 10−1 1.36 · 10−2
CSA 7.12 · 10−2 5.88 · 10−1 3.30 · 10−1 7.63 · 10−2
CGA 7.49 · 10−3 8.76 · 10−1 4.42 · 10−1 1.61 · 10−2
Table 20: Results obtained for the UCI Diabetes Dataset.
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 100] ABT 1.98 · 10−1 1.11 · 10−1 1.55 · 10−1 1.12 · 10−1 [1, 50] ABT 1.59 · 10−1 1.43 · 10−1 1.51 · 10−1 1.43 · 10−1
ASB 1.11 · 10−1 1.98 · 10−1 1.55 · 10−1 1.98 · 10−1 ASB 7.94 · 10−2 1.98 · 10−1 1.39 · 10−1 1.96 · 10−1
ADC 0.000 1.000 5.00 · 10−1 9.90 · 10−1 ADC 0.000 1.000 5.00 · 10−1 9.80 · 10−1
CB0 1.000 0.000 5.00 · 10−1 9.90 · 10−3 CB0 1.000 0.000 5.00 · 10−1 1.96 · 10−2
CB1 1.000 0.000 5.00 · 10−1 9.90 · 10−3 CB1 1.000 0.000 5.00 · 10−1 1.96 · 10−2
CB2 1.000 0.000 5.00 · 10−1 9.90 · 10−3 CB2 1.000 0.000 5.00 · 10−1 1.96 · 10−2
AC1 1.000 0.000 5.00 · 10−1 9.90 · 10−3 AC1 1.000 0.000 5.00 · 10−1 1.96 · 10−2
AC2 1.000 0.000 5.00 · 10−1 9.90 · 10−3 AC2 1.000 0.000 5.00 · 10−1 1.96 · 10−2
AC3 1.000 0.000 5.00 · 10−1 9.90 · 10−3 AC3 1.000 0.000 5.00 · 10−1 1.96 · 10−2
CSA 1.51 · 10−1 1.75 · 10−1 1.63 · 10−1 1.74 · 10−1 CSA 7.94 · 10−2 2.94 · 10−1 1.87 · 10−1 2.89 · 10−1
CGA 3.41 · 10−1 7.94 · 10−2 2.10 · 10−1 8.20 · 10−2 CGA 2.30 · 10−1 9.52 · 10−2 1.63 · 10−1 9.79 · 10−2
[1, 25] ABT 1.19 · 10−1 2.22 · 10−1 1.71 · 10−1 2.18 · 10−1 [1, 10] ABT 9.52 · 10−2 2.06 · 10−1 1.51 · 10−1 1.96 · 10−1
ASB 7.94 · 10−2 1.98 · 10−1 1.39 · 10−1 1.94 · 10−1 ASB 8.73 · 10−2 2.30 · 10−1 1.59 · 10−1 2.17 · 10−1
ADC 0.000 1.000 5.00 · 10−1 9.62 · 10−1 ADC 0.000 1.000 5.00 · 10−1 9.09 · 10−1
CB0 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB0 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CB1 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB1 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CB2 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB2 1.000 0.000 5.00 · 10−1 9.09 · 10−2
AC1 4.29 · 10−1 3.17 · 10−2 2.30 · 10−1 4.70 · 10−2 AC1 1.59 · 10−1 1.59 · 10−1 1.59 · 10−1 1.59 · 10−1
AC2 1.000 0.000 5.00 · 10−1 3.85 · 10−2 AC2 1.000 0.000 5.00 · 10−1 9.09 · 10−2
AC3 1.000 0.000 5.00 · 10−1 3.85 · 10−2 AC3 1.000 0.000 5.00 · 10−1 9.09 · 10−2
CSA 2.38 · 10−2 2.54 · 10−1 1.39 · 10−1 2.45 · 10−1 CSA 3.17 · 10−2 3.25 · 10−1 1.79 · 10−1 2.99 · 10−1
CGA 2.30 · 10−1 9.52 · 10−2 1.63 · 10−1 1.00 · 10−1 CGA 1.51 · 10−1 1.11 · 10−1 1.31 · 10−1 1.15 · 10−1
[1, 7] ABT 9.52 · 10−2 2.06 · 10−1 1.51 · 10−1 1.92 · 10−1 [1, 5] ABT 1.03 · 10−1 1.75 · 10−1 1.39 · 10−1 1.63 · 10−1
ASB 1.03 · 10−1 1.75 · 10−1 1.39 · 10−1 1.66 · 10−1 ASB 7.14 · 10−2 2.22 · 10−1 1.47 · 10−1 1.97 · 10−1
ADC 0.000 1.000 5.00 · 10−1 8.75 · 10−1 ADC 0.000 1.000 5.00 · 10−1 8.33 · 10−1
CB0 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB0 1.000 0.000 5.00 · 10−1 1.67 · 10−1
CB1 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB1 1.000 0.000 5.00 · 10−1 1.67 · 10−1
CB2 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB2 1.000 0.000 5.00 · 10−1 1.67 · 10−1
AC1 7.94 · 10−2 1.98 · 10−1 1.39 · 10−1 1.84 · 10−1 AC1 6.35 · 10−2 2.54 · 10−1 1.59 · 10−1 2.22 · 10−1
AC2 1.000 0.000 5.00 · 10−1 1.25 · 10−1 AC2 1.000 0.000 5.00 · 10−1 1.67 · 10−1
AC3 1.000 0.000 5.00 · 10−1 1.25 · 10−1 AC3 1.000 0.000 5.00 · 10−1 1.67 · 10−1
CSA 3.97 · 10−2 3.02 · 10−1 1.71 · 10−1 2.69 · 10−1 CSA 3.17 · 10−2 3.17 · 10−1 1.75 · 10−1 2.70 · 10−1
CGA 1.90 · 10−1 1.27 · 10−1 1.59 · 10−1 1.35 · 10−1 CGA 1.35 · 10−1 1.43 · 10−1 1.39 · 10−1 1.42 · 10−1
[1, 3] ABT 1.03 · 10−1 1.75 · 10−1 1.39 · 10−1 1.57 · 10−1 [1, 2] ABT 7.14 · 10−2 2.38 · 10−1 1.55 · 10−1 1.83 · 10−1
ASB 4.76 · 10−2 2.38 · 10−1 1.43 · 10−1 1.90 · 10−1 ASB 7.14 · 10−2 1.98 · 10−1 1.35 · 10−1 1.56 · 10−1
ADC 2.06 · 10−1 8.49 · 10−1 5.28 · 10−1 6.88 · 10−1 ADC 8.65 · 10−1 5.00 · 10−1 6.83 · 10−1 6.22 · 10−1
CB0 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB0 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CB1 9.92 · 10−1 0.000 4.96 · 10−1 2.48 · 10−1 CB1 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CB2 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB2 1.000 0.000 5.00 · 10−1 3.33 · 10−1
AC1 4.76 · 10−2 2.54 · 10−1 1.51 · 10−1 2.02 · 10−1 AC1 3.97 · 10−2 2.38 · 10−1 1.39 · 10−1 1.72 · 10−1
AC2 1.000 0.000 5.00 · 10−1 2.50 · 10−1 AC2 1.000 0.000 5.00 · 10−1 3.33 · 10−1
AC3 1.000 0.000 5.00 · 10−1 2.50 · 10−1 AC3 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CSA 2.38 · 10−2 2.78 · 10−1 1.51 · 10−1 2.14 · 10−1 CSA 7.14 · 10−2 2.38 · 10−1 1.55 · 10−1 1.83 · 10−1
CGA 1.43 · 10−1 1.59 · 10−1 1.51 · 10−1 1.55 · 10−1 CGA 1.19 · 10−1 1.90 · 10−1 1.55 · 10−1 1.67 · 10−1
[2, 3] ABT 7.14 · 10−2 2.38 · 10−1 1.55 · 10−1 1.71 · 10−1 [1, 1] ABT 7.14 · 10−2 2.38 · 10−1 1.55 · 10−1 1.55 · 10−1
ASB 6.35 · 10−2 2.06 · 10−1 1.35 · 10−1 1.49 · 10−1 ASB 1.03 · 10−1 2.14 · 10−1 1.59 · 10−1 1.59 · 10−1
ADC 6.51 · 10−1 5.63 · 10−1 6.07 · 10−1 5.98 · 10−1 ADC 3.17 · 10−2 4.37 · 10−1 2.34 · 10−1 2.34 · 10−1
CB0 1.000 0.000 5.00 · 10−1 4.00 · 10−1 CB0 1.59 · 10−2 5.00 · 10−1 2.58 · 10−1 2.58 · 10−1
CB1 1.000 0.000 5.00 · 10−1 4.00 · 10−1 CB1 1.27 · 10−1 2.54 · 10−1 1.90 · 10−1 1.90 · 10−1
CB2 1.000 0.000 5.00 · 10−1 4.00 · 10−1 CB2 1.03 · 10−1 2.14 · 10−1 1.59 · 10−1 1.59 · 10−1
AC1 6.35 · 10−2 2.30 · 10−1 1.47 · 10−1 1.63 · 10−1 AC1 5.56 · 10−2 1.98 · 10−1 1.27 · 10−1 1.27 · 10−1
AC2 1.000 0.000 5.00 · 10−1 4.00 · 10−1 AC2 1.03 · 10−1 2.14 · 10−1 1.59 · 10−1 1.59 · 10−1
AC3 1.000 0.000 5.00 · 10−1 4.00 · 10−1 AC3 5.56 · 10−2 1.98 · 10−1 1.27 · 10−1 1.27 · 10−1
CSA 7.14 · 10−2 2.38 · 10−1 1.55 · 10−1 1.71 · 10−1 CSA 1.03 · 10−1 2.14 · 10−1 1.59 · 10−1 1.59 · 10−1
CGA 1.11 · 10−1 1.83 · 10−1 1.47 · 10−1 1.54 · 10−1 CGA 1.03 · 10−1 2.14 · 10−1 1.59 · 10−1 1.59 · 10−1
Table 21 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[3, 2] ABT 7.14 · 10−2 2.38 · 10−1 1.55 · 10−1 1.38 · 10−1 [2, 1] ABT 7.14 · 10−2 2.38 · 10−1 1.55 · 10−1 1.27 · 10−1
ASB 1.03 · 10−1 1.83 · 10−1 1.43 · 10−1 1.35 · 10−1 ASB 1.03 · 10−1 2.30 · 10−1 1.67 · 10−1 1.46 · 10−1
ADC 2.38 · 10−2 4.29 · 10−1 2.26 · 10−1 1.86 · 10−1 ADC 1.59 · 10−2 4.37 · 10−1 2.26 · 10−1 1.56 · 10−1
CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 1.89 · 10−1 CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 1.64 · 10−1
CB1 0.000 9.60 · 10−1 4.80 · 10−1 3.84 · 10−1 CB1 0.000 1.000 5.00 · 10−1 3.33 · 10−1
CB2 0.000 8.97 · 10−1 4.48 · 10−1 3.59 · 10−1 CB2 0.000 9.92 · 10−1 4.96 · 10−1 3.31 · 10−1
AC1 8.73 · 10−2 1.75 · 10−1 1.31 · 10−1 1.22 · 10−1 AC1 6.35 · 10−2 1.90 · 10−1 1.27 · 10−1 1.06 · 10−1
AC2 0.000 9.05 · 10−1 4.52 · 10−1 3.62 · 10−1 AC2 0.000 9.37 · 10−1 4.68 · 10−1 3.12 · 10−1
AC3 0.000 9.29 · 10−1 4.64 · 10−1 3.71 · 10−1 AC3 0.000 9.21 · 10−1 4.60 · 10−1 3.07 · 10−1
CSA 7.14 · 10−2 1.98 · 10−1 1.35 · 10−1 1.22 · 10−1 CSA 1.27 · 10−1 1.83 · 10−1 1.55 · 10−1 1.46 · 10−1
CGA 1.03 · 10−1 2.30 · 10−1 1.67 · 10−1 1.54 · 10−1 CGA 6.35 · 10−2 2.54 · 10−1 1.59 · 10−1 1.27 · 10−1
[3, 1] ABT 8.73 · 10−2 1.75 · 10−1 1.31 · 10−1 1.09 · 10−1 [5, 1] ABT 8.73 · 10−2 1.75 · 10−1 1.31 · 10−1 1.02 · 10−1
ASB 7.94 · 10−2 2.38 · 10−1 1.59 · 10−1 1.19 · 10−1 ASB 7.14 · 10−2 2.46 · 10−1 1.59 · 10−1 1.01 · 10−1
ADC 1.59 · 10−2 4.60 · 10−1 2.38 · 10−1 1.27 · 10−1 ADC 1.59 · 10−2 4.60 · 10−1 2.38 · 10−1 8.99 · 10−2
CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 1.33 · 10−1 CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 1.02 · 10−1
CB1 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB1 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CB2 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB2 0.000 1.000 5.00 · 10−1 1.67 · 10−1
AC1 9.52 · 10−2 1.90 · 10−1 1.43 · 10−1 1.19 · 10−1 AC1 8.73 · 10−2 2.14 · 10−1 1.51 · 10−1 1.08 · 10−1
AC2 0.000 9.60 · 10−1 4.80 · 10−1 2.40 · 10−1 AC2 0.000 9.92 · 10−1 4.96 · 10−1 1.65 · 10−1
AC3 0.000 9.68 · 10−1 4.84 · 10−1 2.42 · 10−1 AC3 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CSA 1.35 · 10−1 1.67 · 10−1 1.51 · 10−1 1.43 · 10−1 CSA 1.67 · 10−1 1.35 · 10−1 1.51 · 10−1 1.61 · 10−1
CGA 2.38 · 10−2 2.62 · 10−1 1.43 · 10−1 8.33 · 10−2 CGA 4.76 · 10−2 2.70 · 10−1 1.59 · 10−1 8.47 · 10−2
[7, 1] ABT 7.14 · 10−2 2.14 · 10−1 1.43 · 10−1 8.93 · 10−2 [10, 1] ABT 7.14 · 10−2 2.14 · 10−1 1.43 · 10−1 8.44 · 10−2
ASB 4.76 · 10−2 2.94 · 10−1 1.71 · 10−1 7.84 · 10−2 ASB 8.73 · 10−2 2.86 · 10−1 1.87 · 10−1 1.05 · 10−1
ADC 1.59 · 10−2 4.60 · 10−1 2.38 · 10−1 7.14 · 10−2 ADC 1.59 · 10−2 4.60 · 10−1 2.38 · 10−1 5.63 · 10−2
CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 8.63 · 10−2 CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 7.36 · 10−2
CB1 0.000 9.76 · 10−1 4.88 · 10−1 1.22 · 10−1 CB1 0.000 9.92 · 10−1 4.96 · 10−1 9.02 · 10−2
CB2 0.000 9.84 · 10−1 4.92 · 10−1 1.23 · 10−1 CB2 0.000 1.000 5.00 · 10−1 9.09 · 10−2
AC1 7.94 · 10−2 2.54 · 10−1 1.67 · 10−1 1.01 · 10−1 AC1 7.14 · 10−2 3.17 · 10−1 1.94 · 10−1 9.38 · 10−2
AC2 0.000 9.13 · 10−1 4.56 · 10−1 1.14 · 10−1 AC2 0.000 1.000 5.00 · 10−1 9.09 · 10−2
AC3 0.000 9.92 · 10−1 4.96 · 10−1 1.24 · 10−1 AC3 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CSA 1.75 · 10−1 1.59 · 10−1 1.67 · 10−1 1.73 · 10−1 CSA 1.83 · 10−1 1.51 · 10−1 1.67 · 10−1 1.80 · 10−1
CGA 5.56 · 10−2 2.86 · 10−1 1.71 · 10−1 8.43 · 10−2 CGA 4.76 · 10−2 3.33 · 10−1 1.90 · 10−1 7.36 · 10−2
[25, 1] ABT 5.56 · 10−2 2.62 · 10−1 1.59 · 10−1 6.35 · 10−2 [50, 1] ABT 8.73 · 10−2 2.22 · 10−1 1.55 · 10−1 8.99 · 10−2
ASB 7.94 · 10−2 2.70 · 10−1 1.75 · 10−1 8.67 · 10−2 ASB 3.97 · 10−2 2.86 · 10−1 1.63 · 10−1 4.45 · 10−2
ADC 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 5.40 · 10−2 ADC 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 4.70 · 10−2
CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 5.40 · 10−2 CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 4.70 · 10−2
CB1 0.000 9.84 · 10−1 4.92 · 10−1 3.79 · 10−2 CB1 0.000 1.000 5.00 · 10−1 1.96 · 10−2
CB2 0.000 9.60 · 10−1 4.80 · 10−1 3.69 · 10−2 CB2 0.000 9.60 · 10−1 4.80 · 10−1 1.88 · 10−2
AC1 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 5.40 · 10−2 AC1 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 4.70 · 10−2
AC2 0.000 9.84 · 10−1 4.92 · 10−1 3.79 · 10−2 AC2 0.000 9.68 · 10−1 4.84 · 10−1 1.90 · 10−2
AC3 0.000 1.000 5.00 · 10−1 3.85 · 10−2 AC3 0.000 1.000 5.00 · 10−1 1.96 · 10−2
CSA 1.67 · 10−1 1.43 · 10−1 1.55 · 10−1 1.66 · 10−1 CSA 2.46 · 10−1 1.75 · 10−1 2.10 · 10−1 2.45 · 10−1
CGA 2.38 · 10−2 3.57 · 10−1 1.90 · 10−1 3.66 · 10−2 CGA 2.38 · 10−2 3.33 · 10−1 1.79 · 10−1 2.99 · 10−2
[100, 1] ABT 7.14 · 10−2 2.70 · 10−1 1.71 · 10−1 7.34 · 10−2
ASB 3.97 · 10−2 2.78 · 10−1 1.59 · 10−1 4.20 · 10−2
ADC 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 4.34 · 10−2
CB0 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 4.34 · 10−2
CB1 0.000 9.60 · 10−1 4.80 · 10−1 9.51 · 10−3
CB2 0.000 9.60 · 10−1 4.80 · 10−1 9.51 · 10−3
AC1 3.97 · 10−2 4.13 · 10−1 2.26 · 10−1 4.34 · 10−2
AC2 0.000 9.21 · 10−1 4.60 · 10−1 9.12 · 10−3
AC3 0.000 9.21 · 10−1 4.60 · 10−1 9.12 · 10−3
CSA 2.14 · 10−1 2.86 · 10−1 2.50 · 10−1 2.15 · 10−1
CGA 2.38 · 10−2 3.73 · 10−1 1.98 · 10−1 2.73 · 10−2
Table 21: Results obtained for the UCI Ionosphere Dataset.
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 100] ABT 1.87 · 10−1 2.26 · 10−2 1.05 · 10−1 2.42 · 10−2 [1, 50] ABT 1.01 · 10−1 4.47 · 10−2 7.28 · 10−2 4.58 · 10−2
ASB 8.61 · 10−2 4.53 · 10−2 6.57 · 10−2 4.57 · 10−2 ASB 8.28 · 10−2 4.97 · 10−2 6.62 · 10−2 5.03 · 10−2
ADC 7.15 · 10−1 1.10 · 10−3 3.58 · 10−1 8.17 · 10−3 ADC 7.15 · 10−1 1.10 · 10−3 3.58 · 10−1 1.51 · 10−2
CB0 7.15 · 10−1 1.10 · 10−3 3.58 · 10−1 8.17 · 10−3 CB0 7.15 · 10−1 1.10 · 10−3 3.58 · 10−1 1.51 · 10−2
CB1 9.75 · 10−1 0.000 4.87 · 10−1 9.65 · 10−3 CB1 9.96 · 10−1 0.000 4.98 · 10−1 1.95 · 10−2
CB2 9.47 · 10−1 0.000 4.74 · 10−1 9.38 · 10−3 CB2 9.47 · 10−1 0.000 4.74 · 10−1 1.86 · 10−2
AC1 6.21 · 10−1 1.10 · 10−3 3.11 · 10−1 7.24 · 10−3 AC1 4.33 · 10−1 4.42 · 10−3 2.19 · 10−1 1.28 · 10−2
AC2 8.98 · 10−1 0.000 4.49 · 10−1 8.90 · 10−3 AC2 9.94 · 10−1 0.000 4.97 · 10−1 1.95 · 10−2
AC3 9.39 · 10−1 0.000 4.70 · 10−1 9.30 · 10−3 AC3 9.66 · 10−1 0.000 4.83 · 10−1 1.89 · 10−2
CSA 1.56 · 10−1 4.42 · 10−2 1.00 · 10−1 4.53 · 10−2 CSA 8.66 · 10−2 7.34 · 10−2 8.00 · 10−2 7.37 · 10−2
CGA 2.94 · 10−1 1.32 · 10−2 1.53 · 10−1 1.60 · 10−2 CGA 1.77 · 10−1 2.59 · 10−2 1.02 · 10−1 2.89 · 10−2
[1, 25] ABT 8.33 · 10−2 5.30 · 10−2 6.82 · 10−2 5.41 · 10−2 [1, 10] ABT 6.73 · 10−2 6.68 · 10−2 6.71 · 10−2 6.68 · 10−2
ASB 7.84 · 10−2 5.68 · 10−2 6.76 · 10−2 5.77 · 10−2 ASB 7.51 · 10−2 5.63 · 10−2 6.57 · 10−2 5.80 · 10−2
ADC 7.15 · 10−1 1.10 · 10−3 3.58 · 10−1 2.85 · 10−2 ADC 6.31 · 10−1 1.43 · 10−2 3.23 · 10−1 7.04 · 10−2
CB0 8.23 · 10−1 5.52 · 10−4 4.12 · 10−1 3.22 · 10−2 CB0 8.18 · 10−1 5.52 · 10−4 4.09 · 10−1 7.49 · 10−2
CB1 9.87 · 10−1 0.000 4.93 · 10−1 3.80 · 10−2 CB1 9.95 · 10−1 0.000 4.98 · 10−1 9.05 · 10−2
CB2 1.000 0.000 5.00 · 10−1 3.85 · 10−2 CB2 9.98 · 10−1 0.000 4.99 · 10−1 9.07 · 10−2
AC1 2.35 · 10−1 2.15 · 10−2 1.28 · 10−1 2.97 · 10−2 AC1 1.11 · 10−1 4.19 · 10−2 7.67 · 10−2 4.83 · 10−2
AC2 9.91 · 10−1 0.000 4.95 · 10−1 3.81 · 10−2 AC2 9.98 · 10−1 0.000 4.99 · 10−1 9.07 · 10−2
AC3 9.74 · 10−1 0.000 4.87 · 10−1 3.74 · 10−2 AC3 9.87 · 10−1 0.000 4.93 · 10−1 8.97 · 10−2
CSA 6.40 · 10−2 7.95 · 10−2 7.17 · 10−2 7.89 · 10−2 CSA 5.08 · 10−2 9.38 · 10−2 7.23 · 10−2 8.99 · 10−2
CGA 1.24 · 10−1 4.08 · 10−2 8.25 · 10−2 4.40 · 10−2 CGA 9.11 · 10−2 4.86 · 10−2 6.98 · 10−2 5.24 · 10−2
[1, 7] ABT 6.46 · 10−2 7.23 · 10−2 6.84 · 10−2 7.13 · 10−2 [1, 5] ABT 6.51 · 10−2 7.23 · 10−2 6.87 · 10−2 7.11 · 10−2
ASB 7.28 · 10−2 5.91 · 10−2 6.59 · 10−2 6.08 · 10−2 ASB 7.06 · 10−2 6.24 · 10−2 6.65 · 10−2 6.37 · 10−2
ADC 6.31 · 10−1 1.43 · 10−2 3.23 · 10−1 9.14 · 10−2 ADC 5.70 · 10−1 1.82 · 10−2 2.94 · 10−1 1.10 · 10−1
CB0 8.13 · 10−1 3.31 · 10−3 4.08 · 10−1 1.05 · 10−1 CB0 8.13 · 10−1 3.31 · 10−3 4.08 · 10−1 1.38 · 10−1
CB1 9.98 · 10−1 0.000 4.99 · 10−1 1.25 · 10−1 CB1 9.93 · 10−1 0.000 4.97 · 10−1 1.66 · 10−1
CB2 9.99 · 10−1 0.000 5.00 · 10−1 1.25 · 10−1 CB2 9.98 · 10−1 0.000 4.99 · 10−1 1.66 · 10−1
AC1 9.71 · 10−2 5.30 · 10−2 7.51 · 10−2 5.85 · 10−2 AC1 7.40 · 10−2 6.02 · 10−2 6.71 · 10−2 6.25 · 10−2
AC2 9.94 · 10−1 0.000 4.97 · 10−1 1.24 · 10−1 AC2 9.84 · 10−1 0.000 4.92 · 10−1 1.64 · 10−1
AC3 9.92 · 10−1 0.000 4.96 · 10−1 1.24 · 10−1 AC3 9.97 · 10−1 0.000 4.99 · 10−1 1.66 · 10−1
CSA 5.02 · 10−2 9.55 · 10−2 7.28 · 10−2 8.98 · 10−2 CSA 4.75 · 10−2 9.82 · 10−2 7.28 · 10−2 8.98 · 10−2
CGA 8.17 · 10−2 5.19 · 10−2 6.68 · 10−2 5.56 · 10−2 CGA 7.73 · 10−2 5.79 · 10−2 6.76 · 10−2 6.12 · 10−2
[1, 3] ABT 6.24 · 10−2 7.45 · 10−2 6.84 · 10−2 7.15 · 10−2 [1, 2] ABT 5.96 · 10−2 7.89 · 10−2 6.93 · 10−2 7.25 · 10−2
ASB 6.73 · 10−2 6.51 · 10−2 6.62 · 10−2 6.57 · 10−2 ASB 6.46 · 10−2 6.95 · 10−2 6.71 · 10−2 6.79 · 10−2
ADC 5.60 · 10−1 1.71 · 10−2 2.88 · 10−1 1.53 · 10−1 ADC 5.03 · 10−1 3.15 · 10−2 2.67 · 10−1 1.89 · 10−1
CB0 8.13 · 10−1 3.31 · 10−3 4.08 · 10−1 2.06 · 10−1 CB0 8.14 · 10−1 3.31 · 10−3 4.09 · 10−1 2.74 · 10−1
CB1 9.99 · 10−1 0.000 5.00 · 10−1 2.50 · 10−1 CB1 1.000 0.000 5.00 · 10−1 3.33 · 10−1
CB2 1.000 0.000 5.00 · 10−1 2.50 · 10−1 CB2 9.98 · 10−1 0.000 4.99 · 10−1 3.33 · 10−1
AC1 5.68 · 10−2 6.18 · 10−2 5.93 · 10−2 6.06 · 10−2 AC1 5.02 · 10−2 6.46 · 10−2 5.74 · 10−2 5.98 · 10−2
AC2 9.99 · 10−1 0.000 4.99 · 10−1 2.50 · 10−1 AC2 9.98 · 10−1 0.000 4.99 · 10−1 3.33 · 10−1
AC3 9.97 · 10−1 0.000 4.99 · 10−1 2.49 · 10−1 AC3 9.98 · 10−1 0.000 4.99 · 10−1 3.33 · 10−1
CSA 4.75 · 10−2 9.44 · 10−2 7.09 · 10−2 8.26 · 10−2 CSA 4.75 · 10−2 8.89 · 10−2 6.82 · 10−2 7.51 · 10−2
CGA 7.06 · 10−2 6.24 · 10−2 6.65 · 10−2 6.44 · 10−2 CGA 6.35 · 10−2 6.73 · 10−2 6.54 · 10−2 6.60 · 10−2
[2, 3] ABT 6.02 · 10−2 7.89 · 10−2 6.95 · 10−2 7.14 · 10−2 [1, 1] ABT 5.96 · 10−2 7.84 · 10−2 6.90 · 10−2 6.90 · 10−2
ASB 6.13 · 10−2 7.23 · 10−2 6.68 · 10−2 6.79 · 10−2 ASB 5.85 · 10−2 7.89 · 10−2 6.87 · 10−2 6.87 · 10−2
ADC 2.29 · 10−1 1.67 · 10−1 1.98 · 10−1 1.92 · 10−1 ADC 1.91 · 10−1 2.18 · 10−1 2.04 · 10−1 2.04 · 10−1
CB0 8.14 · 10−1 2.76 · 10−3 4.08 · 10−1 3.27 · 10−1 CB0 1.91 · 10−1 2.18 · 10−1 2.04 · 10−1 2.04 · 10−1
CB1 1.000 0.000 5.00 · 10−1 4.00 · 10−1 CB1 2.72 · 10−1 4.06 · 10−1 3.39 · 10−1 3.39 · 10−1
CB2 9.99 · 10−1 0.000 4.99 · 10−1 4.00 · 10−1 CB2 5.85 · 10−2 7.89 · 10−2 6.87 · 10−2 6.87 · 10−2
AC1 4.97 · 10−2 6.29 · 10−2 5.63 · 10−2 5.76 · 10−2 AC1 5.24 · 10−2 6.79 · 10−2 6.02 · 10−2 6.02 · 10−2
AC2 9.98 · 10−1 0.000 4.99 · 10−1 3.99 · 10−1 AC2 5.85 · 10−2 7.89 · 10−2 6.87 · 10−2 6.87 · 10−2
AC3 9.97 · 10−1 0.000 4.99 · 10−1 3.99 · 10−1 AC3 5.24 · 10−2 6.79 · 10−2 6.02 · 10−2 6.02 · 10−2
CSA 5.30 · 10−2 8.39 · 10−2 6.84 · 10−2 7.15 · 10−2 CSA 5.85 · 10−2 7.89 · 10−2 6.87 · 10−2 6.87 · 10−2
CGA 6.24 · 10−2 7.45 · 10−2 6.84 · 10−2 6.96 · 10−2 CGA 5.85 · 10−2 7.89 · 10−2 6.87 · 10−2 6.87 · 10−2
Table 22 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[3, 2] ABT 5.85 · 10−2 7.89 · 10−2 6.87 · 10−2 6.67 · 10−2 [2, 1] ABT 5.46 · 10−2 8.00 · 10−2 6.73 · 10−2 6.31 · 10−2
ASB 5.63 · 10−2 7.95 · 10−2 6.79 · 10−2 6.56 · 10−2 ASB 5.35 · 10−2 8.33 · 10−2 6.84 · 10−2 6.35 · 10−2
ADC 1.56 · 10−1 2.31 · 10−1 1.93 · 10−1 1.86 · 10−1 ADC 2.32 · 10−2 4.06 · 10−1 2.14 · 10−1 1.51 · 10−1
CB0 6.07 · 10−3 9.29 · 10−1 4.67 · 10−1 3.75 · 10−1 CB0 6.07 · 10−3 9.28 · 10−1 4.67 · 10−1 3.13 · 10−1
CB1 0.000 1.000 5.00 · 10−1 4.00 · 10−1 CB1 0.000 9.99 · 10−1 4.99 · 10−1 3.33 · 10−1
CB2 0.000 9.97 · 10−1 4.99 · 10−1 3.99 · 10−1 CB2 0.000 9.99 · 10−1 4.99 · 10−1 3.33 · 10−1
AC1 5.19 · 10−2 6.90 · 10−2 6.04 · 10−2 5.87 · 10−2 AC1 5.02 · 10−2 7.01 · 10−2 6.02 · 10−2 5.68 · 10−2
AC2 0.000 9.99 · 10−1 4.99 · 10−1 4.00 · 10−1 AC2 5.52 · 10−4 9.97 · 10−1 4.99 · 10−1 3.33 · 10−1
AC3 0.000 1.000 5.00 · 10−1 4.00 · 10−1 AC3 0.000 1.000 5.00 · 10−1 3.33 · 10−1
CSA 6.24 · 10−2 7.12 · 10−2 6.68 · 10−2 6.59 · 10−2 CSA 6.46 · 10−2 6.29 · 10−2 6.37 · 10−2 6.40 · 10−2
CGA 5.35 · 10−2 8.11 · 10−2 6.73 · 10−2 6.46 · 10−2 CGA 5.24 · 10−2 8.28 · 10−2 6.76 · 10−2 6.25 · 10−2
[3, 1] ABT 5.46 · 10−2 8.06 · 10−2 6.76 · 10−2 6.11 · 10−2 [5, 1] ABT 5.24 · 10−2 8.06 · 10−2 6.65 · 10−2 5.71 · 10−2
ASB 5.08 · 10−2 8.33 · 10−2 6.71 · 10−2 5.89 · 10−2 ASB 4.97 · 10−2 8.55 · 10−2 6.76 · 10−2 5.56 · 10−2
ADC 1.32 · 10−2 4.56 · 10−1 2.35 · 10−1 1.24 · 10−1 ADC 1.27 · 10−2 5.64 · 10−1 2.88 · 10−1 1.05 · 10−1
CB0 6.07 · 10−3 9.29 · 10−1 4.67 · 10−1 2.37 · 10−1 CB0 6.07 · 10−3 9.29 · 10−1 4.68 · 10−1 1.60 · 10−1
CB1 0.000 9.99 · 10−1 5.00 · 10−1 2.50 · 10−1 CB1 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CB2 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB2 0.000 9.97 · 10−1 4.98 · 10−1 1.66 · 10−1
AC1 4.97 · 10−2 7.17 · 10−2 6.07 · 10−2 5.52 · 10−2 AC1 4.80 · 10−2 8.66 · 10−2 6.73 · 10−2 5.45 · 10−2
AC2 0.000 9.93 · 10−1 4.96 · 10−1 2.48 · 10−1 AC2 0.000 9.90 · 10−1 4.95 · 10−1 1.65 · 10−1
AC3 0.000 9.99 · 10−1 4.99 · 10−1 2.50 · 10−1 AC3 0.000 1.000 5.00 · 10−1 1.67 · 10−1
CSA 7.23 · 10−2 5.57 · 10−2 6.40 · 10−2 6.82 · 10−2 CSA 7.56 · 10−2 5.68 · 10−2 6.62 · 10−2 7.25 · 10−2
CGA 4.97 · 10−2 8.50 · 10−2 6.73 · 10−2 5.85 · 10−2 CGA 4.25 · 10−2 9.55 · 10−2 6.90 · 10−2 5.13 · 10−2
[7, 1] ABT 5.13 · 10−2 8.11 · 10−2 6.62 · 10−2 5.50 · 10−2 [10, 1] ABT 4.80 · 10−2 8.28 · 10−2 6.54 · 10−2 5.12 · 10−2
ASB 4.53 · 10−2 8.61 · 10−2 6.57 · 10−2 5.04 · 10−2 ASB 4.42 · 10−2 8.61 · 10−2 6.51 · 10−2 4.80 · 10−2
ADC 1.27 · 10−2 5.86 · 10−1 2.99 · 10−1 8.43 · 10−2 ADC 1.05 · 10−2 6.36 · 10−1 3.23 · 10−1 6.73 · 10−2
CB0 6.07 · 10−3 9.29 · 10−1 4.68 · 10−1 1.21 · 10−1 CB0 6.07 · 10−3 9.36 · 10−1 4.71 · 10−1 9.06 · 10−2
CB1 0.000 1.000 5.00 · 10−1 1.25 · 10−1 CB1 0.000 9.94 · 10−1 4.97 · 10−1 9.04 · 10−2
CB2 5.52 · 10−4 9.93 · 10−1 4.97 · 10−1 1.25 · 10−1 CB2 0.000 9.93 · 10−1 4.97 · 10−1 9.03 · 10−2
AC1 4.53 · 10−2 9.66 · 10−2 7.09 · 10−2 5.17 · 10−2 AC1 3.64 · 10−2 1.14 · 10−1 7.51 · 10−2 4.34 · 10−2
AC2 0.000 9.98 · 10−1 4.99 · 10−1 1.25 · 10−1 AC2 0.000 9.98 · 10−1 4.99 · 10−1 9.08 · 10−2
AC3 0.000 1.000 5.00 · 10−1 1.25 · 10−1 AC3 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CSA 7.23 · 10−2 5.52 · 10−2 6.37 · 10−2 7.02 · 10−2 CSA 7.45 · 10−2 6.24 · 10−2 6.84 · 10−2 7.34 · 10−2
CGA 3.97 · 10−2 9.66 · 10−2 6.82 · 10−2 4.68 · 10−2 CGA 3.59 · 10−2 1.03 · 10−1 6.93 · 10−2 4.19 · 10−2
[25, 1] ABT 4.03 · 10−2 9.38 · 10−2 6.71 · 10−2 4.23 · 10−2 [50, 1] ABT 2.98 · 10−2 1.20 · 10−1 7.51 · 10−2 3.16 · 10−2
ASB 4.03 · 10−2 8.83 · 10−2 6.43 · 10−2 4.21 · 10−2 ASB 3.86 · 10−2 9.33 · 10−2 6.59 · 10−2 3.97 · 10−2
ADC 1.43 · 10−2 6.95 · 10−1 3.55 · 10−1 4.05 · 10−2 ADC 8.28 · 10−3 8.82 · 10−1 4.45 · 10−1 2.54 · 10−2
CB0 4.42 · 10−3 9.45 · 10−1 4.75 · 10−1 4.06 · 10−2 CB0 8.28 · 10−3 8.82 · 10−1 4.45 · 10−1 2.54 · 10−2
CB1 0.000 9.70 · 10−1 4.85 · 10−1 3.73 · 10−2 CB1 0.000 9.59 · 10−1 4.79 · 10−1 1.88 · 10−2
CB2 5.52 · 10−4 9.81 · 10−1 4.91 · 10−1 3.83 · 10−2 CB2 0.000 9.79 · 10−1 4.90 · 10−1 1.92 · 10−2
AC1 1.55 · 10−2 2.43 · 10−1 1.29 · 10−1 2.42 · 10−2 AC1 1.10 · 10−2 3.31 · 10−1 1.71 · 10−1 1.73 · 10−2
AC2 0.000 9.83 · 10−1 4.92 · 10−1 3.78 · 10−2 AC2 0.000 9.93 · 10−1 4.97 · 10−1 1.95 · 10−2
AC3 0.000 9.99 · 10−1 4.99 · 10−1 3.84 · 10−2 AC3 0.000 9.99 · 10−1 5.00 · 10−1 1.96 · 10−2
CSA 6.62 · 10−2 7.17 · 10−2 6.90 · 10−2 6.64 · 10−2 CSA 5.52 · 10−2 9.55 · 10−2 7.53 · 10−2 5.60 · 10−2
CGA 3.04 · 10−2 1.31 · 10−1 8.06 · 10−2 3.42 · 10−2 CGA 2.10 · 10−2 1.68 · 10−1 9.46 · 10−2 2.39 · 10−2
[100, 1] ABT 2.10 · 10−2 1.55 · 10−1 8.80 · 10−2 2.23 · 10−2
ASB 3.75 · 10−2 9.49 · 10−2 6.62 · 10−2 3.81 · 10−2
ADC 6.62 · 10−3 9.28 · 10−1 4.67 · 10−1 1.57 · 10−2
CB0 6.62 · 10−3 9.28 · 10−1 4.67 · 10−1 1.57 · 10−2
CB1 6.62 · 10−3 9.28 · 10−1 4.67 · 10−1 1.57 · 10−2
CB2 6.62 · 10−3 9.28 · 10−1 4.67 · 10−1 1.57 · 10−2
AC1 7.17 · 10−3 4.95 · 10−1 2.51 · 10−1 1.20 · 10−2
AC2 6.62 · 10−3 9.28 · 10−1 4.67 · 10−1 1.57 · 10−2
AC3 6.62 · 10−3 9.28 · 10−1 4.67 · 10−1 1.57 · 10−2
CSA 3.48 · 10−2 1.52 · 10−1 9.33 · 10−2 3.59 · 10−2
CGA 1.60 · 10−2 2.36 · 10−1 1.26 · 10−1 1.82 · 10−2
Table 22: Results obtained for the UCI Spam Dataset.
134 appendix . detailed experimental results
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.2
0
.4
0
.6
0
.81
False Negative Rate
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.2
0
.4
0
.6
0
.81
False Positive Rate
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.1
0
.2
0
.3
0
.4
0
.5
Classification Error
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.1
0
.2
0
.3
0
.4
Normalized Expected Cost
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.2
0
.4
0
.6
0
.81
False Negative Rate
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.2
0
.4
0
.6
0
.81
False Positive Rate
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.1
0
.2
0
.3
0
.4
0
.5
Classification Error
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.1
0
.2
0
.3
0
.4
Normalized Expected Cost
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.1
0
.2
0
.3
0
.4
False Negative Rate
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.0
5
0
.1
0
.1
5
0
.2
0
.2
5
False Positive Rate
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
.0
6
0
.0
8
0
.1
0
.1
2
0
.1
4
0
.1
6
Classification Error
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
0
0
.2
0
.4
0
.6
0
.8
1
0
0
.0
2
0
.0
4
0
.0
6
0
.0
8
0
.1
Normalized Expected Cost
P
ro
b
a
b
il
it
y
 C
o
st
 F
u
n
ct
io
n
A
D
C
C
B
0
C
B
1
C
B
2
C
G
A
A
C
1
A
C
2
A
C
3
C
G
A
A
B
T
A
S
B
C
S
A
C
G
A
Fi
gu
re
48
:R
es
ul
ts
ob
ta
in
ed
fo
r
th
e
U
C
I
Sp
am
D
at
as
et
.
Fi
rs
t
co
lu
m
n
of
th
e
ill
us
tr
at
io
n
co
rr
es
po
nd
s
to
Fa
ls
e
N
eg
at
iv
e
R
at
e,
se
co
nd
co
lu
m
n
to
Fa
ls
e
Po
si
ti
ve
R
at
e,
th
ir
d
co
lu
m
n
to
C
la
ss
ifi
ca
ti
on
Er
ro
r
an
d
th
e
fo
ur
th
on
e
co
rr
es
po
nd
s
to
N
or
m
al
iz
ed
Ex
pe
ct
ed
C
os
t.
Fo
r
a
cl
ea
re
r
vi
su
al
iz
at
io
n,
al
go
ri
th
m
s
ha
ve
be
en
di
vi
de
d
in
to
th
re
e
gr
ou
ps
so
ea
ch
ro
w
of
th
e
ill
us
tr
at
io
n
co
rr
es
po
nd
s
to
a
di
ff
er
en
t
gr
ou
p.
C
os
t
G
en
er
al
iz
ed
A
da
Bo
os
t
is
pl
ot
te
d
in
al
lt
he
gr
ap
hs
to
ha
ve
a
co
m
m
on
re
fe
re
nc
e
ac
ro
ss
th
e
re
pr
es
en
ta
ti
on
s.
appendix . detailed experimental results 135
Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[1, 100] ABT 2.05 · 10−1 3.10 · 10−2 1.18 · 10−1 3.28 · 10−2 [1, 50] ABT 1.75 · 10−1 4.50 · 10−2 1.10 · 10−1 4.76 · 10−2
ASB 1.00 · 10−1 6.51 · 10−2 8.26 · 10−2 6.54 · 10−2 ASB 1.00 · 10−1 6.51 · 10−2 8.26 · 10−2 6.58 · 10−2
ADC 8.36 · 10−1 6.01 · 10−3 4.21 · 10−1 1.42 · 10−2 ADC 8.36 · 10−1 6.01 · 10−3 4.21 · 10−1 2.23 · 10−2
CB0 8.36 · 10−1 6.01 · 10−3 4.21 · 10−1 1.42 · 10−2 CB0 8.36 · 10−1 6.01 · 10−3 4.21 · 10−1 2.23 · 10−2
CB1 9.64 · 10−1 0.000 4.82 · 10−1 9.54 · 10−3 CB1 9.87 · 10−1 0.000 4.93 · 10−1 1.94 · 10−2
CB2 9.48 · 10−1 0.000 4.74 · 10−1 9.39 · 10−3 CB2 9.87 · 10−1 0.000 4.93 · 10−1 1.94 · 10−2
AC1 3.21 · 10−1 3.00 · 10−3 1.62 · 10−1 6.15 · 10−3 AC1 1.61 · 10−1 1.10 · 10−2 8.61 · 10−2 1.40 · 10−2
AC2 9.30 · 10−1 0.000 4.65 · 10−1 9.21 · 10−3 AC2 9.71 · 10−1 0.000 4.85 · 10−1 1.90 · 10−2
AC3 9.33 · 10−1 0.000 4.66 · 10−1 9.24 · 10−3 AC3 9.77 · 10−1 0.000 4.88 · 10−1 1.92 · 10−2
CSA 4.00 · 10−2 2.47 · 10−1 1.44 · 10−1 2.45 · 10−1 CSA 1.43 · 10−1 7.41 · 10−2 1.09 · 10−1 7.54 · 10−2
CGA 2.36 · 10−1 1.50 · 10−2 1.26 · 10−1 1.72 · 10−2 CGA 2.06 · 10−1 1.40 · 10−2 1.10 · 10−1 1.78 · 10−2
[1, 25] ABT 1.41 · 10−1 6.51 · 10−2 1.03 · 10−1 6.80 · 10−2 [1, 10] ABT 1.06 · 10−1 6.71 · 10−2 8.66 · 10−2 7.06 · 10−2
ASB 9.41 · 10−2 5.71 · 10−2 7.56 · 10−2 5.85 · 10−2 ASB 9.41 · 10−2 5.71 · 10−2 7.56 · 10−2 6.04 · 10−2
ADC 8.23 · 10−1 1.00 · 10−3 4.12 · 10−1 3.26 · 10−2 ADC 7.14 · 10−1 3.00 · 10−3 3.58 · 10−1 6.76 · 10−2
CB0 8.36 · 10−1 6.01 · 10−3 4.21 · 10−1 3.79 · 10−2 CB0 8.38 · 10−1 6.01 · 10−3 4.22 · 10−1 8.16 · 10−2
CB1 9.94 · 10−1 0.000 4.97 · 10−1 3.82 · 10−2 CB1 9.95 · 10−1 0.000 4.97 · 10−1 9.05 · 10−2
CB2 9.96 · 10−1 0.000 4.98 · 10−1 3.83 · 10−2 CB2 1.000 0.000 5.00 · 10−1 9.09 · 10−2
AC1 8.31 · 10−2 3.90 · 10−2 6.11 · 10−2 4.07 · 10−2 AC1 5.91 · 10−2 8.61 · 10−2 7.26 · 10−2 8.36 · 10−2
AC2 9.82 · 10−1 0.000 4.91 · 10−1 3.78 · 10−2 AC2 9.98 · 10−1 0.000 4.99 · 10−1 9.07 · 10−2
AC3 9.76 · 10−1 0.000 4.88 · 10−1 3.75 · 10−2 AC3 9.96 · 10−1 0.000 4.98 · 10−1 9.05 · 10−2
CSA 6.51 · 10−2 1.09 · 10−1 8.71 · 10−2 1.07 · 10−1 CSA 6.91 · 10−2 1.01 · 10−1 8.51 · 10−2 9.82 · 10−2
CGA 1.77 · 10−1 2.10 · 10−2 9.91 · 10−2 2.70 · 10−2 CGA 1.36 · 10−1 2.60 · 10−2 8.11 · 10−2 3.60 · 10−2
[1, 7] ABT 1.06 · 10−1 6.71 · 10−2 8.66 · 10−2 7.19 · 10−2 [1, 5] ABT 1.10 · 10−1 6.81 · 10−2 8.91 · 10−2 7.51 · 10−2
ASB 9.41 · 10−2 5.71 · 10−2 7.56 · 10−2 6.17 · 10−2 ASB 9.41 · 10−2 5.71 · 10−2 7.56 · 10−2 6.32 · 10−2
ADC 7.45 · 10−1 1.00 · 10−3 3.73 · 10−1 9.40 · 10−2 ADC 6.33 · 10−1 1.90 · 10−2 3.26 · 10−1 1.21 · 10−1
CB0 8.40 · 10−1 6.01 · 10−3 4.23 · 10−1 1.10 · 10−1 CB0 8.36 · 10−1 5.01 · 10−3 4.20 · 10−1 1.43 · 10−1
CB1 9.98 · 10−1 0.000 4.99 · 10−1 1.25 · 10−1 CB1 9.98 · 10−1 0.000 4.99 · 10−1 1.66 · 10−1
CB2 1.000 0.000 5.00 · 10−1 1.25 · 10−1 CB2 1.000 0.000 5.00 · 10−1 1.67 · 10−1
AC1 5.51 · 10−2 9.31 · 10−2 7.41 · 10−2 8.83 · 10−2 AC1 6.11 · 10−2 9.31 · 10−2 7.71 · 10−2 8.78 · 10−2
AC2 9.96 · 10−1 0.000 4.98 · 10−1 1.24 · 10−1 AC2 9.98 · 10−1 0.000 4.99 · 10−1 1.66 · 10−1
AC3 9.96 · 10−1 0.000 4.98 · 10−1 1.24 · 10−1 AC3 9.95 · 10−1 0.000 4.97 · 10−1 1.66 · 10−1
CSA 6.21 · 10−2 1.13 · 10−1 8.76 · 10−2 1.07 · 10−1 CSA 7.41 · 10−2 1.05 · 10−1 8.96 · 10−2 9.99 · 10−2
CGA 1.66 · 10−1 4.60 · 10−2 1.06 · 10−1 6.11 · 10−2 CGA 1.46 · 10−1 4.50 · 10−2 9.56 · 10−2 6.19 · 10−2
[1, 3] ABT 1.08 · 10−1 5.41 · 10−2 8.11 · 10−2 6.76 · 10−2 [1, 2] ABT 1.07 · 10−1 5.71 · 10−2 8.21 · 10−2 7.37 · 10−2
ASB 8.81 · 10−2 6.41 · 10−2 7.61 · 10−2 7.01 · 10−2 ASB 9.01 · 10−2 6.31 · 10−2 7.66 · 10−2 7.21 · 10−2
ADC 4.55 · 10−1 5.41 · 10−2 2.55 · 10−1 1.54 · 10−1 ADC 3.37 · 10−1 7.01 · 10−2 2.04 · 10−1 1.59 · 10−1
CB0 8.37 · 10−1 2.00 · 10−3 4.19 · 10−1 2.11 · 10−1 CB0 8.37 · 10−1 1.00 · 10−3 4.19 · 10−1 2.80 · 10−1
CB1 9.99 · 10−1 0.000 4.99 · 10−1 2.50 · 10−1 CB1 9.95 · 10−1 0.000 4.97 · 10−1 3.32 · 10−1
CB2 9.96 · 10−1 0.000 4.98 · 10−1 2.49 · 10−1 CB2 9.93 · 10−1 0.000 4.96 · 10−1 3.31 · 10−1
AC1 6.41 · 10−2 9.21 · 10−2 7.81 · 10−2 8.51 · 10−2 AC1 7.11 · 10−2 7.71 · 10−2 7.41 · 10−2 7.51 · 10−2
AC2 9.95 · 10−1 0.000 4.97 · 10−1 2.49 · 10−1 AC2 9.95 · 10−1 0.000 4.97 · 10−1 3.32 · 10−1
AC3 9.97 · 10−1 0.000 4.98 · 10−1 2.49 · 10−1 AC3 9.97 · 10−1 0.000 4.98 · 10−1 3.32 · 10−1
CSA 7.01 · 10−2 7.61 · 10−2 7.31 · 10−2 7.46 · 10−2 CSA 1.00 · 10−1 7.01 · 10−2 8.51 · 10−2 8.01 · 10−2
CGA 1.23 · 10−1 4.30 · 10−2 8.31 · 10−2 6.31 · 10−2 CGA 8.71 · 10−2 5.71 · 10−2 7.21 · 10−2 6.71 · 10−2
[2, 3] ABT 1.07 · 10−1 5.71 · 10−2 8.21 · 10−2 7.71 · 10−2 [1, 1] ABT 1.06 · 10−1 6.21 · 10−2 8.41 · 10−2 8.41 · 10−2
ASB 9.01 · 10−2 6.31 · 10−2 7.66 · 10−2 7.39 · 10−2 ASB 1.04 · 10−1 6.21 · 10−2 8.31 · 10−2 8.31 · 10−2
ADC 2.38 · 10−1 9.81 · 10−2 1.68 · 10−1 1.54 · 10−1 ADC 1.33 · 10−1 1.39 · 10−1 1.36 · 10−1 1.36 · 10−1
CB0 8.37 · 10−1 1.00 · 10−3 4.19 · 10−1 3.35 · 10−1 CB0 2.56 · 10−1 2.02 · 10−1 2.29 · 10−1 2.29 · 10−1
CB1 7.29 · 10−1 0.000 3.64 · 10−1 2.91 · 10−1 CB1 1.13 · 10−1 6.81 · 10−2 9.06 · 10−2 9.06 · 10−2
CB2 7.10 · 10−1 0.000 3.55 · 10−1 2.84 · 10−1 CB2 1.04 · 10−1 6.21 · 10−2 8.31 · 10−2 8.31 · 10−2
AC1 8.61 · 10−2 6.31 · 10−2 7.46 · 10−2 7.23 · 10−2 AC1 9.41 · 10−2 6.01 · 10−2 7.71 · 10−2 7.71 · 10−2
AC2 8.80 · 10−1 0.000 4.40 · 10−1 3.52 · 10−1 AC2 1.04 · 10−1 6.21 · 10−2 8.31 · 10−2 8.31 · 10−2
AC3 9.98 · 10−1 0.000 4.99 · 10−1 3.99 · 10−1 AC3 9.41 · 10−2 6.01 · 10−2 7.71 · 10−2 7.71 · 10−2
CSA 1.04 · 10−1 8.01 · 10−2 9.21 · 10−2 8.97 · 10−2 CSA 9.01 · 10−2 6.11 · 10−2 7.56 · 10−2 7.56 · 10−2
CGA 1.09 · 10−1 5.61 · 10−2 8.26 · 10−2 7.73 · 10−2 CGA 1.04 · 10−1 6.21 · 10−2 8.31 · 10−2 8.31 · 10−2
Table 23 - Continued on next page→
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Cost Alg FNR FPR CE NEC Cost Alg FNR FPR CE NEC
[3, 2] ABT 1.06 · 10−1 6.21 · 10−2 8.41 · 10−2 8.85 · 10−2 [2, 1] ABT 1.06 · 10−1 6.21 · 10−2 8.41 · 10−2 9.14 · 10−2
ASB 8.91 · 10−2 6.11 · 10−2 7.51 · 10−2 7.79 · 10−2 ASB 8.91 · 10−2 6.11 · 10−2 7.51 · 10−2 7.97 · 10−2
ADC 8.71 · 10−2 2.32 · 10−1 1.60 · 10−1 1.45 · 10−1 ADC 6.71 · 10−2 3.03 · 10−1 1.85 · 10−1 1.46 · 10−1
CB0 2.20 · 10−2 6.51 · 10−1 3.36 · 10−1 2.73 · 10−1 CB0 2.20 · 10−2 6.59 · 10−1 3.40 · 10−1 2.34 · 10−1
CB1 4.00 · 10−3 6.53 · 10−1 3.28 · 10−1 2.63 · 10−1 CB1 0.000 9.79 · 10−1 4.89 · 10−1 3.26 · 10−1
CB2 6.01 · 10−3 6.48 · 10−1 3.27 · 10−1 2.63 · 10−1 CB2 0.000 9.62 · 10−1 4.81 · 10−1 3.21 · 10−1
AC1 1.00 · 10−1 4.40 · 10−2 7.21 · 10−2 7.77 · 10−2 AC1 1.09 · 10−1 3.20 · 10−2 7.06 · 10−2 8.34 · 10−2
AC2 3.00 · 10−3 7.34 · 10−1 3.68 · 10−1 2.95 · 10−1 AC2 0.000 9.74 · 10−1 4.87 · 10−1 3.25 · 10−1
AC3 0.000 9.98 · 10−1 4.99 · 10−1 3.99 · 10−1 AC3 0.000 1.000 5.00 · 10−1 3.33 · 10−1
CSA 1.06 · 10−1 6.91 · 10−2 8.76 · 10−2 9.13 · 10−2 CSA 1.09 · 10−1 4.00 · 10−2 7.46 · 10−2 8.61 · 10−2
CGA 8.91 · 10−2 6.01 · 10−2 7.46 · 10−2 7.75 · 10−2 CGA 1.01 · 10−1 8.41 · 10−2 9.26 · 10−2 9.54 · 10−2
[3, 1] ABT 1.06 · 10−1 6.21 · 10−2 8.41 · 10−2 9.51 · 10−2 [5, 1] ABT 1.04 · 10−1 6.91 · 10−2 8.66 · 10−2 9.83 · 10−2
ASB 8.91 · 10−2 6.11 · 10−2 7.51 · 10−2 8.21 · 10−2 ASB 9.51 · 10−2 6.71 · 10−2 8.11 · 10−2 9.04 · 10−2
ADC 4.20 · 10−2 4.20 · 10−1 2.31 · 10−1 1.37 · 10−1 ADC 1.90 · 10−2 5.13 · 10−1 2.66 · 10−1 1.01 · 10−1
CB0 2.20 · 10−2 6.61 · 10−1 3.41 · 10−1 1.82 · 10−1 CB0 2.20 · 10−2 6.55 · 10−1 3.38 · 10−1 1.27 · 10−1
CB1 0.000 1.000 5.00 · 10−1 2.50 · 10−1 CB1 0.000 9.94 · 10−1 4.97 · 10−1 1.66 · 10−1
CB2 0.000 9.95 · 10−1 4.97 · 10−1 2.49 · 10−1 CB2 0.000 9.99 · 10−1 4.99 · 10−1 1.66 · 10−1
AC1 1.17 · 10−1 2.60 · 10−2 7.16 · 10−2 9.43 · 10−2 AC1 1.21 · 10−1 4.10 · 10−2 8.11 · 10−2 1.08 · 10−1
AC2 0.000 9.95 · 10−1 4.97 · 10−1 2.49 · 10−1 AC2 0.000 9.94 · 10−1 4.97 · 10−1 1.66 · 10−1
AC3 0.000 9.99 · 10−1 4.99 · 10−1 2.50 · 10−1 AC3 0.000 9.99 · 10−1 4.99 · 10−1 1.66 · 10−1
CSA 1.30 · 10−1 5.41 · 10−2 9.21 · 10−2 1.11 · 10−1 CSA 1.32 · 10−1 5.11 · 10−2 9.16 · 10−2 1.19 · 10−1
CGA 7.91 · 10−2 7.71 · 10−2 7.81 · 10−2 7.86 · 10−2 CGA 7.71 · 10−2 9.91 · 10−2 8.81 · 10−2 8.07 · 10−2
[7, 1] ABT 9.01 · 10−2 9.61 · 10−2 9.31 · 10−2 9.08 · 10−2 [10, 1] ABT 9.01 · 10−2 9.61 · 10−2 9.31 · 10−2 9.06 · 10−2
ASB 9.51 · 10−2 6.71 · 10−2 8.11 · 10−2 9.16 · 10−2 ASB 9.61 · 10−2 5.81 · 10−2 7.71 · 10−2 9.26 · 10−2
ADC 2.00 · 10−2 5.53 · 10−1 2.86 · 10−1 8.66 · 10−2 ADC 2.10 · 10−2 6.07 · 10−1 3.14 · 10−1 7.43 · 10−2
CB0 2.20 · 10−2 6.60 · 10−1 3.41 · 10−1 1.02 · 10−1 CB0 2.20 · 10−2 6.60 · 10−1 3.41 · 10−1 8.00 · 10−2
CB1 0.000 9.91 · 10−1 4.95 · 10−1 1.24 · 10−1 CB1 1.00 · 10−3 9.91 · 10−1 4.96 · 10−1 9.10 · 10−2
CB2 0.000 9.96 · 10−1 4.98 · 10−1 1.24 · 10−1 CB2 0.000 9.98 · 10−1 4.99 · 10−1 9.07 · 10−2
AC1 1.24 · 10−1 4.30 · 10−2 8.36 · 10−2 1.14 · 10−1 AC1 1.18 · 10−1 5.61 · 10−2 8.71 · 10−2 1.12 · 10−1
AC2 0.000 9.95 · 10−1 4.97 · 10−1 1.24 · 10−1 AC2 0.000 9.96 · 10−1 4.98 · 10−1 9.05 · 10−2
AC3 0.000 9.99 · 10−1 4.99 · 10−1 1.25 · 10−1 AC3 0.000 1.000 5.00 · 10−1 9.09 · 10−2
CSA 1.75 · 10−1 5.91 · 10−2 1.17 · 10−1 1.61 · 10−1 CSA 1.43 · 10−1 4.60 · 10−2 9.46 · 10−2 1.34 · 10−1
CGA 8.01 · 10−2 1.16 · 10−1 9.81 · 10−2 8.46 · 10−2 CGA 7.01 · 10−2 1.07 · 10−1 8.86 · 10−2 7.34 · 10−2
[25, 1] ABT 7.11 · 10−2 1.20 · 10−1 9.56 · 10−2 7.30 · 10−2 [50, 1] ABT 7.41 · 10−2 1.51 · 10−1 1.13 · 10−1 7.56 · 10−2
ASB 9.61 · 10−2 5.81 · 10−2 7.71 · 10−2 9.46 · 10−2 ASB 9.61 · 10−2 5.81 · 10−2 7.71 · 10−2 9.54 · 10−2
ADC 2.60 · 10−2 6.50 · 10−1 3.38 · 10−1 5.00 · 10−2 ADC 2.20 · 10−2 6.55 · 10−1 3.38 · 10−1 3.44 · 10−2
CB0 2.40 · 10−2 6.40 · 10−1 3.32 · 10−1 4.77 · 10−2 CB0 2.20 · 10−2 6.55 · 10−1 3.38 · 10−1 3.44 · 10−2
CB1 0.000 9.94 · 10−1 4.97 · 10−1 3.82 · 10−2 CB1 0.000 9.86 · 10−1 4.93 · 10−1 1.93 · 10−2
CB2 0.000 9.83 · 10−1 4.91 · 10−1 3.78 · 10−2 CB2 0.000 9.93 · 10−1 4.96 · 10−1 1.95 · 10−2
AC1 1.00 · 10−1 9.71 · 10−2 9.86 · 10−2 1.00 · 10−1 AC1 8.01 · 10−2 1.97 · 10−1 1.39 · 10−1 8.24 · 10−2
AC2 0.000 9.90 · 10−1 4.95 · 10−1 3.81 · 10−2 AC2 2.00 · 10−3 9.95 · 10−1 4.98 · 10−1 2.15 · 10−2
AC3 0.000 9.98 · 10−1 4.99 · 10−1 3.84 · 10−2 AC3 1.00 · 10−3 9.90 · 10−1 4.95 · 10−1 2.04 · 10−2
CSA 1.40 · 10−1 8.91 · 10−2 1.15 · 10−1 1.38 · 10−1 CSA 2.85 · 10−1 1.00 · 10−3 1.43 · 10−1 2.80 · 10−1
CGA 6.01 · 10−2 1.18 · 10−1 8.91 · 10−2 6.23 · 10−2 CGA 5.61 · 10−2 1.45 · 10−1 1.01 · 10−1 5.78 · 10−2
[100, 1] ABT 6.91 · 10−2 2.05 · 10−1 1.37 · 10−1 7.04 · 10−2
ASB 9.61 · 10−2 5.81 · 10−2 7.71 · 10−2 9.57 · 10−2
ADC 2.20 · 10−2 6.55 · 10−1 3.38 · 10−1 2.83 · 10−2
CB0 2.20 · 10−2 6.55 · 10−1 3.38 · 10−1 2.83 · 10−2
CB1 2.00 · 10−3 9.69 · 10−1 4.85 · 10−1 1.16 · 10−2
CB2 0.000 9.73 · 10−1 4.86 · 10−1 9.63 · 10−3
AC1 5.61 · 10−2 3.22 · 10−1 1.89 · 10−1 5.87 · 10−2
AC2 4.00 · 10−3 9.51 · 10−1 4.77 · 10−1 1.34 · 10−2
AC3 0.000 9.95 · 10−1 4.97 · 10−1 9.85 · 10−3
CSA 2.51 · 10−1 1.10 · 10−1 1.81 · 10−1 2.50 · 10−1
CGA 4.90 · 10−2 2.24 · 10−1 1.37 · 10−1 5.08 · 10−2
Table 23: Results obtained for the CBCL Dataset.
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