Combination of emulation and simulation offers the hope of both functional and temporal fidelity when modeling large scale networks and the applications that use them. Emulation of unmodified software gives functional fidelity, but not necessary temporal fidelity. We addressed this in prior work by embedding the OpenVZ virtual machine system in virtual time. Validation reveals that there are network timing errors whose magnitude depend on the length of a virtual machine execution timeslice. A natural question asks to what degree these errors impact the behavior of applications. For instance, if an application is relatively insensitive to these errors, we can increase performance by allowing larger emulation timeslices. We study a variety of applications with different network and CPU demands. We find, surprisingly, that difference in application behavior due to simply using OpenVZ often dominate the errors, implying that we need not be overconcerned about errors due to larger timeslices.
INTRODUCTION
The successful deployment and advancement of many large-scale networked systems requires high performance, high reliability, and secure underlying communication networks. A testbed is an important tool for studying these networks and their applications. Researchers have created various testbeds that use emulation or simulation, for conducting medium to large scale experiments. Simulation testbeds provide a highly configurable, repeatable and scalable network environment at low cost, but trade functional fidelity for scale and speed. Network emulation ensures functional fidelity by running real applications on physical machines, but is limited by budget. To draw upon strengths of both types of testbed, we integrate the light-weighted OpenVZ-based emulation system (OpenVZ 2012) with a parallel network simulator (Jin, Zheng, Zhu, Nicol, and Winterrowd 2012) .
Our testbed provides both functional and temporal fidelity, by embedding the virtual machines in virtual time . However, small temporal errors are introduced by the OpenVZ design, on the scale of a timeslice given to virtual machines, because OpenVZ interacts with a virtual machine only at the beginning and end of a timeslice. This paper asks how temporal errors affect behavioral fidelity with respect to application-specific metrics. We study applications that are network-intensive, and ones that are CPU-intensive. We also evaluate behavioral fidelity on ICMP, UDP and TCP by studying FTP, web browsing, ping, and iperf. Our study concerns three configurations: native Linux, native OpenVZ, and our emulation/simulation testbed. By comparing native Linux and native OpenVZ we identify deviations that are due solely to OpenVZ's implementation. Comparing native Linux and our emulation/simulation testbed we see the impact of those errors and errors introduced by our testbed.
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The experimental results show that application timing errors introduced by the virtual time system are bounded by the size of an emulation timeslice in both network-intensive and CPU-intensive applications, and that the network round-trip-time (RTT) may increase by as much as 2 emulation timeslices. Applications whose metrics are not affected by changes in the RTT of that scale are insensitive to emulation errors. We also see that errors introduced by OpenVZ are generally larger than errors introduce by the virtual time system, especially for TCP-based applications. The importance of these observations is that we can tune the virtual time errors by changing the size of the emulation timeslice, and so, as a function of application, choose timeslices that do not significantly impact application performance.
The remainder of the paper is organized as follows: Section 2 overviews the design of the testbed and describes the virtual time system implemented in the OpenVZ-based emulation; Section 3 shows the setup of the experiment framework for conducting the validation tests under various network conditions; Section 4 presents and analyzes the experimental results for various type of applications; Section 5 discusses the related work; and Section 6 concludes the paper.
SYSTEM OVERVIEW
System Architecture Design
We have developed a large-scale, high-fidelity network testbed by integrating the OpenVZ network emulation into a S3F-based network simulation framework. Figure 1 shows the overall system architecture on a single physical Linux box. The system consists three layers: an OpenVZ virtual machine manager for network emulation, S3F-the kernel of the system, and S3FNet-a parallel network simulator. 
OpenVZ-based Network Emulation
OpenVZ is an OS-level virtualization technology, which creates and manages multiple isolated Linux containers, also called Virtual Environments (VEs), on a single physical server. Each VE performs exactly like a stand-alone host with its own root access, users and groups, IP and MAC address, memory, process tree, file system, system libraries and configuration files, but shares a single instance of the Linux OS Zheng, Jin, and Nicol kernel for services such as TCP/IP. Compared with other virtualization technologies such as Xen (paravirtualization) and QEMU (full-virtualization), OpenVZ is light-weight (e.g., we are able to run more than 300 VEs on a commodity server with 8 2GHz cores and 16 GB memory), at the cost of diversity in the underlaying operating system.
OpenVZ emulation allows users to execute real software in the VEs to achieve high functional fidelity. It also frees a modeler from developing complicated simulation models for network applications and the corresponding protocol stacks. Besides functional fidelity, our version of OpenVZ also provides temporal fidelity through a virtual clock implementation , allowing an integration with the simulation system. More details on virtual clock will be discussed in Section 2.2.
2.1.2 S3F -Kernel of the Emulation/Simulation System SSF (Scalable Simulation Framework) defines an API that supports modular construction of simulation models, with automated exploitation of parallelism. Building on ten years of experience, we developed a second generation API named S3F (Nicol, Jin, and Zheng 2011) , which supports the OpenVZ-based emulation experiments based on the notion of virtual clock. The VE controller and the global scheduler shown in Figure 1 are responsible for managing the interaction between the simulation and the emulation systems.
The VE controller is designed for controlling all the emulation hosts according to S3F's command, as well as providing necessary communications between VEs and their corresponding simulated nodes. VE controller is a special API that offers the following three services: advance emulation clock, transfer packets bidirectionally between simulation and emulation, and provide emulation lookahead. More details on the VE controller are in (Jin, Zheng, Zhu, Nicol, and Winterrowd 2012) .
The Global scheduler coordinates safe and efficient advancement of the two systems. It ensures that the emulation runs ahead of the simulation, generating the network's offered load, but not so far ahead to miss delivery of traffic. It also schedules the sequence and length of each emulation and simulation execution cycle to preserve causal relationships. Each VE has its own virtual clock, which is synchronized with the simulation clock in S3F. The complete synchronization algorithm used by the global scheduler is described in (Jin, Zheng, Zhu, Nicol, and Winterrowd 2012) . In addition, the global scheduler makes the emulation integration nearly transparent to the upper layer network simulator.
S3FNet -Network Simulator
S3FNet is a network simulator built on top of the S3F kernel. While it is capable for creating models of network devices (e.g., host, switch, router) with layered protocols (e.g., IP, TCP, UDP) like other network simulators, the primary usage of S3FNet in the entire system is to simulate a sophisticated underlying network environment (e.g. detailed CSMA/CD for traditional Ethernet, CSMA/CA for wireless communication), and to efficiently model the extensive communication and computation in large-scale experiment settings (e.g., background traffic simulation model (Nicol and Yan 2006) (Jin and Nicol 2010) ).
S3FNet has the global view of the network topology. Every VE in the OpenVZ model is represented in the S3FNet model as a host within the modeled network, together with other simulated nodes. Within S3FNet, traffic that is generated by a VE emerges from its proxy host inside S3FNet, and, when directed to another VE, is delivered to the recipient's proxy host as shown in Figure 1 . Only the global scheduler in S3F knows the distinction between an emulated host (VE-host) or a virtual host (non-VE host).
Virtual Time System
In our system VEs perceive time exactly as they do in the real world . In a real system, an application perceives time elapses when doing computation or when waiting for I/Os. Similarly, a virtual clock advance between when its VE starts to execute and stops, and when the VE starts a blocking I/O, and when it finishes.
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We use a timeslice-based mechanism to implement our virtual time system. A VE can run only after the VE controller has given it a timeslice and released it. Without being given a timeslice, a VE will remain suspended and its clock does not advance. When an event occurs to unsuspend it (e.g., arrival of a message being blocked for), the clock is advanced to the time of the event, leaping over an idle epoch. While a VE is suspended, the simulator can perform arbitrarily long simulation computation as this will not affect the VE's state. This frees our emulation from having to run in real time-emulation can now run either faster or slower than real time, depending on the system load and the simulation model that is being used.
Another advantage is that the VE controller is able to control VE executions to prevent some VEs from running too far ahead (in terms of virtual time), potentially leading to causal violations. In regards to VE synchronization, we currently use a barrier-based mechanism. In particular, S3F computes a barrier (a virtual time value) to which all VEs are safe to advance, and let all VEs run to this barrier. Within two consecutive barriers, VEs are considered independent, and any VE interactions are postponed to the barrier. Details of the synchronization algorithm is provided in (Jin, Zheng, Zhu, Nicol, and Winterrowd 2012) .
Our virtual time system introduces some timing errors via the timeslice-based mechanism. Once a VE receives a timeslice, the VE controller cannot interact or stop the VE until the timeslice has expired, on the hardware interrupt. In particular, the VE controller cannot deliver an event (i.e. network packet arrival) to the VE at the exact virtual time the packet leaves the simulation. Events occur at timeslice boundaries and so any error is bounded in magnitude by the length of the timeslice . We may reduce the error bound by setting a smaller hardware interrupt interval (Zheng, Nicol, Jin, and Naoki 2012) . Nevertheless, this cannot be arbitrarily small due to efficiency concerns and hardware limits. We typically use 100 µs as the smallest timeslice.
EXPERIMENT SETUP
Figure 2 illustrates our experiment framework, which consists of three components: an end-host running a server side application, an end-host running a client side application and an intermediate host that serves as a traffic controller. The traffic controller is a Linux application for configuring test scenarios with various network conditions including bandwidth, packet drop rate and packet delay. We duplicate the same network topology onto three platforms. The platform in Figure 2 (a) consists only the physical hosts, which serves as the ground truth data collector. The second platform, as shown in Figure 2 (b), has end-host applications running inside the OpenVZ virtual machine (VE) instead of the real operation system; comparison of behaviors on this with those of the applications on the first platform reveals the difference introduced by the OpenVZ techniques. The same topology is also created in our virtual-time system enabled testbed, as shown in Figure 2 (c). The setup is composed of three virtual machines running on a single physical machine. Comparison of behaviors on this with behaviors on the pure OpenVZ topology reveals the errors our virtual time techniques introduce.
We use the identical hardware across all three platforms. Each physical machine is equipped with a 2.0 GHz dual-core processor, 2 GB memory and gigabit Ethernet network interface cards. Also, we create the same software environment for all platforms, including the same OS (Red Hat Enterprise Linux 5 with 2.6.18 kernel), the same version of libraries and drivers, the same testing applications and the same setting of network parameter (e.g. sending/receiving buffer, ip routing table). Finally, the traffic controller alters data packets in a deterministic manner, coordinated across architectures, using a random number generator to select packets to drop on the flows of interest. Therefore, when the i th packet is dropped in any one of the configurations, the i th packet is dropped in all of them. In this way, we ensure that on an experiment-by-experiment basis, we are comparing precisely the same context for measuring the application-level network metrics. 
EXPERIMENT DATA AND ANALYSIS
Network-intensive Applications
The first set of applications we study are network-intensive applications (ICMP, UDP, TCP). The experiments, run on each testbed platform, vary bandwidth, delay and loss. The data shown is based on a 100µs timeslice. The platform index number 1, 2 and 3 used in every table in this section represents the native Linux, native OpenVZ and OpenVZ with virtual time system respectively as shown in Figure 2 .
Icmp
We use the ICMP protocol by pinging from one end-host to the other end-host under different network conditions controlled by the intermediate node. Ping is the commonly used utility application for testing the reachability of a host on an IP-based network and for measuring the round-trip time (RTT) for messages (ICMP echo request and response packets) sent from the originating host to a destination host and record any packet loss. The measured RTTs are listed in the Table 1 .
Comparison of Testbed 1 (native Linux) and Testbed 2 (OpenVZ) shows the processing delay in bridging the veth and eth interface. We see the total processing overhead is approximately 0.1 ms, a cost due entirely to using OpenVZ, independent of virtual time overheads. Comparison between Testbed 2 and Testbed 3 shows the timeslice error explained in Section 2.2. A round-trip in this topology contains four hops (from Machine 1 to Machine 2 and back to Machine 1) and thus the worst case error is 400µs. Indeed, the largest observed error is about 200µs, and this matches the error bound of our system.
Udp
We set up an iperf (Iperf 2012) UDP server and client pair at the two end-hosts. The iperf client sends constant bit rate (CBR) UDP traffic under various network conditions, and the packet loss rate, throughput and jitter are recorded in Table 2 for comparison.
The client sends data at a CBR equal to the link bandwidth. However, the bandwidth specified in iperf is the end-to-end (application layer) bandwidth. When the data is transmitted over the network and Zheng, Jin, and Nicol is added the network headers, the raw network data rate slightly exceeds the available bandwidth. This is the reason we observe packet losses even in the cases that link are not lossy, and those losses are caused by buffer overflow at the traffic controller. We observe nearly identical results across all three platforms, especially the throughput has smaller than 1% error. Unlike TCP, there is no feedback loop in UDP, and the temporal error of a single packet does not propagate and cascade. 
Tcp Iperf
We set up the iperf TCP server and client and use the traffic controller to adjust the length of delay, loss rate and the available bandwidth to create various network testing scenarios. All the TCP related parameters, such as size of sending buffer and receiving buffer, are set to be the same (128 KB) in native Linux and
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OpenVZ. We keep sending traffic for 30 seconds for all the experiments and record the throughput, which is the primary indication of TCP connection performance, in Table 3 .
Throughputs from platforms 2 and 3 are very close, under all cases, suggesting that the small errors in virtual time do not impact throughput evaluation. However, in our first trial of these experiments we saw a large difference between platforms 1 and 2, with (surprisingly) platform 2 yielding a significantly larger throughout! Investigation revealed that OpenVZ configuration allows for control of certain TCP buffer sizes, and that were set to be larger than native Linux uses. After we aligned all TCP configurations possible, we still see differences between native Linux and native OpenVZ. In particular, in all the loss-free scenarios, TCP traffic in the native Linux has better performance than the OpenVZ-based Linux.
To understand the root cause of this difference, we instrumented the code to print out the size of the TCP send window, as a function of segment number; Figure 3 plots the result when we induce network conditions delay = 1 second, loss = 0, and bandwidth = 1 Mb/s. Platforms 2 and 3 have essentially identical results, but a significant difference is seen between platforms 1 and 2, with the send window size in congestion avoidance mode bing 34 for native Linux and 29 for OpenVZ. We also see different growth in the window size during the slow start mode. The differences strongly suggest some fundamental difference between the TCP implementation or configuration in native Linux and native OpenVZ. Table 4 .
In the first four loss-free cases, Testbed 2 and Testbed 3 behave similarly, but they are slightly different than Testbed 1 (up to 3% difference in throughput). The reason is the same as previous iperf TCP, as FTP uses TCP. The difference affects only the file transfer time but not the connection establish time, as the server and client only exchange control messages during the connection establish phase. These messages are delay sensitive but not throughput sensitive.
In the last three cases with losses, the throughput differences among three testbeds are enlarged. Again this is due to the difference in TCP implementation. Although our traffic controller outputs deterministic packet losses, they may behave differently on a same single packet loss, causing the different in achievable TCP throughput. During the connection establish phase, no packet losses are observed, thus all three testbeds have similar connection time. HTTP Zheng, Jin, and Nicol Hypertext Transfer Protocol (HTTP) is the data communication protocol for the world wide web. Web browsing is generally tolerant of moderate delay and loss. We setup an apache server on one end-host (Apache 2012) and a text-based web browser, named lynx (Lynx 2012), on the other end-host. We grabbed the openvz.org site with one level depth (105 files, 2848KB in total) and host those contents in our apache server. In this way, we can produce some typical web traffic which consists of a series of small and bursty file transfers. In the experiments, the client is configured to traverse all the first-level links and reports the total traversal time. The cache is cleared at the beginning of every run. The network bandwidth is set to 10 Mb/s for every experiment. We run each experiment for 10 times and the results are shown in Table 5 .
We observe that traversing all web pages takes longer time in the OpenVZ-based Linux than in the native Linux. This is due to the processing delay in bridging the virtual network interface in OpenVZ (e.g., "veth0" ) and the real Ethernet interface (e.g., "eth0").
Also, testbed 3 has a smaller traversal time than testbed 2 in all the loss-free scenarios. The reason is that our embedding of OpenVZ in virtual time does not yet account for delays in file I/O, a deficiency in our implementation we will shortly be rectifying.
In addition, large randomness is observed for all the cases with packet loss. We carefully studied traces of different runs, and discovered this is due to multi-threaded web client/server applications. In particular, the web client application launches multiple TCP connections to request objects from the server and each connection is a thread. Since the multi-thread scheduling in Linux is non-deterministic, the packet sending sequences can be different across multiple runs of each test case. Therefore, the traffic controller could drop different packets though itself is designed to produce packet loss pattern deterministically. The dropped HTTP packets are not uniformly important -control packet losses have larger impact on the overall timing than do data packet losses. Such randomness in the application behavior is not introduced by our system and should be expected in a multi-thread execution environment. 
Larger emulation timeslice
The network round-trip-time is increased by the emulation timeslice. As much as one timeslice is added on the server side, as it may take that much additional time for it to recognize a packet, and as much as one additional timeslice may be added for the client to recognized the server's response. These delays obviously directly impact "ping", but they also impact TCP and applications that use it. TCP throughput is approximately RW S/RT T , where RW S is the receiver window size and RTT is the round-trip delay. So, for instance, in our experiments where the network latency is 1 ms, using an emulation timeslice of 1 ms causes RTT to increase from 2 ms to 4 ms, effectively cutting throughput in half. Experiments using larger emulation timeslices confirm this sensitivity. This gives us some guidance on choice of emulation timeslice in network intensive applications using TCP.
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CPU-intensive Applications
For CPU-intensive applications, we implemented the Client Puzzle protocol (Juels and Brainard 1999) , which is used in many proof of work schemes for managing limited resources on a server and providing resilience to denial of service (DoS) attacks. In this protocol, when a client initiates a connection to a server, server will send client a puzzle to solve. The connection will be established only if the client correctly solve the puzzle. In particular, a puzzle is essentially a hash inversion problem, which currently has no efficient algorithm to solve but using brute force search. Table 6 documents the elapsed time for the client to set up a connection with the server. For consistency, the server is always using the same puzzle, but the client has no caches of previous puzzles. Each experiment uses a network bandwidth of 10 Mb/s.
We can see both Testbed 2 and Testbed 3 have very similar runtimes, yet Testbed 1 has slightly smaller ones. This is due to the overhead introduced by OpenVZ virtualization. Such overhead is small (around 3%), and it matches the advertised overhead of OpenVZ. The simulation/emulation overheads are excluded from the virtual clock of a container, and the container perceives time as if it were running independently. Moreover, we notice that Testbed 3 has a smaller standard deviation in runtime, indicating that its runtime is more stable and more repeatable. This is due to the virtual time system, which only counts the execution time performed by a VE into its virtual clock, excluding most other activities that may affect its runtime.
We conclude that our timeslice-based virtual time implementation yields high temporal fidelity not only for network packets but also to CPU computations. When the scheduler gives a timeslice to a VE, the actual amount of execution time received by the VE is usually slightly different from the timeslice length, due to some overhead and some interrupt-disabling routines in the Linux kernel. Our virtual time system uses an offset mechanism to compensate such difference (Jin, Zheng, Zhu, Nicol, and Winterrowd 2012) , making the CPU computation time correct in long term. Without such mechanism, application runtime is less accurate and less repeatable. Zheng, Jin, and Nicol
Virtual Time System
While virtualization improves functional fidelity of network simulation and emulation, some recent effort focuses on temporal fidelity. DieCast (Gupta, Vishwanath, and Vahdat 2008) , VAN (Biswas, Serban, Poylisher, Lee, Mau, Chadha, Chiang, Orlando, and Jakubowski 2009) , and SVEET (Erazo, Li, and Liu 2009) modify Xen hypervisor that translate real time into a constantly slowed down virtual time, such that multiple guest domains can coexist on a single physical machine, yet they still perceive time as if they were running concurrently. Our virtual time implementation focuses on OpenVZ and achieves better scalability. In addition, unlike the Xen-based virtual time systems in which guest domains run continuously, our timeslice-based implementation advances VEs discretely. While a VE is suspended, its state including its virtual clock remains unchanged, such that the simulator may perform arbitrarily long computation. This mechanism totally frees emulation from real time constraint. In regards to validation, DieCast (Gupta, Vishwanath, and Vahdat 2008) did an extensive work on various applications. While they validate their platform on a larger network but merely focus on only virtualization platforms, we also study the differences between native Linux platforms and virtualized ones.
CONCLUSION
We test and evaluate the application behaviors of a virtual-time-integrated, virtual-machine-based network emulation/simulation testbed. The test cases are designed to cover both network-intensive application and CPU-intensive applications over a group of commonly-used protocols. We found the minimal temporal error (100 µs) introduced by the emulation does not introduce additional behavioral errors in all the tested applications than the known errors that are bounded by the scale of a timeslice. We also observe that the errors caused by the native OpenVZ kernel is larger than the ones caused by the virtual time system, especially for TCP-based applications. Overall, this validation study suggests that our emulation/simulation testbed can deliver behaviors with temporal errors no greater than those induced simply by using OpenVZ virtualization.
