Abstract. The finite mass method is a gridless Lagrangian method to simulate compressible flows that has been introduced in a recent paper from Gauger, Leinen, and Yserentant [SIAM J. Numer. Anal., 37 (2000), pp. 1768-1799. It is based on a discretization of mass, not of space as with classical discretization schemes. Mass is subdivided into little mass packets of finite extension each of which is equipped with finitely many internal degrees of freedom. These mass packets move under the influence of internal and external forces and the laws of thermodynamics and can change their shape to follow the motion of the fluid. Only free flows in vacuum have been considered so far. In this article, a concept is presented to extend the method to flows in domains having boundaries. It maintains the second order accuracy of the basic method and can be implemented along the same lines.
Introduction.
The finite mass method is a gridless Lagrangian method to solve problems in continuum mechanics, mainly in gas dynamics, and belongs to a class of methods that recently attracts much attention [2] . It has been presented in the article [1] of Gauger, Leinen, and Yserentant and is based on concepts that have been developed in [5] , [6] , and [7] . The finite mass method shares some features with the smoothed particle hydrodynamics [3] , [4] but can reach a much higher accuracy and probably has a sounder mathematical foundation. In contrast to finite element and finite volume methods, the finite mass method is based on a discretization of mass, not of space. Mass is subdivided into small mass packets of finite extension, each of which is equipped with finitely many internal degrees of freedom. These mass packets move under the influence of internal and external forces and the laws of thermodynamics and can penetrate each other. They can rotate, expand, and contract and can even change their shape to follow the deformation of the material. The approximations the finite mass method produces are differentiable functions such that it comes much closer to classical discretization schemes than to the usual Lagrangian particle methods. Only free flows in vacuum have been considered in [1] . In the present paper, a concept is developed to extend the method to flows in domains having boundaries.
A simple possibility to prevent the particles from leaving the flow region is to introduce boundary forces that are derived from an artificial boundary potential. Such approaches fit very well into the variational framework of the finite mass method and are theoretically easy to understand; see [5] or [7] for a closer description. However, the disadvantages are predominant. The attainable accuracy is limited because particles almost completely contained in the interior of the domain cannot superimpose to a constant or linear function near the boundary. The corresponding boundary forces are not very well equilibrated with the internal forces exerted by the other particles and therefore often either lead to very stiff equations of motion or are not sufficiently strong and then do not have the desired effect. And finally, it is not clear how to generalize this idea to the boundary conditions viscous flows are subject to.
Therefore, we follow another approach that is very popular in the field and assign a mirror particle to every particle intersecting the boundary of the flow region. These mirror particles counterbalance the forces pressing the particles out of the domain and slow down the motion near the boundary, should the occasion arise. We first restrict ourselves to the usual boundary conditions for inviscid flows and start from the observation that in case of a halfspace a properly designed method of this type completely reproduces the finite mass solutions on the whole space which are symmetric under reflection at the boundary plane. The restriction of such a solution to the given halfspace can be considered as an approximate solution of the Euler equations satisfying the corresponding boundary conditions because the normal component of the resulting velocity field vanishes along the boundary. In case of halfspaces, the method therefore remains basically unchanged and the same accuracy is reached as for free flows. No new numerical difficulties arise, for example, with time integrators or in the computation of the integrals that define the forces acting upon the particles.
We locally approximate the boundary of smooth regions by planes that are separately assigned to each particle. At these planes, the particles are then reflected, a construction which maintains both the formal second order accuracy of the method and the internal structure of the particles. Algorithmically, one proceeds as for halfspaces. This approach can formally also be extended to domains having edges and corners, but then the accuracy strongly degrades. In case of the boundary conditions viscous flows are subject to, one proceeds similarly as for the inviscid case, changing only the reflection laws for the particles such that also the tangential components of the velocity field approximately vanish along the boundary.
2.
A short review of the finite mass method. In this section, we give a short overview on how physical quantities like the mass density and the velocity field are represented in the finite mass method and how the equations of motion for the degrees of freedom associated to the single mass packets or particles are set up. For details, we refer to the article [1] of Gauger, Leinen, and Yserentant. The only difference to this paper is that we allow for a change of orientation in the transition from the reference configuration to a given particle. This is only a formal modification needed to treat reflected particles and does not affect the properties of the method.
The basic ingredient of the finite mass method is an at least continuously differentiable shape function ψ : R d → R, d the space dimension, with compact support that attains only values ≥ 0. It describes the mass distribution inside the mass packets into which the fluid is subdivided. Without restriction, we assume that ψ satisfies the normalization conditions
and that its inertia tensor is a constant multiple of the identity, that is,
with y k denoting the components of y. Typical such ψ are the tensor products of quadratic or cubic B-splines in one space dimension.
The single mass packets or particles can move in space and can undergo arbitrary linear deformations. The points y of the mass packet i move along the trajectories
The vector q i (t) determines the position of the packet and the nonsingular matrix H i (t) its size, shape, and orientation in space. Conversely,
are the body coordinates of the point at position x in space at time t. The mass density of the packet i related to space coordinates therefore is, up to its constant total mass,
|det H i (t)| ; (2.5) the determinant ensures that
independent of q i and H i ; that is, the total mass contained in this packet remains fixed. The points y of the packet i have the velocity
Inserting the expression (2.4) for y, one gets the velocity field
of the packet i related to the space coordinates.
Let m i > 0 denote the mass of the packet i. The total mass density
then results from the superposition of the mass densities of the single packets. The velocity field v of the flow is defined by the relation (2.10) which means that the total mass flux ρv is the sum of the mass fluxes of the single packets. Introducing the local mass fractions
which form a partition of unity on the region actually occupied by mass, the velocity field v can be written as the convex combination
of the velocity fields of the individual mass packets. This construction automatically ensures conservation of mass.
We restrict our attention in this overview to the simple case of isentropic fluids, fluids for which the internal energy per unit volume is a function ε = ε(ρ) of the mass density alone, like the internal energy
of corresponding ideal gases. The total internal energy of the system
with ρ the mass density (2.9) then can be considered as a function of the particle coordinates q i and H i . The more general case of fluids with an internal energy depending on entropy as second thermodynamic quantity is discussed in [1] .
The kinetic energy of the mass packet i is
and attains, because of (2.1) and (2.2), the closed representation
where |·| denotes the Euclidean norm of a vector and the Frobenius norm of a matrix, respectively. The total kinetic energy of the system is
From the kinetic energy (2.17) and the internal energy (2.14) the Lagrange function
of the system is formed, leading to the equations of motion d dt
Introducing the normalized forces
these equations of motion read
The normalized forces F i and M i are of local nature and are only influenced by particles that overlap with the given particle.
To break the invariance to time reversal and enable shock calculations, the righthand side of the first equation in (2.21) is supplemented by a frictional force, (2.22) and the second equation is modified correspondingly; see [1] for details. The forces (2.22) damp local fluctuations and softly couple the particles together. The difference between the velocity of the given particle and the surrounding velocity field of the flow determines the direction of the force (2.22) and the friction coefficient R ≥ 0 its strength. It can be written in the form R = 2/T with T a relaxation time describing how fast the fluctuation energy coming from the velocity differences between overlapping particles is transformed to heat. We finally remark that the finite mass method can be extended to viscous flows [1] as well as to flows in external force fields [8] .
The given particle model is invariant to arbitrary translations, rotations, and reflections and, as it concerns the shape the particles can attain, even to every linear transformation of space. This means that under a change in observer
the new particle positions and deformation matrices
and the corresponding velocities
also solve the given equations of motion. If the transition from the quantities q i and H i and q i and H i to the transformed quantities (2.24) and (2.25) therefore corresponds only to a relabeling of the particles at a given initial time, the system maintains this property for all times. In other words, if the particle data are invariant to the given change in observer at any time, they are invariant at all times. Then
holds for the mass density (2.9) and the velocity field (2.12), which expresses symmetry under the coordinate transformation (2.23).
These invariance properties of the method are reflected by the quadrature formulas from [1] which are used to evaluate the integrals that define the forces acting upon the particles, or the potential (2.14) from which these forces are derived. They apply to integrals weighted by the mass density (2.9) and are of the form
with fixed weights α ν > 0 and nodes a ν inside the support of the shape function ψ. Unlike the usual approach, they are based on the given subdivision of mass into single mass packets, not on a subdivision of space into elementary cells. Otherwise they could not have the desired invariance properties, but this also means that the quadrature points coming from all particles intersecting a given particle are needed to compute the forces acting upon this particle.
Utilizing the quadrature rule (2.27), one replaces the potential energy (2.14) by the corresponding fully discrete expression. With this discrete potential, the normalized forces (2.20) are formed. They replace the forces derived from the potential (2.14) in the Lagrangian equations of motion (2.19) and (2.21), respectively. The frictional forces mentioned above as well as the viscous forces and, should the occasion arise, the external forces acting upon the system are directly discretized using the quadrature rule (2.27). All invariance properties of the basic method are maintained under this discretizations of the integrals. Details can be found in [1] .
3. Halfspaces. Our next step is to consider solutions with particle data invariant under the reflection at a given hyperplane
through the point p with normal n of length 1, that is, under the transformation
with the reflection matrix
As stated in the previous section, a solution of the equations of motion maintains this invariance property for all times if it is invariant to this reflection at any time.
In particular, by (2.26), this means that the component of the velocity field (2.12) orthogonal to the hyperplane vanishes on the hyperplane itself. The restriction of the velocity field (2.12) to the halfspace
with exterior normal n (that is, the halfspace left to the reflection plane) therefore exactly satisfies the boundary condition
This observation will form the basis of our treatment of the no-flux boundary conditions inviscid fluids are subject to in this and the next section.
Before switching to general domains, we reflect how such symmetric solutions can be computed without tracing the full set of particles. We assume that we have a set of particles with coordinates q i , H i and velocities q i , H i and a corresponding set of mirror particles with coordinates
Our aim is to compute the forces acting upon the original particles using only their own data, without explicitly storing or tracing the mirror particles and without generating quadrature points or field information right to the reflection plane. Our considerations will result in a procedure utilizing only local information which can directly be transferred to more general domains.
We first recall how the forces acting upon the particles have been computed in [1] in the general case without symmetry restrictions. The basic idea there was to separate the particle data and the quadrature points (together with the field information associated to them) from each other. This reflects the fact that particles do not interact directly with each other but only with global fields like the mass density or the velocity. The computation then splits into the following four phases.
• In the initial set up phase, the quadrature points q i +H i a ν and the assigned weights m i α ν are generated. Data structure like search trees to access the quadrature points inside the support of a given particle are built up.
• In the second phase, quantities like the mass density (2.9) or the mass flux density (2.10) are summed up at these quadrature points. In this phase, information is transferred from the particles to the quadrature points.
• In the third phase, only information attached to the single quadrature points is manipulated. For example, the values of the velocity field (2.12) at the quadrature points are calculated from the values of the mass flux density (2.10) and of the mass density (2.9). The operations in this phase do not require a data transfer either between the single quadrature points or between quadrature points and particles. Therefore, they are very simple from an organizational point of view.
• In the concluding fourth phase, finally the forces acting upon the particles are computed. In this phase, information is transferred from the quadrature points contained in the support of the particles back to the particles themselves. The realization both in case of the symmetric solutions considered in this section and in the more general case of smoothly bounded domains will exactly follow these lines.
Remember that we only want to calculate the forces acting upon the original particles with coordinates q i and H i and velocities q i and H i , and not onto their mirror particles with coordinates (3.6) and velocities (3.7). Correspondingly, we only want to generate and store quadrature points in the left halfspace (3.4) and the data attached to them. These goals are reached as follows.
• In the initial phase, for each original particle i, the quadrature points q i +H i a ν assigned to the particle itself in the halfspace n · (x−p) ≤ 0 and the quadrature pointsq i +H i a ν assigned to its mirror particle in the halfspace n · (x−p) < 0 are generated and stored. This is best done by first computing all quadrature points and weights assigned to the original particle and then reflecting back the quadrature points which are located in the halfspace n · (x−p) > 0.
• Correspondingly, in the second phase the mass densities of not only the given particles but also their mirror particles have to be summed up at the quadrature points generated and stored in phase 1.
• In the fourth and final phase, the missing information at the quadrature points in the halfspace n · (x−p) ≥ 0 needed to compute the forces acting upon an original particle is generated by reflection when actually needed. The quadrature points to be reflected are the quadrature points contained in support of the mirror particle of the given original particle and can be found in this way. In phase 4, one can even completely avoid to work with the reflected quadrature points. Instead, one first computes the contributions from the stored quadrature points to the forces acting upon the mirror particle of a given original particle, reflects these contributions by multiplying them from the left with the reflection matrix (3.3), and finally adds them to the contributions from the given quadrature points to the forces acting upon the original particle.
At the present stage, no assumption has been made about the position of the particles. If the particles are all contained in the halfspace (3.4) or intersect its boundary, in phase 1 and phase 2 it will only be necessary to reflect the particles that intersect the boundary; the other mirror particles contribute neither to the set of quadrature points in the halfspace (3.4) nor to the field quantities assembled there. Correspondingly, also in the fourth phase reflected data then are only needed for particles intersecting the boundary plane. Therefore, the particle centers should initially be located in the left halfspace (3.4), and particles the centers of which crossed the reflection plane should be exchanged for their mirror particles.
General domains. General domains Ω ⊂ R
d , at least those having a smooth boundary, can algorithmically be treated in exactly the same way as halfspaces. The only difference from the situation in the preceding section is that, to every particle i intersecting the boundary of Ω, an own hyperplane
is assigned which locally approximates the boundary and at which the particle and the quadrature points, respectively, are reflected. In case the part of the boundary intersecting the given particle i is itself a hyperplane, this hyperplane should be assigned to the particle. In case of a smooth boundary, the hyperplane should locally be a second order approximation of the boundary, like a tangent plane. The following construction meets these requirements. As normal n i to the hyperplane, one chooses the weighted average
of the outward unit normal n to Ω over the support of the particle i, where dA denotes the (d−1)-dimensional Hausdorff measure, the surface measure in d space dimensions. The hyperplane goes through the center of gravity
of the corresponding part of the boundary. The decision to reflect the particles at hyperplanes and not at the boundary itself is motivated by the fact that the reflected particles then are of the same form as the original particles and get only linearly deformed. In case of smooth boundaries the second order accuracy of the method is not affected by that. For domains having edges and corners or when the curvature of the boundary is large compared to the size of the particles, care has to be taken.
We start from a set of particles with coordinates q i , H i and velocities q i , H i either completely contained in the given domain or intersecting its boundary. To every particle i intersecting the boundary of the domain we assign a mirror particle of same weight with coordinates
where S i denotes the reflection matrix
associated with the hyperplane assigned to the given particle. The forces acting upon the particles then are essentially computed as described in the preceding section for halfspaces. The algorithm is modified as follows.
• In the initial phase, for each original particle i intersecting the boundary of the domain the quadrature points q i +H i a ν assigned to the particle itself in the halfspace n i · (x−p i ) ≤ 0 and the quadrature pointsq i +H i a ν assigned to its mirror particle in the halfspace n i · (x−p i ) < 0 are generated and stored. This is again done by first computing all quadrature points and weights assigned to the original particle and then reflecting back the quadrature points which are located in the halfspace n i · (x−p i ) > 0.
• Correspondingly, in the second phase the mass densities of not only the original particles but also of the mirror particles have to be summed up at the quadrature points generated and stored in phase 1.
• To compute the forces acting upon a given particle i intersecting the boundary in phase 4, not only the generated and stored quadrature points from phase 1 have to be taken into account, but also the information completely reflected at the hyperplane n i · (x−p i ) = 0 assigned to the particle. The quadrature points actually to be reflected are the quadrature points contained in the support of the mirror particle of the given original particle and can be found in this way. As with halfspaces, one can avoid working with the reflected quadrature points. Instead, one first computes the contributions from the stored quadrature points to the forces acting upon the mirror particle, reflects these contributions by multiplying them with the corresponding reflection matrix (4.6), and adds the result to the contributions from the given quadrature points to the forces acting upon the original particle.
In case that Ω is itself a halfspace, this procedure completely coincides with the procedure from the preceding section and is again only a different realization of the original method. In case of general boundaries, however, the algorithm implicitly defines the reflection laws the particle are subject to when touching the walls.
In case of moving boundaries, corresponding normal velocities have to be prescribed on the boundary. The velocities (2.8) of the particle i and of its mirror particle then should, at least up to a second order error, satisfy the relation
is the reflected x and u denotes the velocity field in which the boundary moves. The reflection laws (4.4) for the particle positions themselves do not change, of course. If u is an affine linear function of x, the condition (4.7) thereby is equivalent to the reflection law
for the particle velocities q i and the reflection law for the H i , where u i and ∇u i denote the values that the velocity field u and its Jacobian attain at p i . General velocity fields u are linearized around p i , such that the reflection laws (4.8) and (4.9) transfer from affine linear u to the general case.
We finally remark that the whole approach is easily extended to the case of an additional external force with a given specific force density as considered in [8] . On the halfspace n i · (x−p i ) > 0, this force density is reflected relatively to the acceleration field resulting from u to compute the forces acting upon the particle i.
5.
No-slip boundary conditions. The boundary conditions (3.5) state that the normal velocity at the wall is zero and guarantee that the fluid cannot penetrate the wall and leave the flow region. Viscous flows are subject to additional boundary conditions also forbidding a tangential motion, that is, to the boundary conditions
These boundary conditions can be modeled in a similar fashion as the no-flux boundary conditions from the preceding two sections. The idea is to work with mirror particles that are reflected not at hyperplanes but at points p i on or near the boundary. To every particle i with coordinates q i and H i and velocities q i and H i intersecting the boundary, a mirror particle of the same mass with coordinates
and velocitiesq
is assigned. This corresponds to the transformation (4.4), (4.5) with the matrix (4.6) replaced by S i = − I. The construction is such that the velocity fields of a given boundary particle and of its mirror particle add up to zero at the point p i at which the particle is reflected. Figure 1 compares the given reflection of a particle at a point with the reflection at a hyperplane.
The final algorithm works again with the hyperplanes (4.1) attached to the particles. Again, only quadrature points left to the corresponding hyperplanes are generated and stored. The only difference to the algorithm presented in section 4 is that reflection now means the transformation
that is, reflection at the points p i and not at the hyperplanes (4.1), or that the matrices (4.6) are everywhere replaced by the matrices S i = − I. It should be noted at this place that the Cauchy stress tensor T transforms to QTQ T under the change in observer (2.23), that is, remains unchanged under the present transformation (5.4). As with halfspaces, one can avoid working with the reflected quadrature points. Instead, one computes the contributions from the stored quadrature points to the forces acting upon the mirror particles and subtracts the result from the contributions of these quadrature points to the forces acting upon the original particles.
If one wants to prescribe another velocity field u than u = 0 on the boundary of the domain, correspondingly to (4.7) the velocities (2.8) of the particle i and of its mirror particle should satisfy the relation
up to a second order error. As the reflection laws (5.2) for the particle coordinates are kept, with u i = u(p i ) this condition reduces to the reflection laws
for the particle velocities. The reason for that is that ∇u i commutes with the given reflection matrix S i = − I such that the corresponding terms in (4.8) and (4.9) cancel.
Examples.
In this section, we have compiled some examples that exhibit more or less typical behavior and demonstrate the performance of the method. They complement the examples in [1] . We started from the internal energy
of an ideal gas now additionally depending on the entropy s per unit volume as second thermodynamic quantity and recall that the pressure then reads
In all examples, we used the parameters
and, for better comparison, the same cubic B-spline as shape function ψ as in [1] and the same quadrature rule (2.27). The exponential time integrator introduced there maintains its properties and can be used without any changes for homogeneous boundary conditions n · v = 0 and v = 0, respectively.
Our first example demonstrates the formation of shocks at walls which are blown on by supersonic flows. The boundary of the flow region consists of two straight lines that meet at the origin, one the negative x 1 -axis and the other having an angle α > 0 with the x 1 -axis. The incoming flow has constant mass density ρ 1 , constant pressure π 1 , and constant velocity v 1 = v 1 e 1 with e 1 the unit vector pointing into direction of the x 1 -axis. With corresponding values of ρ 1 , π 1 , and v 1 , a straight shock front then will emerge from the origin and will form an angle σ > α with the x 1 -axis. The outgoing flow behind the shock front is parallel to the second wall which is blown on by the incoming flow. Its mass density ρ 2 , its pressure π 2 , and its velocity v 2 with |v 2 | = v 2 are again constant. The given flow can be considered as the upper part of a flow that symmetrically hits a wedge with opening angle 2α and forms a Mach cone.
We first determine ρ 2 , π 2 , and v 2 and the reflection angle σ in terms of the corresponding values ρ 1 , π 1 , v 1 , and of the angle α. The mass flux, the momentum flux, and the energy flux through a stationary shock with normal n, that is, the quantities (6.4) remain continuous across the shock. With given continuity of the mass flux and the momentum flux, the third condition expressing conservation of energy can equivalently be replaced by the so-called Hugoniot equation which takes the form
in case of ideal gases (6.1). In the present situation, the continuity of the mass flux and of the tangential component of the momentum flux turn out to be equivalent to the relations (6.6) where β = σ − α has been set. Thus ρ 2 , π 2 , and v 2 can be expressed by ρ 1 , π 1 , and v 1 , the given angle α, and the reflection angle σ. Inserting these relations into the equation expressing the continuity of the normal component of the momentum flux, one finally obtains the equation
which fixes the possible reflection angles σ but also limits the inflow conditions under which shocks of the given form can exist and the shock fronts do not separate from the boundary. Only the smallest of the possible reflection angles is of interest in the given context. For α = 10 • , the data
corresponding to a Mach 2 inflow yield the density, the pressure, and the velocity ρ 2 = 1.4584, π 2 = 1.7066, v 2 = 2.0997 (6.9) behind the shock, and the reflection angle is σ = 39.3139
• . (6.10)
It should be noted that only the constant γ enters into the final result via the relation (6.2); the other constants determining the internal energy (6.1) influence neither the density, pressure, and velocity behind the shock, nor the reflection angle as given by the formulas above, but of course the computation.
Strictly speaking, examples like this do not fall into the category of problems considered in section 4 because the domain has a corner and not in every point of the boundary a tangent or tangent plane exists. Nevertheless, the boundary can locally still be approximated sufficiently well by straight lines and constructions as given by the formulas (4.2) and (4.3) apply. Another critical point is the choice of the friction coefficient R in (2.22) that has simply been set to a constant value here. Because R is a dimensional quantity, it has to be adapted to the particle sizes and velocities, which requires some tuning. A wrong choice of R influences the resolution and width of the shock fronts themselves less but rather leads to instabilities behind the fronts.
We have shot a column of particles initially arranged on a regular grid against the corner. The results of the computation are shown in Figure 2 . The reflection angle (6.10) is perfectly reproduced. The isolines of the pressure show that the shock is sharply resolved and that the pressure remains constant outside a small neighborhood of the shock front not much wider than the particle diameter. The results for the density look similar. The absolute values of the error are within the range that one can expect with the given resolution and are in every respect satisfactory, more satisfactory than the computing times that are large as with most other gridless methods.
A much more complicated supersonic flow is shown in Figure 3 . Here, the gas flows from left with high speed through a channel with a little bump in the wall and a complicated system of shocks forms. The two pictures again show how the particles rearrange after passing the shock fronts and how sharp the shocks are reproduced. Both examples clearly demonstrate how well our approach to model the boundary conditions works. In both cases, the boundary errors are practically negligible.
The last example shows how the formation of boundary layers in viscous flows is reproduced by the finite mass method and, in particular, with the construction of section 5 to imitate the boundary conditions v = 0 or, more general, v = u with given boundary values u. For a description of the finite mass method for viscous flows, we refer to [1] . We are interested in solving the compressible Navier-Stokes equations
here in d = 2 space dimensions supplemented by the continuity equation ∂ρ ∂t + div(ρv) = 0 (6.12) expressing conservation of mass, where the constants η > 0 and ζ ≥ 0 denote the shear viscosity and the bulk viscosity, respectively. Heat production by viscous effects is neglected such that no additional equation for energy is needed. We are looking for solutions of constant mass density in the halfspace x 2 ≥ 0 with a velocity field parallel to the boundary, that is, of the form
The boundary condition v = 0 then transfers to the condition v(0, t) = 0. (6.14)
We further assume that v tends to a constant value v * for x 2 tending to infinity. The solution of this problem is well known and can be found in most textbooks on hydrodynamics because it exhibits the typical boundary behavior of viscous flows that is reflected in the Prandtl boundary layer equations. First, one observes that, with the ansatz (6.13), the continuity equation (6.12) is automatically satisfied and the momentum equation (6.11) To reproduce this solution, we have first replaced the original problem by a problem on a channel 0 ≤ x 2 ≤ L 2 with the same solution (6.13), (6.16) additionally prescribing the boundary values v = v e 1 with v from (6.16) at the upper wall x 2 = L 2 . Furthermore, the problem can be considered as periodic in the x 1 -direction with period interval L 1 arbitrarily given. We have utilized this fact and even taken a more radical point of view. The channel has initially been covered by particles with centers q i on an axiparallel grid of gridsize h and corresponding deformation matrices H i such that the particles together with their mirror particles add up to a constant mass density. The initial velocities have been set to q i = v * e 1 and H i = 0. For all times t ≥ 0, the solution then remains invariant to a shift by the value h in the x 1 -direction. Therefore, it suffices to follow the particles on a single vertical line. The information on the other particles necessary to compute the forces can then be generated by translation when actually needed, similar to how it was done in section 3 in case of mirror symmetric solutions. This allows the use of very fine grids without much computational effort and to study the boundary behavior in great detail.
The particles strongly shear after a while. In more complicated applications of this type, it is therefore necessary to stop the integration from time to time and represent the fields by a new set of nondegenerated particles. In the present case the accuracy is not affected by that. Although the no-slip boundary condition has not been taken into account in the initial conditions for the particles, we observed an excellent coincidence of the computed velocity profiles with the exact ones. The high accuracy and perfect reproduction of the boundary layer and the viscous time scale is illustrated in Figure 4 , which shows the rescaled horizontal components of the velocity along a given vertical line at three distinct times: t = T, 3T, 9T , with a resolution of 64 particles in the x 2 -direction for t = 9T and approximately 20 for t = T . The curves nearly overlap and cannot be distinguished with the naked eye.
