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RÉSUMÉ 
Dans ce mémoire on présente un modèle stochastique pour les réserves en assu-
rances I.A.R.D. (Incendie, Accidents et Risques Divers). On cherche à combiner 
deux approches étudiées dans la littérature : l'utilisation de la dépendance entre 
différentes lignes d 'afl'aires (ou secteurs d 'activités) et la modélisation individuelle 
des réserves. Afin d'étudier cette dépendance , on propose d 'utiliser la famille de 
distributions Tweedie multivariée avec choc comrnun. L'avantage de cette famille 
est qu 'elle est part iculièrement flexible et , surtout , que les prédictions peuvent être 
obtenues sous forme fermée. En outre, on montrera que l'utilisation des données 
individuelles plutôt que collectives ouvre la porte à d 'autres méthodes d 'estima-
t ion des paramètres. Les résultats t héoriques sont illustrés à l 'aide d 'un jeu de 
données réel. 
Mots Clés - Réserves individuelles, Dépendance, Distribution Tweedie multiva-
riée, Choc commun 

INTRODUCTION 
Les compagmes d 'a..ssurances I.A .R.D. (Incendie , Accidents et Risques Divers) 
doivent cont rôler leur solvabilité afin de protéger leurs assurés. À intervalles ré-
guliers, généralement une ou deux fois par année, la compagnie doit considérer 
l'ensemble de son portefeuille de polices d 'assurances et évaluer le risque qu'il re-
présente. En part iculier , au niveau du passif de ses états financiers , la compagnie 
d 'assurances doit inscrire un montant associé aux réserves. En effet , lorsqu'un si-
nistre survient , il y a un délai avant que tous les paiements pour couvrir ce sinistre 
ne soient effectués. Ce délai est provoqué, notamment , par le fait que l 'assuré ne 
déclare pas un sinistre à la date à laquelle celui-ci est survenu ct le fait qu 'un 
sinistre peut créer un flux de paiements à faire chaque année avant que le dossier 
ne soit fermé. La précision de la prédiction de cette réserve a donc une grande 
importance. 
Le développement typique d 'un sinistre est illustré à la figure 0.1. Le sinistre sur-
vient à la date de survenance (t1 ) et est déclaré à l'assureur à la date de déclaration 
(t2) . Pour plusieurs situations (incendie, dommages matériels à une voiture, etc.), 
ces deux dates correspondent mais pour d 'autres situations (dommages corporels, 
responsabilité civile), une période de temps plus ou moins longue peut séparer ces 
deux moments. Par la suite, un ou plusieurs paiements peuvent être effectués (t3 , 
t4 ct t 5) avant la fermeture du dossier (t5). À une certaine date d 'évaluation, les 
sinistres peuvent être séparés en plusieurs catégories en fonction du stade atteint 
par leur développement. Pour la suite du mémoire, les principales catégories sont 
les suivantes : 
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Survenance Paiements Fermeture 
Déclarat ion 
j 
IBNR RBNS 
Figure 0.1 Développement d 'un sinistre en assurances I.A .R.D . 
si la date d 'évaluation se t rouve entre la. date de survenance et la date 
de déclaration , le sinistre est considéré comme survenu mais non déclaré 
(Incv:rred But Not Reported, ou IBNR) ; et 
si la date d 'évaluation se trouve ent re la date de déclaration et la date 
de fermeture du dossier, le sinistre est considéré comme déclaré mais non 
fermé (Repor"ted But Not Settled, ou RBNS). 
L'approche la plus populaire est dite collective. Sous celle-ci, on s' intéresse à la 
somme des réserves selon des données agrégées, c'est à dire que les paiements 
peuvent être regroupés selon l'année de survena.nce (année où le sinistre est sur-
venu) et l'année de développement (nombre d 'années entre la date à laquelle le 
paiement est effectué et l'année de survenance) . Par exemple dans la figure 0.1 le 
paiement qui est effectué en t3 a pour date de survenancc t 1 et pour date de déve-
loppement t3 - t 1 . Les données sont dites agrégées parce que l 'on somme tous les 
paiements ayant la. même année de survena.nce et la. même année de développement 
dans une même cellule. Parmi les modèles qui ut ilisent une approche collective, il 
y a. des modèles non-paramétriques, dont le plus connu , et base de plusieurs aut res 
modèles, est le modèle Chain-Ladder (voir (f./Iack, 1999) et (Mack, 1993)), et des 
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modèles paramétriques basés, par exemple, sur des modèles linéaires généralisés 
( genemlized lineaT rnodels). 
L'approche individuelle consiste à considérer les paiements de façon individuelle 
plutôt qu:agrégée. Les modèles individuels sont apparus récemment dans la li tté-
rature, notamment avec les art icles de (Arjas, 1989) et ùe (Norbcrg, 1993), mais 
comme ment ionné par (Hesselager et Verra li , 2014), ces modèles ne sont pas en-
core très populaires dans la pratique. En effet , l'absence de données détaillées 
fiables et la pauvreté des capacités informatiques (jusqu 'à récemment) ont consi-
dérablement ralent i le développement de cette classe de modèles. Comme pour 
les modèles collectifs, il est possible de les diviser en modèles paramétriques et 
non-paramétriques. Des exemples de modèles paramétriques sont présentés dans 
les articles de (Arjas, 1989) et (Norberg, 1993), alors que des exemples de modèles 
non-paramétriques se retrouvent clans (Drieskens , Henry, V/alhin et Vlielandts, 
2014) et (Rosenlund, 2012) . Ce mémoire, en particulier , est largement inspiré de 
l'article de (Charpentier et Pigeon , 2016). Dans cet article, les auteurs ont étudié 
les propriétés des modèles Poisson et Quasi-Poisson pour des données individuelles 
et collectives. Les modèles individuels peuvent capter des micro-structures du dé-
veloppement des paiements (voir figure 0.1) et clone prendre en compte l 'hétérogé-
néité et les changements structuraux. Enfin, des études comme (Jin et FI·ees, 2013) 
montrent , de façon empirique, que clans plusieurs scénarios, les réserves obtenues 
avec des modèles individuels ont une précision plus élevée que celles obtenues avec 
une approche collective. 
Le mémoire présenté combine deux courants assez nouveaux clans la littérature : 
le premier consiste à utiliser une approche individuelle plutôt que collective et le 
deuxième prend en compte la dépendance ent re les réserves de différentes lignes 
d 'affaires d 'une même compagnie. On fera une re-vue de ces deux approches, puis 
on expliquera en quoi étudier la dépendance des paiements individuels par ligne 
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d 'affaires pourrait être intéressant. 
Lorsqu 'un a.ss11reur a plusieurs lignes d 'affaires , l' approche classique est d' addi-
tionner les réserves de chaque ligne. Cette approche est juste uniquemcnct si les 
lignes d 'affaires sont indépendantes . Dans le cas contraire, on sous-estime ou on 
sur-estime le montant de réserve nécessaire. C'est pourquoi plusieurs modèles ont 
été développés afin de prendre en compte cette dépendance. Cette dernière est par-
fois modélisée par des copules, par exemple (Brehm 2002) qui utilisent une copule 
gaussienne pour modéliser la distribution conjointe des pertes , (Alai et \Vüthrich, 
2009) qui utilise une copule gaussienne multivariée pour adapter la corrélation 
des années comptable et , récemment , (Abdallah , Boucher , et Cassette, 2015) qui 
utilisent une structure de copule arc:himédienne hiérarchique pour capturer la dé-
pendance ent re les années de calendrier des différentes lignes d 'affaires . D'autres 
méthodes paramétriques ont également été utilisées , notamment des lois multi-
variées telles que des lognorrnales (voir (Shi , Basu et Meyers, 2012) et (Ivlerz, 
\Vüthrich, et Hashorva , 2013)) ct une famille Sarmanov bi variée (voir (Abdallah, 
Boucher , Cassette, et Trufin, 2016) ). Ce mémoire est basé sur le modèle proposé 
par (Avanzi, Taylor, Vu, et \Vong, 2016) qui utilisent une loi Tweedie multivariée 
avec: un choc commun telle que proposée par (Furman et Landsman, 2010) mais 
appliquée au contexte des réserves en assurances. 
La loi Twcedie appartient à la famille de dispersion exponentielle (EDF) et inclut 
plusieurs distributions telles que la distribution Poisson ct la distribution Gamma.. 
Dans (Avanzi, Taylor , Vu, et \Vong, 2016), les auteurs mentionnent plusieurs avan-
tages liés à l'utilisation de cette distribution : il s'agit d 'un modèle très flexible 
car il inclut une grande gamme de distributions, la structure de dépendance est 
transparente grâce à la présence d 'un choc commun ct les moments ct les cumu-
lants peuvent être obtenus analytiquement. Enfin , ils notent que la fonction de 
densité de probabili té multivariée peut être évaluée. 
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Le modèle développé dans ce mémoire est inspiré de celui présenté dans (Avanzi, 
Taylor , Vu, et Wong, 2016) mais adapté à l'approche individuelle illustrée dans 
(Charpentier et Pigeon, 2016). Pour y parvenir on doit modéliser la sévérité et la 
fréquence des sinistres séparément en supposant qu 'elles sont indépendantes. Ainsi 
la dépendance entre les lignes d 'affaires est étudiée séparément par fréquence et 
par sévérité des paiements . L'analyse de la fréquence est moins complexe puisque 
l'on a une donnée (le nombre de p aiements) par cellule, c'est-à-di re au croisement 
d 'une année de survenance, d 'une année de développement et d'une ligne d 'affaires. 
Lors de la modélisation des réserves collectives on a aussi une seule donnée (la 
somme des paiements) par cellule, on peut ut iliser les modèles dans la littérature 
énoncés précédemment. La modélisation de la sévérité des paiements est différente 
car on a plusieurs données (les paiements non agrégés) par cellule. Ce changement 
ouvre la porte à des méthodes d 'estimation différentes telles que la méthode des 
moments. 
Ainsi , on considère que la méthode suggérée dans cc mémoire pourrait être intéres-
sante pour un assureur qui veut capter la dépendance entre la sévéri té ct fréquence 
des paiements parmi plusieurs lignes d'a ffaires, tout en ayant un modèle dont le 
t emps d 'estimation des paramètres et le temps pour réaliser des simulations reste 
relativement raisonnable sans ressources informatiques exceptionnelles . 
Cc mémoire est organisé de la façon suivante. Tout d 'abord on présentera la 
notation qui sera utilisée et les principales approches collectives cla..ssiques au 
chapitre 1. Par la suite, le chapitre 2 introduira la loi Tweedie multivariée avec 
un choc commun tel que proposé par (Furman et Landsman, 2010). Puis , on 
adaptera ce modèle à la sévérité et on proposera des modèles pour la fréquence au 
chapitre 3. Par la sui te, on calculera de façon théorique les moments clé des réserves 
au chapit re 4. Après , on proposera des méthodes d 'estimation des paramètres 
cherchés au chapitre 5. Finalement, on fera une application du modèle avec des 
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données d 'un assureur au chapitre 6. 
CHAPITRE I 
NOTATION ET APPROCHES COLLECTIVES CLASSIQUES 
1.1 Notation 
On considère un portefeuille contenant L sous-portefeuilles de différents secteurs 
l . . .t' l { 1 L} 0 X (t) . - . 1 ke . t · ' c 'act1v1 es, E , ... , . n pose k ,i,j> qm represente e A pa1emen , mere-
mental qui correspond à l'année de survena.nce i E {1 , ... , I} et à l'année de 
développement j E {0, . .. , .J} dans le secteur d 'activité l E {1, .. . , L }. On note 
que pour chaque triplet ( i, j , l), il y a un nombre de paiements qui peut être diffé-
rent de celui d\m autre triplet. Ainsi, le nombre total de paiements correspondant 
à l'année de survenance i, à l'année de développement j et au secteur d 'activité l 
est noté K i(.1] . 
Dans le domaine de la modélisation des réserves en assurances I.A.R.D ., on ne 
travaille généralement pas directement sur les paiements. On s'intéresse plutôt 
aux paiements incrérnentaux standardisés, c'est-à-dire que l'on prend en compte 
l'exposition au risque . Dans le cadre du modèle proposé dans ce mémoire, on 
considèrera l 'exposition uniquement dans la modélisation du nombre de sinistre(s). 
L'ensemble des paiements observés est représenté par 
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ct l'ensemble des paiements à prédire est représenté par 1 
L'ensemble des paiements observés dans un secteur d 'activité (l) est représenté 
par 
ct l'ensemble des paiements à prédire dans un secteur d 'activité (l) est représenté 
par 
Le but est de prédire l'ensemble inconnu ;yD et , en particulier , de trouver le total 
des paiements non observés. On note que dans cet ensemble, contrairement à 
l. ll v U l .l d ] ((l) l · t ' l A · ' d" · 'cnscm) e 1'1- , cs va curs . c · i,.i c mven cga cment etre pre ltes ct cc , en tenant 
compte de l'exposition au risque. Lorsque que l'on travaille avec des données 
individuelles, on modélise souvent la fréquence et la sévérité séparément. Dans ce 
cas, l'exposition au risque est prise en compte uniquement clans la modélisation 
de la. fréquence. Afin de limiter Peffet causé par les variations de r exposition dans 
les différentes cellules on va s 'intéresser aux I<j standardisés, c'est-à-dire aux 
}( (l ) 
·(l) - i.j 
Ni ,j - W ' (1.1) 
wi.j 
où w?] est l'exposition au risque pour la. cellule ( i, j) du secteur d 'act ivité l . On 
définit alors l'ensemble du nombre de paiements observés standardisés et non-
standardisés par 
1. Le choix d 'utili ser la lettre U (pour Up) pour représenter l'informat ion observüe et la 
lettre D (pour Dawn) pour représenter 1 'information à prédire est j ust.ifié par la rcpréscnt.atiou 
t riangulaire des données qui sera introduite plus loin. 
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et 
Enfin , on défini t également l'ensemble du nombre de paiements à prédire standar-
disés et non-standardisés par 
et 
/( D = { KL; ; 1 :S i :S I ' I - i + 1 :S j :S J, 1 :S l :S L} . 
Le but ult ime est de prédire les ensembles ,.yD et JC D (à part ir de N D). 
On défini t alors l'ensemble des paiements collectifs incrémenta.ux observés par 
et l'ensemble des paiements collectifs cumulatifs observés par 
csu = {csi(,; = t sX_]; 1:::; i:::; I , o :::; J :::; I- i, 1 :::; z:::; L} . 
·rn=O 
On définit également l 'ensemble des paiements collectifs incrémentaux à prédire 
par 
{ 
f{(l) } 
SD = s?J = f xf,j ; 1 :Si :S I , I- i+ 1 :S j :S J, 1 :S l :S L , 
k=l 
et l'ensemble des paiements collectifs cumulatifs à prédire par 
csD = {cs;,; = t s?J; 1 :::; i:::; IJ- i + 1 :::; j :::; J, 1 :::; z:::; 1} .
1n=O 
La sinistralité incrémentale observée (Su) de la ligne d 'affaires l peut ainsi être re-
p résentée sous la forme d 'un t riangle de développement incrémentai tel qu' illustré 
au t ableau 1.1. 
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Tableau 1.1: Ttiangle de développement incrémenta! de la ligne d 'affaires l. 
(i/j) 0 1 J-1 J 
1 sul 1,0 sUl 1,1 sul l.J - 1 s(l) l ,J 
2 s(lJ 2,0 sul 2,1 s(l) 2,J - 1 
I-1 sul f - 1,0 S'(l) f-1 ,1 
I s(l) 1,0 
Alors , la sinist.ralité cumulative observée (CSu) de la ligne d 'affaires l peut ainsi 
être représentée sous la forme d'un t riangle de développement cumulé tel qu 'illus-
tré au tableau 1.2. 
Tableau 1.2: Triangle de développement cumulé de la ligne d 'affaires l. 
(i /j ) 0 1 J-1 J 
1 csuJ 1,0 csuJ 1,1 csuJ l ,J - 1 csul l ,J 
2 cs~~6 csuJ (1) 2,1 C52,J - 1 
I-1 cs(l) / - 1,0 csul 1-1 ,1 
I csuJ 1 ,0 
La lecture des triangles de développement peut se faire selon divers angles : 
la lecture par colonne correspond à l'année de développement j , et reflète 
l'évolution de la vie des sinistres; 
la lecture par ligne correspond à l'année de survcnancc i, ct reflète les 
changements de souscriptions , de tai lle du portefeuille , etc.; ct 
la lecture par diagonale correspond à l'année de calendrier. 
Puisque l'idée du provisionnement est de prévoir le montant final des sinistres 
afin de provisionner pour les paiements non-effectués, sous l'hypothèse que tous 
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les sinistres seront réglés après I années, on cherche à compléter le t ableau en 
remplissant le triangle inférieur droit (SD ct CSD) avec des prédict ions (voir ta-
bleaux 1.4 et 1.3) . 
Tableau 1.3: Triangle de développement incrémentai complet de la ligne d 'affaires 
l . 
(i /j ) 0 1 J-1 J 
1 s Cl) 1,0 s(l ) 1,1 s cl) l ,J - 1 s U) l ,J 
2 s cl) scz) s cl) ~C l ) 2,0 2,1 2,J - l s 2.J 
l-1 scz) scz) § Cl) ~C l ) s ,_l J / - 1,0 1- 1,1 1- l ,J- l , 
I set) ~(! ) s (l) § Cl) T,O sl,l J,J- l l ,J 
Tableau 1.4: Triangle de développement cumulé complet de la. ligne d 'affaires l . 
(i/ j) 0 1 J-1 .J 
1 cs(l) 1,0 csul 1,1 cscl) 1,J - 1 csu) 1,J 
2 csul 2,0 csCl) 2.1 cscll 2,J-l cs;l) _,J 
I-1 Cl) csCl) - (1) -Cl) CSI-1 ,0 1-1 ,1 csl -l .J- l CSI - l ,J 
I cs<l) -(1) - Cl) - Cl) l ,O csl,l csl ,J- l CSI J 
Ayant estimé ces paiements fut urs, le montant des provisions pour l 'année de 
survenance i et la. ligne d 'affaires l est alors donné par 
~Cl ) - - (l) ,Cl) - ~Cl) ~Cl ) ~(1 ) 
Ri - c s i,J- csi,l-i- s iJ-i+ l + si,I-i+2 + · · · + si ,J' 
et le montant to tal des réserves pour la. ligne d 'affaires l est donné par 
I J 
R(l) = L RY) = L csi~j - c?J - ·i = 
i= l i = l 
~( l) 
s i,j , 
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Ainsi, le montant total des réserves parmi toutes les ligne d 'aHaires est donné par 
L 
R~ = """'R~( t ) = """' ~ul ~ ~ s i ,j, 
où SD = { s?J; 1 :::; i :::; J ,J - i + 1 :::; j :::; J, 1 :::; l :::; L}. 
Rappelons que dans le mémoire proposé on va modéliser la fréquence et la sévérité 
séparément . De la même façon que pour les modèles collectifs où les paiements 
· ' ·' (sUl C'5(1) ) tt t -- · f · dt·· ·l t 'd ' agreges i ,j ou / i,J son s rue .ur es sous oune e n ang e, on peu cons1 erer 
faire un regroupement similaire pour la fréquence et la sévérité. En part iculier , 
la fréquence des paiements pour une ligne d 'affaires a une seule donnée u<~ ) 
par cellule (i , j) et donc est semblable au regroupement des paiements collectifs . 
Le tableau 1.5 illustre la structure en triangle de développement du nombre de 
pa.iements . 
Tableau 1.5: Triangle de développement incrémenta] du nombre paiements de la 
ligne d 'affaires l . 
(' / ') l ;J 0 1 J-1 J 
1 J( (l ) 1,0 J( (l) 1,1 J( (l) l ,J - 1 J( (l) 1 ,..! 
2 f{ (l ) 2,0 
f{ (l) 
2,1 
f{ (l) 
2 . .J - 1 
I-1 y (l) 
'\. J-l ,O 
f{ (l ) 
f - 1,1 
I f{ (l) 1,0 
D'autre part, la sévérité des paiements pour une ligne d 'affaires a plusieurs don-
1 3  
n é e s  (X~~L , x~:L: . . .  :  x ; ; b . i )  p a r  c e l l u l e  ( i ,  j ) .  P o u r  c o n s t r u i r e  u n  t r i a n g l e  d e  
d é v e l o p p e m e n t  p o u r  l a  s é v é r i t é ,  o n  d o i t  d é f i n i r  l e  v e c t e u r  q u i  c o n t i e n t  l e s  m o n -
t a n t s  d e s  p a i e m e n t s  d e  l a  c e l l u l e  ( i , j )  p o u r  l a  l i g n e  d ' a f f a i r e s  l ,  s a c h a n t  l e  n o m b r e  
d e  p a i e m e n t s  d e  c e  s e c t e u r  d ' a c t i v i t é  :  
(
x~ ~~ 1  K ( l ) )  =  [ x ( l )  .  x . ( l )  .  
I J  t , . )  l . 1 . , J  2 , t . J  
.  .  .  x ( l )  ]  r  
] { ( / )  . .  
i , : i  , 1 . . ]  
L e  t a b l e a u  1 . 6  i l l u s t r e  l a  s t r u c t u r e  e n  t r i a n g l e  d e  d é v e l o p p e m e n t  d e s  p a i e m e n t s  
i n d i v i d u e l s .  
T a b l e a u  1 . 6 :  T r i a n g l e  d e  d é v e l o p p e m e n t  i n c r é m e n t a i  d e s  p a i e m e n t s  i n d i v i d u e l s  d e  
l a  l i g n e  d ' a f f a i r e s  l .  
( i / j )  
1  
2  
I - 1  
I  
0  
(
x ( ! )  I K ( l ) )  
1 , 0  1 , 0  
(
x ( ! )  1  K U ) )  
2 , 0  2 , 0  
1  
J  
(
x  ( 1)  1  R . . ( z )  )  
1 , 1  1 , 1  
(
x ( ! )  I K (z)  )  
1 , J  l , J  
(
x ( ! )  I K ( z ) )  
2 , 1  2 , 1  
(  xi~u 1  K}~l , l) 
D a n s  l e  p r é s e n t  m é m o i r e ,  o n  u t i l i s e r a  u n e  n o t a t i o n  p a r t i c u l i è r e  p e u  c o m m u n e  d a n s  
l a  l i t t é r a t u r e  a c t u a r i e l l e  p o u r  r e p r é s e n t e r  l e s  p a r a m è t r e s  d e s  d i s t r i b u t i o n s .  C e t t e  
n o t a t i o n  a  p o u r  b u t  d ' i d e n t i f i e r  r a p i d e m e n t  d e  q u e l  t y p e  d e  p a r a m è t r e  i l  s ' a g i t  e t  
d ' é v i t e r  l ' u t i l i s a t i o n  d ' u n  t r o p  g r a n d  n o m b r e  d e  l e t t r e s  g r e c q u e s  d i f f é r e n t e s .  O n  
c o n s i d è r e  u n  p a r a m è t r e  q u e l c o n q u e  e~~}. C e  d e r n i e r  e s t  i d e n t i f i é  p a r  l e  p r o d u i t  
e
( l ) e ( z )  ,  g ( l )  t - ·  1·  - 1  (  1·  d  ·  1  1  
H; i  . u ,  o u  l l ; i  c a r  a c  e n s e  · a n n e e  c  e  s u r v e n a n c e  o u  I g n e  a n s  u n  t n a n g  e  c  e  
d é v e l o p p e m e n t  c l a s s i q u e )  e t  e1
1
;~ c a r a c t é r i s e  l ' a n n é e  d e  d é v e l o p p e m e n t  ( o u  c o l o n n e  
d a n s  u n  t r i a n g l e  d e  d é v e l o p p e m e n t  c l a s s i q u e ) .  L e s  s y m b o l e s  J I  e t  ]  n e  s o n t  p a s  d e s  
n o m b r e s ,  i l s  i n d i q u e n t  s i m p l e m e n t  q u e l  e f f e t  e s t  m o d é l i s é .  
1.2 Présentation de modèles collectifs classiques 
1.2.1 I\!Iodèle de rd ack 
Le modèle de (J\;Iack, 1993) est un modèle non-paramétrique basé sur des paie-
ments collect ifs cumulatifs, c'est-à-dire à partir d 'un triangle de développement 
cumulé tel qu 'illustré au t ableau 1.2. Il s'agit d 'une version stochastique de l'al-
gorithme Chain-Ladder (voir (:Mack, 1999) et (Mac:k, 1993)) . 
Definition 1 (Modèle de Mad:). Le modèle repose sur les hypothèses suivantes : 
Hypothèse (MCl) : indépendance par année de survenance, c'est-à-dire que 
cs;:; et c s.;!:j sont indépendantes pour i ::/= i * ; et 
Hypothèse (MC2) : on peut lier SC\j sachant le passé SCi.o , ... , SCi,(j- 1) 
par des facteurs de développement À~l;o ' . . . , À~L- 1 tels que 
On note que le liVI n 'est pas un chiffre dans À~L · Il indique qu 'il s' agit d 'un facteur 
de développement du modèle de Macle La notation a pour but de distinguer ces 
facteurs des paramètres Ài~; et À~?i qui seront utilisés dans le modèle individuel 
Tweedie Multivarié avec un choc commun. 
Si les facteurs de développement sont connus, le meilleur estimateur pour le mon-
tant de la réserve pour l'année de survenance i , vu au temps ! , est 
[ 
(1) 1 u] (1) _ (1) ( (1) (1) ) E csi,J cs - csi.(J-i)- csi.(.j-l) À1M;l-i ... ÀJJ\·l;J - l - 1 . 
En pratique, les facteurs de développement ne sont pas connus et doivent être 
estimés. Sous les hypot hèses (MCl) et (MC2) , les estimateurs du modèle de 
Mack sont 
"\'J-j-1 seul 
(1) L... i = l i ,(j+ l ) 
ÀlM·,;· = J · 1 (1) . 
"\' . -]- sc . 
L... t= 1 7-,.7 
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Ces estimateurs possèdent plusieurs propriétés intéressantes telles que d 'être sans 
biais et de conduire à des estimateurs pour les réserves également sans bia is (voir, 
parmi d 'autres, (vVüthrich et l'vierz, 2008) pour plus de uétails) . 
On peut , par la sui te utiliser les est imations des facteurs de développement pour 
estimer 
~ (l ) - ((!) w- (i)) (1) .. - . sci.j - À h\'!;I-i . ÀlM;/-i+l .. . . . ÀJII.J;j-1 sciJ-il pour J - I - 1, + 1, ... ) J. 
Finalement , on peut calculer directement le montant total des réserves . 
L I ~ LL ~(l) (l ) R = SC J. - SC. 1_ . . ~ , 'l.: t 
1=1 i=2 
1.2.2 Modèles linéaires généralisés 
Les modèles linéaires généralisés ( Genemlized Linear Models ou GLM) sont des 
modèles paramétriques pour les paiements collectifs incrémentaux sn. 
Definition 2 (lviodèle linéaire généralisé pour les paiements incrérnentaux). Le 
modèle repose sur les hypot hèses suivantes : 
Hypothèse (GLMl) : indépendance des paiements collectifs incrémentaux 
s?] par année de survenance (i) et/ ou par année de développement (j) ; et 
Hypothèse (GLM2) : la fonction de densité des paiements collectifs incré-
mentaux est 
où e et 1/J sont des paramètres et c() et a() des fonctions. Le paramètre 
e est appelé le paramètre canonique et 1/J le paramètre de dispersion. On 
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donne parfois les noms de mesure de base à la fonction c() et log-partition 
à la fonction u() . 
Par définition toutes les distributions ayant une fonction de densité de probabi-
li té pouvant s'écrire sous la forme précédente sont dites membres de la famille 
exponentielle linéaire. 
Pour une variable aléatoire dont la fonct ion de densité de probabilité est membre 
de la famille exponentielle linéaire, il est aisé d'obtenir l'espérance et la variance 
à l'aide des résultats présentés à la. proposition 1. 
Proposition 1. Sous les hypothèses (GLMl) , (GLM2) et , en définissant V(-) 
comme la fonction de variance, on a 
E [s(ll] = (l) = à' (e(l) ) ~~ ~IJ IJ 
Var [ si.1] J = ?/!Y] a" (eX] ) 
V (fl·~~] ) =a" ( (a')-1 (~~:;) ) . 
Démonstration. Pour cett.e démonstration on a simplifié la notation en enlevant 
i,j et l . On sait que J f 5 (s) ds = 1. Ainsi, 
j f s(s)ds = j c(s, '1/J ) exp((se - a(e))/'1/J )ds 
1 = j c(s,'ljJ)exp(sBj?jJ)exp(-a(e) /'ljJ )ds 
= ds J c(s , 'lj;) exp(se /'1/; ) exp( u( e) /1/J) 
= ( ~e) j i ) j c(s,?jJ )exp(sej'ljJ )ds 
exp a 'ljJ 
-7 j c(s, '1/J ) exp(se j'!jJ )cls = exp(a(e)j'lj; ). 
On cherche 
On cherche aussi 
E[S] = J sfs(s)ds 
= j sc(s , 'lj; ) exp((se- a(e))/'1/J )ds 
J sc(s ,'l/; )exp(seN; )ds 
exp(a(e) / '1/J ) 
J sc(s : l/J) exp(se j'lj; )ds 
= "'-::---:-------:--------:---J c( s, ·If;) exp( se / '1/J )ds 
J 'lf; foc(s , 1~ ) exp(sBj'lj; )ds 
- J c(s, '1/J ) exp(sB/'ljJ )ds 
0-7- J c(s '0) exi)(sB/w)ds 
= _· =;ciO;-'-:-----:' _. -----,--:-:-:-'-,------J c(s , '1/J ) exp(sB/'1/J )ds 
'1/J fo exp(a(B) /'1/J ) 
-
exp(a( e) / '1/J) 
~'1/J exp( a( e) /1/J) 
-
exp(a(e)j'lj; ) 
= a'(e). 
Va.r [S] = E[S2] - E[S] 2 
= E [52] - a'(B) 2 , 
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où 
Donc 
E[S2 ] = j s2f s(s)ds 
= j s2 c(s , 7j; ) exp((se- a(B))j?j; )ds 
J s2c(s, 'lj;) exp(sf1 j1j; )ds 
= 
-
= 
= 
exp(a(B)/1/;) 
J s2c( s, 1p) exp( se /1/J )âs 
J c(s , 1/; ) exp(sB/1/; )ds 
J 1j;2 ::.Xc(s , 1p) exp(sBj?j;)ds 
J c(s , 1/J ) exp(sB/'i)J )ds 
1/; 2~ J c(s , 1/; ) exp(sB/1/;)ds 
J c(s, ~1 ) exp(sBj1j; )ds 
1/; 2~ exp(a(B)/1/; ) 
exp( a( e) /1/J) 
1f;fe~ exp(a(B)/1/;) 
exp( a( e) /1/J ) 
'lj; ( a" (B) exp(a(B) / 1/; ) + ~ exp(a(B) j1j;) ) 
exp( a( e) /1/J ) 
Va.r[S] = E [52 ] - E[S] 2 
= 'ljJa"(e) + a'(B) 2 - a'(B) 2 = 1/;a"(B ). 
Par définition , on a 
Va.r[S] = 1j;V(p) 
--* V(p) = Var[S] /7/; = (?j;a"(B))/1/; = a"(B) =a" ((a') - 1(fJ.)). 
D 
19 
On a L modèles (rappelons que L représente le nombre de lignes d 'affaires dans 
le portefeuille) avec (I) ( J + 1) paramètres inconnus pour la moyenne, ~l~~). Afin 
d 'estimer ces paramètres, on dispose de L t riangles qui cont iennent moins de 
(I)(J + 1) données par triangle . Il faut donc ajouter davantage de contraintes au 
modèle afin de réduire le nombre de paramètres nécessaires. On considèrent ainsi 
une structure multiplicative où 
E [s(l)J = v][(l) v.](t) 
t,J ;'Z ;) 
ce qui permet de réduire le nombre de paramètres par triangle à I + J + 2. Avec 
cette structure mult iplicative, il est naturel de considérer une fonction de lien 
logarit hmique 
ln ( E [ sf.~ ]) = ln (1/~~l) + ln (vtj) . 
Les paramètres vi~] v~1;~ ont un degré de redondance pour chaque l. C'est-à-dire 
qu 'il y a I+ J + 2 paramètres pour chaque l, alors que le modèle n 'est identifiable 
qu'avec I + J + 1 paramètres par secteur d 'activité . Il faut rajouter une contrainte 
supplémentaire à chaque couple vi~id1;~ afin que le modèle soit identifiable. Dans 
1 · d d - . · d · (t) - 1 wz - 1 L e ca re e ce memon e, on propose e poser vr;r - , v - , . .. , . 
En choisissant V (~ttJ) = ( 1) 11;~; comme fonction de variance et ln ( E [si<,~ ]) 
ln (v1\~1) +ln (1/l/;~ ) comme fonction de lien, on obtient un modèle de Poisson. On 
peut également construire un modèle gamma en choisissant V (tJ~~J ) = (~~~J) 2 
comme fonction de variance ct ln ( E [ sJ,j J) = ln ( v~~i ) + ln (v.~1;~ ) comme fonction 
de lien. 
Après avoir déterminé la distribution avec laquelle on t ravaillera , on peut estimer 
1 . · · (t) (t) · - 2 I t . - 0 J . . . 1 cs parametr cs vE :i et vF ;}' pour z - , ... , e , } - , .. . , , par ma..'<nnrsatron ce 
la vraisemblance. Pour cette approche, on va supposer l'indépendance entre les 
lignes d 'affaires, c'est-à-dire qu 'on aura L fon ctions de vTaisemblance à maximiser. 
La fonction de vraisemblance de la ligne d 'affaires l s'exprime comme : 
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1 1-i+l 
L(s(l) . v (t) v (Z) .,!J (L)) = II II f (s·· z;(l) z;(l) ?J,(l)) , n , Ji , + s<ll , n:t , Ji ;1, y · t, .J 
i=l j=O 
Avec les estimateurs vi~] ct 1/i/;j on peu t calculer di rectement le montant total des 
réserves 
1= 1 i=2 j=l-i+l 
(1) (l ) 
1.\i 1/ JI ;j . 
Rappelons que la. réserve R correspond à la somme des pa iements collectifs à 
' d. sD pre . 1re . 
CHAPITRE II 
CONST RUCTION D'UN MODÈLE TvVEEDIE MULT IVARIÉ AVEC UN 
CHOC COMMUN 
On cherche à construire un modèle qui permettra de capt urer la dépendance par 
cellule (ij) (que la cellule contienne une ou plusieurs données) ent re les différentes 
lignes d 'affaires à l 'aide d 'une variable de «choc commun». Il s 'agit d 'une vari able 
aléatoire qui prendra la même valeur pour toutes les données d 'une même cellule 
(i,.i ) dans toutes les lignes d 'affaires . Afin de parvenir à construire un tel modèle, 
on définit dans ce chapit re un modèle Tweedie mult ivarié avec choc commun dans 
un cadre général puis, dans les chapit res suivants, on l'adaptera à la modélisation 
des réserves. À la section 2. 1, on t raitera le cas uni varié où nous ut iliserons la 
distribut ion Twecdie univariée. Par la sui te, quelques exemples seront présentés à 
la section 2.2. Enfin, à la section 2.3, on verra comment obtenir une distribut ion 
mult ivariée à l'aide d 'un choc commun. 
2. 1 La fam ille de distribut ions Tweedie 
Cette présentation est basée sur l 'int roduction de l'article de (Alai, Landsman et 
Sherris , 2015) , sur l'annexe de l' article de (Avanzi, Taylor , Vu, ct \Vong, 2016) et 
sur les chapit res 3 et 4 du livre de (Jorgensen , 1997) . 
Une variable aléatoire X appart ient à la famille des distribut ions exponentielles 
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( e:r;ponential distribution famûy , EDF) si sa mesure de probabilité Pe,À est abso-
lument continue par rapport à une certaine mesure QÀ et peut être représentée 
comme suit pour une fonction K( O) appelée cumulant : 
Une variable aléatoire appartenant à cette fam ille a deux représentations. La pre-
mière représentation est dite additive (avec un paramètre canonique e et un 
paramètre d 'indice À). Le paramètre canonique a pour domaine 
8 = {e E IRI h:(B) < oo} 
et le paramètre À appartient à l'ensemble des valeurs réelles positives, c 'est-à-dire 
A= {À E JR+}. Cette famille est également appelée (Jorgensen, 1997) la famille 
des distribut ions additives de dispersion exponentielle E D*(e , À). 
Pour une variable aléatoire X sous forme additive, la fonct ion génératrice des 
moments est 
lVf t(X) = exp(K(e + t)- K(e)) . (2. 1) 
D'après (Jorgensen, 1997), la seconde représentation de la famille des distributions 
de dispersion exponentielle ED(J-L , a 2 ), appelée la représentation reproduct ive , 
est générée par la mesure 
où dQ À est obtenu à partir de dQ À en ut ilisant le changement de vari able X ' = 
X/ À. Le paramètre JL = 11:' (8) est alors le paramètre de localisation et a 2 = 1/ À 
est le paramètre de dispers ion. 
----------------- ----- --- -
-------------------------------
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La famille Tweedie est une sous-famille des EDF dont on note 
1. Tweedie* la forme additive et, 
2. Tweedie la forme reproductive. 
Les membres de cette sous-famille ont une relation spéciale entre la variance ct 
l'espérance traduite par la fonction variance donnée par 
1/(p) = jl_P, (2.2) 
où p est le paramètre de puissance qui détermine le type de distribution. Le 
cumulant pour une distribution 1\veedie est donné par 
exp(B) , 
"'p(B) = -ln( -B) , 
p=1 
p=2 
7~ 1 c~l r -1, p ~ (o, 1J u [2], 
(2.3) 
où T = (p- 2)/(p- 1). De plus, le paramètre canonique appartient à l'ensemble 
Gp donné par 
[0, oo), p < O 
Gp= 
IR, p = 0, 1 
( -oo, 0) , 1 <p~2 
( -oo, 0], 2 < p < 00. 
On a également la relation suivante (voir (Jorgensen, 1997)) entre les formes re-
productive et additive pour la famille Tweedie 
(2.4) 
Enfin on note que (voir (Alai, Landsman et Sherris , 2015)) l'on peut obtenir les 
moments suivant : 
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ct 
2. 2 Exemples de distributions T\veeclie 
Le paramètre p détermine quelle distribution appartenant à la famille Tweedie est 
utilisée. Le choix de certaines valeurs pour le paramètre p permet l'obtention de 
certaines distributions connues. Par exemple, avec p = 1 et p = 2 on obtient , res-
pectivement, une distribution Poisson et une distribu t ion gamma. Afin d 'illustrer 
la famille '1\veedie, on propo ' e d 'observer la fonction de densité et la fonction de 
répartition d 'une variable aléatoire Y te lle que 
Y"' Tweediep( l , 1) , p = 1, 1.5, 2. 
Les figures 2.1 et 2.2 illustrent , respectivement , les fonctions de densité/ masse de 
probabilité et les fonctions répart ition de Y. 
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Figure 2.1 Fonctions de densité de y "-' Tweediep (1 , 1) pour des valeurs de p -
1, 1.5, 2. 
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Figure 2.2 Fonctions de répartit ion de Y ,..__, Tweediep(l , 1) pour des valeurs de 
p = 1, 1.5, 2. 
2.3 Modèle 1\veedie :tvlultivarié avec un choc commun 
On cherche à introduire la dépendance entre les éléments d 'un vecteur aléatoire X 
de taille N avec une structure de choc commun. En défini ssant la variable aléatoire 
Y0 comme le choc commun ct les variables aléatoires Y;1 \:1 n = 1, ... N comme les 
effets individuels, on a 
où c~ , \:ln= 1, ... , N sont des constantes . 
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En supposant que les éléments du vecteur aléatoire 
Y = [Yo ···~v] T 
sont indépendants, on constate que la. dépendance entre les éléments du vecteur 
X est capturée uniquement grâce Yo qui est affectera l 'ensemble des éléments de 
ce vecteur. 
Théorème 1. On considère un vecteur aléatoire X = A Y où Y est un vec-
te ur aléatoire colonne de taille ( N + 1) x 1 et dont les composantes sont in-
dépendantes entre elles et suivent des lois Tweedie additives, c'est-à-dire Yn ,......., 
Tweedie; (a;u b~), n = 0, 1, ... , N. Soit A , une matrice N x (N + 1) définie par 
ci 1 0 0 0 
c; 010 0 
A = c3 0 0 1 0 , 
cj" 0 0 0 1 
où c;1 = a~/ a~, n = 1, 2, ... , N. Alors les composantes X 11 , n = 1, 2, ... , N, du 
vecteur X sont telles que 
Xn = c~ Yo + Y,l ,......., Twecdie; (a~, b~ (a~/ a~) 7 + b~) , p :f 1, 
où T = (p - 2)/(p- 1). La fonction de densité de probabilité multivariée de X est 
donnée par 
OÙ 
28 
ct f* (.) est la fonction de densité de probabilité univariée d'une T\veeclie additive . 
D émonstr-ation. Ce théorème a été prouvé par (Furman et Landsrnan , 2010) pour 
le cas p =/= (0 , 1] U [2]. La fonction génératrice des moments de Xn = c~ Yo + Y;1 est 
(voir équation (2.1)) 
A1x,Jt) = exp(b:,(t.:p(a~ + t)- t~11 (a~))) x exp(h;(t.:p(a.; + <,t)- rup(a;))) 
= exp(b~(ru11 (a~. + t)- t'i:p(a~))) x exp(b;(K;p((u~. + t) c~)- K;p(a~c~))), 
où 
{
- ln( -a*) 
Kp(a*) = ' 
r-l (~)r-1 
r r- 1 ' 
p=2 
p =1= (0, 1] u [2] 
et T = (p- 2) /(p - 1) . 
On distingue alors les deux cas ci-dessous. 
Cas 1 : p = 2 
ln(Afx,(t)) = ln (exp(b~(K;2 (a~ + t)- ru2(a~))) x exp(b~(ru2((a~ + t)c~)) 
- ru2 (a:, c:J))) 
= b~. (t.:2(a~ + t)- K;2(a~)) + b~(ru2((a~. + t)c:J- ru2 (a~c~)) 
= b;,( -ln( -(a:,+ t))- (- ln( -a~)))+ b;( -ln((a:1 + t)c~) 
- (-ln( -a~c~))) 
= b~. (- ln(-(a~ +t))- (- ln (-a~))) 
+ b; ( - ln ( u~ + t) - ( - ln ( -a.~) ) ) 
= (b:, + + b;)( -ln( -(a~+ t)) - (- ln( -a~))) 
= (b.~+ b~) (t.da~ + t)- ru2(a~)). 
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Ainsi, on obt ient que 
Xn ""' 1\vcedie; ( a~, b~ + b~.) , p = 2. 
Cas 2 : p -:1 (0, 1] U [2] 
Ainsi, on obt ient que 
X n ""' Twccdie; (a~ , b~ (:~ ) 7 + b~) , p =F (0, 1] u [2] . 
D 
Souvent , on ut ilise la forme additive de la loi Tweedie mais dans le contexte de 
modélisation des réserves, il est plus intéressant de t ravailler avec la form e re-
productive puisque les paramètres peuvent être interprétés plus facilement.. Cett e 
forme possède un paramètre de localisation et un paramètre de dispersion qui spé-
cifient l'espérance et la dispersion de la distribut ion. D'après (Jorgensen, 1997) , 
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la relation entre la forme additive et la forme reproductive est 
(2.5) 
En notant qu 
, * { exp(a*) , hp(a ) = 
(~)T-l' T-1 ' 
p = 1, 
p # 1, 
on obtient 
{
1\veediep (b* exp (a*), 1) =Poisson (b* exp (a*)), p = 1 
Tweedie;(a* , b*) = 
1\veediep (b* c~1r- 1 , (b*)l-p), p # 1, 
où T = (p- 2)/(p- 1). À la sous-section 2.3. 1, on étudiera le cas où p # 1 et à la 
sous-section 2.3.2, le cas où p = 1. 
2.3.1 Situation où p # 1. 
En utilisant la relation entre la forme additive et reproductive , on obtient 
( 
1-p ) 
Tweedicp(a,b) = Tweedie; b(~ _ p)'b1/ ( 1- p) ,p # 1. 
Le théorème suivant permet de construire une distribution multivariée à partir de 
cette forme reproductive. 
Théorème 2. On considère un vecteur a léatoire X = AY où Y est un vec-
teur aléatoire colonne de taille (N + 1) x 1 dont les composantes sont indépen-
dantes entre elles ct suivent des lois 1\vcedie reproductives, c'est-à-dire Yn "" 
1\vcedicp (an , bn) , n = 0, 1, ... , N, p # 1. Soit A une matrice N x (N + 1) définie 
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par 
c1 1 0 0 0 
C2 010 () 
A = c3 0 0 1 0 
CN 0 0 0 1 
( )1-p ' - ao bn ' - 1 ou Cn- b , n- 1, 2 . .. '.N. <Ln 0 
Alors les composantes Xn , n = 1, 2, . . . , N du vecteur X sont telles que 
. ao bn ao bn 
Xn ""'Twced1er O.n ( an ) bo + 1 , bn ( an ) bo + 1 ( [ 2-p l [ 2-p ]1-p) 
et la fonction de densité de probabilité multivariée de X est donnée par 
OÙ 
et f( .) est la fonction de densité de probabilité d 'une 1\veedie reproductive. 
D émonstmtion. En utilisant la relation entre la forme additive et reproductive 
(voir équation (2 .5)) , on obtient 
Y,,~ 1\veedie, (an~ b~ C ~
1
) T-l , bn ~ (b~)I-p) , p ,P l 
. . * * - an * - 1/(1-p) ( 1-p ) '""Tvveed1eP an - bn( 1 _ p) , bn- bn , pi= 1, 
OÙ T = (p - 2) j (p - 1) . 
32 
Et en notant que 
aiJ - p 
bo( l - p) 
a11,. JJ 
bn ( l - p) 
( Uo ) l - p bn = an bo 
le théorème 1 permet de conclure que 
Xn r-.J Tweedie; ( a;1 , B.~ = b; ( :.~ ) r + b;t) , p # 1 
~ Tweediep (An = B,: ( 
7 
";, 
1
) ,_,,En = (B~)l-p) , p fe 1, 
où 
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et où 
(
b6/(1-p) ( ( ao ) 1-p bn) ;si + b.;/(1- p) ) 1-p 
an bo 
_ 1 _ _ 1'..::3_ 2-p p - 2 
( ) 
l - p b~ -p p- 1 ( :: ) bi:- ] + b~/(1 -p ) 
-p E=-! - 1 
( 
2 ) 1- p 
b(J1 ( ::,) b~- 1 +p-l + b:/ (1-p) 
= bn [ ( ao ) 2-p bn + 1] 1-p 
Un bo 
On déduit que 
D 
La proposition suivante nous permet d 'obtenir certains moments pour la forme 
reproductive. 
Proposition 2. Si X ""' 1\veediep (a, b) et 
Xn ""' 1\veediep (an [ ( ao ) 2-p bn + 1] , bn [ ( ao ) 2-p bn + 1] 1-p) 
an bo a,l, bo 
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alors l'espérance de X et l 'espérance de Xn sont données par 
E[X] =a 
ct 
E[X,] =a, [( ao )2-p bn + 1] . 
an 0 
La variance de X et la variance de Xn sont données par 
Var[X] = baP 
et. 
. _ , Pao _!!:. 
[ ( ) 
2
-P b l Var [X,] - tbnan an bo + 1 . . 
Finalement , le troisième moment centré de X est donné par 
Démonstration. En notant que 
K~(a*) = (- a* )T-1' P =f. 1, 
,-1 
on obt ient , pour p =f. 1, 
E[X] = b*K'(a*) , 
= b* (~) 7-l 
T-1 
= bl / (1 - p) ~ 
( 
a l - p ) (1 / (1-p)) 
1/(1- p) 
=a. 
On déduit que 
E[Xn] =An 
= O.n [ ( ao ) 2-p bn + 1] . 
an bo 
En notant que 
( 
* ) T-2 "'~ (a*) = T ~ 1 ' p "/: 1' 
on obtient, pour p "/: 1, 
On déduit que 
Var[X] = b*!-é"(a*) 
= b* _a_ ( 
* ) T-2 
T-l 
=E[X] (~) -1 
T-l 
b(1-p) 
( 
a l -p )-1 
=a (1/(1 - p)) 
= bn [ (::f" :: + 1r (a" [ (:f" ~ + 1])" 
= bna~ [ (::f" :: + 1] . 
Enfin, en notant que 
111 * T- ~ Q. ') ( * )T-3 
/'i,p ( Q. ) = T - 1 T - 1 ' p "/: 1 1 
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on obtient, pour p of 1, 
E[(X- E[X]) 3] = b*r;,'"(a*) 
2.3.2 Situation où p = 1. 
T - 2 ( Il* ) T- 3 
=T-l T-l 
= T-
2Var[X] (_!!!_) -J 
T-l T-l 
- P / ( 1 - P) IJaP ( ~ ) -1 
- 1/(1- p) (1 /(1- p)) 
D 
En modélisant avec une loi de Poisson, on rencontre souvent, en prat ique , un 
problème de surdispersion , c'est-à-dire un cas où la variance est supéri .ure à l 'es-
pérance. 
Théorème 3. Soit Y , un vecteur aléatoire de tai lle (iV+ 1) x 1 dont les compo-
santes sont indépendantes entre elles et ont les propriétés suivantes : 
la variance est donnée par an= Var[Yn] = b11 V(E[Y,v]) , avec: V(x) = x; et 
E[Y;l] = b~exp(a~J . 
On a alors 
Ainsi, la variable aléatoire Xn = (bn/bo)Yo + )~t a. les caractéristiques suivantes : 
- son paramètr -' de localisation est 
sa variance est 
son paramètre de dispersion est bn. 
En utilisant le résul tat de cc théorème, on peut poser 
et conclure que 
La fonction de masse de probabilité du vecteur multivarié X = [ X 1 X2 · 
est 
avec 
. (bo bo ) Ai.j =mm -b x1, .. . , -b XN . 
n N 
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En posant bn 1, n 0, 1, .. . , N, on obtient une distribution Poisson sans 
surdispersion. 

CHAPITRE III 
CONSTRUCTION DU MODÈLE POUR RÉSERVES INDIVIDUELLES 
Dans cette section on va utiliser la distribution de Tweedie avec choc commun 
(décrite dans le chapitre 2) pour capturer la dépendance entre plusieurs lignes 
d 'affaires en utilisant des données individuelles. Pour cette raison on devra déve-
lopper deux modèles : dans la Section 3.1 , on propose un modèle pour prédire la 
sévérité des paiements (modélisée à partir du montant des paiements individuels 
observés) et, dans la section 3.2, on propose un modèle pour prédire la fréquence 
des paiements (modélisée à partir du nombre de paiements individuels observés). 
On s' intéressera surtout à la dépendance de la sévérité des paiements étant donné 
qu'il y a plusieurs paiements par cellule 1 (i, j) pour chaque ligne d 'affaires (voir 
tableau 1.3 pour un rappel du triangle de développement). Cette caractéristique 
ne nous permet pas d 'utiliser directement des modèles qui pourraient être utilisées 
pour des données collectives. La fréquence d 'autre part , n 'a qu 'une seule donn'.e 
par cellule (i , j) pour chaque ligne d 'affaires. Ainsi, le modèle proposé capture 
seulement la dépendance de la sévérité des paiements pour des lignes d 'affaires 
différentes. 
1. On rappelle que pour les modèles individuels, le terme «cellule ( i , j )» est utilisé pour 
représenter l'ensemble des paiements individuels faits pendant, la période de développement j 
pour les sinistres survenus pendant la période d 'accident ·i. 
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3.1 Construction du modèle pour la sévérité des paiements 
Pour prédire l'ensemble X D (voir la notation introduite au chapitre 1), on consi-
dère un modèle Tweedie mult ivarié pour les paiements de plusieurs secteurs d 'ac-
t ivi tés. Pour ce faire, on doi t regrouper les 1<] paiements de laie année de surve-
nance , de la f année de développement ct du ze secteur d 'activité dans un vecteur 
xi~i. Comme mentionné précédemment , pour prédire xD ) on doit également pré-
dire l'ensemble KD . Dans cette section, on va supposer que x:,D est connu et, par la 
suite, on va construire un modèle pour réaliser des prédictions pour cet ensemble. 
On définit le vecteur qui contient les montants des paiements de la cellule ( i, j) 
pour la ligne d 'affaires l , sachant le nombre de paiements de ce secteur d 'activité : 
T 
(1) ] 
... x (l) 
K .i,j 
'·1 
Par la suite, on regroupe tous les vecteurs ( xij 1 K?J ) clans un seul vecteur, 
( Xi,j 1 Kf.~) , ... , K,J.~) ) qui contiendra tous les paiements pour une cellule ( i, j) 
T (x~~) IKCL)) ] l.J t.) 
C - . (x 1 r/C l ) I -(L) ) . 1 . 'Il ~1 - "'"'L T/cz) e ' ·ecteur ij 11 i,j , .• . , \. i ,j est ce ta1 e 1v - L.....-t = l H i ,j. 
Le modèle suppose que chaque paiement est la réalisation de la somme de deux 
variables aléatoires indépendantes 
la première variable TVi.J est un « choc commun » qui est partagé pCLr tous 
les paiements cl 'une même cellule ( i, j) ; ct 
1 1 ·- · bi zCl) l' ff. ct ct 1 a c cux1eme vana e k ;i.j représente « e et in ivi ue » qui caractérise 
chaque paiement. 
Definition 3 (Modèle Tweedie multivariée pour la sévérité des paiements) . Le 
modèle repose sur les hypothèses suivantes : 
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Hypothèse (Sl) : on a 
(xij IKi(.~) , .. . , 1<Y) = ( Azij IKi(,~), ... , K/.~) ) , 
où ( ZiJ 1 Ki(,~) , ... , Ki(.~) ) est un vecteur aléato ire de taille Ai + 1 donné 
par 
( 
1 
(1) (L) ) ZiJ K i.j , . .. , K ;,.i 
avec 
[vv. . 1, ) (1) zl .. ,1.,J 
et la matrice A est telle que 
( ) 1-p (l) À 'Yi,j 
À~?>-.~~] --;y 
( ) 1-p (2) À 'Y;,j 
À~~? À.i~J --;y 
A= 
( ) 1-p (1) À ~fi . j 
À(I)À(I) ----;y 
li;? JI;) 
( )1-p" (L) À YI ,J 
À~~) À.1:i --::;:-
1 0 0 
0 1 0 
0 0 0 
0 0 0 
(2) 
zl J,j 
0 
0 
0 
1 
(L) 
. .. z (L) 
J{i ,:i ,i.j ]
T 
Hypothèse (82) : les composantes de ( Zu IKf,~l , . . . , J·<~) ) sont mutuelle-
ment indépendantes. 
Avec les hypothèses du modèle, chacune des composantes du vecteur 
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s'exprime comme 
( ) 
1- p (1) 
(!) - À ~,i .j ' r; (l) 
x k ,.i.j- (t) cz) -~- 1vi.j + z b ,j · 
Àt;·) ,D;j y 
(3 .1) 
Une simplification souvent fa ite lorsque l'on t ravaille avec des données agrégées 
est de supposer que rr1J = ~/ 1). Cette simplification implique que la variation 
des niveaux de dispersion entre les paiements des différentes lignes d 'affaires est 
similaire pour toutes les cellules. Dans ce mémoire, on travaille avec les paiements 
individuels et dans ce contexte, on constate souvent que cette supposition n'est pas 
valide, c 'est à dire que la dispersion entre les paiements individuels des différentes 
lignes d 'affaires est différente pour chacune des cellules . L'avantage de travailler 
avec des données individuelles est qu'on a plusieurs paiements par cellule ct donc, 
une estimation avec des paramètres ayant un effet ligne et colonne est envisageable. 
Ainsi, on suppose que 
(l) (l) (l) 
fi ,j = fll ;i ~(JJ;j . (3.2) 
L · .. 't , (l ) , (l) t d d d d 1 z c· d es p ruame res A rr ;i /\,u on un egré e re on · ance pour c 1aque . 'est-à- ire 
qu 'il y a I + J + 2 paramètres pour chaque l, le modèle n 'est identifiable qu 'avec 
I + J + 1 paramètres par secteur d 'activité . Il faut ra jou ter une contrainLe sup-
plémenta ire à chaque couple À~~i, ..\ ~(j afin que le modèle soit ident ifiable. Dans le 
cadre de ce mémoire, on propose de poser À~~ i = 1, l = 1, .. . , L . 
Pour les mêmes raisons que pour À ~~ i, .-\ ~(.1 , on doit poser une contrainte pour les 
pru·amètrcs ~~~1 et f](t)J . Encore une fois on propose de poser ~~~~ = 1, l = 1, .. . , L. 
, , , 
À la sous-section 3. 1.1 , on t raitera la sit uation où p '1- 1. Puis , à la sous-section 
:3.1.2, on traitera la sit uation où p = 1. 
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3.1. 1 Situation où p -::/= 1. 
Proposition 3. Sous les hypothèses (Sl) et (S2) , et en posant p-::/= 1 ct Îf.~ = 
(1) (1) ( 1 (1) -(L)) _ , ~fn:i Î.D ;J ' les composantes de XïJ K i,J , ... , J\ i,.i sont telles que 
X (l) 'I ' ct· ( \ (1) r (l) ) k,i,.i r--v wee 1ep 1 i,.i' ·i,J , 
OÙ 
avec 
Démonstr-ation. Les résultats découlent directement du théorème 3. 0 
3.1.2 Situation où p = 1. 
Da ns le cas où p = 1, le résultat de la proposit ion précédente peut se simplifier. 
Proposition 4 . Sous les hypothèses (Sl) et (S2) , et en posant p = 1 ct Î;.~ = 
(l) (l) , ( 1 (1) (L) ) Î n;iÎ.D;J' les composantes de XiJ K i,J , ... , K i,.i sont telles que 
(1) ( (/) (1) ) Xk ,-i,J . À Àn;-) .u 
(t) (l) "" Pmsson -:y + "'( t ),.., (l) . 
În;~ Î.D;J Yn;1. Y.D ;J 
La fonct ion de masse de probabili té du vecteur multivarié ( Xij 1 Kl,~) , . .. ,1<_~) ) 
est 
P (x( l ) X.(L) lk(1) k·(L) ) -X . · 1/ .( J ) / ' (L) . l.i.j> ... ;· , ( L ) · · ·i.j l . · · l ;,j -I ,J \ i.j .... ,_ \ i .j ' }\ i.j .'1:) 
où 
_ . ( 1 ,(1) 1 (L) ) 
Ai,J - mm (t) (t) xl.i,j> .. . , (1) (t ) x .C L) . . • ~ . . ~y . 'V · " ' . k ,,j .1,) 
ITI ;1. Jl :J 'li;• r Jl :1 
Démonstration. Les ré ·ultats découlent directement du théorème 2. 0 
En posant 1 = ~rt:)~1~J = 1 on obtient une distribution P oisson équidispersée. 
3. 1.3 Analyse de l'espérance, variance ct covariance des paiements 
En utilisant les résultats de la proposit ion 1 à la page 16, on peut facilement calcu-
ler les premiers moments de chacune des corn posant es de ( Xij 1 Kr~) , ... , Kf,~) ) . 
Pour p i= 1, on a 
E [x (Il ·] = A (t) 
k ,t,J 1·,.7 
( ) 
1-p (l) (l) 
= )Yl ),Y.) + À III;il.u À 
li ;t .U;J À(I) À(l ) l 
ll ;t Jl:J 
ct 
Var [x,~1 ) ·] = r Ul (A(l))P 
K·,t.) 1 .) t .) 
Dans le cas où p = 1 avec surdispersion, on obtient 
et 
(l ) (l) 
E [x(l) ·] = À (l) À U) + ln/ll!;j À 
k ,t.J rr ,,. .Jl;J ,..,
1 
( 
,(l) (l) ) 2 
V . [x <t) ·] = lll;iÎ'JJ;j ,.., , + .u) (1) (dl) dl)) al lc,t,J "( y/\ Î'll;t 1 J) :] /\ll;t /\ J) ;J . 
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On peut également s 'intéresser à une cellule quelconque ( i, j) et calculer la co-
variance entre deux paiements différents. Posons Xk~L et xt.L, deux paiements 
différents de la même cellule mais pour deux lignes d 'affaires différentes. On a 
alors 
[ ( ) 
1-p (!) (l) ( ) 1-p (l*) (l*) l À Î'li;ii.U;j . . (l) À l n;·i I.F;j /. . (l*) 
Cov (l) (l) lV2 ,1 + Zk ,i,J' W) W) l H 1,1 + Z~,;• ,i .J 
À II;) JJ;J 1 À li;?. À JJ;J 
E 1,. d ' d t z(l) z(l*) 1xr l t' t n su pp osant m . epen ance en .re k,i,J, k* ,-i .Jet ·v i ,J, on o ) .1en . 
[ 
(l) (l*) ] Co v X k.i,J, X Je• ,i ,J 
Il est à noter que pour le ca..os particulier l = l*, c'est-à-dire pour deux paiements 
de la même cellule et pour les mêmes lignes d 'affaires, on a 
[ (l) - ( l*) ] [ (l) ] Cov Xk.i ,J, Xk. ,i ,J =Var Xk,i.J . 
On peut aussi s' intéresser à la covariance entre des paiements de deux cellules 
ayant la même année de survenance et la même ligne d 'affaires 
Ce résul tat suggère qu 'il a une indépendance ent re les paiements ayant une même 
année de survenance et , en part iculier , ent re deux paiements faits pour un sinistre. 
Le modèle suggéré dans ce mémoire ne prend pas en compte cette possible dépen-
dance. Cependant, avec une distribution Tweedie multivariée avec choc commun, 
il est possible d 'adapter ce choc afin d 'affecter l'ensemble des paiements ayant une 
même année de survenancc. Cette suggestion n 'est qu 'une possible extension du 
modèle proposé. 
3.2 Construction d 'un modèle pour le nombre de paiements 
On veut maintenant développer un modèle pour prédire le nombre de paiements 
parmi plusieurs secteurs d 'activités , c'est-à-dire pour prédire l'ensemble KP. Comme 
on l'a expliqué précédemment , on peut prédire N° en utilisant N u puis, en uti-
lisant l'exposit ion au risque, t rouver K 0 . Une première possibilité est de suppo-
ser que les ensembles ]\l u = { Ni~~), Ni~~), . . . , N1(.~) } sont indépendants pour tout 
couple ( i , j ) tel que i E {1 , .. , I} et j E { 0, .. , J} , ce qui revient à t ravailler sur 
L t riangles indépendants où chaque triangle est modélisé séparément . Classique-
ment , on choisirait alors un modèle Poisson ou Quasi-Poisson pour représenter les 
fréquences . Cet te option sera considérée à la sous-section 3. 2.1. Une aut re possi-
bili té est de supposer une dépendance entre les différents secteurs d 'activités. On 
pourrait donc travailler avec plusieurs modèles disponibles dans la littéra ture, par 
exemple en pourrait utiliser le modèle proposé dans (Avanzi, Taylor , Vu , et Wong, 
2016). Cette option sera considérée à la sous-section 3.2.2. 
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3.2.1 Modèles supposant l' indépendance entres les secteurs d 'act ivités 
Modèle Poisson supposant l'équidispersion. 
Definition 4. En ·utilisant un modèle Poisson pour le nombre de paiements cl 'un 
secteur d 'activité l , on doit supposer les hypothèses suivantes : 
Hypothèse (FPl) : les Ni~? sont indépendantes pour différentes années de 
survenancc (i) et/ ou développement (j) ; 
Hypothèse (FP2) : les Ni~? suivent des loi de Poisson t elles que 
et la fonction de masse est , par conséquent , 
(l ) 
( 
(l) (l) ) ni.j 
( (l)) . (t) ( L) 1h ;i 7l.D ;j p (t) n. . = e iJ ~:> 1JJ;1 ---'-------,-,---'---Ni,j t ,J (l) 1 
nu. 
On peut réécrire la fonction de ma..sse de probabilité sous forme d 'un modèle 
linéaire généralisé 
où 
et 
( (l ). (1) ' (l) ) p N( t) 7\,j ' () i,j: Cj)i ,j 
>,J 
- ( (l ). ·(l)) .. , ni.i i.i - a i,i 
( 
(l) e<l) (e(ll)) 
- c ni,j, 1Ji,i exp (L) , 
c/Ji,.i 
( 
(1). (l)) - 1 
c ni,i , c/Ji,i - (l)f 
ni ,j· 
() . · = ln 'flrr. 'fln. · (l) ( (l) (l) ) 2,] .. , t .• ,) 
r~-.( l) = 1 
'V t.J · 
La proposition ci-dessous permet d 'obtenir les moments des variables Ni~?. 
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Proposition 5. Sous les hypothè. cs FPl et FP2 , on a 
E [N(t)J = u (t) = a' (e(ll ) = ·'7n( 1 )r7 ~') 
>.J t-"t.J t.J , t ,JJ ,) 
Var [N(I)J = d}0 a" (e(l)) = ''7(l)r/') 
t.J • 1,J 'I,J Jl;?. ,];] 
v ( (1)) _ " (c ')- 1 ( (1) )) _ " (e(l)) IJ.·i. j - a a J-ti,J - a ; ,J = // (1) t-" t ,j. 
Démonstmtion. Les résultats découlent directement de la proposition 1. D 
On obt ient un modèle avec I + J + 2 paramètres. Comme lorsque l'on a modélisé la 
sévérité , il faut rajouter une contrainte supplémentaire afin d'éviter la redondance 
des param ètres. On pose r7~:1 = 1, l = 1, ... , L. 
Modèle Quasi-Poisson. Lorsque l'on utilise un modèle Poisson on suppose 
que E [ND] = Var [Nn]. Souvent cette supposition n 'est pas vérifiable empiri-
quement et on sc retrouve souvent, dans le contexte de la modélisation de réserves 
d 'assurance I.A.R.D ., avec: des cas d surdispersion (E [Nn] < Var [Ni~j] ). Pour 
tenir compte de la surdispersion , on travaille avec un modèl Quasi-Poisson pré-
senté ci-dessous. 
Definition 5. En utilisant un modèle Quasi-Poisson pour le nombre de paiements 
d 'un secteur d 'activi té l , on doit supposer que 
Hypothèse (FQl) : les variables aléatoires Ni~j sont indépendantes pour dif-
férentes a nnées de survenance (i) et / ou développement (j); et 
Hypothèse (FQ2) : le paramètre canonique e, la log-partit ion a() ct le pa-
't d d ' · •(l)d ' ll '1\ r(l) rame re c 1spcrs10n cp1,j cs vana) cs 1vi .j sont 
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ct 
,!,(l) = ,~-, (t) 
'f/•f,J 'f/ , 
Sous les deux hypothèses ci-dessus on peut obtenir les moments suivants 
E [N5,1_
7
)] = fL(t) =a' (e(l) ) = nn(t)77JJ(l·) 
• tJ tJ '/ ~ J 
Var [N"(,1_
7
)] = cb(1)a." (e(l) ) = rJy(llnJI~~)n.](t) 
• ' t ,J t,J ' '/ ,t '/ ,J 
et 
V ({Li~l) = a" ( (a') -l (JJ.;,~J)) = a" ( e;:]) = p.i,~J. 
L t . ' cl 't (t) (/) cl 1 d'l Q . p . 1 es es Jmatlons es parame res Tln;i et Tl.D;j ans e mo . e e uas1- o1sson sont es 
mêmes que sont ceux obtenus par le modèle de Poisson dans la partie précédente. 
Il suffit d 'obtenir une estimation pour cp(l). 
3.2.2 l'vlodèles supposant la dépendance entres les secteurs d'activi tés 
Les modèles utilisés pour les paiements collectifs peuvent également être ut ilisés 
pour modéliser le nombre de paiements. Notamment , on peut envisager de prendre 
en compte la dépendance entre des secteurs cl ' activités en considérant une des dif-
férentes approches proposées en int roduction de ce mémoire : (Brehm 2002) qui 
utilise une copule gaussienne pour modéliser la distribution conjointe des pertes 
à combler ou (Alai et Wüthrich , 2009) qui utilisent une copule Gaussienne multi-
variée pour adapter la corrélation des années comptables. Il est aussi envisageable 
d'utiliser le modèle proposé par (Avanzi, Taylor, Vu , et \.Vong, 2016) qui utilise une 
loi Tweedie lVIultivariée avec un choc commun. f\/Ialgré l'efficacité de ces modèles 
pour capter la dépendance des paiements collectifs entre les secteurs cl 'activités, 
la dépendance de la fréquence des paiements individuels ent re des secteurs d 'ac-
tivi tés n 'est pas encore très étudiée dans la littérature. Dans ce mémoire on met 
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l'accent sur la modélisation de la sévérité des paiements ind ividuels puisque l'on 
a plusieurs paiements par cellule, ce qui n'est pas le cas pour les nombres de si-
nistres. Malgré les similitudes avec les paiements collectifs, l 'étude de la fréquence 
des paiements pourrait être intéressante et des recherches supplémentaires peuvent 
être envisagées. 
CHAPITRE IV 
ANALYSE DE LA RÉSERVE 
Après avoir modélisé la sévérité et la fréquence des paiements, il est possible de 
calculer une réserve c'est-à-dire le montant nécessaire afin de garantir le paiement 
des sinistres encourus. Bien entendu, cette réserve est composée de montants pré-
dits selon les années de survenance, les années de développement et les secteurs 
d 'activités différents . En particulier , un assureur peut s 'intéresser au montant de 
la réserve provenant de chaque secteur d 'activité, ou au montant de la réserve 
qui correspond à chacune des années de survenance. Le but de ce chapit re est 
de déterminer les espérances et les variances des réserves obtenues à part ir de 
la structure proposée au chapi t re précédent . Rappelons le triangle de développe-
ment incrémenta] (tableau 1.3) , sur lequel on peut voir clairement quels sont les 
montants qu 'on devra prédire dans cette section . 
4.1 Espérance et variance de la somme des paiements par secteur d 'activité 
Soit s.J,j, le montant total des paiements d 'un même secteur d 'activi té l pour 
une période de survenance et une période de développement données. On a , en 
considérant les équations (3 .1) et (3.2) , 
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(4.1) 
La proposition sui vante permet d 'obtenir l'espérance et la variance de ce coût 
total par secteur d 'activité . 
P 't' 6 S 1 h h ' (Sl) (S2) (tl - Ul (tJ ropos1 10n . ous es ypot eses et , et en posant Ti,j - l n;O.n;j' 
l'espérance et la vari ance de si(.~ sont données par 
E [ sYJ] = E [Id.~ ] 
et 
( 
1- p ) 2 1 (l ) (l ) . - (1) .r ( l ) 2 
( (l ) (t) ) TK;iTJI;j (var[R i,.i ] +E[Ri,j]) 
,\ ) 'JI;] 
Démonstration. En rappelant que le choc commun TiVi ,j est indépendant des effets 
individuels Z~.':L et que ceux-ci sont mutuellement indépendants, on peut calculer 
---
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l'espérance et la variance de la somme S~.J· On a, avec l'équation (4. 1), 
E [s.(t)] = E [E [s. (Il 1 K(l) ]] 
1J IJ IJ 
r r ( ) 
1-p (l) (l) Kl~J ] ] 
= E E À lrr ; i~l.] :j K (ll Tvi . +""' zCll ·IKcl) À (l) À (l) 1 t .J .J L.__, k.7. ,) t.J 
TI ;t .];.7 k = l 
= E À lll;i Y];.i K (t) E[ TVi ·] + ""' E [z Ul ·] 
r 
( ) 1- p (l)~ (l) I<;'J ] \ (i) \ (i) l 7 .. J .J L.__, k ,r.,J 
À ] ;i 1\ .];j k=1 
= À ln;i l]:.i ÀE [K(t) ] + E [K(ll À (t) À(t) ] 
( ) 
1-p (1) (l ) 
\ (i) \ (l) ~' 'I ,J t.J ll ;1. .U;J 
1\ll ;·i /\ .];j ' 
( ( ) 
1-p ) 
- (l) À 2-p 1 (i) ~ (/) (l) (l) 
- E [K i . .i J -;y- À (l ) À (Z) 'Yl!;i Y:u;.i + Àn;i À.J!;.i . 
ll;t .] ;J 
La variance est calculée de façon similaire 
Var [s(t)J = E [var [s.CZ) 1 K(t) J J +Var [E [s.CZ) 1 K~1 ) J J t,) 1.,] t,) l·,J t,J l 
où le premier terme de la variance est donné par 
E [var [s(ll 1 K c1l J J = t ,} 1. ,) 
r r 
( ) 1-p ~ (l) ,(1) K i:] E Var À YriT.JJ;.i Jd'l T.Vi · + ""' Z(l ) . À (l) À (l) 1 t ,} ,} L.__, k ,t,J 
li ;1. .Jl;J k = 1 
Ki,'!]] 
r 
2 (1) ] 1- p ,(l),_...(l) K i ,j 
_ À 1n;i r.];.i (t ) . (L) 
- E ( ( (l) (l) ) ' J(i,j ) Vm [1-Vi.j l + L Var [ zk ,i,.j] 
À E;i À .'U ;j ') k=1 
( 
1- p (l)~ (l) ) 2 
= ÀP ( À ) lr:; i Y] ;.i E[(K(l))2] 
f À~~~ >..~:.j ~ I.J 
[ 
(l)~(l)~(l) ( (l ) (Z) )P] + E K i,.i Yn;i Y];.i Àn;i À];.i 
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À
2
-P ( ( 1 ) 1-p (/) (l) ) 
2 
( ' [ .r(l) ] [ (1) ] 2) 
1 
(t) c1) 1n;il.li:J Var K i.J + E K i,J 
À lf;t À.F ;J 
,(l) ,..)l) ( (1) (l) ) p [ _,.-(/) ] + 'frr;i Y.J!;J Àn;·).J!;J E K i,J 
et le deuxième terme de la variance est donné par 
[ [ ( ) 
1-p , (l)~ (l) I<;:} 
Var [E [sen 1 K (l) ] ] = Var E À În;i Y.JJ;J K(l) liVi . + ~ Z~.l) . 
t, j 1.] À (1) À (l) l t.J ,] ~ k.t,] 
E;i .JI;j k = 1 
[( . )1-p {l) (/) l = Var À ~tn ;il.JJ :J K (I) E[liVi ·] + K (I)E [z(ll ·] À (1) À (1) '"'( 1. ,) ,) t,j k ,t ,} 
li; '/, .];J 
[ ( ( )
1-p (1) (l) )] 
= Var K{l) À À T n;il.li ;.i + À (L) À (l) 
'I ,J À (1) À (l) J JI;t Ji;.) 
ll ;i .J!;j 
( 
1-p ) 2 À 2-p 1 (l) (1) ( l ) (1) ' (l) 
- .- ( (1) (l) ) TJI;il.li:j + Àn;).li ;J Vm [ K i,J J . 
Î Àn;i À .li;J 
0 
4.2 Espérance et variance de la somme des paiements d'une cellule pour tous 
les secteurs d 'activités 
On veut trouver la somme des paiements ayant la même période de survenance 
et la même période de développement , c'est-à-dire la somme des paiements qui 
partagent le même choc commun W i,J : 
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1= 1 
= '""' . À ln;iiJJ;j K czl 1vi . + ~ z(ll . L ( ( ) 1-p (l) (l) /\~
1 ) ) 
~ À (l) À (l) ~ 'I ,J .,J ~ k ,t .J 
1=1 E;·i .D ;j k= 1 
( 
L ( ) 1-p ,(l)~ (l) ) L I<f:] 
= '""' Ku) À ÎI;i Y:li;j vv . + '""' '""' z(ll . ~ t ,J (l) (1) t.J ~ ~ k ,t .J. 
1= 1 ÀJI ;i À.]j 1 1= 1 k=1 
P roposition 7. Sous les hypothèses (S l) et (S2) , et en posant ~rYJ = 1thY;j, 
l'espérance et la variance de S i ,j sont données par 
L 
E[Si.j] = ~E [I<j] 
1= 1 
et 
·[ ] - [ [ 1 (1) . ·(L) ]] . · [ [ 1 (1) (L) ]] Var Si.j - E Var Si.j K i ,j, . . . , R i,j +Var E Si,j K i .j , .. . , K i,j . 
On peut considérer deux situations en fon ction de la dépendance supposée ent re 
les fréquences des différentes lignes d 'affaires. 
Cas 1 : Les I·<_j, l = 1, ... , L sont mutuellement indépendantes. 
Alors, le premier terme de la variance est donné par 
56 
L 
+ " E[I((t)] (! )'"'~(!) (' (l), (t) )P ~ t.J T H;t ' Jl :] "'E;t /\ Jl :] ) 
1= 1 
et le deuxième terme de la variance est donné par : 
L 
Var[E[si.J IKi<,~l , .. . , Ki(.~) ]]= L Var[Ki~j J 
l=l 
( 
1- p ) 2 À 2- p 1 (1) (1) (1) (1) 
. -;y ( (1) (l) ) Î'E;i'"Y,];j + ),ll;i ), JJ ;j 
),l[;i ),.JI;j 
Cas 2 : Les KJ,j, l = 1, ... , L sont mutuellement dépendantes. 
Alors, le premier terme de la variance est donné par 
[ [ 
1 
_r( l ) (L) ]] E Var Si,J K.i,j, ... , K i ,J 
· (E [K<1l] E [K(m)] + Cov [K(t) K(m)]) } 
t. ) 1-,J t .J ) t .J 
L 
"' [ _... (1)] ,.., (l ),.., (l ) ( (/ ) (1) ) p + ~ E K; ,J Yn:i IJJ ;J Àn;i À.] ;J , 
1= 1 
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e t  l e  d e u x i è m e  t e r m e  d e  l a  v a r i a n c e  e s t  d o n n é  p a r  
V a r  [  E  [  S i . j  1  Ki(,~), . . .  ,  Ki(.~)]] 
(
À 2 - p  (  )  1 - p  
- ; : y  À  (l)~ ( l )  'Yi~.hY~ +  À ~l) À ( l ) )  
2  
J I ; ? .  J J ; j  ~,t . J! , J  
L  
L  V a . r  [ K i ( . } ]  
l = l  
L - 1  L  
+  2 " " " '  " " " '  C o v  [ K ( l )  Jd m l ]  
L . . . . . t  L . . . . . t  t . J  )  t , J  
l = l  m = l + l  
(
À 2 - p  (  )  1 - p  
- ; : y  À  c z )
1
À  ( 1 )  'Y~:hY.~ +  À~~h ( 1 ) )  
(
À 2 - p  (  1  )  , _ ; ' '  J ; j  '  · '  , , ,  
1  À ( m )  d m )  'Y~;7)'Y.~
1
:n) +  À (~l)ç(m) ) 
I I ; t  . I l  J l ; j  . J  l l , t  < . , J  
D é m o n s t r a t i o n .  
C a s  1  :  L e s  K },j ,  l  =  1 ,  . . .  ,  L  s o n t  m u t u e l l e m e n t  i n d é p e n d a n t e s .  
D a n s  l e  b u t  d e  c a l c u l e r  l ' e s p é r a n c e ,  o n  u t i l i s e  l e s  r é s u l t a t s  d e  l a  p r o p o s i t i o n  6  :  
E [ S i , j ]  =  E  [ t  s r ; ]  
l = l  
L  
=  2 . : E [ s i .i ]  
1 = 1  
L  
=  " " " '  E  [ K ( l ) ]  
L . . . . . t  1 - , J  
l = l  
(
À
2
- P  (  1  )  
1
- P  
- ; : y  À  ( t ) À  c z )  ~ri~h.ii;~ +  À 1 l ) À  ~! ) 
l l ; t  J l ; j  , t  .  , J  
L a  v a r i a n c e  e s t  c a l c u l é e  g r â c e  à  l ' é q u a t i o n  
[  ]
- [  [  1  ( 1 )  ( L ) ] ]  · [  [  1  ( 1 )  ( L ) ] ]  
V a r  S i , j  - E  V a r  S i . j  K i . j  ,  . . .  ,  K i . j  + V a r  E  S i , j  K i , j  ,  . . .  ,  K i . j  ,  
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5 9  
2  L  - p  
_  À  - p  1  ( 1)  ( 1)  r  •  ( 1)  , ( 1 )  
2  
{  
(  
1  
)  
2  
- - - ; y - ~ (  ,\ l:; ,\ ~!; ) ' Y u i ' h ;;  ( V a r  [ K ,
1
]  +  E  [ A , , ]  )  
L - 1  L  (  
1  
)  l - p  
+  
2  
~ n~J À1~~ À ~~j Ài·;~) À .~~y 
.  , ( 1)  ~ ( 1 ) , . ,  ( m )  ~/ml ( E  [ K(I)]  E  [ K ( m ) ]  +  C  ,  [ K(I)  ;' / < ' : t ) ] )  }  
Î I ; t  l ] ; J  Y: r r ; t  / . ] ; . )  t , J  t , J  0 \  ' ! , J '  ' \ ,I , J  
L  
" ' E  [ ;  ( 1 ) ]  ( 1 )  " , ( 1 )  (  ( 1 )  ( I l  )  P  
+  D  ' < ' " i , . i  l n; i  FJI; j  À r r ; i À J I ;j  .  
1= 1  
S i  o n  s u p p o s e  q u e  l e s  KL~, l  =  1 ,  . . .  ,  L  s o n t  m u t u e l l e m e n t  i n d é p e n d a n t e s ,  o n  
l  
·  ·  C  [ } ' / ( l )  J  - ( m ) ]  - ()  l  
o  ) t i e n t  q u e  o v  ' \ i , j ,  \ i , . i  - ,  e t  c  o n e  
E [ v a r [ s i . j  l x g l ,  . . .  , Kf,~l ]J =  
> , 2 - p  1  
- - ~ ( 1 )  ( 1 )  .  ( 1 )  ( l )  
2  
{  
L  (  (  )  l - p  )  2  
' Y  ~ À  l : ;  ÀV! ,  r
1
, i ' Y  J ; ;  ( V  a r  [  K
1
. ;  ]  + E  [  K
1
; ]  )  
L - l  L  (  )  1 - p  }  
+ 2  1  , ( l ) , . ,  ( 1 )  { m )  , ( m )  .  ( 1 )  ( m )  
L  L  À ( I ) À ( l ) À ( n : ) À ( m )  Î I ; t  Y] ;J l l l ;i  " / . ] ;j  E [ K i , j ]  E [ K i , j ]  
1 = 1  m = l + l  l l ; ·1.  . l l ; J  I I ; t  J I ; J  
L  
+  " ' E  [ R · ( 1) ]  1(1) "~ (1) ( > .  ( l ) À  ( t ) ) P  
D  l , J  I ; t  / ] ; . )  l l ; t  . ] ; . )  .  
1 = 1  
L e  d e u x i è m e  t e r m e  d e  l a  v a r i a n c e  e s t  a l o r s  d o n n é  p a r  
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\ ! [E[S· · llv(l) l -(L) ]] -ar ~,J ·-.. i.j, . .. , \i. ,.i -
Si on suppose que les K1(,J, l = 1, . .. , L sont mutuellement indépendantes , alors 
on obtient 
L 
[ [ 
1 
(1) -(L)]] "' · [ (l)] Var E Si.j Ki .j, . .. , R i ,J = ~ Va.r K i ,J 
l= l 
À 2-P 1 .(l) (l) (l) ( l ) 
( 
1-p ) 2 
. ---::;- ( À (l) À (l)) l[;ilJJ;j + À E;·).E;j 
ll ;t ] ;J 
Si les K.?] sont supposés dépendantes, alors on a 
Cas 2 : Les K i(.J, l = 1, ... , L sont mutuellement dép endantes. 
( 1~ )2 À2-p 1 (l) (! ) (l) (l) -- ( (l ) (l)) l'n/l']:j + ÀE;)];j /' ÀE ;t À .F;J L ~Var [!<]] 1= 1 
L- 1 L 
+ 2 I: I: Cov [ Kf,J, Kt~1 ) ] 
1=1 rn=l+ l ( 
( ) 
1- p ) À 2-P 1 (/) (/) (l) (l) 
-- (t) (l) l'n ;il']:j + Àn;i À] ;j 
/' À E;i À .E;j 
(
À2-p ( 1 ) 
1
- p (m) (m) + À(m)ç(m) ) . 
/' À (m.) À (m) I'E :t I'];.J ll:1. <..,J 
fi;t .F;J 
D 
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4.3 Esp (~ranc:e et variance des réserves 
Dans l'introduction, on avait ùéfini les ensembles ,.y (l )U et ,.Y(l)D qui représentent, 
respectivement, les paiements observés et à prévoir pour un secteur d 'activité (l). 
On avait aussi défini les ensembles ,.yu et ,.yD qui représentent , respect ivement., les 
paiements observés ct à prévoir pour l 'ensemble des secteurs d 'activités. On peut 
maintenant définir R (l ) comme la somme de l'ensemble des paiements à prévoir 
pour un secteur d 'activité l. On a alors 
I 
xk(l ). ="' 
,t.J L 
J 
I: 
g O) J 
t,j 1 
"' xUl . = "' "' s (l ) L k .1.,J L L 'l,) 
i= l j = l -i+l k= l i=l j=l- i+ l 
On définit également R comme la somme de l'ensemble des paiements à prévoir 
parmi tous les secteurs d 'activités, c'est-à-dire 
R= 
1 J 
x k( l ) . = "' """' 
,t.J L L 
J( ( l ) 
L i,i ! 
I:I:xtL = I: 
i= l .i= l -i+ l l= l k= l i= l .i=1-i+ l 
Sous les hypot hèses (Sl) et (82) , et en posant 1i,j = 1i:h11:~' l'espérance et la 
variance de R (l ) et R sont données par 
[ 
I J l 
= E "' "' s(ll L L ·t,J 
i= l .i= l -i+ l 
1 J 
= L I: E[sJ,;] , 
i= l J= l -i+l 
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ct 
Ces résultats s'obtiennent aisément à partir des propositions démontrées dans cc 
chapi tre et de l'hypothèse cl ' iudépcndance entre les années de survenancc ct les 
années de développement. 
CHAPITRE V 
ESTil\iiATION DES PAR.Al\ilÈTRES 
Dans la littérature scient ifique, deux méthodes ont été principalement utilisées 
pour estimer les paramètres d'une distribution Tweedie multivariée. La première 
est basée sur la méthode des moments, comme dans les art icles de (Alai, Landsman 
ct Sherris, 2015) et de (Furman et Landsman, 2010) , ct la deuxième repose sur une 
approche bayésienne, comme dans l' article de (Avanzi, Taylor , Vu, et vVong, 2016). 
La première approche, généralement rapide et précise , n 'est pas applicable dans 
un contexte de modélisation des réserves car , comme mentionné dans l'article 
de (Avanzi, Taylor, Vu, et \Vong, 2016), on se retrouve souvent avec une base 
de données de taille trop petite pour ce type de méthodes. D'un aut re côté, la 
seconde approche demande de pa..<>ser par des méthodes iVICI\r·IC qui, malgré leur 
efficacité, peuvent demander un temps de calcul considérable. Dans ce mémoire, 
le fait de travai ller avec un modèle individuel permet de contourner le problème 
lié à la première approche. En effet, dans chaque cellule ( i , j) , on aura plusieurs 
paiements individuels plutôt qu 'un seul collectif, ce qui a pour effet d 'augmenter 
considérablement la taille effective de la base de données. Ainsi , l'estimation des 
différents paramètres reposera sur la méthode des moments. 
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5.1 Estimation du paramètre de puissance p 
Étant donné que pest un paramètre de puissance, il change complètement le type 
de distribution avec laquelle on travaille. Par exemple, avec p = 2 et p = 3, on 
se retrouve avec les distribut ions gamma et inverse-Gaussienne respectivement. Il 
faut donc estimer dans un permier temps cc paramètre. L'article (Avanzi, Taylor , 
Vu, et Vlong, 2016) propose une méthode par ma..'Cimurn de vraisemblance pour 
estimer p en ut ilisant un modèle linéaire généralisé basé sur la. distribution de 
Tweedie univariée. On estimera donc le paramètre p uniquement puis les autres 
paramètres en supposant p =p. 
Pour estimer le paramètre de puissance du modèle, on propose de créer un mo-
dèle linéai re généralisé (Tweedie univarié) pour l'ensemble des données combinées, 
c'est-à-dire pour tous les paiements de toutes les lignes d 'affaires. La. structure de 
la moyenne de Xk~L, le paiement incrémental de la période j pour leke sinistre(s) 
de la période de survena.nce i de la. ligne d 'affaires l , est donnée par 
L 
d ~ (d(m) d(m)) f + ~ ll: i + ];j (m=l )' 
1n= l 
où d, d~~; et d~)j sont les coefficients dans la régression et I est la fonction indica-
trice . On propose de lier E [ Xk~i.j J avec la fonction de lien logarithmique, de sorte 
que 
En supposant une dispersion constante pour l'ensemble de la base de données, la 
distribut ion x~:L sous forme reproductive est donnée par 
X (l) ri\ . d" ( (l) A') k ,i.j '"'"' \:CC !Cp fii,j ' <i' . 
L'estimation du paramètre p se trouve numériquement en testant une gamme de 
valeurs de p. Pour chaque p testé on trouve les estima teurs 
d; = { (i}i(J; 1 ::; l ::; L, 0 ::; j ::; J} , 
dn = { J1~~; 1 ::; l ::; L , 1 ::; i ::; I} , 
~ ~ 
d ct cjJ qui maximisent la vraisemblance 
( l ) 
L I I -i. I<; ,j 
L (X; cl, d n, d,JJ , cp)= II II II II fx~_~.L ( x~t; cl, d n, d.~, cp) 
l=l i = l )=0 k=l .. 
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La valeur de p qui fournit la vraisemblance la plus élevée, parmi les vraisemblances 
calculées avec les valeurs p qu 'on a testé, est sélectionnée comme l'estimateur p. 
Cette analyse suppose l'indépendance entre les lignes, les colonnes ct les lignes 
d'affaires . Même si cette hypothèse n 'est pas parfaitement vérifiée en pratique, 
elle permet néanmoins d 'avoir une estimation raisonnable de p. On pourrait aussi 
faire la totalité des estimations avec plusieurs valeurs de p pour ensui te prendre 
le meilleur des modèles (profile likelihood) . 
5.2 Estimation des paramètres des effets individuels 
5.2.1 Estimation des paramètres des effets individuels par cellule p,_;:; et /.{,~ ) 
L'art icle de (Alai, Landsman et Sherris, 2015) propose une méthode pour est imer 
les paramètres d 'une distribution Tweedie lorsque celle-ci est utilisée pour capter la 
dépendance entre les mortalités dans un contexte cl 'assurance vic. Cette section est 
fortement inspirée de l 'approche qu 'ils ont proposée. Dans cette première étape, on 
estimera des paramètres préliminaires qui nous permettront par la suite d 'estimer 
À~(i, À~~L ,y~ et 1i~l - On suppose que 
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et 
(1) (1) (1) 
lij = ~fE;'i • ~(J);j ' 
c'est-à-dire que dans un premier temps, on estime l'effet combiné ùe la ligne i et 
de la colonne j pour la cellule ('i , j). À partir de cette h:y1)othèse, on peut réécrire 
la définition de Xk~L comme suit : 
où 
et 
(l) . ( (l) (/) ) 
z k ,i,j '"'-' Twcediep \ ,j: ~fij ' p -=!= 1. 
Ainsi, on a 
(l) . ( (/) X k .i,J '""' Tweedwp À;j [ ( 
À ) 
2
-p (l) l 
- 'Yt ,] + 1 
À (l) 1 
t.J 
pour p-=/= 1. 
(1) 
'li ,j [ ( 
À ) 2-p ~, (l) ]1-p) 
- ~+ 1 
À(l) 1 
t .J 
Le but de cette section est d 'estimer les paramètres À;1] et --.,{j avec la méthode 
des moments. Pour ce faire, on doit définir les moments empiriques et théoriques 
de Xk~L et de Z~~L- Par la suite , on va utiliser la notation proposée dans l'article 
de (Ala i, Landsman et Sherris, 2015) afin de définir les moments t héoriques et 
empiriques des variables aléatoires. Soit Y , une variable aléatoire quelconque. On 
note Vt(Y) et !Lt (Y) le te moment non-cent ré et le te moment centré (théorique) 
de Y , c'est-à-dire 
tE Z 
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et 
tE Z. 
Soit Y = (YL . . . , ~n) , un vecteur aléatoire dont. les composantes sont identique-
ment distribuées. On défini t at(Y ) comme le te moment non-centré empirique 
1 ~ t 
at(Y ) = - L ~ , 
m 
i= l 
tE Z 
Pour Y= (Y1 , ... , Yrn) , les moments non-centrés empiriques sont des est imateurs 
sans biais des moments non-centrés théoriques de Y1 , c'est-à-dire 
tE Z. 
On définit aussi 1n2(Y) et Th3(Y ) comme le deuxième et le troisième moments 
centrés empiriques 
et 
nt 
m3(Y ) = (m- 1~m- 2) 8(~- nl(Y) )3. 
Pour Y = (Yi , .. . , Ym), ces derniers sont des estimateurs sans biais des mêmes 
moments centrés t héoriques de Y1 , c'est-à-dire de 
(5.1) 
et 
(5 .2) 
On peut retrouver les moments de Z~~L en obtenant les moments de X~~L, comme 
suggéré par la proposition ci-dessous. 
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Proposition 8. Avec les définitions précédentes, on a 
- (xC'l II ·Cil ) - ,-. (zC'l 1;_,. (1) ) rn·2 . . \ .. -nL? . . \ ·· lJ 'I,J - l J >.J 
et 
Démonstration. On observe que 
( x (I l IKCI) ) 1 " À 'l i .j vv· zUl 
[(;:; [ ( ) 1- p ,(1) l 
0:1 ï.j i ..J = ----:(1) L (1) ~ ·i.J + k ,i . .i 
J<.. .i.j 1.:= 1 \,j y 
( ) 
1-p (l) gU) À 1 >J 
- '~·u v'Vi . + --~ zUl . À (t) 1. ·,.7 K (l) L !.:.1 ,) >,) 7. ,) k=l 
(~) l-p Îr; . 1 . ( (!) 1 (1) ) À~~.i 1 H 1.,) + o:l Zï.j K i,.i 
ct on déduit que 
(1) - ' ( (!) 1 (1) ) - (~) 1-p ~(;,; ! . . 
xk.i,j cxl xij K i, j - À (l) ~~ H ? ..J 
1. .) 
(1) (( À ) l-p ,u 1 ( (!) 1 (1) )) + zk ,i.j - À~~] -:y H i,j + o:1 zi,j I·( ,.i 
= zkCil . - o:l (z ~ '! IK(Il ) . 
,t.) 1 J t.J 
Le résultat de la proposition découle directement des formules énoncées. D 
Avant de proposer les estimateurs pour les paramètres recherchés , on doit calcu-
l l d · , 1 t · ·, t · t h ' · d z Cll o 1 er e eux1emc ct e .rms1cme mo men .s centres . conques e k ,i ,j . n o )tient 
directement les résultats à partir de la proposition 1 : 
( (1) (1) ( (l) ) p 1-t2 Z~.: ,;J = li ,.i \..i (5.3) 
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et 
C) ? 1 
(1) ( (1) )- ( (1) ) -P-/-L3(Zk . . ) = p rv. . À,. . 
,1 .. ) 1 t,) 1,] (5.4) 
Proposition 9. Les estimateurs 1I.~ et À~~] par la méthode des moments sont 
et 
m· (x~'! IK(ll)t> (l) '-P 3 t ,J ?,J 
lt ,] = p 2- 1. 
,- (xC'l IK(t)) r-
m2 ij i.j 
D émonstration. Selon la proposition 8, on a 
et 
- ( ( !) 1 (l) ) - ( (1) 1 (1)) m3 X. . K . = m3 Z._. K . . 
. lJ t,) • l .J t.) 
En ut ilisant les équations 5. 1, 5.2 , 5.3 et 5.4, on a 
[ - ( (!) 1 (1) )] - ( (1) ) .(1) ( (l) ) p E m2 Z. . K · = 11-2 Z1 · . = 1- · À · · lJ 1.,] ,t.J 1.,] t ,.J 
et 
Ainsi, on peut écrire 
et 
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On obtient alors le système d 'équations suivant : 
{
{L2 ( xi~L) = 1L'] ( À~:-J ) p 
' L3. (xl(l) . ) = j"J ("Y(l)) 2 (À (l)) 2p- l 
~ ~J I J I J 
,.,2 (x~~!J 2 (~t](Àl 'Jrf _ (1) 
P . (x(ll ·) = P( ('l)2(,Ul)2p 1 - \ ,J 
/L3 l ,>.J )J Î -i ,j A i ,j 
. (x(ll ·)'' (P(î'(l))2(À(1))2p- J) 1' 
- p 11-3 l ,,.J - - p ,, ] 1 , ] 
P ' ( , (l ) )2p J - P ( ,(/ )( (l))P)2p 1 
11-2 xl. i,j l; ,j À ;,j 
= "Y(I) 
1/ ,). 
En posant p = p , on obtient 
2 
- 1n (x~ ~~ IKcl)) (l ) ' 2 l,J 1 .. J 
À i. j = p ( (1) 1 (l )) i/7.3 x .. !{ . . l ,J I .J 
et 
D 
5.2.2 Estimation des paramètres des effets individuels par année d 1accident et 
de développement (À~~~, À ~:j 1 1i~l et ~~~?i) 
La méthode des moindres carrés permet de minimiser l'erreur produite entre des 
valeurs observées et des valeurs prédites. Pour le problème considéré, on veut 
. . . l · l . . . t . \ (l) t \ ( l) \ (l ) l . t (1) t "(/) (l) 0 . l 
m1mm1ser e JlaiS en re /\je Ar;i · A JJ ;j et ce m en re Î i .j e Ylï;i · Î.D;J· ~emp ~e 
À~1.; et 1?J par les estimateurs t rouvés à la sous-section précédente ( Àl:] et 1i,] , 
------
respectivement). On obtient les estimateurs À1~L À~)J ' ~~~} et Î.~';j en résolvant les 
problèmes d 'optimisation suivants : 
min 
À ~ :l = l 
-<6 u· ··-2 r A[; J > 11. - .... , 
À ~~;>O .j=O , . . ,J 
~~~ (,\(0 _7z):\ê0)2 L LL 1. .] II ;t JI ;; 
1= 1 i = l j =O 
e t  
r m n  
" ' ( 1 ) _ 1  
' D; l -
( ! )  0 .  
l [ ; l  >  , t = 2  . . . . .  /  
. <t l > o  ·  o·  
'~.l;j , ] =  ,  . . . .  J  
~ ~ ~ ( "/ l )  -~~(D/) ) 2  
t . ]  . , t ' · . ]  
1 = 1  i = l  j = O  
L e s  p r o b l è m e s  s o n t  s i m p l i f i é s  s o u s  l a  f o r m e  s u i v a n t e  :  
e t  
À ~~~ =  1  
~ 
À  ( l )  - 2 : : / : : : : i  > . ( l )  > . ( / )  
l i : i  - J - Ü  . D ; : i  i , j  .  
.  L : l = i  ( w ' - 1.  =  2 ,  . . . .  I  
J - 0  > . _ l ; j  '  
) ! 0  - L : J = j  > . ( l )  ; ( ! )  
. B; j  - t -
1  
t r ; t  ·i , . i  .  
" ' l - j  (m'~ J  =  o  .  
1  
W > = l  À [ ; ;  l  ,  •  l  
~~~i =  1  
. - - : .  " '  [ - ;  - : T i )  : : < i l  
( l )  =  L . . j = O  ' T J ; j  Y i . j' i  
l l i ; i  l - i .  (  (1))  
L j = O  ' Y J ; )  
1 - j  . : : 0 L  < n  
( l )  - L i = l  yl : i  Y t . )  
l , ] ; j - "'1 -j (~{l). 
L i = J  Yr ; 1 .  
i  =  2 ,  . . .  , I  
j  =  0 ,  . . .  '  J .  
7 1  
O n  p e u t  r é s o u d r e  l e s  p r o b l è m e s  c i - d e s s u s  d e  f a ç o n  
i t é r a t i v e  e n  p o s a n t  À~
1
~ (t) , 
'  
- ~ -
( l )  (  )  ( l )  (  )  ( / )  (  )  r  
À . J r ; j  t  : t l i ; ·i  t  e t  I : D; j  t  ,  p o u r  t  =  0 ,  1 ,  . . .  ,  T ,  t e l s  q u e  
-
( l )  )  
À l l ; l ( t  =  1  
d l )  (  " ' l - i  ( i )  -
/ \ l i ·  t )  =  L . . . . j = o > - v ( t - 1 ) > . <
1
>  
, t  · . 1  ·• , J  .  
" J - i (  Ci l  ) z  ' l  =  2  I  
_  L . . . j = O  À J : j ( t - 1 )  ' ' .  ·  l  
À~(j (t +  1 )  =  L:{~! : \ D ( t ) > . ; l ;  .  
[  .  r- ·  ,  J  - o  J  
L ;  .  . = - 1  > . u > ( t l  - ,  . . . .  
t - t  n ; i  ,  
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ct 
- - · 
- ""1 -i ~,(lJ (t- 1 )~,( l) (l) (t) _ ~j=O •J:j · ·i .j f][. , - 2 
;t 1- i ( (/) ) Lj=O 'Y.r ;:i(t-1) 
--- 1 -j~) t ~ 
/( l) ( t + 1) = L = 1 t n, ;. ( h ,j2 ].J J-· ( (1) ) L ;= { ~,u (t) 
i = 2, ... , 1 
j = 0, ... ' J. 
---~choisissant des >S?i(O) ct ,.A?7(0) quelconques positives, par exemple À~(j( O) = 
.... r,~1?7 ( 0) = 1 ct en supposant T--+ oo, on obtient les estimateurs recherchés 
À~~~(T) = À~~~ 
À~?1 (T) = À~:.i 
'Y~~: (T) = 'Yi~1 
r11;~ (T) = 1 ~?7 . 
5.3 Estimation des paramètres du choc commun (À et "f) 
5.3.1 Estimation des paramètres 
Tout d 'abord rappelons que la moyenne arithmétique , notée o:1 (-), d 'un vecteur 
aléatoire Y = (Y1 , ... , Ym) , dont les composantes sont identiquement distribuées 
converge en probabilité vers l'espérance de n'importe quelle composante (par 
exemple E[Y]]) lorsque rn --+ oo. On a 
En reprenant les suppositions concernant À~~] et 1il] de la section précédente, et 
en rappelant que les composantes du vecteur aléatoire ( x i.j 1 KXJ) sont ide nt i-
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quement distribuées, on peut déduire, pour !<] --+ oo, que 
L L 
L cx1 (xij II(;,~;, ~vi..i ) ~ L E [x?LI vvi ,j ] 
1=1 1=1 
'P ~ [ ,(1) ( 1 ) l-p ,\l - p 1 (l) 
--+ L. E 'li ,j >- (1) 1ni,j + zl ,i. j 
1=1 IJ 
lV ·] ~ ,) 
~ t 'Y?] ( ~~l) l -v ,\ 1 ~P ltVi.j + >-t}, 
1=1 \.j 1 
où on remplace les paramètres ,\~~} , 'Y},1] et p par leurs estimateurs respectifs ( ,\~~], 
-
(l) t A) l · l' d l · · ·t· · .- 'd · E t t · (x<I) II'(1) u r ) -'Yi.j c . p ca cu cs . ans es sec Jons p1ecc entes. n no .an , que cx1 i.j \ .i.J , n i,.i -
cx1 (x}_j IKXJ), on peut prédire (,\ 1-P/'Y)Wi,i comme suit: 
On pose ensuite 
,\1-p ,\1-p 
-{- } (1 w)= (1 Vfli.j } i= l , ... ,I, j=O, ... , I- i . 
Les variables étant indépendantes et identiquement distribuées , on constate que 
'Y 
On définit alors le ratio 
et on obtient par la méthode des moments J, un estimateur sans biais pour b : 
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Cette méthode nous permet seulement d 'estimer 0 mais ne permet pas de distin-
guer les paramètres À et f. Il est intéressant de noter que pour tous les résultats 
des propositions 6 ct 7 du chapitre 4, À et '"Y apparaissent sous forme du ratio 
6. En d 'autres termes , on est capable d 'estimer l'espérance et la variance des ré-
serves sans devoir estimer À ct ~~ séparément : il suflit de trouver un estimateur 
pour 15. C 'est à la lumiôre de cc constat qu 'on s'est intéressé à la distribution de 
(À 1- P /"t)vV; ,J, qui semble ne dépendre que de 6. On uti lise le théorème suivant 
pour trouver la distribut ion de (À1-P /"t) Hi;,j. 
Th . ' 4 s· v· T d. ( b) a l -p d a 2 - p 1 eoreme . 1 1 ,......, wce Iep a, , c = - b- et .. = -b- , a ors 
{
Poisson( d) , 
cY,......, 
rl\veediep(d, d1-P) , 
p=l 
D émonstmtion. Pour faire cette démonstrat ion, on utilisera la fonction génératrice 
des moments présentée dans le chapitre 2. Puisque dans la lit térature, il est habi-
tuel de l'écrire sous forme additive, on fera appel aux t ransformations permettant 
de passer de la forme reproductive à la forme addit ive. Soit Y,......, Tweedie;(a*, b*) 
pour laquelle 
où 
J\1y ( t) = exp(b* (Kp( a* + t) - Kp( a*))), 
exp( a*) , 
Kp(a*) = - ln ( -a*) , 
T-l (L)T-l. 
T T-l 1 
p=l 
p=2 
p =1= (0, 1] u [2] 
avec T = (p- 2)/(p- 1). On rappelle que 
{
Tweediep (b* exp (a*) , 1) = Poisson (b* exp (a*)), 
1\vccdie;(a* , b*) = . 
Tweediep ( b* C~1 r-1 , (b*) l-p) , 
p=l 
p=f=l. 
On distingue alors les trois cas ci-dessous. 
Cas 1: p = 1 
Y rv 1\vccdie~ (a* , b) = Quasi-Poisson(a, b) 
avec: a= exp(a* )b ct a*= ln(a) - ln(b) . On note que 
a1- P 1 
c ----
- b -b. 
On a alors 
Yj b rv Poisson(a/ b) = Poisson(d). 
Cas 2: p = 2 
Y rv Twccdic2 (a , b) = Twcedic;(a* , b*) 
avec a= -b*(1 /a*), a*= -1 /ab, b = 1/ b* et b* = 1/ b. On note que 
Ainsi , on a 
al-p (-b* a\ ) 1-2 
c = -b- = (b*)-1 = - a*. 
ln(Afcy(t)) = b*(,..,p(a* +ct) - /{p (a*)) 
= b* (- ln(-(a* + (-a*)t)) - (-ln(-a*))) 
= ~ (- ln(-( -a*)( -1 + t)) +ln( -a*)) 
= ~ (-ln(-( -1 + t)) -ln( - a*)+ ln( -a*)) 
b 
1 
= b(- ln(-(-1+t))- (-ln(-( -1)))) 
= d (/-l,p( -1 + t)- /-l,p( -1)). 
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En notant que T- 1 = 1 ~P ' on obtient 
cY"' 1\vccdie; ( - 1, d) 
J - 2 
. - 1 1- 2 ~ 1\vcechc~ d (, ,,) , d 
( 
1 ) 
Cas 3 : p =f. (0 , 1] U [2] 
Y '"" Tvvcediep( a, b) = 1\:vccdie;( a*, b*), p =f. (0, 1] u [2] 
avec 
ct 
On note que 
a= b* (~)r-1 
T-1 
b l -p 
* a u = -;----:-(1- p) 
b = (b*)l-p 
b* = bl / (1-p). 
a l - p 
c= --= 
b 
(b* usr-lr-p 
(b*)l- p 
u* 
T-1 
Ainsi , 
ln(ll'fcy(t)) = b*(Kp(a* +ct)- Kp(a*)) 
= b* (~ (a*+ -:;st )' _ ~ (~)') 
T T-1 T T-1 
= b* -- -- 1 + --t - --( a* ) ' (T -1 ( 1 ) ' T- 1) T-1 T T-1 T 
_----:!:---- ( al -p ) ~= î (T -1 (T-1+t) ' T-1 (T-1) ' ) 
-bi 1> -- -- - - -
b T T-1 T T -1 
= a
2
-P (T- 1 (T- 1 + t)' _ ~ (~)') 
b T T-1 T T-1 
= d ( Kp ( T - 1 + t) - t~p( T - 1)) . 
On obtient alors 
cY ""'T'weedie;(T - 1, d) ,p =!= (0 , 1] U [2] 
~ 1\veedie, (dG=:) ~-I , d1- ' ) = Tweedie, (d , dH) ,p f (0, 1] U [2]. 
En conclusion , on a 
{
Poisson( d), 
cY ""' 
Tweediep(d, d1-P), 
p=1 
L'application de ce théorème permet d'obtenir directement 
,V-P { Poisson(c5) , 
--W·. ""' ?., 1 
"/ . r • • 1-p I\veediep(c5, c5 ), 
p=1 
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5.3.2 Analyse de hrnpa.ct relatif du choc commun TVi . .i da.ns le montant total 
des paiements d 'une cellule (i, j) et d 'un même secteur d 'activités (l) sJ,j 
En reprenant le fait que A~~' Hli . .i dépend seulement de pet de !5 , il est intéressant 
d 'analyser comment varie le choc commun selon ces deux paramètres . De plus, en 
rappelant que 
on remarque que la variabilité et l'espérance de A1'l~ P TV1 . .i a un impact plus impor-
tant si le produit 1 'Y(z)"Y(l) et le nombre de paiements J<..- (1) sont gTands ( ) 
1-p 
À ( l.) À(l) d i; t /];.J t,] . 
r ;·i .n ;:i 
En autres termes, la valeur 
(5.5) 
Àl - p quant ifie l 'impact de - "1-vVi,.i dans le calcul de la réserve de chaque cellule. 
D'autre part on a constaté que la probabilité Pr [ >J'l~" Wi . .i = Olp, 5 J illustre l'effet 
des paramètres pet 5 sur la distribution de Hli,.i puisqu 'avec ce cas particulier , on 
a 
[
Àl - p ] 
Pr ----:y- l.Vi,J = Olp, 5 = Pr[vVi,j = Olp, 5]. 
De plus, considérer le cas où W;,.i = 0 implique que la valeur de la réserve d 'une 
cellule est calculée seulement avec la somme des effets individuels des paiements . 
On traduit ceci avec l'équation 
}{ ( / ) 
>,] 
(s(l) 1 H'i 7. = o) = ""' zk(l) . 1.,J '· 6 ,t ,} 
k='l 
0 
Il 
~ 
0... 
~ 
0 
~ 
0 
N 
0 
q 
0 
\ 
0.0 
' '.:.. 
p 
• 1.05 
• 1.15 
• 1.25 
• 1.35 
• 1.45 
• 1.55 
• 1.65 
• 1.75 
• 1.85 
• 1.95 
---
··--. 
.... -..... 
'• ------------------.: :.;__-:_-;_:: :..:.~;;.;.::.·..::.·..= .... ""'~-- .::,-_~:.:.. 
0.2 0.4 0.6 0.8 1.0 
de~a 
Figure 5.1 P r[Wi.J = 0] en fonction de p et 6. 
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La figure 5.1 illustre la probabilité que le choc commun soit égal à zéro pour 
p E ( 1, 2) et 6 E ( 0, 1) . 
Le fait que la probabilité que le choc commun soit égal à zéro soit soit une fonc-
t ion décroissante par rapport au paramètre 6 et au paramètre p nous permet de 
conclure qu 'utiliser un p «petit» ou un 6 «petit» augmente Pr[Wi.J = Ojp, 5] . Rap-
pelons que puisque le choc commun ne peut pas prendre de valeurs négatives, une 
valeur de Wi,.i = 0, entraînera une réduction de la valeur de s,XJ. Dans tel cas si,j 
l · t d ' · - 1 J( (l) ff t · d. ·d 1 z(l) " 1 J( (l) sera exc us1 vemen . etcrmmee par cs · i ,J e e .s m 1 v1 ue s k.i,J , ,.;; = , ... , i ,J . 
C'est la valeur de l'équation (5.5) , introduite dans cette section , qui déterminera 
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hm portance relative du choc: commun dans le calcul de Si(,]. En conclusion, l' im-
pact relatif du choc commun dans le montant total des paiements d 'une cellule 
(i, j ) ct d 'un même secteur d ' activi té~s l est déterminé par le paramètre p, le ratio 
c5 ct la. valeur calculée en (5 .5) . 
CHAPITRE VI 
ILLUSTRATION AVEC DOl NÉES 
L'objectif de ce chapitre est d 'illustrer l'utilisation du modèle proposé dans ce mé-
moire à l'rude d 'une base de données réelles. Cette dernière contient deux secteurs 
cl ' activités (dommages corporels ct matériels) en assurances automobile. Elle pro-
vient d'une compagnie d 'assurances européenne regroupant des assurés de France 
et d'Allemagne. Par soucis de confidentialité, les données ont été légèrement trans-
formées. Initialement , la. base de données couvre les années 1999 à 2011 mais pour 
l'illustration, on a choisi un triangle avec cinq années pour chaque ligne d'affaires, 
c'est-à-dire les années 1999 à 2003. En procédant ainsi, on connaît en grande par-
t ie les réserves à prédire et on pourra comparer les résultats du modèle proposé 
avec les vrais montants payés par l'assureur. Le tableau 6.1 contient le nombre de 
sinistres déclarés à l'a...ssureur ainsi que le nombre de polices qui leur sont a...ssociés. 
Dans ce tableau, on dist ingue aussi les sinistres par le fait qu 'ils soient réglés ou 
ouverts. Un sinistre est considéré fermé lorsque l'a...ssureur fait le dernier paiement 
résultant de celui-ci. 
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Tableau 6.1 : Nombre de polices et nombre de sinistres par secteur d 'act ivité. 
Polices Sinistres Sinistres réglés Sinistres ouverts 
Corporel 1 801 1 515 1 452 63 
Matériel 43 488 52 6:3:3 52 587 46 
Total 45 289 54 148 54 039 109 
Ivialheureusement , l'exposition a.u risque n 'est pas disponible dans la. base alors 
elle est supposée constante pour toutes les années de survenance. Les montants 
ainsi que le nombre des paiements sont donnés dans les t ableaux 6.2 , 6.3, 6.4 et 
6.5 (valeurs incrémentales) . Il est à noter que les données avec i + j > 2003 sont 
supposées inconnues lors de la. modélisat ion (données en gras dans les tableaux) . 
Tableau 6.2: Paiements totaux pour les dommages corporels. 
0 
1999 174 724.11 
2000 173 277.46 
2001 211 537. 51 
1 
364 496.64 
302 363.32 
282 915.89 
2 3 4 
146 553.92 327 539.03 23 779 .67 
209 886.79 139 186.44 222 964.41 
170028.48 115791.17 52718 .20 
2002 206 820.57 320 322.71 214 108.67 226 173 .88 181 950.75 
2003 201 624.36 254 520.58 143 747.13 229 326 .38 189 387.24 
Tableau 6.3: Paiements totaux pour les dommages matériels. 
0 1 2 3 4 
1999 5 102 584.07 884 959.85 20 147.15 3 516.93 5 645 .39 
2000 5 589 099.97 860 527.52 19 937.03 17 443.64 10 851. 46 
2001 6 347 599.29 969 840.80 44 824.80 6 243 .78 44 925 .39 
2002 6 610 172.60 1 050 649.65 33 245 .69 6 909.87 843 .72 
2003 6 842 708. 10 1 373 844 .31 90 010 .86 16 274.62 3 643 .07 
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Tableau 6.-1: Nombre de paiements pour les dommages corporels. 
0 1 2 3 4 
1999 222 144 57 25 6 
2000 213 130 51 31 23 
2001 252 127 50 32 16 
2002 231 139 69 32 19 
2003 264 131 58 32 22 
Tableau 6.5 : Nombre de paiements pour les dommages matériels. 
0 1 2 3 4 
1999 8 852 1 228 28 ,.. 5 ù 
2000 9 686 1 222 26 11 5 
2001 10 777 1 321 48 10 6 
2002 10 869 1 381 51 13 2 
2003 11 414 1 718 67 15 9 
6.1 Analyse préliminaire 
Dans cette analyse préliminaire, on va se concentrer sur les valeurs cumulatives 
(montants totaux et nombres de paiements) par cellule et par ligne d 'affaires. Avec 
la. notation définie dans les chapitres précédents , on a 
·m=O 
j 
C Ni~J = 2: f·<~t. 
1n=O 
On peut observer la distribution de CSi(.~et CNi(.J dans les graphiques présentés 
aux figures 6.1, 6.2 , 6.3 et 6.-1. 
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On remarque que le développement des sinistres matériels varie davantage en fonc-
tion de l'année de survenance que celui des sinistres corporels. Le montant total 
payé pour des sinistres matériels dans la première année de développement (j = 0 
sur les graphiques) représentent une part t rès importante du montant tot.al payé 
pour les dommages matériels pour chaque année de survenance. En conséquence , 
on observe qu'une majorité des sinistres est payée pendant l'année de survenance 
ou l'année qui suit (j = 0, 1) et que très peu auront un développement qui dépas-
sera deux ans. À l' inverse, les montants payés pour des dommages corporels ne 
sont pas aussi concentrés dans les premières années de développement. 
Lors d 'une analyse préliminaire de la base de données, on a constaté qu 'il y 
avait des données particulièrement aberrantes ( outlieTs) dans quelques cellules 
des deux triangles par rapport aux autres paiements de la cellule à laquelle ils ap-
partiennent . C'était parfois de très petits paiements ou des valeurs anormalement 
élevées qui semblaient résulter d 'erreurs d'encodage des données. Cette probléma-
tique de qualité des données est inhérente à l'utilisation de modèles individuels. 
Dans sa version actuelle, le modèle proposé dans ce mémoire est très sensible à 
la présence d ' outliers puisque les paramètres des effets individuels sont calculés 
avec le deuxième et troisième moments centrés. Il a été décidé de modifier la base 
de données dans le but d 'enlever les valeurs aberrantes, de façon automatique, 
de chaque cellule. Pour ce faire, on a enlevé les paiements inférieurs au 1er ou 
supérieurs au gge quantiles des paiements de chaque cellule. Les triangles modifiés 
sont donnés dans les tableaux 6.6 , 6.7 , 6.8 et 6.9. 
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Tableau 6.6: Paiements totaux pour les dommages corporels modifiés par année 
de survenancc. 
0 1 2 3 4 
1999 160 936.44 225 022.65 128 755.26 96 784. 14 9 981.68 
2000 143 953.97 257 748.84 173 827.14 99 926.03 151 400.05 
2001 186 21 5.85 236 150.09 131 972 .74 71 377.29 32 287.41 
2002 176 554.26 282 557.54 198 390.02 160 440 .78 141 727.74 
2003 176 823.96 217 017.00 119 858.82 158 805.04 87 045.05 
Tableau 6. 7: Paiements totaux pour les dommages matériels modifiés par année 
de survenance. 
0 1 2 3 4 
1999 4 858 761.97 825 812.34 17 794.20 1 480.63 1 735.33 
2000 5321178.17 809 830.39 17 056.88 8 035.99 1 439.91 
2001 6 034 748.01 908 551.04 39 745.68 4 654.02 3 519.54 
2002 6 180 476.95 978 749.63 31 166.11 5 848.76 0 
2003 6 473 786.32 1 255 677.94 68 669.70 10 608.57 2 790.39 
Tableau 6.8: Nombre de paiements modifiés pour les dommages corporels par 
année de survenance. 
0 1 2 3 4 
1999 216 140 55 23 4 
2000 207 126 49 29 21 
2001 246 123 48 30 14 
2002 225 135 67 30 17 
2003 258 127 56 30 20 
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Tableau 6.9: Nombre de paiements modifiés pour les dornmages matériels par 
année de survcnance. 
0 1 2 3 4 
1999 8 674 1 202 26 3 3 
2000 9 492 1 196 24 9 3 
2001 10 561 1 293 46 8 4 
2002 10 651 1 353 49 11 0 
2003 11 184 1 682 65 13 7 
Il est important de noter qu'enlever les paiements supérieurs au gge quanti le des 
paiements de chaque cellule, implique d 'enlever les montants payés les plus impor-
tants de l 'ensemble de la base de données. Ainsi, on risque de modifier le montant 
de la réserve à prédire. Pour les données non-ajustées de cet assureur, l'estima-
tion des paramètres par la méthode des moments n 'est pas adéquate à cause de 
la présence d ' outliers. Les estimateurs pourraient être estimés par exemple, avec 
un algori thme MCMC (Avanzi, Taylor , Vu , et ~Wong, 2016) , afin de contourner ce 
problème. 
D'autre part, on considère que l'un des intérêts de travailler avec des données 
individuelles est l'accès à des méthodes d 'estimation qui ne peuvent pas être uti-
lisées avec les données collectives , notamment la méthode des moments. Afin de 
montrer l'avantage du modèle proposé dans ce mémoire, on fait ce réajustement 
artificiel, qui montre de toute façon l'efficacité de ce modèle pour une base de don-
nées sans outliers. Bien entendu, une extension possible serait de trouver d 'autres 
méthodes d 'estimation des paramètres plus robustes à la présence d ' outlieTs, tout 
en profitant des caractéristiques particulières des données individuelles . 
,----------------------------------------------------------------------------------------------------
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6.2 Prédiction du nombre de sinistres encourus non déclarés 
Comme expliqué clans l'article de (P igeon , Antonio, et Denuit , 2013) et clans 
l'introduction de ce mémoire, on doit faire la distinction entre les sinistres IBNR 
(Incurred But Not Reported) ct RBNS/ RBNP (Reported But Not Settled, Reported 
But Not Paid) lors de la modélisation des réserves. Une réclamation est dite IBNR 
lorsque l'accident est survenu mais l'assuré n 'a pas encore déclaré le sinistre à la 
compagnie d 'assurances : l'assureur est responsable du montant de la réclamation 
mais ignore l 'existence de la réclamation. Une réclamation est dite RBNP lorsque 
l'accident est déclaré à l 'assureur mais qu 'aucun paiement n 'a. été effectué. Entre 
la date du premier paiement et la date de fermeture du dossier , la réclamation est 
dite RBNS : l 'assureur est au courant de son existence, mais le montant final est 
encore inconnu. 
Pour faire cette distinction , on considère un modèle stochastique permettant de 
prendre en compte le temps entre la survenancc des sinistres et leur déclaration à 
l'assureur. Pour chacun des triangles , on modélise ce délai à l 'aide d 'une distribu-
t ion exponentielle . Cette hypothèse, simple, est commune dans la littérature et est 
généralement représentative de la réalité. On définit la variable aléatoire ]~~)i qui 
représente le temps de déclaration du sinistre m de l'année de survenance i pour 
le secteur l , avec rn= 1, ... , JHi(l), où NI?) est le nombre de sinistres provenant de 
l'année de survenance i pour le secteur l . On a alors 
T{l) rv E r (dl)) 
m ;t xp <, , 
où on obtient, par la méthode de maximum de vraisemblance, ~( 1 ) = 2.219081 et 
Ç(2l = 3.298678. 
On définit également la variable aléatoire K P) qui représente le nombre de si-
nistres du secteur d'act iv ité l pour la période de survenance i et wJl) qu i représente 
l'exposition au risque correspondante (et supposée connue) . L'article de (Pigeon, 
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Antonio , et Denuit , 2013) propose de travailler avec une distribution Poisson pour 
modéliser le nombre de tlinistres encourus. En suivant cette approche, on propose 
Cette approche permet également d 'obtenir un modèle pour J(;(l) , le nombre de 
sinistres encourus mais non déclarés pour la période de survenance i cl u secteur l, 
on modifiant (ou filtrant) la distribution de KY) comme suit : 
où l'évaluation sc fai t t .i période(s) après l' année de survenancc ·i. Dans les triangles 
de la ba..se de données, ceci est traduit par : t i = 1 + 1 - i , i = 2, .. . , 1. Le 
tableau 6.10 cont ient les valeurs de Pr[1~c:i > ti], i = 2, ... , 1, c'est-à-dire la 
probabilité que le délai de déclaration dépasse la date d 'évaluation, ou encore, 
la probabili té qu 'un sinistre soit IBNR au moment de l 'évaluation des réserves. 
Il est important de noter que les réserve Ri' ), l = 1, 2 ne sont pas calculées. On 
a supposé que l'ensemble des paiements après la survenancc d 'un sinistre seront 
faits après 4 ans, ainsi tous les paiements ayant cette année de survenance sont 
supposés connus, donc Ri1) = 0, l = 1, 2. 
Tableau 6.10: Probabilité que le délai de déclaration dépasse la date d 'évaluation 
k 
année de survenance ligne d 'affaires 
dommages dommages 
corporels matériels 
2 0.0001396567 0.0000018604 
3 0.0012846841 0.0000503741 
4 0.0118176437 0.0013639701 
5 0.1087089865 0.0369319655 
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Tel que mentionné précédemment, la base de données n'indique pas l'exposition au 
risque alors pour l'illustration. On va supposer qu'elle est constante, c'est-à-elire 
que w1. = 1, Vi= 1, ... , ! . Ainsi, avec la méthode de maximum de Haisemblanc ., 
on obtient que (i(l) = 143.8562 et 8(2) = 4 578.33. Pour les prédictions, on s' inté-
resse aux espérances des I<(' ) présentées au tableau 6.11. 
Tableau 6.11: Espérance du nombre de paiements encourus mais non reportés. 
année de survenance ligne d 'affaires 
dommages dommages 
corporels matériels 
2 0.02 0.01 
3 0.18 0.23 
4 1.70 6.24 
5 15.64 169.09 
On constate que le nombre de paiements Kt(l) est négligeable pour les années 
de survenance i = 2 et 3. Il suffit donc d 'ajouter, après la modélisation de la 
fréquence ct de la sévérité, des paiements pour les années de survenancc i = 4 et 
5. Les paiements de ces années vont être répartis dans les années de développement 
en fonction du délai de déclaration. En arrondissant les espérances, on obtient les 
résultats présentées dans les tableaux 6.12 et 6.13. 
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Tableau 6.12: Répart it ion du nombre de paiements par année de survena.nc:e pour 
les dommages corporels encourus mais non déclarés . 
année de survenanc:e élimées de développement 
1 < T(l) < 2 
m,t-
2 < T (l) < 3 
1n.1. -
3 < y (l) < 4 
'17? ,2 -
4 < T(l ) 
1n. 1. 
j=1 j=2 j=3 j =4 
4 2 0 0 
5 14 2 0 0 
Tableau 6.1:3: Répartition du nombre de paiements par année de survcnance pour 
les dommages matériels encourus mais non déclarés . 
année de survcnance années de développement 
1 < y(2) < 2 1n ,t - 2 < T(2) < 3 1n ,2 - 3 < T (2) < 4 n1, ,1. - 4 y (2) < m ,t 
j = 1 j = 2 j=3 j =4 
4 6 0 0 
5 163 6 0 0 
6.3 Estimation des paramètres 
6.3.1 Paramètres du rnodèle pour la fréquence 
Pour la fréquence, on propose cl 'utiliser le modèle Quasi-Poisson présenté clans le 
chapitre 3. Il est important de rappeler que ce modèle suppose l'indépendance de 
la fréquence des paiements entre les secteurs d 'activités. Dans un proj et fu t ur , il 
pourrait être intéressant de développer une approche qui permettrait la modéli-
sation cette dépendance. Les estimations des paramètres 77~~~ et 1J,~1;j obtenues avec 
la méthode des moindres carrés sont présentées au tableau 6.14. 
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Tableau 6.14: Estimation des paramètres de la fréquence des paiements. 
dommages dommages dommages dommages 
corporels matéri els corporels matériels 
l = 1 l =2 l = 1 l = 2 
(l) 
'17n:I 1.0000 1.0000 
(l) 
77JJ ;O 224 .5266 8 749.2958 
.,-/1) 
II ;2 0.9470 1.0824 r/l ) JJ;l 131.6017 1 120.7133 
(1) 
'17n:3 1.0238 1.2021 
(l ) 
'17.JJ ;2 51.1640 29.2282 
(l) 
'17n ;4 1.0109 1.2162 
(l ) 
'17JJ ;3 26.7077 5. 7626 
' (l) 1.149 1 1.2783 TJ (l) 4.0000 3.0000 
'7n;5 JJ ;4 
ify( l ) 0.8237 2.8976 
6.3.2 Paramètres du modèle pour la sévérité 
Pour l'estimation du paramètre p, on cont raint la valeur de p à être comprise dans 
l'intervalle [1 , 2] afin d 'obtenir un modèle qui s'interprète comme 
- une distribut ion Poisson , si p = 1, 
une distribution composée Poisson-gamma, si 1 < p < 2, 
une distribution gamma, si p = 2, 
Dans un projet futur, il pourrait être intéressant d 'explorer des modèles (et des 
techniques d' estimation) qui permettraient des valeurs de p supérieures à 2. Sous 
cette contrainte, on cherche la valeur de p qui maximise la vraisemblance du 
modèle décrit à la section 5.1. Pour le reste des paramètres du modèle pour la 
' ' . , ·1· 1 t 1 . d ' .t l ·t 5 L t. · ' dl) dl ) ~Cl= on ut1 1sc a ec 1111que ccn cau c 1ap1 ,re . es cs nnatwns p, "'r;·i> "'JI;J ' 
'Y~~J., 'Y.\/;~ et J'sont présentées au tableau 6.15 
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Tableau 6.15: Estimations des paramètres pour la sévéri té des paiements. 
dommages dommages dommages dommages 
corporels matériels corporels matériels 
l = 1 l = 2 l = 1 l = 2 
Ài~~ 1.0000 1.0000 À (!) Jl ;O 426 .4661 :320 .0489 
-(l) 0. 8534 0.6338 À (l) 2 007.5232 402 .8286 Àn;2 Jl;l 
À (!) 
fi ;.3 0.7259 1.1521 À (!) .]1;2 3 954.2221 533 . .5088 
(l) 1.3335 0.9417 À (l) .5 381.4003 1 902.6340 Àli;4 Jl;3 
(l) 0.9466 1.0094 À (l ) 3 486.8902 512.2634 ÀJI;5 Jl;4 
(l) 1.0000 1.0000 ,.../) 2.7462 0.6868 lli;l Jl;O 
(1) 
lr;2 0.8248 0.7780 
(l) 
l:n;I 2.2431 0.9582 
- -(l) 0.9930 1.0550 " .(1) 2.1622 0.8651 1n;3 1.]1;2 
(1) 1.4330 1.3625 ,... ,(1) 1.5884 0.3212 
"'fn;4 1.];3 
(1) 
lTI ;5 1.1438 1.2407 
(1) 
lJI;4 0.7532 0.6972 
c) 0.0708 p 2 
6.4 Prédictions des réserves 
Les tableaux 6. 16 ct 6.17 résument les prévisions des coûts totaux par année 
d 'accident pour chaque secteur d 'activi té . Les résultats représentés comprennent 
l'écart-type et la. moyenne des réserves de chaque année de survenance ainsi que 
l'ensemlJle. Ces valeurs ont été obtenues en utilisant les formules ùe la. proposition 
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7 (chapitre 4). Les moyennes des réserves sont calculées avec 
~(l) ~ (i)(l) (~ ( 1 ) l-p (1)(/) (1)(/)) 
Ri = __ L Tlrr;i17.u;j 5 (/)(/) l u/Y.u ;j + Àn;i À.JI;J ) 
J - 1-t+ l Àn;).ll ;j 
L 
R . - R . ~ - 2::: ~(1) 
-' Li. t ' 
i=2 
Les variances sont calculées avec 
Va; [RU)] = ~ [b ( ( -~) 1-P" jzl:;m) 2 ( i(l) ,j:~ + (·1:~) 2) 
2 . L (l) (t) u,t Jr ,.1 , n,t JJ ,.1 n,t Jr,.1 
J= f -t+l ÀII;i À Jl;.i 
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. ;(/) (l) (l) (l) (l) ( -- (--)2) cP 77rr;Jl.v;1 + 77rr ;, 77.D;1 
Tableau 6.16: Espérances des réserves par année de survenance. 
année de dommages dommages 
survenance corporels matériels portefeuille 
2 11 767.39 1 094. 78 12 862.18 
3 129 659.41 1 7789. 15 147 448 .56 
4 577 786.91 34 174.32 611 961.23 
5 790 765 .26 669 840.59 1 460 605 .85 
Total 1 509 978 .98 722 898.84 2 232 877.82 
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Tableau 6. 17: Écart-type des réserves par année de survcnance. 
année de dommages dommages 
survenance corporels matériels portefeuille 
2 7 427.90 1 139.73 7 552. 47 
3 56 587.83 10 970 .27 58 711.63 
4 276 953.37 12 694. 95 282 368.22 
5 270 632.04 187 877.19 427 491.17 
Total 391 410.56 188 628.32 515 736 .96 
On constate que 
Jv;_;; [R(1) ] +v;_;; [R(2) ] ~ 434492 < 515 737 = J:v;;; [R], 
ce qui semble indiquer que les deux bases de données sont corrélées posit ivement . 
On est capables d 'estimer ô;; [R(l): R(2lJ 
Va; [R] = Vai= [ R(1) + R(2) ] 
= Va; [ R(l)J +v;_;; [ R(2)J + 26;, [ R (l) , R (2)J 
- [ ( l ) (2) ] v;_;; [R] - Var [ RC1)] - Va; [ R(2) ] 
---+ Cov R , R = 2 
515736.962 - 391410.562 - 188628.322 
2 
= 38600871162. 
Par la suite on peut estimer 
Cc; [R(l), R(2) J 
p R (l ), R (2 l = ----r:-====----r:-===== 
v;_;; [R(I)] v;_;; [R(2) ] 
38600871162 
391410.56 x 188628.32 
= 0.5228266. 
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Ceci n'est pas surprenant étant donné que le modèle proposé dans ce mémoire 
met l 'accent sur la dépendance entre les paiements individuels réalisés à la même 
période de développement parmi différentes lignes d 'affaires. N'ayant pas accès à 
d 'autres bases de données comprenant plusieurs lignes d 'affaires et des données 
individuelles, il n'est pas possible de mettre ce résultat en perspective avec d 'autres 
résultats . 
En utilisant les paramètres prédits, il est possible de générer des simulations 
(100 000 dans cet exemple) ct ainsi d 'obtenir des distributions prédictives pour 
les réserves de chaque secteur d 'activité et pour l 'ensemble du portefeuille. Ces 
fonctions de densité sont représentées à la figure 6.4. On résume les estimations 
des prévisions des réserves dans le tableau 6.18. Les résultats représentés corn-
prennent la moyenne, la. variance et les valeurs au risque ( Valu e-at- risk) pour les 
niveaux 75%, 95% et 99%. 
Ta bleau 6.18: Valeurs prédites obtenues à partir de simulations. 
ligne cl ' affaires l\1oyenne Écart-type Valeur au risque 
(l ) 75% 95% 99% 
1 1 509 165 395 729 1 599 916 2 228 672 3 083 633 
1 (théorique) (1 509 979) (391 411) 
2 723 196 185 632 719 964 959 677 1 588 538 
2 (théorique) (722 899) (188 628) 
Total 2 232 361 516 212 2 311 728 3 128 352 4 420 725 
Total (théorique) (2 232 877) (5 15 737) 
Observé 2 722 724 
Ceci illustre un des avantages du modèle proposé : le fait de pouvoir obtenir les 
estimations de la variance et de 1 'espérance des réserves sous form e fermée (ta-
bleaux 6.16 et 6.17). Dans le tableau 6.18, on remarque que les valeurs théoriques 
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(entre parent hèses) sont t rès proches des valeurs simulées. D'autre, part on note 
que les valeurs au risque avec niveaux 95% pour les réserves prédi tes par le modèle 
sont supérieures aux montants totaux observés . En autres mots, en ut ilisant le 95e 
quantilc de la distribu t ion de la réserve prédite par le modèle, l' assureur aurait 
été capable de combler les paiements fut urs pour cette base de données. 
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Figure 6.5 Distributions prédictives pour la réserve par secteur d 'activité et pour 
le portefeuille complet. 
6.4. 1 Comparaison avec d 'autres modèles 
On va comparer les résultats obtenus avec les résultats obtenus pour d 'autres 
modèles souvent utilisés dans la littérature et / ou en pratique. Notamment on va 
ut iliser les modèles collectifs introduits à la section 1.2, c'est-à-dire le modèle de 
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:tvlack, le modèle Quasi-Poisson et le modèle gamma, pour chaque ligne d'affaires 
de façon indépendante. Étant donné que le modèle de rvlack est un modèle non-
paramétrique on ne peut pas obtenir des quantiles , et sur tout on ne peut pas faire 
des simulations. Afin de contourner ce problème, on porpose la porcédure en deux 
étapes décrite par (England ct Vcrrall , 2002). 
On fera. également la comparaison avec un modèle 'l\veedie pour les données indi-
viduelles sans choc commun, c'est-à-dire un modèle où les paiements X~~L ne vont 
dépendre que d 'un «effet individuel». On va se servir du modèle de la fréquence 
déjà utilisé et dont les estimateurs ont été calculés à la sous-section 6.3.1. Afin 
de comparer les modèles Twcedic individuels , on utilisera le même estimateur du 
paramètre de puissance p (c 'est-à-dire p = 2). Les paiements individuels sont tels 
que 
(6.1) 
E (/) - ;-(l) (l) . . (l) - (l) ç (l) l l cl . 1 ' . .:._:: pos~ ( i,J - '>H;i ·(JJ ;.i ct Çi,j - Çll ;i . .,JJ;.i' on est capaJ c . e trouver es estimateurs (n ct d.1 par la méthode des moments en utilisant la moyenne et la variance 
empiriques de xi.i : 
On peut par la sui te estimer les paramètres d:J, d?i' çrJ et ~yj par la méthode 
des moindres carrés introduite à la Sous-section 5.2.2. 
Le tableau 6.19 contient la moyenne, la variance, et les valeurs au risque pour les 
niveaux 757'0, 95% et 99% des réserves totales prédites par les différents modèles. 
,-----------------------------------------------------------------------------------------------
101 
La figure 6.6 contient les distributions prédictives des quatre modèles suggérés. Ces 
valeurs sont calculées de façon empirique avec 100 000 simulations pour chaque 
modèle. 
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Figure 6.6 Distributions préd ictives des réservés totales . 
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Parmi les prédictions des réserves du tableau 6.19 , seulement les valeurs en gras 
sont suffisantes pour satisfaire les coûts totaux observés. Le modèle principal de 
ce mémoire a un écart-type important par rapport à ceux des autres modèles mais 
c'est gràce à cette variabilité que les montants de réserves prédits sont suffisants. 
Dans le cadre des données collectives, le modèle gamma est plus intéressant que le 
modèle Quasi-Poisson car les réserves prédites par celui-ci ne sont pas suffisantes. 
À cause de sa fonction de variance V (tt;~] ) = (tl;~] ) 2 , le modèle gamma a souvent 
un écart-type plus important que celui du modèle Poisson qui a comme fonction 
1 · V ( (t) ) (t) D t l . l'. ' ~ t ' . ·11 ce vanance tL i,J = fJ·i,j · ans ce , exemp e, on vmt întere a travm er avec 
une distribution Tweedie qui grâce à son paramètre de puissance pest très flexible 
et peux adapter sa fonction de variance V (tt~~} ) = (tt~~} ) P aux données. Dans le 
cadre des données individuelles, lier les deux bases de données avec un choc com-
mun change complètement les résultats obtenus. Dans cet exemple particulier , le 
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modèle '1\veedie individuel avec choc commun nous procure des meilleurs résultats 
que celui qui n'en a pas. 
CONCLUSION 
Dans ce mémoire , on a adapté le modèle proposé par (Avanzi, Taylor , Vu , et 
Wong , 2016) en utilisant une approche individuelle, notamment pour modéliser 
la dépendance de la sévérité des paiements individuels parmi les lignes d 'affaires 
d 'une compagnie. Ce nouveau modèle conserve les avantages de l'utilisation d 'un 
modèle Tweedie avec choc commun collectif. Notamment la fl exibili té due à la 
grande gamme de distributions qui font partie de cette famille et le fait que 1 'es-
pérance et la. variance soient calculables t héoriquement (qui permet de fai re un 
suivi lors des simulations des réserves) . L'avantage principal du modèle proposé 
dans ce mémoire est que la. dépendance ent re la sévérité et la fréquence des paie-
ments est étudiée séparément . Ceci rajoute encore plus de flexibilité à l'étude de 
la. dépendance entre les lignes d 'affaires. En particuliers, lors de la. modélisation 
de la. sévérité des paiements le fait qu'on ait plus de données par cellule nous 
permet d'utiliser la méthode des moments qui prend un temps de computation 
considérablement moins important que lorsque que l'on travaille avec des données 
collectives où l'on doit passer par des méthodes de Chaînes de .tvla.rkov Monte-
Carlo (MCMC) . 
Une des problématiques observées lors de l'application du modèle à des vraies 
données est qu 'il est sensible à la présence d'outliers. Malgré ceci, en modifiant 
a.r tiJiciellement la. base de données ut ilisée pour enlever ces o?Ltliers, on a constaté 
que le modèle donnait des résultats plus performants que ceux obtenus avec des 
méthodes collectives tradit ionnelles, puisque la réserve calculée permet de combler 
les paiements futures connus à 1 'avance. Ainsi, il semblerait que le modèle proposé 
est performant pour des bases de données sans outliers. 
106 
Le modèle proposé peut avoir plusieurs extensions en plus de celles déjà ment ion-
nées dans le texte. En particulier , une étude plus approfondie pour modéliser la 
dépendance de la fréquence qui n 'est pas du tout couverte clans cett e première 
version du modèle. De plus, lors de la modélisation de la sévérité, on a choisi 
d 'introduire un choc commun par cellule, mais on pourrait envisager d 'autres 
structures , par année de développement, de survenance ou de calendrier. 
L'étude de la dépendance entre les paiements individuels parmi différentes lignes 
d 'affaires n 'est pas encore très développée dnns la li t t érature mais ce mémoire 
montre que cette approche a du potent iel. 
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