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Abstract—Wireless visual sensor networks (VSNs) are ex-
pected to play a major role in future IEEE 802.15.4 personal
area networks (PAN) under recently-established collision-free
medium access control (MAC) protocols, such as the IEEE
802.15.4e-2012 MAC. In such environments, the VSN energy
consumption is affected by the number of camera sensors
deployed (spatial coverage), as well as the number of captured
video frames out of which each node processes and transmits
data (temporal coverage). In this paper, we explore this aspect
for uniformly-formed VSNs, i.e., networks comprising identical
wireless visual sensor nodes connected to a collection node
via a balanced cluster-tree topology, with each node produc-
ing independent identically-distributed bitstream sizes after
processing the video frames captured within each network
activation interval. We derive analytic results for the energy-
optimal spatio–temporal coverage parameters of such VSNs
under a-priori known bounds for the number of frames
to process per sensor and the number of nodes to deploy
within each tier of the VSN. Our results are parametric to
the probability density function characterizing the bitstream
size produced by each node and the energy consumption
rates of the system of interest. Experimental results derived
from a deployment of TelosB motes under a collision-free
transmission protocol and Monte-Carlo–generated data sets
reveal that our analytic results are always within 7% of the
energy consumption measurements for a wide range of set-
tings. In addition, results obtained via a multimedia subsystem
(BeagleBone Linux Computer) performing differential Motion
JPEG encoding and local visual feature extraction from video
frames show that the optimal spatio–temporal settings derived
by the proposed framework allow for substantial reduction
of energy consumption in comparison to ad-hoc settings. As
such, our analytic modeling is useful for early-stage studies of
possible VSN deployments under collision-free MAC protocols
prior to costly and time-consuming experiments in the field.
Index Terms—visual sensor networks, energy consumption,
frame-rate, sensor coverage, Internet-of-Things
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I. INTRODUCTION
The integration of low-power wireless networking tech-
nologies such as IEEE 802.15.4-enabled transceivers with
inexpensive camera hardware has enabled the development
of the so-called visual sensor networks (VSNs) [1]. VSNs
can be thought of as networks of wireless devices capable of
sensing multimedia content, such as still images and video,
audio, depth maps, etc. Via the recent provisioning of an all-
IPv6 network layer under 6LoWPAN [2] and the emergence
of collision-free low-power medium access control (MAC)
protocols, such as the time slotted channel hopping (TSCH)
of IEEE 802.15.4e-2012 [3], VSNs are expected to play a
major role in the Internet-of-Things (IoT) paradigm [4], [5].
A. Review of Visual Sensor Networks
In comparison to traditional wireless sensor networks,
VSNs are uniquely challenging because of their heavy com-
putational and bandwidth requirements that stretch hard-
ware and networking infrastructures to their limits. Hence,
an increasing number of VSN solutions were proposed
recently, focusing on: new transmission protocols allowing
for high-bandwidth collision-free communications [6] [7],
in-network processing techniques [8] and optimized multi-
media processing [9]. Also, several hardware solutions have
been proposed, with the aim of finding a VSN platform that
could be used for a broad range of multimedia tasks [10]–
[12].
Most of these proposed hardware solutions can be ab-
stracted as two tightly-coupled subsystems, shown in Figure
1(b): a multimedia processor board and a low-power radio
subsystem [13]–[15], interconnected via a push model.
Within each node of the VSN, the multimedia subsystem
is responsible for acquiring images, processing them and
pushing the processed visual data to the radio subsystem,
which transmits it to a remote location. For example,
in a traditional surveillance application, the multimedia
subsystem would compress or process (e.g., extract visual
features [16], [17]) the acquired images and push the
resulting bitstream to the radio subsystem for transmission
to a central controller, where the data would be analyzed
or stored.
Similar to traditional wireless sensor networks, VSN
nodes are usually battery operated. Hence, energy consump-
tion plays a crucial role in the design of a VSN, especially
for those applications where a VSN is required to operate
for days or even weeks without external power supply. In
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Figure 1. (a) Two-tier uniformly-formed cluster-tree topology in a visual sensor network for surveillance, where every visual sensor (video camera)
has its own spatial coverage (and different channels are used within the indicated ellipses), with s indicating the bits consumed by each receiver/relay
node within each active interval of T seconds. (b) Detail of the camera node system: each node comprises a multimedia subsystem and a radio
subsystem. If required, each node can buffer parts of its data stream for later transmission.
the last few years, several proposals strive for lifetime max-
imization in VSNs. Specifically, solutions are available for
energy-aware protocols [10], [18], cross-layer optimization
[19], application tradeoffs [20] and deployment strategies
[21]. While existing work addresses transmission, schedul-
ing and protocol design aiming for energy efficiency, it does
not consider the impact of the spatio–temporal coverage
in the energy consumption of VSNs. This is precisely the
focus of this paper.
B. Scenario
We consider wireless visual sensor networks comprising a
cluster-tree topology, such as the one illustrated in Figure
1(a), where each camera node processes and transmits
visual data to the nodes of the higher tier, or to the
Low-Power Border Router (LPBR) [2] that can relay the
streams to any IP address over the Internet for analysis
and processing. Moreover, we focus on the case of a
uniformly-formed VSN, i.e. a network of identical sensor
nodes that, within each activation interval, are: (i) producing
bitstream sizes with the same statistical characterization and
(ii) connected to the base station via a balanced cluster-
tree topology [22], represented by a symmetric and acyclic
graph with balanced bandwidth allocation per link. Each
node also relays streams stemming from d other nodes
of lower tier(s). Within each node, the multimedia and
radio subsystems work in parallel [Figure 1(b)]: while
the multimedia system acquires and processes data corre-
sponding to the current video frame, the radio subsystem
transmits (or relays) the multimedia stream stemming from
the processing of previous video frame(s).
Let s
T
kilobit-per-second (kbps) be the average bandwidth
at each node (in transmit or receive mode), with s indicating
the bits consumed by each receiver/relay node over the VSN
active interval of T seconds. For example, for a 802.15.4-
compliant VSN and T = 1 second, the average consumption
rate would be 250 kbps at the physical layer. The MAC
layer of the network is operating under a collision-free time-
division (or time-frequency division) multiple access [3],
[6], [7], [18], [23], so that each tier in the network can be
configured in a way that simultaneous transmissions in the
same channel are avoided. The number of frames captured
by each camera during the operational time interval of the
VSN, i.e. each node’s temporal coverage, is controlling
the frequency of the push operations. At the same time,
the multimedia processing task itself (e.g., image/video
compression or extraction of visual features) controls the
size of the bitstream pushed to the radio subsystem within
each frame’s duration. On the other hand, the number of
sensors in the same tier of the cluster-tree topology, i.e., the
VSN’s spatial coverage, and the number of nodes whose
bitstreams must be relayed by each node (if any) control
the bandwidth available to each sensor (i.e., its average
transmission rate) in each tier under a collision-free MAC
protocol. Therefore, there is a fundamental tradeoff between
the spatial and temporal coverage in a network: a large
number of frames leads to high bandwidth requirement per
transmitter, which in turn decreases the number of sensors
that can be accommodated within each tier of the VSN.
Conversely, dense spatial coverage via the use of a large
number of visual sensors per tier decreases the available
bandwidth per sensor, which reduces the number of frames
per sensor.
C. Contribution and Paper Organization
In this paper, we derive analytic results concerning
energy-aware VSN design under the push model of Fig-
ure 1. Specifically, we are interested in the link of the
aforementioned spatio–temporal tradeoff with the incurred
energy consumption under well-known probability density
functions modeling the pushed bitstream size of image and
video applications, such as intra/inter-frame video coding
and local visual features extraction and transmission, and
make the following contributions:
3● We derive an analytic model that captures the expected
energy consumption in function of: (i) the number of
visual sensors deployed at each tier of the cluster-tree
topology, (ii) the number of frames captured by each
camera sensor within the operational time interval and
(iii) the statistical characterization of the bitstream data
volume produced by each sensor after on-board multime-
dia processing.● The extrema of the derived energy consumption function
are then analytically derived in order to provide closed-
form expressions for the minimum energy consumption
of each case under consideration.● The analytic results are validated within two applica-
tions: video coding and transmission based on differential
Motion-JPEG and visual feature extraction and transmis-
sion.
While our results are directly applicable to uniformly-
formed VSNs, we also indicate how they can be extended
to non-uniformly formed VSNs with varying statistical
characterizations for the bitstream sizes of different sensors
and unbalanced bandwidth allocation for the various links
of each VSN tier during each activation interval.
The rest of this paper is organized as follows: Section
II presents the proposed system model, while Section III
presents the theoretical results; Section IV presents real-
world experiments that validate the proposed framework
under controlled data production from each sensor, while
Section V presents results showcasing the accuracy of the
proposed model under real VSN data; finally, Section VI
concludes the paper.
II. PROPOSED SYSTEM MODEL AND ITS EXPECTED
ENERGY CONSUMPTION
In the following sections we introduce the components of
the proposed system model. The corresponding nomencla-
ture is summarized in Table I. This sets the context for the
derivation of the expected energy consumption of each node
of the uniformly-formed visual sensor network in function
of the utilized spatio–temporal coverage settings.
A. Spatio–Temporal Coverage and Statistical Characteri-
zation of Bitstream Size per VSN Node
We consider that the visual sensor network is established
under the following two application constraints:● spatial coverage bounds; the number of deployed nodes
at each tier of the cluster-tree topology, n, is upper- and
lower-bounded, i.e. Nmin ≤ n ≤ Nmax● temporal coverage lower bound; the total frame acquisi-
tions, k, within a pre-defined time interval, T , is lower-
bounded, i.e. k ≥Kmin
The bounds of the spatio–temporal coverage stem from
application specifics, such as: the cost of installing and
maintaining visual sensors, the minimum and maximum
spatial coverage required for the area to be monitored, and
the minimum number of frames that allows for visual data
gathering and analysis with sufficient temporal resolution
within T seconds.
Since the multimedia subsystem of each visual sensor
produces varying amounts of data depending on the mon-
itored events and the specifics of the visual analysis and
processing under consideration, the bitstream size produced
by each sensor node in such multimedia applications is
a non-deterministic quantity. Therefore, the bitstream size
produced when each visual node processes k frames within
an activation interval is a random variable (RV), Xk, char-
acterized by its probability density function (PDF), P (χk),Xk ∽ P (χk). Since the underlying processes deriving
this bitstream may not be stationary and/or this data may
include multi-rate channel codes (or retransmissions) to
alleviate channel impairments due to propagation and other
environmental effects of transmission, we assume marginal
statistics for P (χk), which are derived starting from a
doubly-stochastic model for the multimedia processing.
Specifically, such marginal statistics can be obtained by
[24], [25]: (i) fitting PDFs to sets of past measurements
of bitstream sizes transmitted by each sensor, with the sta-
tistical moments (parameters) of such distributions charac-
terized by another PDF; (ii) integrating over the parameter
space to derive the final form of P (χk). For example, if
the bitstream size is modeled as a Half-Gaussian distri-
bution with variance parameter that is itself exponentially
distributed, by integrating over the parameter space, the
marginal statistics of the data rate become Laplacian [24],
[25].
The disadvantage of using marginal statistics for the
bitstream size of each node during each activation inter-
val is the removal of the stochastic dependencies to its
transient physical properties1. However, in this work we
are interested in the expected energy consumption over a
time interval and not in the instantaneous variations of
energy consumption. Thus, a mean-based analysis using
the marginal statistics of the produced bitstream sizes is
suitable for this purpose.
B. Energy Consumption Penalties
Following the push model of the camera node subsystem
illustrated in Figure 1(b), each VSN node performs the
following operations:
1) Acquisition, processing and transmission: A new frame
is acquired by means of a low-power camera sensor
and processed with a CPU-intensive algorithm, realized
by the multimedia subsystem. Each frame processing
(possibly including coding to mitigate channel impair-
ments) produces, on average, r bits for transmission.
These bits are pushed to the radio subsystem, which in
turn transmits them to the higher tier or, eventually, to
the LPBR. Let a Joule (J) be the energy expenditure
for acquiring a frame, g be the average energy in Joule
(J) required for processing and producing one bit of
information to be transmitted and j the average energy
required to transmit it to the LPBR or a relay node.
Different multimedia applications may incur different
1e.g. the specifics of what is being monitored at each instant and how
the multimedia processing algorithm is operating on the input data
4levels of energy consumption for the production of each
bit to be transmitted, while the average transmission
energy consumption per bit depends only on the specific
radio chip used by each wireless sensor node. Hence,
the average energy consumed for acquisition, processing
and transmission within the active interval of T seconds
is ka + (g + j) ∫ ∞0 χkP (χk)dχ = ka + (g + j)E [Xk] J,
with E [Xk] bits comprising the statistical expectation
of the data volume corresponding to k frames.
2) Buffering and Idling: As shown in Figure 1, each tier
of the sensor network consists of n sensor nodes that
communicate with the LPBR (or the relay nodes of the
higher tier). The set of all receivers (sink nodes) of each
tier has predefined consumption rate of s
T
kbps. Under
balanced coupling, each sensor node can transmit s
n
bits during the analysis time interval of T seconds. We
thus identify two cases: if the amount of data generated
by the processing phase and relayed from d nodes of
the lower tiers is less than s
n
bits, the sensor node
enters an “idle” state, where b J/bit is consumed for
beaconing and other synchronization operations. The
energy spent during the idle mode of the analysis
time interval is: b ∫ sn0 ( sn −χk,d+1)Pd+1(χk,d+1)dχk,d+1
J, with Xk,d+1 ∼ Pd+1(χk,d+1) the RV modeling the
data rate of a node processing k frames and relaying
data from d other independent and identical nodes
[with Xk,1 ≡ Xk and P1(χk) ≡ P (χk)]. Conversely,
if the data generated is greater than s
n
bits, then the
sensor node has to buffer the remaining data in a
high-power, typically off-chip, memory. Letting p J be
the energy cost of storing one bit of information, the
energy spent for buffering during the active time interval
is: p ∫ ∞s
n
(χk,d+1 − sn)Pd+1(χk,d+1)dχk,d+1 J. This case
introduces delay, as buffered data will be scheduled for
later transmission. Thus, the proposed model is suitable
for delay-tolerant multimedia applications [26].
3) Receiving/Buffering and Relaying Data: Under a multi-
tier cluster-tree topology, each node receives d addi-
tional data streams from d nodes positioned at the
lower tier(s) and relays them along with its own data
streams (see Figure 1 for an example with d = 2).
Over the analysis interval of T seconds, the energy
expenditure corresponding to this process is given by(h + j) ∫ ∞0 χk,dPd (χk,d)dχk,d = (h + j)E [Xk,d] J,
with h J/bit the average energy required to receive and
buffer one bit and E [Xk,d] the statistical expectation of
the number of bits received from all d nodes of the lower
tier(s) during the active time interval. In practice, this
energy expenditure is dominated by the receiver power
requirements2. Given that, for IEEE 802.15.4-compliant
transceivers, the transceiver power under receive mode
is virtually the same regardless if the node is actually
receiving data or not, it is irrelevant to the receiver
power whether the transmitting node(s) used their entire
2Energy rates a, g, j, p, b and h may also include fixed, rate-
independent costs of the particular multimedia or transceiver hardware
(e.g., visual sensor, transceiver or buffer startup and shutdown costs).
Table I
NOMENCLATURE TABLE.
Symbol Unit Definition
T seconds Active time interval
n,
Nmin,
Nmax
– Number of transmitting sensor nodes at the
same tier of the cluster-tree topology and
minimum & maximum nodes allowed by the
application
k,
Kmin
– Number of frames captured and processed
within T seconds and minimum-allowed by the
application
r bit Average number of bits produced after
processing one frame
d – Number of additional nodes whose traffic is
relayed by each node at a given tier of the
cluster-tree topology
a J Energy to acquire one frame and initialize the
multimedia processing
g J/bit Energy for processing one bit
j J/bit Energy for transmitting one bit
p J/bit Penalty energy for storing one bit during
receiver overloading
b J/bit Energy during idle periods for the time interval
corresponding to one bit transmission
h J/bit Energy for receiving and temporary buffering
one bit under the relay case
s bit Data volume (bits) of a relay node (or base
station) received within T secondsXk,d+1 ∼
Pd+1 (χk,d+1) bit RV modeling the cumulative bits transmittedby each node, including the bits relayed from
d nodes of lower tiers, after each node
processed k video frames
E [Xk,d+1] bit Statistical expectation of Xk,d+1
Ec J Energy consumption of each individual node
over the analysis time interval T
βD, γD – Parameters expressing the combination of the
system energy rates, receiver rate and the mean
of the utilized marginal PDF D for the
solutions obtained along the spatial and
temporal direction
transmission intervals or not.
C. Expected Energy Consumption
Summing all contributions 1~3 of the previous subsec-
tion, the energy consumption of each node, Ec, over the
time interval T is:
Ec (n, k) = ka + (g + j)E[Xk] + (h + j)E[Xk,d]+ p∫ ∞s
n
(χk,d+1 − s
n
)Pd+1(χk,d+1)dχk,d+1 (1)
+ b∫ sn
0
( s
n
− χk,d+1)Pd+1(χk,d+1)dχk,d+1.
Adding and subtracting p ∫ sn0 (χk,d+1 −
s
n
)Pd+1(χk,d+1)dχk,d+1 to (1) leads to:
5Ec (n, k) = ka + (g + j)E[Xk] + (h + j)E[Xk,d]+ pE[Xk,d+1] − ps
n
(2)
+ (b + p)∫ sn
0
( s
n
− χk,d+1)Pd+1(χk,d+1)dχk,d+1.
Since the VSN is uniformly formed, all sensors are indepen-
dent and identical. We can thus establish the relationships:
∀d > 0 ∶ E [Xk,d+1] = d + 1
d
E [Xk,d] , (3)
∀d > 0 ∶ E [Xk,d] = dE [Xk] , (4)
which are based on the fact that the expected number of
bits transmitted or received by a node increases linearly
with respect to d. By modifying (2) based on (3) and (4),
we reach:
Ec (n, k) = ka + [(p + j) (d + 1) + hd + g]E[Xk] − ps
n+ (b + p)∫ sn
0
( s
n
− χk,d+1)Pd+1(χk,d+1)dχk,d+1.
(5)
This equation is the basis for the analytic exploration of
the minimum energy consumption under several marginal
PDFs characterizing the data production and transmission
process.
III. ANALYTIC DERIVATION OF MINIMUM ENERGY
CONSUMPTION
Our objective is to derive the spatio–temporal parameters
minimizing Ec (n, k) in (5), subject to the spatio–temporal
constraints defined in Section II, that is:
{n⋆, k⋆} = arg min∀n,kEc (n, k) , (6)
with
Nmin ≤ n ≤ Nmax and k ≥Kmin (7)
and {n⋆, k⋆} the values deriving the minimum energy
consumption.
In the following, we consider different distributions for
Pd+1 (χk,d+1) and derive the solution for n and k that
minimizes the energy consumption, while ensuring the
conditions imposed by the application constraints are met.
While our analysis is assuming that n and k are continuous
variables, once the {n⋆, k⋆} values are derived, they can
be discretized to the points {⌊n⋆⌋ , ⌊k⋆⌋}, {⌈n⋆⌉ , ⌈k⋆⌉}{⌈n⋆⌉ , ⌊k⋆⌋} {⌊n⋆⌋ , ⌈k⋆⌉} [if all four satisfy the constraints
of (7)] in order to check which discrete pair of values
derives the minimum energy consumption in (5). This is
because: (i) the energy functions under consideration are
continuous and differentiable; and (ii) we shall show that
a unique minimum is found for (5) that is parametric to
the setting of the temporal constraint (Kmin). As such, the
analysis on the continuous variable space can be directly
mapped onto the discrete variable set under the aforemen-
tioned discretization.
A. Definitions of Data Transmission PDFs under Consid-
eration and Infeasibility of Global Minimum of Ec (n, k)
When one has limited or no knowledge about the cumu-
lative data transmitted by each VSN node during the active
time interval, one can assume that Pd+1(χk,d+1) is uniform
over the interval [0, 2kr (d + 1)].
Definition 1. (Pd+1(χk,d+1) is Uniform): We define
Pd+1(χk,d+1) as the Uniform distribution when:
Pd+1(χk,d+1) = ⎧⎪⎪⎨⎪⎪⎩
1
2kr(d+1) 0 ≤ χk,d+1 ≤ 2kr (d + 1)
0 otherwise
(8)
with EU[Xk] = kr [and EU[Xk,d+1] = kr (d + 1)] corre-
sponding to the mean value of the data transmitted by a
node that produces k frames of r bits each on average (and
relays information from d other nodes).
Corollary 1. When Pd+1(χk,d+1) is Uniform, there exists
no global solution to (6) in its unconstrained form.
Proof: Using (8) in (5) leads to:
Ec,U(n, k) = k [a + r [(p + j)(d + 1) + hd + g]] (9)
− ps
n
+ s2(b + p)
4n2kr(d + 1) .
To obtain the solution to (6) under the energy consump-
tion given by (9), one can search for critical points of Ec,U.
By definition, a critical point of a multidimensional function
is the point where the gradient of the function is equal to
zero. Imposing that the derivatives of Ec,U with respect to
n and k are both equal to zero leads to:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂Ec,U
∂n
= ps
n2
− s2(b+p)
2n3kr(d+1) = 0
∂Ec,U
∂k
= a + r [(p + j)(d + 1) + hd + g]− s2(b+p)
4n2k2r(d+1) = 0 (10)
Solving ∂Ec,U
∂n
= 0 for n gives n = s(b+p)
2krp(d+1) . Substituting
this solution in ∂Ec,U
∂k
= 0 and solving for a, leads to
a < 0. However, this is not feasible since a is the energy
cost to acquire one frame. Hence, under the physical con-
straints of the problem, there is no single (global) solution{n⋆, k⋆} ∈ R ×R to (6) in its unconstrained form, i.e. when
one ignores the constraints of (7).
We now extend the analysis towards other PDFs for
the data transmission, which are frequently encountered in
practice.
Definition 2. (Pd+1(χk,d+1) is Pareto): We consider
Pd+1(χk,d+1) as the Pareto distribution with scale v and
shape α > 1 when:
Pd+1(χk,d+1) = ⎧⎪⎪⎨⎪⎪⎩
α v
α
χα+1
k,d+1 , χk,d+1 ≥ v
0, otherwise
. (11)
6Setting v = α−1
α
kr(d + 1) leads to EP[Xk] = kr, i.e. we
match the expected data volume to that of the Uniform
PDF.
The Pareto distribution has been used, amongst others, to
model the marginal data size distribution of TCP sessions
that contain substantial number of small files and a few
very large ones [27], [28]. It has also been used to model
multimedia traffic packet sizes in several works, e.g. by
Kumar [29].
Definition 3. (Pd+1(χk,d+1) is Exponential): We consider
Pd+1(χk,d+1) as the Exponential distribution when:
Pd+1(χk,d+1) = 1
kr(d + 1) exp(− 1kr(d + 1)χk,d+1) .
(12)
with EE[Xk] = kr [and EE[Xk,d+1] = kr (d + 1)] corre-
sponding to the mean value of the data transmitted by a
node that produces k frames of r bits each on average (and
relays information from d other nodes).
We remark that the marginal statistics of MPEG video
traffic have often been modeled as exponentially decaying
[30].
We conclude by considering Pd+1(χk,d+1) as the Half-
Gaussian distribution with mean EH[Xk] = kr. This distri-
bution has been widely used in data gathering problems
in science and engineering when the modeled data has
non-negativity constraints. Some recent examples include
the statistical characterization of motion vector data sizes
in Wyner-Ziv video coding algorithms suitable for VSNs
[31], or the statistical characterization of sample amplitudes
captured by an image sensor [24], [25], [32].
Definition 4. (Pd+1(χk,d+1) is Half-Gaussian): We con-
sider Pd+1(χk,d+1) as the Half-Gaussian distribution when:
Pd+1(χk,d+1) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
2
pikr(d+1) exp(− χ2k,d+1pik2r2(d+1)2 ) , χk,d+1 ≥ 0
0, χk,d+1 < 0
(13)
with EH[Xk] = kr [and EH[Xk,d+1] = kr (d + 1)] corre-
sponding to the mean value of the data transmitted by a
node that produces k frames of r bits each on average (and
relays information from d other nodes).
Corollary 2. When Pd+1(χk,d+1) is the Pareto, Expo-
nential or Half-Gaussian distribution, given by (11)–(13),
there exists no global solution to (6) in its unconstrained
form.
Proof: Under (11), the energy expression of (5) be-
comes:
Ec,P = k [a + r [(p + j) (d + 1) + hd + g]]
+ bs
n
+ (b + p)( vαnα−1
sα−1 (α − 1) − αvα − 1) . (14)
In addition, replacing (12) in the energy expression of
(5), we obtain:
Ec,E = k [a + r [(p + j) (d + 1) + hd + g]] + bs
n
(15)
+ (b + p) [kr (d + 1)(exp(− s
nkr(d + 1)) − 1)] .
Finally, replacing (13) in the energy expression of (5),
we obtain:
Ec,H = k [a + [r (p + j) (d + 1) + hd + g]] − psn + (b + p)× [kr (d + 1) (exp (− s2
pik2r2n2(d+1)2 ) − 1)+ s
n
erf ( s√
pikrn(d+1))] .
(16)
To obtain the solution to (6) under the energy consump-
tion given by (9), one can search for critical points of
Ec,P, Ec,E and Ec,H. Similarly as for Corollary 1, it is
straightforward to show that imposing that the derivatives
of Ec,P, Ec,E and Ec,H with respect to n and k are both
equal to zero leads to solutions that require a < 0 (detailed
derivations omitted), which is not physically feasible since
a is the energy cost to acquire one frame.
It follows from Corollary 1 and 2 that, under the physical
constraints of the problem, there is no single (global)
solution {n⋆, k⋆} ∈ R ×R to (6) in its unconstrained form,
i.e., when one ignores the constraints of (7). However, we
may consider each dimension individually (i.e., perform
univariate minimization along the n or k dimension) in
order to find a local or global minimum for that partic-
ular dimension and then choose for the other dimension
the value that minimizes (6) under the spatio–temporal
constraints of (7). Subsequently, we can identify if the
derived minima are unique under the imposed constraints
and whether the entire region of support of the energy
function under these constraints has been covered by the
derived solutions. Following this approach, the main results
are presented in the following subsection. The detailed
derivations are contained in the Appendices.
B. Main Results: Parametric Minima of Ec (n, k)
Proposition 1. When the data transmitted by each VSN
node follows the Uniform, Pareto or Exponential distri-
butions of Definitions 1–3, the sets of solutions giving
the minimum energy consumption in (6) under the spatio–
temporal constraints of (7) are:
{n⋆, k⋆}D =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(Nmax, γDNmax ) if Kmin ≤ γDNmax(Nmax, Kmin) if γDNmax <Kmin < βDNmax( βD
Kmin
, Kmin) if βDNmax ≤Kmin ≤ βDNmin(Nmin, Kmin) if Kmin > βDNmin
(17)
with D ∈ {U, P, E} indicating each of the three distribu-
tions, and βD and γD defined by:
βU = s (b + p)
2pr (d + 1) , (18)
7γU = s
2
√
b + p
r (d + 1) [a + r [(p + j) (d + 1) + hd + g]] ,
(19)
γP = sα
r(α − 1)(d + 1) (r [(b − j) (d + 1) − hd − g] − ar (d + 1) (b + p) )
1
α−1
,
(20)
βP = sα
r (α − 1) (d + 1) ( bb + p) 1α , (21)
βE = s
r(d + 1) ln( b+p
p
) (22)
and
γE = − s
r(d + 1) [W (− 1
exp
−a+r[(b−j)(d+1)−hd−g]
r(d+1)(b+p) ) + 1] ,
(23)
with W (⋅) the Lambert product-log function [33]. For the
particular case when D = E (Exponential PDF), (17) holds
under the condition that p > b, i.e., the penalty energy to
buffer bits is higher than beaconing energy.
Proof: See Appendix A.
Proposition 2. When the data transmitted by each VSN
node follows the Half-Gaussian distribution of Definition 4,
the set of solutions giving the minimum energy consumption
in (6) under the spatio–temporal constraints of (7) is:
{n⋆, k⋆}H =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(Nmax, Kmin) if Kmin ≤ βHNmax( βH
Kmin
, Kmin) if βHNmax <Kmin ≤ βHNmin(Nmin, Kmin) if Kmin > βHNmin ,
(24)
with
βH = s√
pir (d + 1) erf−1 ( p
b+p) . (25)
Proof: The proof follows the same steps as for the
previous cases and it is summarized in Appendix A-D.
C. Discussion
The key observation from Propositions 1 and 2 is that,
regardless to the distribution used for modeling the data
production process, the solutions giving the minimum
energy consumption attain the same mathematical form.
Specifically, when the initial constraint on the minimum
number of frames captured and processed within T seconds,
Kmin, is higher than the threshold value:
βD
Nmin
, the optimal
solution is the one where Nmin nodes process Kmin frames
each (i.e., the minimum setting possible for nodes and
frames-per-node). If Kmin is smaller or equal than this
threshold, therefore facilitating more nodes within each tier
of the VSN, the optimal number of nodes, n⋆, derived by
Propositions 1 and 2, increases to βD
Kmin
. However, when n⋆
reaches the constraint on the maximum number of nodes,
Nmax, then the optimal solution for each node is to use
a frame setting that is higher than Kmin. The latter is
true for Proposition 1; however, for Proposition 2 (Half-
Gaussian PDF), the corresponding optimal frame setting
was found to be imaginary regardless to the specific system
parameter. Therefore, the optimal solution for this case is
always k⋆ =Kmin.
In terms of relevance to practical applications, the results
of this section can be used to assess the impact of the
spatio–temporal constraints and the data production and
transmission process (as characterized by its marginal PDF)
on the energy consumption of VSNs, under a variety of
energy consumption rates for the radio and multimedia
subsystems. For example, under given energy availability
from the node battery and predetermined system activation
time (T ), this allows for the determination of appropriate
hardware to be used (i.e. j, h, b, p, a and g parameters)
in order to meet the spatio–temporal constraints of the
application. Moreover, via the analysis of the previous
four subsections, one can optimize the system under the
assumption of a certain marginal PDF characterizing the
data production and transmission process of each node.
Conversely, under particular technology (i.e. given j, h,
b, p, a and g parameters) and given configuration for the
VSN in terms of number of nodes and frames to capture
within the activation time interval, one can determine the
required energy in order to achieve the designated visual
data gathering task. Furthermore, under the proposed frame-
work, one can determine the data production and trans-
mission (marginal) PDFs that meet predetermined energy
supply and spatio–temporal constraints.
Although we do not claim that the utilized PDFs cover
all possible scenarios that can be encountered in practice,
they comprise an ensemble of distributions that includes
several important aspects, i.e.,: (i) the maximum-entropy
PDF (Uniform); (ii) well-known distributions characterizing
the transmission rate of real-world systems (Exponential
and Half-Gaussian) [24], [25], [30]–[32], and (iii) a pa-
rameterized distribution (Pareto) that corresponds to the
continuous equivalent to Zipf’s law for generalized fre-
quency of occurrences of physical phenomena; moreover,
if α = kr, the Pareto distribution corresponds to near fixed-
rate transmission with rate kr. Beyond the cases considered
in this paper, if another distribution provides a better fit
to a particular deployment, the steps of Propositions 1
and 2 can be used to provide a characterization of the
available solution space. Moreover, given that the results
of Propositions 1 and 2 are applicable per node, if the
considered scenario involves a non uniformly-formed VSN,
the same analysis applies for each node of each cluster-tree
tier, albeit with the use of:
1) a different PDF per sensor, leading to a mixture
of PDFs for the relayed traffic, with the resulting
distribution being the convolution of the intermediate
distributions;
2) unbalanced coupling in (2) and (3), i.e., the ith node
transmitting si bits during the analysis time interval of
T seconds, with si allocated by the utilized protocol
during the cluster formation [18], [22], [26], [34];
3) the ith node of each cluster relaying traffic from di
nodes, and, in general, di ≠ di∣ for i ≠ i∣.
Given that a numerical package (e.g., Mathematica or Mat-
lab Symbolic) can be used for the calculation of: (i) the con-
8volution of di+1 distributions Pdi+1 (χk,di+1) (correspond-
ing to the mixture of di + 1 PDFs of the ith node of each
tier) and (ii) the ∫ si0 (si − χk,di+1)Pdi+1 (χk,di+1)dχk,di+1
term of (2), we do not expand on these cases further.
Overall, our proposed energy consumption model and
the associated analytic results can be used in many ways
for early-stage exploration of system, network, and data
production parameters in VSNs that match the design speci-
fications of classes of application domains. Such application
examples are given in Section V.
IV. EVALUATION OF THE ANALYTIC RESULTS
To validate the proposed analytic model of (5) and Propo-
sitions 1 and 2 for the settings leading to the minimum
energy consumption, we performed a series of experiments
based on a visual sensor network matching the system
model of Section II and an energy-measurement testbed.
Specifically, each visual node of the sensor network is
composed of a BeagleBone Linux Computer (multimedia
subsystem) attached to a TelosB sensor node for low-power
wireless communications (radio subsystem) [12]. Each Bea-
gleBone is equipped with a RadiumBoard CameraCape to
provide for the video frame acquisition. For energy-efficient
processing, we downsampled all input images to QVGA
(320x240) resolution.
In order to measure the energy consumption of each
VSN node, we captured the real-time current consumption
at two high-tolerance 1 Ohm resistors, the first of which
was placed in series with the multimedia and the second
in series with the radio subsystem of each visual node. A
Tektronix MDO4104-6 oscilloscope was used for the two
current consumption captures of each experiment. Further,
our deployment involved: (i) a TelosB node serving as the
LPBR and collecting all bitstreams and 2 to 32 visual nodes
positioned within four adjacent rooms and the corridor
of the same floor of the Department of Electrical and
Electronic Engineering at University College London [fol-
lowing the layout of Figure 1(a)]; (ii) a uniformly-formed
hierarchical cluster-tree network topology with n = 2 to
n = 16 nodes per network tier and the recently-proposed
(and available as open source) TFDMA protocol [7] for
contention-free MAC-layer coordination; (iii) no WiFi or
other IEEE802.15.4 networks concurrently operating in the
utilized channels of the 2.4 GHz band. Even if IEEE802.11
or other IEEE802.15.4 networks coexist with the proposed
deployment, well-known channel hopping schemes like
TSCH [35] or interference-avoidance schemes [36] can be
used at the MAC layer to mitigate such external interference
while maintaining a balanced cluster tree topology in the
WSN.
TFDMA ensures collision-free multichannel communi-
cations with guaranteed timeslots via a fair time-division
multiple access (TDMA) schedule constructed within each
of the utilized channels of the IEEE802.15.4 physical
layer via beacon packet exchanges [7]. Protocols such as
TFDMA, the TSCH mode of IEEE 802.15.4e-2012 [3] and
other balanced cluster-tree–based MAC-layer protocols [2],
[8], [22], [34], allow for collision-free, uniformly-formed,
cluster-tree based VSNs to be formed via the combination
of fair TDMA scheduling and channel allocation or channel
hopping. Experiments have shown that such protocols can
scale to hundreds or even thousands of nodes [37]. There-
fore, our evaluation is pertinent to such scenarios that may
be deployed in the next few years within the IoT paradigm
[4], [5].
A. Radio Subsystem
For what concerns the radio subsystem, each TelosB
runs the low-power Contiki 2.6 operating system. Given
that the utilized TFDMA protocol ensures collision-free
transmissions from each node, we enabled the low-power
NullMAC and NullRDC options of the Contiki OS that
disable the default MAC queuing and backoff mechanisms.
This led to data consumption rate at the application layer
of s
T
= 144 kbps.
Given that varying the transmission power level has
minimal effect on the VSN node energy consumption (since
most of the transceiver current consumption is due to
reception) and may compromise error-free data reception,
we utilized the maximum transmit power, which led to
reliable data transmission under the collision-free timeslot
allocation of TFDMA. Under these operational settings, the
average transmission cost per bit of information, j J/bit, as
well as the cost for beaconing, b J/bit, and buffering, p J/bit,
were established experimentally by repeating several dedi-
cated energy-measurement tests with the TelosB subsystem;
their values are shown at the top half of Table II and we
have experimentally verified that they remained constant
over several activation intervals.
B. Multimedia Subsystem
Since the energy consumption of the multimedia subsys-
tem is application-dependent, we focused on two different
applications, namely: (i) encoding and transmission of
JPEG video frames and (ii) extraction and transmission of
local features for visual analysis. These two scenarios rep-
resent a wide range of practical VSN-related deployments
proposed recently [1], [10], [14], [17], [38]–[41].
1) Differential Motion JPEG (MJPEG) encoding: We used
a hybrid DCT-DPCM encoder, such as the one presented
in [39]. In this system, the first frame of the video
sequence is JPEG encoded and transmitted. For the
subsequent frames, only the difference between two ad-
jacent frames is encoded. The encoding process follows
the standard JPEG baseline, i.e., quantization of the
Discrete Cosine Transform (DCT) coefficients followed
by run length coding (RLE) and Huffman coding.
2) Visual Features extraction: Several visual analysis tasks
can be performed by disregarding the pixel represen-
tation of an image, and relying only on a much more
compact representation based on local visual features
[16]. In a nutshell, salient keypoints of an image are
identified by means of a detector, and a descriptor is
computed from the pixel values belonging to the image
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VISUAL SENSOR ENERGY AND BITRATE PARAMETERS.
Parameter Description Unit Value
Radio Subsystem (TelosB)
s
T
Data consumption rate kbps 144
j Transmission cost J/bit 2.20 × 10−7
h Receiving cost J/bit 2.92 × 10−6
b Beaconing/idling cost J/bit 1.90 × 10−7
p Buffering cost J/bit 2.86 × 10−7
Multimedia Subsystem (BeagleBone)
aACQ Acquisition cost J 5.00 × 10−3
aJPEG Initialization cost (JPEG) J 1.40 × 10−2
aVF Initialization cost (Visual Feat.) J 7.79 × 10−3
gJPEG Processing cost (JPEG) J/bit 4.40 × 10−8
gVF Processing cost (Visual Feat.) J/bit 1.90 × 10−8
patch around each keypoint. Here, we focus on corner-
like local features produced by processing each frame of
the input video sequence with the FAST corner detector
[42], which is optimized for fast extraction of visual fea-
tures on low-power devices. Each detected keypoint is
then described by means of a binary descriptor: we used
the BRIEF algorithm [43], which outputs descriptors of
64 bytes each.
Dedicated energy-measurement tests were performed
with the Beaglebone multimedia subsystem by varying the
encoding quality factor for differential MJPEG, while for
features extraction, we varied the FAST detection threshold.
This allowed us to trace curves in the energy-rate plane and
to obtain the average energy cost per bit, as well as the
average initialization cost per frame for both the application
scenarios, which are reported at the bottom half of Table
II. The cost of acquiring one frame was derived from
the specifications of the AptinaMT9M114 image sensor
mounted on the CameraCape and is reported in Table II.
The overall acquisition cost for one frame is established as
a = aACQ + aJPEG for the JPEG case and a = aACQ + aVF for
the visual-feature extraction case.
C. Model Validation via Monte-Carlo–generated Data
Under the settings described previously and shown in
Table II, our first goal is to validate the analytic expressions
of Section III that form the mathematical foundation for
Propositions 1 and 2, namely (9), (14), (15) and (16). To
this end, we create a controlled multimedia data production
process on each VSN node by: (i) artificially creating
several sets of bitstream sizes according to the marginal
PDFs of Section III via rejection sampling [44]; (ii) setting
the mean data size per video frame to r = 5.2 kbit; (iii)
setting d = 0 (no relaying) and d = 2 for each distribution.
The sets containing data sizes are copied onto the read-
only memory of each sensor node during deployment.
At run time, each node fetches a new frame size from
the preloaded set, produces artificial data according to it
(akin to receiving the information from the multimedia
subsystem) and transmits the information to the LPBR
following the process described in the system model of
Section II. Depending on the frame size, the node can enter
in idling/beaconing state, or it can buffer the data exceeding
the allocated TFDMA slots. This controlled experiment
with Monte-Carlo–generated datasets creates the conditions
that match our statistical characterization and can therefore
confirm the validity of our derivations.
We report here energy measurements obtained under
varying values of n and k. The chosen active time interval
was set to be T = 154 seconds and, beyond measur-
ing the accuracy of the model versus experiments, we
also compared the theoretically-optimal values for k and
n according to Section III with the ones producing the
minimum energy consumption in the experiments. For the
reported experiments of Figures 2, and Table III, the spatio–
temporal constraints were: Nmin = 2, Nmax = 16 and
Kmin = 2T frames, i.e. two frames per second. All our
reported measurements and the values for k are normalized
to a one-second interval for easier interpretation of the
results.
As one can see from Figures 2, and Table III, the
theoretical results match the experimental results for all
the tested distributions, with the maximum percentile error
between them limited to 6.34% and all the coefficients of
determination R2 between the experimental and the model
points being above 0.995. In addition, the theoretically-
obtained optimal values for {n⋆, k⋆} from (17) and (24) are
always in agreement with the experimentally-derived values
that were found to offer the minimum energy consumption
under the chosen spatio–temporal constraints. We have
observed the same level of accuracy for the proposed
model under a variety of data sizes (r), active time interval
durations (T ), number of relay nodes (d) and spatio–
temporal constraints (Nmin, Nmax and Kmin), but omit these
repetitive experiments for brevity of exposition.
As mentioned in Section III-C, the optimal solution does
not always correspond to the minimum allowable number
of frames (i.e., Kmin). For instance, Figure 3 shows the
theoretical and experimental results obtained by setting
Nmin = 2, Nmax = 6 and Kmin = T2 (i.e., one frame
every two seconds), and using the Uniform distribution.
Under these settings, the optimal solution was found to
be ⟨n⋆ = 6, k⋆ = T ⟩, thereby confirming the validity of the
proposed model.
V. APPLICATIONS
In order to assess the proposed model against real ap-
plication data, we repeated the experimental measurements
described in Section IV-C for both application scenarios
and under the same spatio–temporal constraints (Nmin = 2,
Nmax = 16, Kmin = 2T , i.e. two frames per second),
this time capturing and processing real data from our
deployment and utilizing the energy parameters of Table
II for the proposed analytic model. We then matched3 the
energy measurements with one of the energy functions
derived in Section III. Specifically, we found that the results
3Fitting is performed by matching the average data size r of each
distribution to the average data size of the JPEG compressed frames or
the set of visual features.
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(a) Uniform PDF (d = 0) (b) Pareto PDF (α = 4, d = 0) (c) Exponential PDF (d = 0) (d) Half-Gaussian PDF (d = 0)
(e) Uniform PDF (d = 2) (f) Pareto PDF (α = 4, d = 2) (g) Exponential PDF (d = 2) (h) Half-Gaussian PDF (d = 2)
Figure 2. Each column shows the results corresponding to a marginal PDF characterizing the data transmission process. The grayscale surfaces show
the energy consumption of a single camera sensor node in function of the number of frames per second and the total number of nodes. The blue
crosses correspond to the value of the consumed energy as measured from the sensor network testbed. All energy values and frames (k) are normalized
to an one-second interval.
Table III
DIFFERENCES BETWEEN THE THEORETICAL AND EXPERIMENTAL RESULTS AND THE OPTIMAL VALUES, {n⋆, k⋆}D , FOR THE NUMBER OF NODES
AND THE FRAMES-PER-SECOND FOR THE CONSIDERED DATA TRANSMISSION (MARGINAL) PDFS UNDER THE SETTINGS OF FIGURE 2 AND d = 2
(EACH NODE RELAYING DATA FROM TWO OTHER NODES).
d = 0 (no relay transmission) d = 2 (relaying from two other nodes)
Transmission Mean Max. R2 Theoretical Mean Max. R2 Theoretical
PDF error (%) error (%) coeff. optimum error (%) error (%) coeff. optimum
Uniform 1.19 2.24 0.9982 {12,2} 1.37 2.21 0.9921 {4,2}
Pareto (α = 4) 1.40 3.6 0.9980 {16,2} 1.51 6.34 0.99983 {6,2}
Exponential 1.36 2.85 0.9984 {15,2} 3.05 4.52 0.9895 {5,2}
Half-Gaussian 0.37 0.69 0.9991 {13,2} 1.33 2.24 0.9977 {4,2}
Figure 3. Predicted (gray surface) and measured (blue crosses) energy
consumption of a single camera node in function of the number of frames
per second and the total number of nodes, for the case of Uniform
distribution under Nmin = 2, Nmax = 6 and Kmin = T2 . All energy
values and frames (k) are normalized to an one-second interval.
matched best the Pareto distribution with parameters α = 4,
v = kr and r = 20.6 kbit for the JPEG case and r = 11.7
kbit for the visual features case, as shown in Figures 4(a)
and 4(b), with coefficient of determination value R2 ≅ 0.97
for the JPEG case and R2 ≅ 0.96 for the visual features
case. Similarly as before, all reported energy values and
number of frames are normalized to a one-second interval
for easier interpretation of the results.
Given the high accuracy of the Pareto-based energy
model against the application results, we utilized the set-
tings for the minimum energy consumption derived for the
Pareto case [see (17)] to ascertain the energy saving that can
be potentially achieved against arbitrary (ad-hoc) settings.
As an example, in Tables IV and V, we consider two
different cases for each application scenario, characterized
by different spatio–temporal constraints. For each case, we
compare the optimal solution given by (17) (for the Pareto
case) with an ad-hoc “least-cost” solution that assumes
values equal to the minimum spatio–temporal constraints
(under the intuitive assumption that less nodes and less
frames-per-second lead to smaller energy consumption).
Evidently, the proposed approach allows for 8% to 37%
energy savings in comparison to the ad-hoc settings in both
applications under consideration. As such, its usage can be
envisaged for early-stage testing of plausible application
deployments with respect to their energy efficiency in order
to determine the impact of various options for the multi-
media and radio subsystems, as well as the best spatio–
temporal parameters to consider, prior to more detailed
experimentation in the field.
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(a) DCT-DPCM coding, R2 = 0.9698 (b) Visual features extraction, R2 = 0.9596
Figure 4. The energy function for the two considered application scenarios. The grayscale surfaces represent the fitted energy function obtained with
the Pareto PDF, while the blue crosses represent the experimental measurements. All energy values and frames (k) are normalized to a one-second
interval.
Table IV
MOTION JPEG APPLICATION SCENARIO
Constraints Ad-hoc deployment Proposed approach Gain
Kmin = 0.7 k = 0.7 k = 0.7
Nmin = 2 n = 2 n = 10 37.4%
Nmax = 10 Ec = 0.027 J Ec = 0.017 J
Kmin = 2 k = 2 k = 2
Nmin = 2 n = 2 n = 4 7.9%
Nmax = 10 Ec = 0.053 J Ec = 0.049 J
Table V
VISUAL FEATURES EXTRACTION APPLICATION SCENARIO
Constraints Ad-hoc deployment Proposed approach Gain
Kmin = 1.25 k = 1.25 k = 1.25
Nmin = 2 n = 2 n = 10 30.8%
Nmax = 10 Ec = 0.033 J Ec = 0.023 J
Kmin = 2 k = 2 k = 2
Nmin = 2 n = 2 n = 7 18.1%
Nmax = 10 Ec = 0.045 J Ec = 0.037 J
VI. CONCLUSIONS
We proposed an analytic model for the energy con-
sumption of a uniformly-formed wireless visual sensor
network (VSN) under varying spatio–temporal constraints,
defined in terms of number of nodes to be deployed
per network tier and video frames to be captured by
each node. Analytic conditions for the optimal spatio–
temporal settings within the VSN were derived for different
probability density functions characterizing the multimedia
data volume to be transmitted by each node. Monte-Carlo
experiments performed via an energy-measurement testbed
revealed that the proposed model’s accuracy is within 7%
of the obtained energy consumption. Applying the model
to two realistic scenarios for motion JPEG compression
and local visual features extraction within each node in the
VSN demonstrated that substantial energy savings can be
obtained via the proposed approach against ad-hoc settings
for the spatio–temporal parameters of the VSN. As such,
the proposed model can be used for early-stage studies
of VSNs to determine the best operational parameters to
be considered prior to cumbersome and costly real-world
deployment and testing.
APPENDIX A
We first present the detailed proof of Proposition 1 under
the Uniform distribution (D = U). The proofs for the
Pareto, Exponential and Half-Gaussian distributions (i.e.,
Proposition 2) are summarized afterward, since they follow
the same steps as for the case of the Uniform.
A. Proof of Proposition 1 for the Uniform Distribution
1) Investigating the n-direction: We examine the func-
tion Ec,U along the plane k = k¯, k¯ ≥ Kmin, and analyze
Ec,U(n, k¯) which is now a function of n only. It is
straightforward to show by first-derivative analysis that the
only candidate extremum or inflection point of Ec,U(n, k¯)
is n0,U = βUk¯ , with βU given by 18. This candidate extremum
holds under the assumption that: Nmin ≤ n0,U ≤ Nmax,
i.e. that the candidate extremum or inflection point of
Ec,U(n, k¯) falls within the predefined spatial constraints of
(7). Furthermore, we find that d
2Ec,U(n, k¯)
dn2
∣
n=n0,U > 0, which
demonstrates that n0,U is a local minimum. Given that local
extrema must alternate within the region of support of a
continuous and differentiable function [45], n0,U is also the
global minimum of Ec,U(n, k¯) within Nmin ≤ n ≤ Nmax.
Having derived the global minimum of Ec,U(n, k¯) along
an arbitrary plane k = k¯, k¯ ≥Kmin, we can now attempt to
find the value of k, k ≥ Kmin, that minimizes the energy
function. Evaluating Ec,U(n, k) on n = n0,U, we obtain:
Ec,U(n0,U, k) = k [a + r [(p + j) (d + 1)
−p2(d + 1)
b + p + hd + g]] . (26)
Evidently, the value of k minimizing (26) is the minimum
allowable, i.e. k =Kmin. Thus, the solution minimizing (6)
in the n-direction is Sn0,U = ( βUKmin , Kmin) . This solution
holds under the constraint:
Nmin ≤ βU
Kmin
≤ Nmax. (27)
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2) Investigating the k-direction: Similarly, we cut
Ec,U(n, k) along the plane n = n¯, Nmin ≤ n¯ ≤ Nmax, and
minimize Ec,U(n¯, k) which is now a function of k only.
Following the steps presented earlier, we can show by first
and second derivative analysis that the global minimum of
Ec,U(n¯, k) occurs at k0,U = γUn¯ , with γU given by (19).
This global minimum holds under the assumption that
k0,U ≥Kmin, due the predefined temporal constraint of (7).
Having derived the global minimum of Ec,U(n¯, k) along an
arbitrary plane n = n¯, Nmin ≤ n¯ ≤ Nmax, we can now attempt
to find the value of n, Nmin ≤ n ≤ Nmax, that minimizes
the energy function. Evaluating Ec,U(n, k) on k = k0,U we
obtain:
Ec,U(n, k0,U) = 1
n
[[a + r [(p + j) (d + 1) + hd + g]]γU
(28)
−ps + s2(b + p)
4r(d + 1)γU ] .
Evidently, the value of n minimizing (28) is the maximum
allowable, i.e. n = Nmax. Hence, the solution when attempt-
ing to minimize (28) in the k-direction under the constraints
of (7) is Sk0,U = (Nmax, γUNmax ) under the constraint:
Kmin ≤ γU
Nmax
. (29)
3) Uniqueness of solution and solution when (27) and
(29) do not hold: So far, we have found two solutions
minimizing the energy consumption of each node: Sn0,U ,
which minimizes the energy in the n-direction by appro-
priately choosing the number of nodes to deploy (spatial
resolution), and Sk0,U , which minimizes the energy in the
k-direction by appropriately setting the optimal number of
frames to capture (temporal resolution) during the active
time interval. However, the following issues arise:
1) Both solutions are only applicable under constraints (27)
and (29). Is it possible that both constraints are satisfied
and, if so, then what is the best solution for (6)?
2) Conversely, if neither of these two constraints is satis-
fied, then what is the optimal solution for (6)?
It turns out that the answer to both questions can be
derived based on the value of the temporal constraint, Kmin,
as it is clarified in the following analysis.
Starting from (27), with a few straightforward manipula-
tions we reach βU
Nmax
≤Kmin ≤ βUNmin . The second constraint
for Kmin is provided by (29). It is now easy to prove that
βU > γU (see Appendix B-A), which demonstrates that the
constraints of the two solutions are non-overlapping, as the
lower bound of (27) is larger than the upper bound of (29).
This answers the first question.
To address the second question, we have to analyze what
happens when γU
Nmax
< Kmin < βUNmax or Kmin > βUNmin , as
neither of Sn0,U and Sk0,U are applicable in such cases. It
is straightforward to show that ∂Ec,U
∂n
and ∂Ec,U
∂k
are never
zero within these intervals. Hence, the solution we are
looking for must lie on one of the two boundary points:(Nmin,Kmin) or (Nmax,Kmin).
Let us focus on the case of γU
Nmax
< Kmin < βUNmax and
evaluate Ec,U(n, k) on the boundary plane n = Nmax. Since
Ec(Nmax, k) is monotonically increasing for k > γUNmax the
optimal point is k = Kmin, which leads to the solutionSmax min = (Nmax, Kmin). Similarly, let us look at the k
direction by evaluating the energy function on the k =Kmin
plane. Now n0,U = βUKmin is larger than Nmax and is thus not
admissible. Since Ec,U(n, Kmin) is decreasing for n < n0,U,
the optimal point is n = Nmax, which also leads to the
solution Smax min. Finally, when Kmin > βUNmin , following
a similar analysis we reach that the optimal solution isSmin min = (Nmin, Kmin).
Summarizing, when the data transmitted by each VSN
node follows the Uniform distribution of (8), the set of
solutions giving the minimum energy consumption in (6)
under the spatio–temporal constraints of (7) is given by
(17).
B. Proof of Proposition 1 for the Pareto Distribution
Considering the energy consumption for the Pareto distri-
bution Ec,P in (14), we follow the derivative-based analysis
along each direction and join the obtained minima along
with their constraints.
1) n-direction: The partial derivative of Ec,P with re-
spect to n (i.e. under a plane k = k¯ with k¯ ≥Kmin) is:
∂Ec,P
∂n
= − bs
n2
+ s
n2
(b + p) (vn
s
)α . (30)
The only solution for ∂Ec,P
∂n
= 0 that can be admissible
under the constraints of (7) is n0,P = βPk¯ , with βP given
by (21). It is straightforward to show that n0,P corresponds
to the global minimum of Ec,P (n, k¯). Evaluating Ec,P for
n0,P leads to
Ec,P(n0,P, k) = k¯ [a + r [(j − b) (d + 1) + hd + g+ (d + 1) (b)α−1α (b + p) 1α ]] , (31)
which attains its minimum value for the minimum al-
lowable k¯, i.e. at point Sn0,P = ( βPKmin , Kmin). Now we
have to ensure that Nmin ≤ n0,P ≤ Nmax, which gives
βP
Nmax
≤ Kmin ≤ βPNmin . As discussed for the Uniform case,
for values of Kmin outside this range, the optimal solution
comprises the border points (Nmax, Kmin) or (Nmin, Kmin),
depending on temporal constraint.
2) k-direction: The partial derivative of Ec,P with re-
spect to k (i.e. under a plane n = n¯ with Nmin ≤ n¯ ≤ Nmax)
is:
∂Ec,P
∂k
= a + r [(j + p) (d + 1) + hd + g]+ r(b + p)(d + 1) (32)
× ⎡⎢⎢⎢⎢⎣( n¯s )
α−1 (kr(α − 1)(d + 1)
α
)α−1 − 1⎤⎥⎥⎥⎥⎦ .
The only solution for ∂Ec,P
∂k
= 0 that is admissible under
the constraints of (7) is k0,P = γPn¯ , with γP defined in (20).
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The first constraint imposed on k0,P is that it must be
positive, which leads to
b > j + a
r(d + 1) + hd + gd + 1 . (33)
The last equation indicates that the global minimum of k0,P
holds only if the energy consumption during the idle state
is greater than the energy during transmission. While this
is possible from a mathematical point of view, the physical
reality of wireless transceivers does not allow for this case
to manifest in a practical setting. We also note that, beyond
the constraint of (33), the global minimum of k0,P holds
under the assumption that k0,P ≥ Kmin due the predefined
temporal constraint of (7).
Evaluating Ec,P(n, k) on k = k0,P, we obtain
Ec,P(n, k0,P) = b + p
n
[s1−α (βPr(α − 1)(d + 1)
α
)α
× (α − 1)−1 − βPr (d + 1)] (34)
+ bs
n
+ γP
Nmax
βP [a + r [(j + p) (d + 1) + hd + g]]
n
Evidently, for α > 1, the value of n minimizing (34) is
the maximum allowable, i.e. n = Nmax. Hence, the solu-
tion when attempting to minimize the energy consumption
function in the k-direction under the constraints of (7) isSk0,P = (Nmax, γPNmax ) under the constraint Kmin ≤ γPNmax .
It is now easy to prove that βP > γP (see Appendix B-B),
which demonstrates that the constraints of the two solutions
are non-overlapping.
C. Exponential Distribution
The energy consumption in the case of Exponential
distribution is Ec,E, given by (15). We follow the derivative-
based analysis along each direction and join together the
obtained minima along with their constraints.
1) n-direction: The partial derivative of Ec,E with re-
spect to n (i.e. under a plane k = k¯ with k¯ ≥Kmin) is:
∂Ec,E
∂n
= − bs
n2
+ s
n2
(b + p) exp(− s
nkr(d + 1)) , (35)
which, under the constraints of 7, is equal to zero for n0,E =
βE
k¯
, with βE given by (22). It is straightforward to show
that n0,E corresponds to the global minimum of Ec,E (n, k¯).
Evaluating Ec,E for n0,E leads to:
Ec,E(n0,E, k¯) = k¯ [a + r [j (d + 1) + hd + g+b (d + 1) ln(b + p
b
)]] , (36)
which has its minimum value for the minimum allowable k¯,
i.e. at point Sn0,E = ( βEKmin , Kmin). Now we have to ensure
that Nmin ≤ n0,E ≤ Nmax, which leads to βENmax ≤Kmin ≤ βENmin .
Again, for values of Kmin outside this range, the opti-
mal solution comprises the border points (Nmax, Kmin) or(Nmin, Kmin), depending on temporal constraint.
2) k-direction: The partial derivative of Ec,E with re-
spect to k (i.e. under a plane n = n¯ with Nmin ≤ n¯ ≤ Nmax)
is:
∂Ec,E
∂k
= [a + r [(p + j) (d + 1) + hd + g]]+ (b + p) [r (d + 1) (exp (− s
n¯kr(d+1)) − 1)+ s
n¯k
exp (− s
n¯kr(d+1))] . (37)
The only solution for ∂Ec,E
∂k
= 0 that may be admissible
under the constraints of (7) is k0,E = γEn¯ , with γE defined in
(23).
The first constraint imposed on k0,E is that it must be
positive. That is, the product-log function should be smaller
than -1. This is true when the argument of the product-log
function is limited within (− 1
exp
,0) [33]. That is:
− 1
exp
< a − r [(b − j) (d + 1) − hd − g]
exp×r(d + 1)(b + p) < 0. (38)
It is easy to verify that a necessary condition for (38) to
hold is (33). Thus, similar to the Pareto case, while the the
global minimum of k0,E is in principle possible, it is not
expected to be encountered in a practical setup. Beyond
the constraint of (38), the global minimum of k0,E holds
under the assumption that k0,E ≥ Kmin due the predefined
temporal constraint of (7).
Having derived the global minimum of Ec,E(n¯, k) along
an arbitrary plane n = n¯, Nmin ≤ n¯ ≤ Nmax, we can now
attempt to find the value of n, Nmin ≤ n ≤ Nmax, that
minimizes the energy function. Evaluating Ec,E(n, k) on
k = k0,P we obtain
Ec,E(n, k0,P) = rγE(b + p)(d + 1)
n
(exp(− 1
rγE(d + 1)) − 1)+ bs
n
+ γE(a + r [(p + j) (d + 1) + hd + g]
n
.
(39)
Evidently, for α > 1, the value of n minimizing (39) is
the maximum allowable, i.e. n = Nmax. Hence, the solu-
tion when attempting to minimize the energy consumption
function in the k-direction under the constraints of (7) isSk0,P = (Nmax, γENmax ) under the constraint Kmin ≤ γENmax .
It is now easy to prove that βE > γE (see Appendix B-B),
which demonstrates that the constraints of the two solutions
are non-overlapping.
D. Half-Gaussian Distribution
The energy consumption for half-Gaussian distribution
is Ec,H given by (16).
1) n-direction: The partial derivative of Ec,H with re-
spect to n (i.e. under a plane k = k¯ with k¯ ≥Kmin) is:
∂Ec,H
∂n
= ps
n2
− s (b + p)
n2
erf( s√
pik¯rn(d + 1)) , (40)
which, under the constraints of 7, is equal to zero for
n0,H = βHk¯ , with βH given by (25). It is easy to show that
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n0,H corresponds to the global minimum of Ec,H (n, k¯).
Evaluating Ec,H for n0,H leads to:
Ec,H(n0,H, k) = k [a + r [(p + j) (d + 1) + hd + g
+ (b + p) (d + 1) exp([− erf−1 ( p
b + p)]2)]] .
(41)
which has its minimum value for the minimum allowable k¯,
i.e. at Sn0,H = ( βHKmin , Kmin). Now, we have to ensure that
Nmin ≤ n0,H ≤ Nmax, which leads to βHNmax ≤ Kmin ≤ βHNmin .
Similarly as for the previous distributions, for values of
Kmin outside this range, the optimal solution comprises the
border points (Nmax, Kmin) or (Nmin, Kmin).
2) k-direction: The partial derivative of Ec,H with re-
spect to k (i.e. under a plane n = n¯ with Nmin ≤ n¯ ≤ Nmax)
is:
∂Ec,H
∂k
= [a + r [(p + j) (d + 1) + hd + g]+ r (b + p) (d + 1) (42)
× (exp(− s2
pik2r2n¯2(d + 1)2 ) − 1) ,
which can be shown to be positive. Hence, the energy
function is increasing with respect to k and the optimal
value is the minimum allowable k. Thus, the solution is
equal to Sn0,H .
APPENDIX B
A. Proof that βU > γU
Replacing βU and γU from (18) and (19) in the inequality
we desire to prove, squaring both sides (since all terms are
positive) and rearranging terms, leads to
r [b (g + j + p) + p (g + j + pd) + bd (h + j + p)+pd (h + j)] + a (b + p) > 0, (43)
which is indeed positive because all constants are positive
quantities.
B. Proof that βP > γP
Replacing the terms βP and γP from (20) and (21) in the
inequality we desire to prove, we reach:
( b
b + p)
1
α > (−a + r [(b − j) (d + 1) − hd − g]
r (d + 1) (b + p) )
1
α−1
. (44)
Now, recalling the constraint of (33), let us assume the
minimum possible value for b, i.e.,
b = j + a
r(d + 1) + hd + gd + 1 + δ, (45)
with δ > 0. Evidently, b > δ since all constants are positive.
Substituting b in the numerator of the right hand side of
(44) via (45), we obtain ( b
b+p) 1α > ( δb+p) 1α−1 . Since b > δ,
in order to prove the last expression it suffices to prove that( b
b+p) 1α > ( bb+p) 1α−1 holds. The last expression is indeed
true because b
b+p ≤ 1.
C. Proof that βE > γE
Replacing βE and γE from (23) and (22) in the inequality
we desire to prove, we reach
1
ln ( b+p
p
) > − 1W (a−r[(b−j)(d+1)−hd−g]
exp×r(d+1)(b+p) ) + 1 . (46)
Recalling that, under the constraint (33), the Lambert W
function is upper-bounded by -1 we obtain− ln(b + p
p
) − 1 >W (a − r [(b − j) (d + 1) − hd − g]
exp×r (d + 1) (b + p) ) .
(47)
Substituting b in the numerator of the right side of (47)
with the expression of (45) and using the definition of
the product-log function, z = W (z) exp (W (z)), the last
inequality leads to p > −δ
W( −δ
exp×(b+p) ) . The right-hand side is
upper bounded by δ, since the Lambert function is upper
bounded by -1. Thus, to complete the proof, it suffices
to prove that p > δ. For derivating the solutions in the
Exponential case, we have assumed that p > b and (45)
shows that b > δ. Therefore, p > δ.
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