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Arguments for a prominent role for attention to the growth rate of mone-
tary aggregates in the conduct of monetary policy are often based on references
to low-frequency reduced-form relationships between money growth and infla-
tion. The “two-pillar Phillips curve” proposed by Gerlach (2004) has recently
attracted a great deal of interest in the euro area, where it is sometimes sup-
posed to provide empirical support for the wisdom of a “two-pillar strategy”
that uses distinct analytical frameworks to assess shorter-run and longer-run
risks to price stability. I show, however, that regression coefficients of the kind
reported by Assenmacher-Wesche and Gerlach (2006a) among others are quite
consistent with a “new Keynesian” model of inflation determination, in which
the quantity of money plays no role in inflation determination, at either high
or low frequencies. I also show that empirical results of this kind do not in
themselves establish that money growth must be useful in forecasting inflation,
either in the short run or over a longer run. Hence they provide little support
for the ECB’s monetary “pillar.”
∗Revised from a paper presented at the Fourth ECB Central Banking Conference, “The Role of
Money: Money and Monetary Policy in the Twenty-First Century,” Frankfurt, November 9-10, 2006.
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of any responsibility for the opinions expressed. I would also like to thank Mehmet Passaogullari
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A distinctive feature of the monetary policy strategy of the European Central
Bank is the prominent role assigned to the monitoring of measures of the money sup-
ply. In what the ECB calls its “two-pillar strategy,” one pillar is “economic analysis,”
which “assesses the short-to-medium-term determinants of price developments.” Ac-
cording to the ECB, this analysis “takes account of the fact that price developments
over those horizons are influenced largely by the interplay of supply and demand in
the goods, services and factor markets.” But in addition, a second pillar, “mone-
tary analysis”, assesses the medium-to-long-term outlook for inflation, “exploiting
the long-run link between money and prices.” The two alternative frameworks for
assessing risks to price stability are intended to provide “cross-checks” for one another
(ECB, 2004, p. 55).
The most important justification for using two quite distinct analytical frame-
works in parallel — rather than a single, integrated conceptual framework (within
which one might, of course, obtain information from a large number of different indi-
cators) — seems to be the view that different factors determine longer-run trends in
inflation than those responsible for shorter-run fluctuations, and that distinct models
are accordingly necessary in order to monitor and respond to developments of the
two types. In effect, it is supposed that inflation should be viewed as a superposition
of two distinct phenomena that each deserve to be separately modeled.
The case for separate treatment of short-run and long-run determinants of in-
flation is sometimes argued on theoretical grounds. For example, it is sometimes
asserted that models of wage and price adjustment in response to the balance of
supply and demand in product and factor markets — that provide the basis for the
ECB’s “economic analysis” of the inflation outlook — are by their nature unable to
determine the long-run trend rate of inflation, even if they correctly describe short-run
departures from the inflation trend.1
I have shown elsewhere that this is a misunderstanding of the structure of con-
ventional “new Keynesian” models (Woodford, 2007, sec. 2.2).2 While the long-run
inflation trend in such models most assuredly depends on monetary policy — it can-
not be explained by factors relating to factor markets and product markets alone,
and indeed, the central bank can ensure any long-run average inflation rate that it
wishes (within certain limits) through an appropriate choice of policy, independently
1Comments of this kind can be found, for example, in Nelson (2003, sec. 2.2), Lucas (2006, p.
137), and Reynard (2006, pp. 2-3).
2McCallum (2001) also provides an insightful discussion of the nature of inflation determination
in models of the same general kind.
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of those structural factors — this does not mean that one and the same model can-
not simultaneously explain the determination of the inflation trend and of short-run
departures from it.3 In fact, the specification of the monetary policy of the central
bank is essential to the explanation of both aspects of inflation — without an equa-
tion specifying monetary policy,4 the model would also fail to determine the short-run
departures of inflation from trend. At the same time, all changes in the general level
of prices, both in the short run and in the long run, are explained as resulting from
the optimizing decisions of price-setters, who respond at all times to the same sorts of
perceived changes in production costs and demand conditions. Hence there is no fun-
damental difference in the framework required to understand inflation determination
over different time scales.
But probably the most commonly cited arguments for the need for a separate
monetary “pillar” are purely empirical ones. The association of money growth with
inflation is argued, as an empirical matter, to be highly robust, confirmed by data
from different centuries, from different countries, and from economies with different
financial institutions and different monetary and fiscal policies. Empirical work in
the monetarist tradition often emphasizes simple correlations (and sometimes lead-
lag relationships) rather than structural estimation; but it may be argued that the
relations thus uncovered represent more certain knowledge, because they are inde-
pendent of any maintained assumption of the correctness of a particular structural
model. Monetarists argue that the causal relation between money growth and in-
flation is as a consequence one that can more safely be relied upon in designing a
policy aimed at controlling inflation than the relations (such as the Phillips curve)
that make up a structural macroeconometric model.5
The empirical evidence that is relied upon in such arguments relates to primarily
to long-run or low-frequency correlations between money growth and inflation. While
early advocacy of money-growth targets was often based on analyses of the correlation
between money growth and real activity at business-cycle frequencies, these corre-
lations have broken down in many countries since the 1980s,6 and the more recent
3A simple example of the kind of model that simultaneously explains both is given in section 2.
4As discussed in the paper just cited, such a specification of monetary policy need make no
reference to the quantity of money.
5See Woodford (2007, sec. 3.1) for further discussion both of the kind of evidence that is cited
and of its implications for the design of a robust approach to the control of inflation.
6See, for example, Friedman and Kuttner (1992) and Walsh (2003, Fig. 1.3) for changes over time
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monetarist literature has instead emphasized the wide range of evidence that exists
for a long-run relationship between money growth and inflation. This relationship is
argued to be more robust, and to suffice as a justification for controlling money growth
given a central bank’s proper concern with the character of long-run inflation trends.
But to the extent that the relationship is asserted only to hold at low frequencies, the
possibility is left open that higher-frequency (or shorter-run) inflation developments
must be understood in other terms. This is what is asserted in explanations of the
ECB’s “two-pillar” strategy.
A branch of the empirical literature on the relation between money growth and
inflation at low frequencies that has been especially influential among defenders of
the ECB’s strategy is the one that estimates “two-pillar Phillips curves” of the kind
proposed by Gerlach (2004). Because studies of this kind purport to show that
different factors explain inflation movements at different frequencies, they may appear
to provide an especially straightforward justification for the strategy of the ECB. It
is therefore desirable to give particular attention to what exactly can be concluded
about the nature of inflation from such studies, and what they imply about the role
of measures of money growth in the assessment of risks to price stability.
1 “Two-Pillar” Phillips Curves
A recently popular approach to using money growth to forecast longer-run infla-
tion trends has been the estimation of “money-augmented” or “two-pillar Phillips
curves,” pioneered by Stefan Gerlach (2004).7 These are forecasting models in which
both an output gap measure and a measure of money growth are used to forecast
inflation, with the two sources of information argued to each be relevant to forecast-
ing a different frequency component of inflation. The argument about the differing
determinants of inflation at different frequencies is made most clearly in the work of
in the relation between money and national income in the U.S. data. For a recent discussion of the
stability of M3 demand in the euro area, and its implications for the usefulness of “excess liquidity”
measures based on cumulative M3 growth, see Bordes et al. (2007). Fischer et al. (2006) document
the reduced reliance on estimated money-demand relations in recent years in the monetary analysis
of the ECB.
7Other examples of work of this kind include Neumann (2003), Neumann and Greiber (2004),
Assenmacher-Wesche and Gerlach (2006a, 2006b), and Hofmann (2006). Assenmacher-Wesche and
Gerlach (2006b) provide a useful review of related literature.
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Assenmacher-Wesche and Gerlach (2006a). In their work, inflation pit is decomposed






using linear band-pass filters. The high-frequency component is modeled as fore-
castable using a relation of the form
piHFt = αggt−1 + ²
HF
t , (1.1)
where gt is the output gap (defined as the log of output, minus its low-frequency com-
ponent). The low-frequency component is instead modeled by a relation motivated










Here µt is the rate of money growth, γt the rate of output growth, and ρt the change in
a long-term real interest rate (included as a determinant of changes of velocity), and
in the case of each of these variables the superscript LF indicates the low-frequency
component of the series in question.
A relation of the form (1.2) is expected to hold at sufficiently low frequencies
because of the existence of a relatively stable money-demand relation of the form
log(Mt/Pt) = ηy log Yt − ηiit + ²mt , (1.3)
in whichMt is the (nominal) money supply in period t, Yt is an index of aggregate real
output, it is a short-term nominal interest rate, the positive coefficients ηy and ηi are
the income elasticity and interest-rate semielasticity of money demand respectively,
and ²mt is an exogenous disturbance to money demand. First-differencing (1.3) then
yields a relation of the form
µt − pit = ηyγt − ηi∆it +∆²mt . (1.4)
Relation (1.2) is expected to hold because of (1.4); thus on theoretical grounds, αµ
should equal 1. In the case that the income elasticity of money demand ηy is equal
to 1, as long-run estimates often find, one would also predict that αy should equal -1
in (1.2).
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Table 1: Inflation equations of Assenmacher-Wesche and Gerlach (2006a) for alter-
native frequency bands. (Note: dependent variable is euro-area inflation; standard
errors are given in parentheses below each regression coefficient; ** indicates signifi-
cance at the 1 percent level.)
Freq. range HF LF
Period (yrs) 0.5-8 8-∞
Money Growth -0.02 0.96**
(0.30) (0.19)
Output Growth -0.03 -0.98
(0.07) (0.97)
RR Change 1.10 3.01
(0.46) (6.92)
Output Gap 0.12** —
(0.05)
Combining the two models of the separate components of inflation, one obtains a







t + αggt−1 + ²t, (1.5)
where the different “causal” variables are expected to have explanatory power at
different frequencies. Assenmacher-Wesche and Gerlach argue that this is the case,
by using band-spectral regression to estimate an inflation equation of the form
pit = αµµt + αyγt + αρρt + αggt−1 + ²t, (1.6)
allowing the coefficients to vary across frequency ranges of the data. Their results
(a representative sample of which are reported in Table 1) support the hypothesis
sketched above about the difference between high- and low-frequency inflation dy-
namics. In their regression for the lowest-frequency band (fluctuations with periods
of 8 years or longer), the only strongly significant variable is money growth, with a
coefficient αµ not significantly different from 1; the point estimates for the coefficients
associated with the other “quantity-theoretic” variables, while not significant, have
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the signs predicted by the quantity equation,8 while αg is zero at these frequencies (by
construction). In their regression for the high-frequency band (periods 0.5 to 8 years),
instead, the coefficient αµ is found to be near zero, while αg is significantly positive
(at the 1% level), and is the only forecasting variable that enters so significantly at
this frequency.9
Assenmacher-Wesche and Gerlach call equation (1.5) a “two-pillar Phillips curve,”
arguing that it provides support for the view (offered as a primary rationale for the
ECB’s “two-pillar” strategy) that separate sources of information must be consulted
in order to judge the nearer-term and longer-term outlooks for inflation respectively.
They argue furthermore that since inflation is the sum of both components (tech-
nically, a sum of components corresponding to all frequencies), the predictors that
are relevant for either component are relevant for forecasting inflation. In particular,
“the fact that money growth is important only at low frequencies does not mean that
it can be disregarded when analyzing current price pressures” (Assenmacher-Wesche
and Gerlach, 2006b, p. 25).
The argument that money should not be disregarded does not, of course, imply
that there is a need for a separate “monetary pillar.” In fact, Gerlach (2004) explicitly
argues against a separate pillar, concluding instead that forecasting equations like
(1.6) show how the information contained in monetary aggregates can be used along
with real indicators such as the output gap in a single, integrated framework for
assessing risks to price stability. But I shall argue that, not only do such regressions
provide no evidence for a need for separate, incompatible approaches to modeling
inflation dynamics at different frequencies, but they do not in themselves provide
any reason to believe that money growth provides any useful information at all in
assessing risks to price stability.
8The coefficient αy is very close to the theoretical prediction of -1, and αρ is estimated to be
positive, as predicted if higher interest rates lower money demand, as in the specification (1.3).
9In a subsequent extension of this work, Assenmacher-Wesche and Gerlach (2006b) find that
certain “cost-push variables” (notably, import prices) are also significant predictors of inflation,
especially at frequencies even higher than those at which the output gap is most important.
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2 Do Such Relations Imply a Causal Role for Money
in Inflation Determination?
Findings such as those reported by Assenmacher-Wesche and Gerlach do not imply
a need for two separate models of inflation determination, depending on the time
horizon (or frequency range) with which one is concerned. A single model of inflation
determination is capable of explaining why inflation would be more closely related
to different sets of variables at high and low frequencies. Perhaps more surprisingly,
the importance of money growth in their low-frequency inflation equation is perfectly
consistent with a model of inflation determination in which money is not among the
causal factors that account for inflation variations, and in which observations of the
growth rate of money are not of value in forecasting inflation, either at longer horizons
or at shorter ones.
2.1 A Simple “New Keynesian” Model
To illustrate this, it is useful to recall the structure of a fairly basic “new Keynesian”
model.10 The model presented here is a simplified version of the account of inflation
determination given by empirical models such as the euro-zone model of Smets and
Wouters (2003), stripped down to a structure that can be solved explicitly.
The log-linearized model consists of three equations. The first is an aggregate
supply relation,
pit − p¯it = κ log(Yt/Y nt ) + βEt[pit+1 − p¯it+1] + ut, (2.1)
where pit again represents the rate of inflation between periods t and t+ 1, p¯it is the
perceived rate of “trend inflation” at date t, Yt is aggregate output, Y
n
t is the “natural
rate of output” (a function of exogenous real factors, including both technology and
household preferences), ut is a possible additional exogenous “cost-push” disturbance,
and the coefficients satisfy κ > 0, 0 < β < 1. This equation represents a log-linear
approximation to the dynamics of aggregate inflation in a model of staggered price-
setting; in the variant of the model presented here, in periods when firms do not re-
optimize their prices, they automatically increase their prices at the trend inflation
10The foundations of models of the type presented here are treated in greater detail in Woodford
(2003).
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rate p¯it. This assumption of automatic indexation was first used in the empirical
model of Smets and Wouters (2003), who assume indexation to the current inflation
target of the central bank, part of the specification of monetary policy below.
The second equation is a log-linear approximation to an Euler equation for the
timing of aggregate expenditure,
log(Yt/Y
n
t ) = Et[log(Yt+1/Y
n
t+1]− σ[it − Etpit+1 − rnt ], (2.2)
sometimes called an “intertemporal IS relation,” by analogy to the role of the IS
curve in Hicks’ exposition of the basic Keynesian model. Here it is a short-term
nominal interest rate (a riskless “one-period rate” in the theoretical model, earned on
money-market instruments held between periods t and t+1) and rnt is the Wicksellian
“natural rate of interest” (a function of exogenous real factors, like the natural rate
of output). Euler equations of this sort for the optimal timing of expenditure are at
the heart of the monetary transmission mechanism in models like that of Smets and
Wouters (2003), though they separately model the timing of consumer expenditure
and investment spending.
The remaining equation required to close the system is a specification of monetary
policy. For purposes of illustration, I shall specify policy by a rule of the kind proposed




t + p¯it + φpi(pit − p¯it) + φy log(Yt/Y nt ). (2.3)
Here p¯it is the central bank’s inflation target at any point in time, and r
∗
t represents
the central bank’s view of the economy’s equilibrium (or natural) real rate of interest,
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and hence its estimate of where the intercept needs to be in order for this policy rule to
be consistent with the inflation target; φpi and φy are positive coefficients indicating
the degree to which the central bank responds to observed departures of inflation
from the target rate or of output from the natural rate respectively. I shall assume
that both p¯it and r
∗
t are exogenous processes, the evolution of which represent shifts
in attitudes within the central taken to be independent of what is happening to the
evolution of inflation or real activity.
This is a simplified version (because the relation is purely contemporaneous) of
the empirical central-bank reaction function used to specify monetary policy in the
empirical model of Smets and Wouters (2003). Like Smets and Wouters, I shall
assume that the inflation target follows a random walk,
p¯it = p¯it−1 + νpit , (2.4)
where νpit is an i.i.d. shock with mean zero, while r
∗
t is stationary (or, if the natural
rate of interest has a unit root, r∗t − rnt is stationary). This completes a system
of three equations per period to determine the evolution of the three endogenous
variables {pit, Yt, it}.
Using (2.3) to substitute for it in (2.2), the pair of equations (2.1) – (2.2) can be
written in the form
zt = A Etzt+1 + a (r
n









A is a 2 × 2 matrix of coefficients and a is a 2-vector of coefficients. One can show
that the system (2.5) has a unique non-explosive solution (a solution in which both
elements of zt are stationary processes, under the maintained assumption that the




φy > 1. (2.6)
If this condition holds (as it does for many empirical Taylor rules), the unique non-






t+j − r∗t+j]. (2.7)
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This implies, in particular, a solution for equilibrium inflation of the form





t+j − r∗t+j], (2.8)
where
ψj ≡ [1 0] Aj a
for each j.11 This shows how inflation is determined by the inflation target of the
central bank, and by current and expected future discrepancies between the natural
rate of interest and the intercept adjustment made to central bank’s reaction function.
Note that one can solve for the equilibrium path of the inflation rate without any
reference at all to the evolution of money.
One can, however, easily enough solve for the evolution of the money supply that
should be associated with an equilibrium of the kind just described. Let us suppose
that money demand is given by a relation of the form (1.3).12 The addition of this
equation to the system does not change the predicted solution for the equilibrium
evolution of inflation, output, and interest rates; but given that solution, equation
11For plots of these coefficients in some numerical examples, see Woodford (2003, Figs. 4.5, 4.6).
The coefficients are denoted ψpij in the figures.
12Such a relation is perfectly consistent with the microeconomic foundations underlying the struc-
tural relations expounded earlier in this section; see Woodford (2003, chap. 4, sec. 3).
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(1.3) can be solved for the equilibrium evolution of the money supply as well. The
model can then be used to make predictions about the co-movement of money and
inflation.
It can easily explain the kind of long-run or low-frequency relations between money
growth and inflation emphasized in the monetarist literature. One popular approach
has been to compare the low-frequency movements in money growth and in inflation
through bandpass filtering of the respective time series; essentially, this means taking
long moving averages of the data, so as to average out high-frequency fluctuations.
For example, Benati (2005) compares the low-frequency variations in money growth
and inflation in both the U.K. and the U.S., using various measures of money and
prices, and data from the 1870s to the present, and finds that the timing and mag-
nitude of the shifts in the low-frequency trend are similar for both money growth
and inflation.13 Another popular approach to studying the long-run relationship
between money growth and inflation in a single country is cointegration analysis.
Assenmacher-Wesche and Gerlach (2006a), for example, find that in the euro area,
broad money growth and inflation are each non-stationary series (stationary only in
their first differences), but that the two series are cointegrated, so that they have
a common (Beveridge-Nelson) “stochastic trend”: changes in the predicted long-run
path of one series are perfectly correlated with changes in the predicted long-run
path of the other series. Moreover, one cannot reject the hypothesis that the linear
combination of the two series that is stationary is their difference (i.e., real money
growth), so that a one percent upward shift in the predicted long-run growth rate of
broad money is associated with precisely a one percent upward shift in the predicted
long-run rate of inflation, in accordance with the quantity theory of money.14
Results of these kinds are perfectly consistent with the kind of model described
above — in which there is assumed to exist a stable money-demand relation, but
money does not play any causal role in inflation determination. As a simple example,





²mt are at least difference-stationary (so that the growth rate γ
n
t ≡ log(Y nt /Y nt−1) of the
13Similar results are obtained (albeit with shorter time series requiring averaging over a some-
what shorter window) for euro-area data on money growth and inflation by Jaeger (2003) and
Assenmacher-Wesche and Gerlach (2006a).
14Cointegration analysis is similarly used to establish a long-run relationship between euro-area
money growth and inflation by Bruggeman et al. (2003) and Kugler and Kaufmann (2005).
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natural rate of output is stationary), and that the Taylor-rule intercept r∗t tracks the
natural rate of interest well enough (at least in the long run) so that the discrepancy
rnt − r∗t is stationary, and moreover has a long-run average value of zero.15 Then
in the case of Taylor-rule coefficients satisfying the inequality (2.6), the result (2.7)
implies that the unique non-explosive solution will be one in which both elements
of zt are stationary mean-zero processes. This in turn implies that inflation will be
equal to the stochastic trend p¯it plus a stationary process, so that Etpit+1 will also
equal the stochastic trend p¯it plus a stationary process. Moreover, log Yt will equal
the difference-stationary variable log Y nt plus a stationary process, so that the growth
rate γt will be stationary. Equation (2.2) then implies that the nominal interest rate it
will equal the difference-stationary variable rnt plus the difference-stationary variable
Etpit+1 plus a stationary process, and thus will be difference stationary.
It follows that all terms in (1.4) will be stationary except µt and pit. Hence µt
and pit will both be integrated series of order 1, with the common stochastic trend
p¯it. Thus these two non-stationary series will be cointegrated, with cointegrating
vector [1 − 1]. Hence the cointegration results of Assenmacher-Wesche and Gerlach
for the euro zone are in no way inconsistent with such a model. Moreover, since both
inflation and money growth are equal to the integrated series p¯it plus a stationary
series, a bandpass filter that retains only sufficiently low-frequency components of
the two series will average out the stationary components, yielding filtered series that
are nearly the same in each case. Hence comparisons of the low-frequency movements
in money growth and inflation, of the kind presented by Benati (2005) as well as by
Assenmacher-Wesche and Gerlach, are consistent with this kind of model as well.
2.2 An Explanation for a “Two-Pillar Phillips Curve”
The kind of model just presented is equally consistent with estimates of “two-pillar
Phillips curves.” The appearance of money growth in the low-frequency bandpass
regression, with a coefficient near 1, simply indicates that inflation and money growth
are cointegrated, with a cointegrating vector close to the vector [1 − 1] predicted by
a money demand relation of the form (1.3). The other variables that appear in
the low-frequency regression are similarly consistent with a model in which one of
15This assumption about the central bank’s reaction function is necessary in order for the policy
rule to imply that on average inflation will be neither higher nor lower than the target p¯it.
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the structural equations is (1.3), and in which the disturbance term ²mt exhibits little
low-frequency variation. The non-appearance of the “output gap” measure gt−1 in the
low-frequency regression tells nothing about inflation determination, as this variable
exhibits no low-frequency variation by construction.
At the same time, the appearance of the output gap as a significant predictor of
high-frequency inflation variations is consistent with the existence of another struc-
tural relation which relates short-run variations in inflation and output to one another
(i.e., an aggregate-supply or Phillips-curve relation), in conjunction with substantial
high-frequency variation in ²mt (or in inflation expectations), so that there need not be
a substantial correlation between inflation and the quantity-equation variables at high
frequencies. Under this interpretation of the findings, different equations of the struc-
tural model play a greater role in determining the coefficients of the (reduced-form)
inflation equation in the case of different frequency ranges, but a single (internally
coherent) model is consistent with both sets of findings.
Here I illustrate this through simulation of a numerical version of the simple model
presented above. The model structural equations consist of (1.3), (2.1), (2.2), and
(2.3), with numerical parameter values given in Table 1. Here the numerical values
of β, κ, and σ are those estimated by Rotemberg and Woodford (1997) for the U.S.
economy,16 the assumed values of φpi and φy are the coefficients of the celebrated
“Taylor rule” (Taylor, 1993),17 and the coefficients ηy and ηi are those indicated by
the “low-frequency” regression of Assenmacher-Wesche and Gerlach (shown in Table
1), if this regression is interpreted as estimating the relation (1.4).18
To complete the model, we must specify stochastic processes for the six exogenous
disturbances {p¯it, r∗t , rnt , Y nt , ut, ²mt }. As above (and in Smets and Wouters, 2003), {p¯it}
is assumed to be a random walk (2.4), with white-noise innovation process {νpit }. I
assume a VAR(1) specification for the natural rate of interest, the central bank’s
estimate of the natural rate (i.e., the intercept of the central-bank reaction function),
16The empirical model of Rotemberg and Woodford is not identical to the simple model assumed
here, but has a similar basic structure.
17The coefficient φy here is only 1/4 the size of Taylor’s value (0.5), because I measure the nominal
interest rate it in terms of a quarterly rate rather than the annualized rate used in Taylor’s paper.
18Here the value ηi = 12 refers to the semi-elasticity with respect to the quarterly interest rate
it; this corresponds to a semi-elasticity of 3 with respect to an annualized interest rate (the units in
which this parameter is often reported in empirical money-demand studies).
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Figure 1: Low-frequency components of inflation and money growth, in a simulation
of the new Keynesian model.
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where the steady-state natural rate of interest r¯n is equal to β−1−1 and the {²rdt , ²rnt , ²y
n
t }
are each mean-zero white noise processes.19 The cost-push shock is assumed to follow
19The off-diagonal elements in the γij matrix allow changes in the growth rate of natural output
to affect the natural rate of interest, and allow changes in either the natural growth rate or the
natural rate of interest to have transitory effects on the discrepancy between the current natural
rate of interest and the central bank’s estimate. However, the natural growth rate is assumed to
evolve independently of the other factors that affect the natural rate of interest, and other sources
of shifts in the intercept of the central bank’s reaction function are assumed to have no effect on the
evolution of either natural output or the natural rate of interest.
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Figure 2: The low-frequency components of inflation minus money growth compared
with the low-frequency component of output growth.
an independent AR(1) process
ut = ρuut−1 + ²
u
t , (2.10)
while the money-demand shock {²mt } is assumed to be a white-noise process. The






t } are all assumed to be distributed
independently of one another (as well as i.i.d. over time), and each is assumed to
be normally distributed with mean zero. The numerical parameter values for these
processes assumed in the illustrative simulations here are given in Table 3.20
Following Assenmacher-Wesche and Gerlach (2006a), the inflation rate, the vari-
ous interest rates, and the output growth rate are quoted as quarterly rates of change;
20No attempt is made here to estimate parameter values that can be said to be empirically realistic
for the euro area, as the model is in any event overly simplistic. The point of the exercise is simply to
show that regression coefficients of the kind obtained by Assenmacher-Wesche and Gerlach, among
others, are perfectly consistent with a model in which money growth plays no causal role in inflation
determination.
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Figure 3: Low-frequency components of velocity growth and of quarterly changes in
the nominal interest rate.
thus, for example, the value r¯n = .01 means one percent per quarter, or a 4 percent
annual rate. The initial value assumed for the inflation target in the simulations is
.01 (one percent per quarter, or a 4 percent annual rate); this has a permanent effect
on the inflation rate in the simulations, since the target is assumed to follow a ran-
dom walk.21 Similarly, the value σ(νpi) = .0001 means that a one-standard-deviation
shock to the inflation target increases the quarterly target inflation rate by one basis
point, or the annualized target inflation rate by 4 basis points.
Given these disturbance processes, the model is solved in the manner indicated
above, and then simulated using a random number generator to generate shocks with
the indicated standard deviations. To study the kind of regression results that one
would expect to obtain in a study like that of Assenmacher-Wesche and Gerlach, if
21Note, however, that the absolute level of the inflation rate has no consequences for any of the
issues of interest to us here (since we ignore the zero lower bound on interest rates). As it happens,
the nominal interest rate is always positive in the simulations reported below.
16















Figure 4: Low-frequency components of velocity growth and of the output gap.
the data generating process were the one specified here, I generate 1001 simulated
time series,22 each 128 quarters (32 years) in length,23 starting from the same initial
conditions (in particular, the same initial inflation target) in each case, but drawing
a different series of shocks in each case.
Figures 1-7 illustrate some of the frequency-domain properties of a typical sim-
ulation. The simulation chosen for presentation is the one in which the standard
deviation of inflation happens to have exactly the median value across all 1001 sim-
ulations. Figure 1 compares the low-frequency components of money growth and
inflation in the simulated data, after the same bandpass filter is applied to each se-
22An odd number of series is generated so that I can report the median values of the statistics in
Table 4.
23Simulations of this length are chosen as this is approximately the length of the time series studied
by Assenmacher-Wesche and Gerlach. It is convenient, when computing the Fourier transforms of
the series, to have a number of observations that is a power of 2; this accounts for the choice of
exactly 128 quarters as the length of each simulation.
17





















Inflation, left axis − − Money Growth, right axis
Figure 5: High-frequency components of inflation and money growth, in the same
simulation as in Figure 1.
ries. (Here, as in Table 1, the “low-frequency” components are taken to be those with
periods longer than 8 years.) One observes, as in the corresponding figure presented
by Assenmacher-Wesche and Gerlach for euro-area data, that the low-frequency com-
ponents of the two series are quite similar.24
Next we may consider what accounts for the modest discrepancy between the two
series that remains even at low frequencies. Figure 2 compares the low frequency
components of inflation minus money growth (the solid line) and of output growth
(the dashed line). These are nearly inverses of one another, as one would expect on
the basis of a simple quantity-theoretic model of inflation in which money demand
is proportional to national income. Finally, Figure 3 compares the low-frequency
24Not only are the two series highly correlated, as in the actual euro-area data, but the turning
points of the filtered money growth series appear to “lead” the corresponding turning points of the
filtered inflation series. But in our simulation model, it is clear that this does not imply causality
from money growth to inflation!
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Figure 6: Scatter plot of the high-frequency components of inflation and money
growth shown in Figure 5.
component of velocity growth (inflation minus money growth plus output growth) to
the low-frequency component of the quarterly change in the nominal interest rate.25
There is clearly a positive correlation in the low-frequency fluctuations in the two
series, though the amplitude of the fluctuations in velocity is larger, consistent with
a money-demand equation in which in the interest-rate semi-elasticity is well above
one. In Figure 4, low-frequency velocity growth is instead compared with the low-
frequency component of the output gap, log(Yt/Y
n
t ).
26 While there is substantial
low-frequency variation in the output gap in this simulation, given the definition
25For comparability with the results of Assenmacher-Wesche and Gerlach, my interest-rate change
variable is the change from one quarter to the next in an annualized interest rate. However, for
simplicity, I plot the (filtered) changes in the short-term (three-month) interest rate, rather than
changes in a long-term interest rate. This is also the interest-rate change variable used in the
regressions reported in Table 4.
26In the figure, the low-frequency component of the output gap is divided by 10, so that the range
of variation in the two series plotted in the figure is similar.
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Inflation, left axis − − Output Gap, right
Figure 7: High-frequency components of inflation and of the output gap.
that I am using of the “low frequency” component of the series,27 the low-frequency
variation in the output gap is not nearly as closely related as the other variables to
low-frequency variations in inflation.
The correlations that are observed at high frequencies are quite different, as can
again be illustrated using plots of bandpass-filtered data from the same simulation.
Figure 5 compares the high-frequency components of money growth and inflation
(defined as the complements of the low-frequency components plotted in Figure 1).
Here a much less close relation between the two series is visible, and a scatter plot of
the two series (Figure 6) shows that indeed they are very weakly correlated. Figure 7
instead compares the high-frequency component of inflation with the high-frequency
27Because of the relatively short time series, it is necessary to retain medium-frequency compo-
nents in the “low-frequency” filtered series, just as in the work of Assemacher-Wesche and Gerlach.
It should also be noted that in this model, with the degree of persistence assumed for the distur-
bance processes, fluctuations in the output gap are fairly persistent, though stationary (and hence
of negligible variance at very low frequencies).
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component of the output gap. At high frequencies (here corresponding to periodicities
between 0.5 and 8 years), inflation and the output gap are very highly correlated.
This makes it hardly surprising that the output gap should be the main variable
of any significance in a reduced-form inflation equation that is estimated using only
high-frequency data.
In fact, if one estimates a “two-pillar Phillips curve” using simulated data from
the simple new Keynesian model, one obtains results very similar to those reported
by Assenmacher-Wesche and Gerlach (2006a), and reproduced in Table 1. Table 4
presents the results of the Monte Carlo simulation described above. Three regres-
sions are estimated for each of the 1001 simulated time series. The first is a band-
pass regression of inflation on a constant,28 money growth, output growth, and the
interest-rate change,29 using the method of Engle (1974), where the frequency com-
ponents of the series that are used are those with periodicities longer than 8 years.30
The second is an alternative low-frequency regression, in which it is assumed to be
known that inflation and money growth are cointegrated, with a cointegration vector
[1 − 1]. Here I regress the stationary variable, inflation minus money growth, on the
other (stationary) regressors, again using low-frequency bandpass regression.31 The
third is a high-frequency bandpass regression of inflation on money growth, output
growth, the interest-rate change, and the output gap (lagged one quarter).32 Follow-
28The estimated coefficients on the constant in the low-frequency regressions are omitted in Table
4, as Assenmacher-Wesche and Gerlach do not report the values that they obtain, though they
report that constants were included among their regressors. In each of the low-frequency regressions
in Table 4, the estimated coefficient on the constant has a median absolute value less than 0.01 and a
median standard error less than 0.01 as well. This is not surprising, given that our theoretical model
allows for no velocity trend; but of course a velocity trend could be added to the model without
changing any of the conclusions reached here.
29The interest-rate change variable used in these regressions is the quarterly change in the short-
term nominal interest rate, because this is the variable that appears in the theoretical relation (1.4),
even though the variable used by Assenmacher-Wesche and Gerlach (2006a) is the change in a real
interest rate.
30This is not really a correct procedure, because inflation and money growth are non-stationary
series; but the results are reported to show that this naive procedure would recover a coefficient
close to one for money growth.
31This is the kind of low-frequency regression reported by Assenmacher-Wesche and Gerlach,
though they estimate the cointegrating relation in a first stage, whereas I treat it as known.
32The constant is omitted in the high-frequency regression, as there is no high-frequency variation
in a constant. The output gap regressor is lagged one quarter for comparison with the results of
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Table 4: Inflation equations for alternative frequency bands, estimated using the data
from simulations described in the text.
Freq. range HF LF LF
Period (yrs) 0.5-8 8-∞ 8-∞
Money Growth 0.02 1.00** 1
(0.46) (0.02) —
[-.54, .70] [.95, 1.04] —
Output Growth 0.10 -1.00** -1.00**
(0.41) (0.03) (0.02)
[-.50, .56] [-1.07, -.92] [-1.05, -.94]
Int. Change 0.05 3.00** 3.01**
(1.08) (0.11) (0.08)
[-1.21, 1.70] [2.75, 3.24] [2.82, 3.20]
Output Gap 0.11* — —
(0.05) — —
[.03, .17] — —
ing Assenmacher-Wesche and Gerlach (2006a), the high-frequency regression uses a
frequency-domain instrumental-variables approach proposed by Corbae et al. (1994)
to deal with possible simultaneity bias that might be created by the cointegration
relation between inflation and money growth.33
In the case of each regressor, Table 4 reports the median value of the regression
coefficient over the 1001 simulations, the median standard error for this coefficient (in
parentheses under the coefficient), and the range of values for the regression coefficient
(in brackets) corresponding to the 5th through 95th percentiles of the distribution of
coefficients obtained. Double asterisks again identify the regression coefficients that
would be judged to be significant at the 1 percent level (when the t-statistic takes its
median value), while a single asterisk indicates significance at the 5 percent level.
Assenmacher-Wesche and Gerlach.
33Lagged money growth is used as an instrument for money growth. No instruments are used for
the other regressors, as they are not cointegrated with inflation.
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The results are quite similar to those obtained by Assenmacher-Wesche and Ger-
lach (2006a) for euro-area data, reported in Table 1. In the case of the low-frequency
inflation regressions (the last two columns of Table 4), the coefficient on money growth
is highly significant and very close to the value of 1 implied by a quantity-theoretic
model of inflation determination. The coefficient on output growth is also highly
significant and very close to the value of -1 implied by the quantity theory (if one
assumes a conventional unit-elastic money demand function), while the coefficient
on the interest-rate change is significantly positive, as would also be implied by an
interpretation of the low-frequency regression as estimation of the relation (1.4). The
values obtained for all three coefficients in the long-run regressions are essentially the
same as those obtained by Assenmacher-Wesche and Gerlach; the only notable differ-
ence is that in the case of the simulated data, it is possible to estimate the coefficients
on output growth and the interest-rate change much more precisely.
The results of the high-frequency inflation regression (the first column of Table 4)
are also very similar to those obtained by Assenmacher-Wesche and Gerlach. None of
the three “quantity-theoretic” variables appear with coefficients significantly different
from zero, and the (median) point estimates of these coefficients are also quite small.
Instead, the lagged output gap appears with a significantly positive coefficient,34 and
the (median) numerical value of this coefficient is very close to the value reported by
Assenmacher-Wesche and Gerlach. The reported range for the coefficient estimates
indicates that a positive coefficient on the output gap is obtained more than 95 percent
of the time.35
34The median t-statistic, across the 1001 simulations, is 2.14. This is somewhat smaller than the
one obtained by Assenmacher-Wesche and Gerlach (2006a) for their (10 percent longer) historical
sample, though the median standard error of the coefficient estimate that I obtain is, to the number
of decimal places that they report, the same as theirs.
35In fact, the coefficient is negative in only 3.6% of the simulations. The theoretical explanation
for a positive high-frequency regression coefficient given at the beginning of this section suggests that
the high-frequency relation between inflation and the output gap should be contemporaneous rather
than with a one-quarter lag. Indeed, if the high-frequency regression is run with the current-quarter
output gap as the regressor rather than the lagged output gap, the results are the same as those
given in Table 4, to the degree of precision reported in the table.
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2.3 Implications for the Role of Money in Inflation Control
The results presented above show that a finding of different numerical coefficients in a
reduced-form inflation equation when it is estimated using different frequency ranges
of the data is perfectly consistent with a single model of the causal factors responsible
for variations in the rate of inflation. The fact that different coefficients values are
obtained at different frequencies is simply a sign that the regression equation is mis-
specified, and so cannot be viewed as estimation of a structural relationship. But a
coherent structural model may well exist that can simultaneously account for the low-
frequency and high-frequency regression coefficients; the model presented above is one
simple example. For purposes of predicting the path of inflation under contemplated
policy interventions, one should seek to determine an empirically realistic structural
model, rather than expecting to be able to conduct policy on the basis of equations
that are assuredly not invariant across alternative monetary policies. But once a
structural model is available that simultaneously accounts for both low-frequency
and high-frequency relationships, there will be no need for separate modeling efforts,
intended to capture shorter-run and longer-run inflation dynamics respectively.
Moreover, the type of model needed to account for estimates of “two-pillar Phillips
curves” need not be one that assigns any intrinsic role to money, either in the spec-
ification of monetary policy or in the monetary transmission mechanism. It could
well be a model like the one sketched here (or like the Smets-Wouters model), in
which monetary policy is specified by an interest-rate equation like (2.3) that makes
no reference to monetary aggregates, and in which the effect of monetary policy on
aggregate demand depends solely on the path of interest rates. A system of equations
that make no reference to money might suffice to completely determine the evolution
of inflation, as in the model presented above, and yet — as long as the central bank’s
inflation target p¯it is non-stationary, and the associated evolution of the money sup-
ply is determined by an equation like (1.3) — it will nonetheless be the case that at
sufficiently low frequencies inflation will satisfy an equation like (1.2). Thus the find-
ings of Assenmacher-Wesche and Gerlach do not imply any empirical inadequacy of
“cashless” models, in either their low-frequency or their high-frequency implications.
Nor do their findings necessarily imply that money growth contains any useful
information for forecasting inflation.36 As a simple example, consider the new Key-
36Here I refer specifically to the finding that money growth is the most important explanatory
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nesian model presented above, in the special case in which the interest-rate gap
rgt ≡ rnt − r∗t is a white-noise process. (This could be true either because both rnt
and r∗t are white-noise processes, or because the central bank adjusts r
∗
t to track
the changes in the natural rate of interest that are forecastable a period in advance,
setting r∗t = Et−1r
n
t .) In this case, the solution (2.7) is of the form
pit = p¯it + ar
g
t ,





for certain coefficients a, b. If inflation evolves in this way, the optimal forecast of
future inflation at any horizon j ≥ 1 is given by
Etpit+j = p¯it = pit + (a/b) log(Yt/Y
n
t ). (2.11)
Thus if one uses the current inflation rate and the current output gap to forecast
future inflation, one cannot improve upon the forecast using information from any
other variables observed at time t.
Forecasting future inflation using the output gap alone would not be accurate,
since inflation has a stochastic trend while the output gap is stationary; one needs
to include among the regressors some variable with a similar stochastic trend to
that of inflation. In the specification (1.6), the only regressor with that property
is money growth. But inflation itself is also a variable with the right stochastic
trend, and using current inflation to forecast future inflation means that one need
not include any other regressors that track the stochastic trend. What one needs
as additional regressors are stationary variables that are highly correlated with the
current departure of inflation from its stochastic trend, i.e., the Beveridge-Nelson
“cyclical component” of inflation. In the simple example presented above, the output
gap is one example of a stationary variable with that property. More generally,
the thing that matters is which variables are most useful for tracking relatively high-
frequency (or cyclical) variations in inflation, and not which variables best track long-
run inflation. Hence results like those of Assenmacher-Wesche and Gerlach provide
variable in a regression such as (1.6) at low frequencies, as shown in Table 1. Other results, beyond
the scope of the present discussion, do suggest that money contains information useful for forecasting
inflation; for example, Gerlach (2004) shows that forecasts using money growth are superior to ones
based on past inflation alone. But just how useful money growth is as an indicator variable depends
on what other variables are also available as regressors.
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no basis for assuming that money growth should be valuable for forecasting inflation,
regardless of the horizon with which one is concerned.
The conditions that lead to an optimal forecast as simple as (2.11) are rather
special, but the conclusion reached about the kind of variables that should be most
useful for forecasting inflation is a good deal more general. Consider, for example,
the somewhat more general specification of the disturbance processes in (2.9). In this
case, (2.7) implies an equilibrium of the form
pit = p¯it + a
′vt,














is the vector of variables relevant to forecasting the evolution of the interest-rate gap,
and a, b, c are now vectors of coefficients. The existence of a solution of this kind
implies that the optimal inflation forecast will be of the form
Etpit+j = p¯it + d
′
jvt (2.12)
for any horizon j ≥ 1, where dj is another vector of coefficients.
It furthermore implies that
qt = F vt, (2.13)
where
qt ≡
 xtit − pit
γt −∆xt
 , F ≡
 b′c′ − a′
e′

using the notation e′ ≡ [0 0 1]. The relation (2.13) implies that one should be able
to infer the state vector vt by observing the elements of qt. The optimal inflation
forecast can then alternatively be written
Etpit+j = pit + (d
′
j − a′)F−1 qt) (2.14)
in terms of observables. It is a linear function of the current inflation rate, the
current nominal interest rate, and the current and lagged values of the output gap.
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Once again, there is no need for information that is uniquely associated with money
growth; and if one were to add money growth to the vector of indicators qt, the weight
on this indicator in the optimal inflation forecast would be zero, given that some of
the variation in money growth would be due to disturbances (the money demand
shocks) that are independent of the fluctuations in the state vector vt.
Of course, the best set of indicators to use in inferring the state vector vt in
practice might not correspond to the vector qt above; it will depend which indicators
are available to the central bank with relative precision and in a timely way. But there
is no obvious reason to suppose that money growth would be especially useful for this
purpose, whatever the defects of other economic statistics may be. One needs to find
indicators useful for estimating the current value and forecasting the future evolution
of the interest-rate gap, and not additional indicators of the inflation trend. Thus
the relation that may be found to exist between money growth (or smoothed money
growth) and the inflation trend is no reason to expect money growth to be useful for
this purpose. Moreover, the state vector vt consists entirely of real variables, so it
should not be surprising if the most useful indicators are real variables as well — not
variables that depend on either the inflation trend or the absolute level of prices.
Nor do reduced-form inflation equations of the kind presented by Assenmacher-
Wesche and Gerlach (2006a) provide any basis for supposing that an optimal inflation-
stabilization policy should make the central bank’s interest-rate operating target a
function of the observed rate of money growth. Beck and Wieland (2006) derive
an optimal policy rule in which the interest rate depends on money growth, if an
estimated “two-pillar Phillips curve” is treated as one of the structural relations
of a model of the monetary transmission mechanism (replacing the aggregate-supply
relation (2.1). But in the case discussed here, that would be an incorrect inference. In
the correct structural model, the evolution of inflation is fully described by equations
(2.1) – (2.4), which do not involve money growth at all. Hence an optimal rule
for choosing the central bank’s interest-rate operating target — assuming a policy
objective that can also be expressed purely in terms of the variables appearing in those
equations, and assuming observability of the variables appearing in the equations —
can also be formulated with no reference to money growth.
Of course, it remains possible that monetary statistics may have some use as indi-
cator variables. In general, central banks use measures of a wide range of indicators in
assessing the state of the economy and the likely effects of alternative policy decisions,
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and it is right for them to do so. There is no a priori reason to exclude monetary
variables from the set of indicators that are taken into account. But the mere fact
that a long literature has established a fairly robust long-run relationship between
money growth and inflation does not, in itself, imply that monetary statistics must be
important sources of information when assessing the risks to price stability. Nor does
that relationship provide the basis for an analysis of the soundness of policy that can
be formulated without reference to any structural model of inflation determination,
and that can consequently be used as a “cross-check” against more model-dependent
analyses. To the extent that money growth is useful as an indicator variable (as Beck
and Wieland also propose), its interpretation will surely be dependent on a particular
modeling framework, that identifies the structural significance of the state variables
that the rate of money growth helps to identify (the natural rate of output and the
natural rate of interest, in their example). Thus a fruitful use of information re-
vealed by monetary statistics is more likely to occur in the context of a model-based
“economic analysis” of the inflationary consequences of contemplated policies than
in some wholly distinct form of “monetary analysis.”
3 Reflections on the Monetary Policy Strategy of
the ECB
The European Central Bank has already achieved a considerable degree of credibility
for its commitment to price stability, and succeeded in stabilizing inflation expecta-
tions to a remarkable extent. The achievement is all the more impressive when one
considers what a novel kind of institution it was, and how little basis the public had,
as a result, for judging what kind of policy to expect from it. It is hardly surprising,
then, that the ECB would be proud of the credibility that it has won, and concerned
to maintain it. To what extent has its “two-pillar strategy” for monetary policy —
and more especially, the prominent role for monetary analysis within that strategy
— been a key element in that success?
One obvious advantage of the two-pillar strategy was that the emphasis placed
on monetary analysis served as a sign of the new institution’s fidelity to principles
stressed earlier by the Bundesbank, which had in turn played a critical role as the
anchor of the previous European Monetary System. This was doubtless an important
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source of reassurance as to the new institution’s degree of commitment to price sta-
bility. But however prudent such a choice may have been when the new institution’s
strategy was first announced, in 1998, it hardly follows that it should never be pos-
sible to dispense with pious references to monetary aggregates. At some point, the
institution should have earned its own credibility and no longer need to borrow this
from an association with past policies of another institution. Of course, it will remain
important that the ECB not appear to change its strategy abruptly or capriciously,
if its own past successes are to count as a basis for confidence in the institution in the
future. But evolution of the details of its strategy should be possible without risking
the credibility of the Bank’s core commitment to price stability, especially when this
evolution can be explained as a result of improved understanding of the means that
best serve that unchanging end.
Are there advantages of the two-pillar strategy besides the continuity that it
maintains with the past? Two other merits of the strategy are worthy of mention.
One is that the existence of the two pillars, acting as cross-checks on one another,
underlines the fact that the Bank’s preeminent goal is price stability, rather than any
particular “intermediate target” or recipe for reaching that goal. Rather than drawing
attention to any particular quantitative guideline for policy — whether a monetary
target like that of the Bundesbank in the past, or the kind of mechanical rules for
setting interest rates on the basis of an inflation projection for a specific horizon
sometimes offered as an account of inflation-forecast targeting at other central banks
— the ECB has instead emphasized its goal of price stability, and shown a willingness
to be pragmatic in determining the policy needed to achieve it. There are important
advantages to such a “high-level” policy commitment (in the terminology of Svensson
and Woodford, 2005). On the one hand, the commitment that is made is closer to
what the Bank actually cares about, avoiding the problem of sometimes being forced
to take actions that are known not to serve the ultimate goal simply because they are
prescribed by a guideline that is often but not always congruent with that goal. And
on the other, the public’s attention is focused on the variable about which it is most
useful for them to have well-anchored expectations; for it is inflation expectations
(rather than expectations about either money growth or overnight interest rates)
that most directly affect the degree to which the Bank can achieve its stabilization
objectives.
Yet there are other ways in which a central bank can emphasize the outcome that
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it is promising to deliver rather than the particular means that it uses to judge the
required policy action. Inflation-targeting central banks all give much more promi-
nence, in their communication with the public, to their quantitative inflation targets
(that play essentially the same role for these banks as the ECB’s definition of price
stability) than to the nature of the decision framework that the use to set interest
rates. At the same time, they provide a great deal of information about their deci-
sion framework as well — more, in fact, than the ECB does — but in a part of their
communication that is addressed to a more specialized audience of financial profes-
sionals. The Inflation Reports of banks like the Bank of England, the Riksbank, or
the Norges Bank provide detailed information about the justification of individual
policy decisions — providing a considerable basis for the prediction of future policy,
in the case of those in their audience capable of making use of such information —
without the banks being tied to a rigid decision framework by their commitment to
providing such explanations. And this approach has the important advantage — rel-
ative to the strategic ambiguity that is inherent in a “multiple pillar” approach — of
requiring a greater degree of coherence in the bank’s explanations of its policy. Such
discipline should ultimately better serve the bank’s interest in allowing verification of
its commitment to its putative target and in improving public understanding of how
policy is likely to be conducted in the future.
Another notable advantage of the ECB’s strategy — over some of the common
interpretations of inflation targeting at the time that the Governing Council first
had to announce that strategy — is that it is not purely forward-looking. As I
have discussed elsewhere37 the computation of a measure of “excess liquidity” on
the basis of a “reference value” for money growth introduces an element of error-
correction into the decision process that is not present if a central bank is solely
concerned with whether projections of inflation some years in the future conform to
its (time-invariant) target. But as I have also explained, the desirable consequences
of a commitment to error-correction can be obtained more directly and more reliably
through an explicit commitment to adjust policy in response to past target misses;
and this only requires monitoring of inflation outcomes, not of monetary aggregates.
A commitment instead to correct past excesses or insufficiencies of money growth can
only create undesirable uncertainty about the extent to which this may or may not
imply stability of the general level of prices at the horizons that are most relevant for
37See the discussion in Woodford (2007, section 4).
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economic decisions.
In short, while the general goals of the ECB’s strategy are highly praiseworthy
— as is the institution’s willingness to openly discuss the means that it uses to
determine the specific policy actions that serve those goals — there would appear to
be room for further refinement of the intellectual framework used as a basis for policy
deliberations. And I believe that a serious examination of the reasons given thus far
for assigning a prominent role to monetary aggregates in those deliberations provides
little support for a continued emphasis on those aggregates.
This is not because a simple formula for sound monetary policy has been discov-
ered and can be shown not to involve money. The quest for a robust decision-making
framework for policy is an important one, and there is no reason to regard the proce-
dures currently used by any of the inflation-targeting central banks as the final word
on the matter. It makes sense to seek to refine those methods, and to try to find
ways to reduce the chance of especially bad outcomes owing to errors in one’s model
of the monetary transmission mechanism. But there is at present little reason for
the quest for such a robust framework to devote much attention to questions such as
the construction of improved measures of the money supply or improved econometric
models of money demand. For there is little intelligible connection between those
questions and the kinds of uncertainty about the effects of monetary policy that are
the actual obstacles to the development of more effective, more reliable, and more
transparent ways of conducting policy.
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