We examine various dynamic term structure models for monthly US Treasury yields from 1964 to 2001. Of particular interest is the predictability of bond excess returns. Recent evidence indicates that using multiple forward rates can sharply predict future excess returns on bonds; the R 2 of this predictability regression can be as high as 30%. In addition, the projection coefficients in these predictability regressions exhibit a tent shaped pattern that relates to the maturity of the forward rate. This dimension of the data in conjunction with the transition dynamics of bond yields (i.e., conditional volatility and cross-correlation of bond yields) poses an serious challenge to term structure models. In this paper we present and estimate a regime-shifts term structure model-our findings show that this model can account for all aspects of the predictability regression and the transition dynamics of yields. Alternative models, such as, affine factor models cannot account for these features of the data. We find that the regimes in the model are related to the NBER business cycle indicator.
Introduction
Term structural models with regime-shifts as in Naik and Lee (1997) , Evans (1998) , and Bansal and Zhou (2002) , capture the important feature that the aggregate economy is subject to discrete and persistent changes in the business cycle. The business cycle fluctuations together with the monetary policy response to them have significant impacts on not only the short interest rate, but also the entire term structure. Regime-switching term structure models represent a parsimonious way to introduce the nonlinear interactions between the business cycle effects and the term structure dynamics. Using the US treasury yield data from 1964 to 1995, Bansal and Zhou (2002) find that the model-implied regime changes usually lead or coincide with economic recessions. Therefore the term structure regimes seem to confirm and complement the real business cycles.
One important benchmark for comparing term structure models is the characterization of risk premiums on bonds of various maturities. The most common strategy for understanding bond risk premiums is to study deviations from the the so-called Expectations Hypothesis.
One form of the violation that regression of yield changes on yield spreads produce negative slope coefficient instead of unity (Campbell and Shiller, 1991) , has been addressed is many recent papers (see, Roberds and Whiteman (1999) , Dai and Singleton (2002) , and Bansal and Zhou (2002) ). Another form of the violation of Expectations Hypothesis is that the forward rate can predict the excess bond return (Fama and Bliss, 1987) . More recently, Cochrane and Piazzesi (2002) document that using multiple forward rates to predict bond excess returns generates very high predictability of bond excess returns-the adjusted R 2 's from the regression being around 30%. Further, they show that the coefficients of multiple forward-rate regressors form a tent shape pattern related to the maturity of the forward rate. The size of the predictability and the tent shape pattern of the projection coefficients is quite puzzling and constitutes a challenge to term structure models.
The main contribution of this paper to provide an interpretation for the predictability evidence from the perspective of latent factor term structure models. When evaluating the plausibility of various term structure models it is important to not focus exclusively on the predictability issue; previous work (see Dai and Singleton (2000) , Bansal and Zhou (2002) , Ahn et al. (2002) ) highlight the difficulties that many received models have in capturing the transition dynamics of yields (i.e. conditional volatility and conditional cross-correlation across yields). The predictability evidence, in conjunction with the transition dynamics constitutes a sufficiently rich set of data-features to discriminate across alternative term structure models and evaluate their plausibility. The main empirical finding of this paper is to show that the regime-shifts term structure models can simultaneously justify the nature of bond return predictability and the transition dynamics of yields. More specifically, we find that models with regime-shifts model can reproduce the high predictability and the tentshaped regression coefficients documented in Cochrane and Piazzesi (2002) . Additionally, the regime-shifts term structure model reproduces the dynamics of conditional volatility and cross-correlation across yields. On the other hand, commonly used multi-factor CIR and affine model cannot capture these dimensions of the data. Our overall evidence indicates that incorporating regime shifts are important for interpreting key aspects of treasury bonds markets data.
We use US treasury yield data from 1964 through 2001. The period from 1996 to 2000 poses a tough challenge for standard asset pricing models, with unprecedented long economic growth and bull market run. At the same time this stretch of the data has several economic recessions and periods of economic boom. Using the whole sample we find that the conditional correlation between the long and short yields vary over a range from about 40% to 80%. The conditional volatilities of the long and short yields also reveal very large variation. Despite this, when confronting the U.S. treasury yields data from 1964 to 2001, our regime-shifts model still stands out as the best performing candidate. The regime indicator is related to business cycles in the data; for example, the model-based regime indicator predicts the 2001-2002 recession.
To estimate various models under consideration we use the Efficient Method of Moments (EMM), developed in Bansal et al. (1995) and Gallant and Tauchen (1996) . Tests of over-identifying restrictions based on the EMM method provide a way to compare different, potentially non-nested models. This estimation technique forces the model to confront several important aspects of the data, such as the conditional volatility and correlation across different yields. To generate diagnostic evidence to help discrimination across models, we rely on the reprojection methods developed by Gallant and Tauchen (1998) . Our empirical evidence suggests that the benchmark CIR and affine model specifications with up to three factors are sharply rejected with p-values of zero. The only model specification that finds support in the data (with p-value of 1%) is our preferred two-factor regime switching model where the market price of risks depends on regime shifts. Our diagnostics of the various models show that the our preferred regime shifts model specification produces the smallest 3 cross-sectional pricing errors across all the specifications considered in the paper. Using reprojections we compute the conditional correlations and volatility under the null of the various models. Our results show that only the regime-shifts models can capture the large variations in conditional correlations and conditional volatility that are observe in the data.
The remainder of this paper is organized in the following manner. Section 2 reviews the regime shifts term structure model developed in Bansal and Zhou (2002) . Section 3 discusses the empirical estimation results, the specifications tests, and an array of diagnostics based on the conditional correlation and volatility. It also examines cross-sectional implications on pricing errors, violations of the expectation hypothesis of forward rate predictability and the link between regime classification and business cycles, especially the recent economic recession. Section 4 contains the concluding remarks.
Term Structure Model with Regime-Shifts
In this section, we review the term structure model with regime shifts that is proposed by Bansal and Zhou (2002) and is related to earlier models developed by Naik and Lee (1997) and Evans (1998) . The derivation focuses on a single factor (i.e., state variable) as the extensions to the multi-factor case follow naturally. To capture the idea that the aggregate economy is subject to regime shifts, we model the regime shifts process as a two state Markov process as in Hamilton (1989) . Suppose that the evolution of tomorrow's regime s t+1 = 0, 1 given today's regime s t = 0, 1 is governed by the transitional probability matrix of a Markov
where j=0,1 π ij = 1 and 0 < π ij < 1. In addition to the discrete regime shifts, the economy is also affected by a continuous state variable,
where κ s t+1 , θ s t+1 , and σ s t+1 , are the regime-dependent mean reversion, long run mean, and volatility parameters respectively. All these parameters are subject to discrete regime shifts.
Specifically,
Note that the innovation in the process 4 (2), u t+1 , is conditionally normal given x t and s t+1 .
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It is also assumed that the agents in the economy observe the regimes, though the econometrician may possibly not observe the regimes.
The pricing kernel for this economy, is similar to that in standard models, except for incorporating regime shifts
In the standard representative agent economy with log preferences, the equilibrium pricing kernel (or IMRS) depends on the consumption and inflation process-the above specification of the pricing kernel captures the intuition that these aggregate processes are latent and subject to regime shifts (as in Hamilton (1989) ). Note that the λ parameter that affects the risk premia on bonds is also subject to regime shifts and hence depends on s t+1 .
With regime shifts, we conjecture that the bond price with n periods to maturity, at date t depends on the regime s t = i, i = 0, 1, and
The one period ahead bond price, analogously depends on s t+1 and x t+1
In addition we impose the boundary condition A i (0) = B i (0) = 0 and the normalization
Setting r f,t = x t and using a log-linear approximation, the key asset pricing condition can be shown as
with i = 0, 1. The conditional mean and volatility of the bond return in regime s t+1 is µ n,s t+1 ,t and σ 2 n,s t+1 ,t respectively. With discrete regime shifts, (4) is the asset pricing restriction on the risk premium. Specifically note that (4) can equivalently be stated as to u t+1 in regime s t+1 . The covariance between these exposures determine the compensation for risk in regime s t+1 . Hence, the risk compensation for regime s t+1 is the product
Given information regarding s t , x t , and the regime transition probabilities; agents integrate out the future regime, s t+1 , which leads to the risk premium result stated in (5). In the absence of regime shifts, the risk premium in (5), would simply be −x t B(n − 1)λ. Hence incorporating regime shifts makes the "beta" of the asset, that is the coefficient on x t , be time-varying and dependent on the current regime.
The market price of risk, as discussed in Cochrane (2001) , can be computed as the risk premium on an asset with a unit exposure to the source of (standardized) risk. Consequently, using the above analysis, an asset return with an exposure of −1 to the standardized shock 
is evident that the risk premium is also governed by the regime-dependent risk parameters λ 0 and λ 1 . If the risk parameters across two regimes are restricted to be the same (i.e., λ 0 = λ 1 ), we arrive at a specification related to that in Naik and Lee (1997) . Allowing the risk parameters to depend on the regimes opens an additional channel for regime shifts to affect bond prices. This feature, as discussed below, is important for understanding many of the quantitative features of term structure data.
Given (4), the solution for the bond prices can be derived, by solving for the unknown coefficients A and B, in particular we show;
with initial conditions A 0 (0) = A 1 (0) = B 0 (0) = B 1 (0) = 0. Note that bond price coefficients are mutually dependent on both the regimes-current bond prices reflect agent's expectations regarding regime shifts in the future. Finally, the bond yield of a K factor regime-switching model can be derived in an analogous manner,
3 Empirical Estimation and Model Evaluation
Estimation Methodology
To utilize a consistent approach for evaluation and estimation across the different models we rely on the simulation-based EMM (efficient method of moments) estimator, developed in Bansal et al. (1995) and Gallant and Tauchen (1996) . The EMM estimator consists of three steps. The first, called the projection step, entails estimating a reduced form model, termed the auxiliary model, that provides a good statistical description of the data,. Multivariate bonds yields are difficult data to model as they exhibit extreme persistence in location and scale, time varying correlations, and non-Gaussian innovations. Since we do not have good a priori information on the specification of a model to capture all of these features, we utilize a semi-nonparametric (SNP) series expansion. The SNP expansion has a VAR-ARCH Gaussian density as its leading term, and the departures from the leading term are captured by a Hermite polynomial expansion. We elected to use a simpler, ARCH-like leading term, instead of a GARCH-type leading term because of some of the problems with multivariate GARCH-type models of bond yields noted by Ahn et al. (2002) .
In the second step, termed the estimation step, the score function from the log-likelihood estimation of the auxiliary model is used to generate moments for a GMM-type criterion function. The score function provides a set of moment conditions that are true by construction and are to be confronted by all term structure models under consideration. In the computations, the score function is averaged over the simulation output from a given term structure model and the criterion function is minimized with respect to the parameters on the term structure model under consideration. By using the scores from the non-parametric SNP density as the moment conditions, each model is forced to match the conditional distribution of the observed 6-month and 5-year yields. Being a GMM-type estimator, EMM provides a chi-squared measure of fit. In particular, the normalized objective function acts as an omnibus specification test, which is distributed as a chi-square (as in GMM) with degrees of freedom equal to the number of scores (moment conditions) less the number of parameters in the particular term structure model. The distance matrix (the weight matrix in GMM) used in constructing the specification test is identical across different model specifications (the null hypotheses). Consequently, the p-values based on this specification test can be directly compared across different structural models to identify the best model specification.
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It is well recognized in the literature, that tests for the absence of regime-shifts against a regime shifting alternative require non-standard approaches (see Hansen (1992) and Garcia (1992) ). Our approach of comparing all the considered models to a common non-parametric density (the SNP density), allows us to rank order all the considered models according to the p-values implied by the EMM criterion function. The advantage of using the non-parametric SNP, as discussed in Gallant and Tauchen (1999) , is that it can asymptotically converge to virtually any smooth distributions, including mixture distributions (as is the case with a model of regime shifts). 
Data Description
The data set is monthly, as stated earlier provides potential economic motivation for incorporating regime shifts.
The summary statistics of these monthly yields are displayed in Table 1 . On average, the yield curve is upward sloping. The standard deviation, positive skewness, and kurtosis are systematically higher for short maturities than for long ones. To incorporate important time-series and cross-sectional aspects of term structure data we focus on a short term and a long term yield-the yield on the six month bill and the five year note. Time series plots of the basis yields are in Figure 1 .
We very briefly summarize the first step estimation results for the non-parametric SNP specification which was guided by the BIC information criterion; details are available upon request. The leading term of the bivariate SNP density has 1 lag in the VAR based conditional mean (L µ = 1) and 5 lags in ARCH specification (L r = 5). The preferred specification accommodates departures from conditional normality via a Hermite polynomial of degree 4 (K z = 4). This "semiparametric ARCH" specification is similar to that proposed by Engle and González-Rivera (1991) . This specification allows for skewness and kurtosis in the error distribution. The total number of parameters for the specification is l θ = 28; hence, there are a total of 28 data-determined moments conditions that each model must confront.
The conditional moments of the estimated SNP density for the observed interest rates are available analytically. It is fairly instructive to focus on some specific aspects of the estimated non-parametric SNP bivariate density. The top panel in Figure 5 gives the estimated conditional volatilities and cross correlations of the 6-month and 5-year yields, which seem to be very persistent and fairly volatile. The short interest rate has a wide range for the conditional volatility which peaks around 1980, while the range for the five year yield volatility is narrow. The range for the conditional correlation is from about 40% to 80%-a wide range indeed. The most volatile period for bond yields, the early 80's sees, is associated with a considerable drop in the conditional correlation. The behavior of the conditional variance and the cross-correlation, as documented above, poses a serious challenge to the various term structure models under consideration. Gray (1996) , Hamilton (1988), and Cai (1994) ).
Model Estimation Results
The 2-Factor[RS] model can be viewed as a three factor model with the regime switching factor being a multiplicative or nonlinear third factor. For a fair comparison of this two factor regime switching model, we also estimate a three-factor affine term structure model, (3-Factor[AF]) preferred by Dai and Singleton (2000) -they find considerable empirical support for this specification using the post 1987 swap yield data. The discrete time counterpart to this affine specification is;
Associated with this 3-Factor[AF] specification are three market price of risk parameters, which as before we label as λ k , k = 1, 2, 3. In all there are 13 parameters to estimate. As reported in Table 2 is certainly a improvement than the one or two factor models, but it still has 4 out of 13 ARCH scores and 2 out of 9 Hermite scores are not well matched. Overall, our preferred 2-Factor[RS] specification seems to have the greatest advantage in matching the conditional volatility and covariance, i.e., the ARCH scores and the non-Gaussian polynomials (i.e., the Hermite polynomial parameters), relative other multifactor CIR or affine specifications.
Risk Premium Analysis
An important diagnostic is to evaluate if the different model specifications can justify the observed patterns of violations of the Expectations Hypothesis, in particular, as documented in Fama and Bliss (1987) , the predictability of forward rates on excess returns.
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The simple existence of the predictability from forward rate to excess return-R-square significantly higher than zero-is easily explained by any dynamic term structure model with time-varying risk premium. However, the greater challenge, as recently popularized by Cochrane and Piazzesi (2002) , is to explain the robust tent-shaped pattern of the slope coefficients when multiple forward rates are used as regressors.
Following the same conventions in Cochrane and Piazzesi (2002) , we work with log bond prices, i.e., p k t is the log of the price at t of a k year bond, and geometric (log) yields and returns, so y 1 t = −p 1 t is the geometric yield on the 1-year bond. Cochrane and Piazzesi (2002) consider the regression of excess returns of bonds on the yields and the forward rates:
where ex
t is the excess return on the k year bond and f
is the forward rate. Note that ex k t+12 is effectively the return on holding a k year bond for one year in excess of the one year yield. This excess return data is collected on a monthly frequency which leads to the usual overlap in return data.
We first check the robustness of the Cochrane and Piazzesi (2002) findings. As shown in the top panel of Table 4 , the regression R-square with five forward rates reaches 36%, which confirms their findings. An important note is that the difference between using three, four, or five forward rates is negligible, while reducing to two or one forward rates dramatically decreases the R-square. This seems to suggest the existence of three latent factors, and the use of five regressors creates near perfect co-linearity problem, up to cross-sectional measurement errors that can mask the singularity. We concentrate on the regressions with three forward rates. The estimated coefficients are plotted in the top-left panel of Figure 2 and the tent shape finding of Cochrane and Piazzesi (2002) is quite apparent.
Next, we examine if any of the dynamic term structure models under consideration can meet the challenge of replicating this unique tent-shape phenomenon. Using the estimated parameters of the four models, we simulate 50,000 monthly data and run the same regressions of excess bond returns on forward rates. As seen in the lower panel of Table 4 , the 2-Factor[RS] not only achieves the highest predicting R-squares (20-36%) and it clearly mimics closely the tent-shape regression coefficients. On the other hand, the 2-Factor[CIR] model produces a skewed and inverted tent shape, and the 3-Factor[AF] model produces a inverted tent shape. Both models achieve R-squares around 10-20%. Interestingly, even the 1-Factor[RS] model can replicate to some degree the tent shape, even though its R-square is only about 1%. These patterns are quite apparent in Figure 2 . These results suggest that the prediction capability of forward rates for excess returns may be explained but two or three linear factors while the tent pattern of regression coefficients appears to be due to the regime-switching nature of the yield curve.
Pricing Error and Business Cycle Implication
We now explore the cross sectional implications of the term structure models over the maturities that are not used in the model estimation. We also look at the association between the bond market implied regimes and the real business cycle. For the 2-Factor[CIR] and 3-Factor[AF] models, a standard method is used to calculate the pricing errors-since the yield curve solution is linear in the factors, we first invert from two or three basis yields to get the latent factors and then using the linear pricing solution to calculate the non-basis yields. For the 1-Factor[RS] and 2-Factor[RS] models, the yield curve solution is non-linear when current regime is unobserved by the econometrician. However, the modelling assumption that the agent in the economy know the current regime implies a strategy to recover the regime from one of the two yield curves that produces the smallest pricing error. Under the null of correct specification, the pricing error should be zero given correct regime choice.
For more details see Bansal and Zhou (2002) . 3.6 The Reprojected Conditional Density, Volatility, and Correlation
As a final diagnostic we assess the various models' capabilities to match the shape and track the conditional mean and variance characteristics of the data. Following Gallant and Tauchen (1998) we compute the reprojected conditional density of the two basis yields. Given the estimated null model and the simulated output for yields, the reprojected conditional density is obtained by re-estimating the parameters of the SNP density. Moments of interest, 13 such as the conditional variances and correlations implied by the model specification can then be computed. These conditional moments are simply functions of the conditioning information used to estimate the reprojected density. Given the conditioning information, the implications of a given null model for any conditional moment of interest can be evaluated on the observed data and compared to the conditional moment implied by the unrestricted SNP density. 
Concluding Remarks
Business cycle movements between economic expansions and recessions affect macroeconomic variables, financial markets, and in particular, the term structure of interest rates. In this paper, we incorporate the well documented feature of regime-shifts as in Hamilton (1988) into the standard term structure model such as Cox et al. (1985) . We uncover additional important new evidence on the empirical success of regime switching models beyond that reported in Bansal and Zhou (2002) .
The empirical work is conducted on nominal U.S. treasury bill and bond yields from
1964-2001. For estimation and specification tests of the various models, we use the Efficient
Method of Moments estimation technique developed in Bansal et al. (1995) and Gallant and Tauchen (1996) . A two factor regime shifting model is the only specification that fits the data according to the usual chi squared test of the restrictions; other models, including the multi-factor CIR and affine, are rejected. Furthermore, the preferred two-factor regime switching model matches the semiparametric moments with acceptable t-ratio diagnostics.
In terms of cross-sectional implications, the preferred model achieves the smallest pricing error among all the specifications considered.
More important, the evidence also indicates that only models with regime switching can account for the tent-shape structure of regression coefficients in the generalized Expectations Hypothesis regressions of excess bond returns on forward rates (Cochrane and Piazzesi, 2002) .
Regime switching and the risk premium for holding bonds appear closely connected. Also, the evidence suggests that there is an intimate link between business cycles and regimes extracted from our term structure model, and a recent change of regime accurately predicts the 2001-2002 economic recession and slow recovery. The dependent variable in all the regressions below is the one year return from holding a bond with n years to maturity less the yield on a bond with one year to maturity. This annual excess return is tracked monthly. All R 2 s are adjusted for degrees of freedom. The sample size in the data is 451 observations. In the top panel the predictability regression is run using 1, 2, 3, 4, and 5 year forward rates as regressors. As the R 2 using 1yr, 3yr, 5yr forward rates is almost the same as using additional forward rates (see 1yr, 3-5yr, and 1-5yr) we focus on the 1yr, 3yr, 5yr projection. Newey-West robust standard errors are reported in parenthesis in the panel "Regression Coefficients and R 2 in Data" for this projection. 
