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Abstract
In this paper, we establish the generalized symmetric SOR method (GSSOR) for solving the large sparse augmented systems
of linear equations, which is the extension of the SSOR iteration method. The convergence of the GSSOR method for augmented
systems is studied. Numerical resume shows that this method is effective.
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1. Introduction
The augmented linear system is taken as(
A B
BT 0
)(
x
y
)
=
(
b
q
)
, (1.1)
where A ∈ Rm×m is a symmetric positive deﬁnite matrix, and B ∈ Rm×n is a matrix of full column rank. It ap-
pears in many different applications of scientiﬁc computing, such as the ﬁnite element approximation for solving the
Navier–Stokes equation [5,6], the constrained least squares problems and generalized least squares problems [1,3,8]
and constrained optimization [10]. There have been several studies for solving augmented system (1.1). Santos et al.
[8], and Santos and Yuan [9] studied preconditioned iterative method for solving system (1.1) with A = I . Yuan [12]
presented preconditioned conjugate gradient methods for solving general augmented systems like (1.1) where A can
be symmetric and positive semideﬁnite and B can be rank deﬁcient. The SOR-like method requires less arithmetic
work per iteration step than other methods but it requires choosing an optimal iteration parameter in order to achieve
a comparable rate of convergence. Golub et al. [7] presented SOR-like algorithms for solving system (1.1), Darvishi
and Hessari [4] studied SSOR method for solving the augmented systems. Further, Bai [2] presented GSOR method
for system (1.1).
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In this paper, we present a generalized SSOR (GSSOR) method for the augmented linear system. Also, we discuss
its convergence. Numerical results show that the GSSOR method is more effective than SOR-like method for solving
the augmented linear system. For the special case, our GSSOR method is the same as the method studied in [4] with
the choice = .
The present paper is organized as follows. In Section 2, we establish the generalized symmetric SOR method for
augmented system (1.1). In Section 3, we discuss the convergence region for the method. Finally, we apply the GSSOR
method to solve an augmented system.
2. The generalized symmetric SOR method
For the sake of simplicity, we rewrite the augmented system (1.1) as(
A B
−BT 0
)(
x
y
)
=
(
b
−q
)
. (2.1)
For the coefﬁcient matrix of the augmented system (2.1), we consider the following splitting:
A=
(
A B
−BT 0
)
= D −AL −AU , (2.2)
where
D =
(
A 0
0 Q
)
, AL =
( 0 0
BT 0
)
, AU =
(0 −B
0 Q
)
,
and Q ∈ Rn×n is a nonsingular and symmetric matrix. Let
L = D−1AL =
( 0 0
Q−1BT 0
)
, U = D−1AU =
(0 −A−1B
0 I
)
,
=
(
Im 0
0 In
)
,
where  and  are two nonzero real numbers, Im ∈ Rm×m and In ∈ Rn×n are the m-by-m and the n-by-n identity
matrices, respectively.
Denote z(n)=
(
x(n)
y(n)
)
be the nth approximation of solution (2.1) byGSSORmethod using splitting (2.2). In generalized
symmetric SOR we obtain z(n+1/2) as follows:
z(n+1/2) = z(n) + (I − L)−1D−1c, (2.3)
where
 = (I − L)−1[(I − ) + U ]
=
(
(1 − )I −A−1B
(1 − )Q−1BT I − Q−1BTA−1B
)
(2.4)
and
c =
(
b
−q
)
.
By backward generalized SOR we compute z(n+1) from z(n+1/2) as
z(n+1) = Ez(n+1/2) + (I − U)−1D−1c, (2.5)
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where
E = (I − U)−1[(I − ) + L]
=
⎛
⎝ (1 − )I −

1 − A
−1BQ−1BT −A−1B

1 − Q
−1BT I
⎞
⎠
. (2.6)
We delete z(n+1/2) from (2.3) and (2.5), then obtain the GSSOR iteration method as follows:
z(n+1) = Hz(n) + Mc, (2.7)
where
H = E
=
⎛
⎜⎜⎜⎜⎝
(1 − )2I − (2 − )(1 − )
1 −  A
−1BQ−1BT [−(2 − )I + 
2(2 − )
1 − 
×A−1BQ−1BT]A−1B
(2 − )(1 − )
1 −  Q
−1BT I − (2 − )
1 −  Q
−1BTA−1B
⎞
⎟⎟⎟⎟⎠ , (2.8)
and
M = (I − U)−1(2I − )(I − L)−1D−1c
=
⎛
⎜⎝ ((2 − )A
−1b − (2 − )
2
1 −  A
−1BQ−1BTA−1 − (2 − )
1 −  A
−1BQ−1
(2 − )
1 −  Q
−1BTA−1 (2 − )
1 −  Q
−1
⎞
⎟⎠ . (2.9)
We have
H = E = (I − U)−1[(I − ) + L](I − L)−1[(I − ) + U ]
= I − (I − U)−1(2I − )(I − L)−1D−1A.
The GSSOR method for the augmented systems (1.1) takes the following form:
Given initial vector x(0) ∈ Rm and y(0) ∈ Rn, and relaxation parameters and , for k=0, 1, 2, . . . until the iteration
sequence {((x(k))T, (y(k))T)T} is convergent, where⎧⎨
⎩
y(k+1) = y(k) + (2 − )
1 −  Q
−1BT[(1 − )x(k) − A−1By(k) + A−1b] − (2 − )
1 −  Q
−1q,
x(k+1) = (1 − )2x(k) − A−1B[y(k+1) + (1 − )y(k)] + (2 − )A−1b,
and Q is an approximate (preconditioning) matrix of the Schur complement matrix BTA−1B.
3. The convergence of GSSOR method for augmented systems (1.1)
Next we study the convergence region for parameters  and  in the GSSOR method for solving augmented
system (1.1).
Theorem 3.1. Suppose that  is an eigenvalue of Q−1BTA−1B, if  satisﬁes
(− (− 1)2)(1 − )(1 − ) = (− 2)(− 2), (3.1)
then  is an eigenvalue of H. Conversely, if  is an eigenvalue of H such that  = 1 and  = 1 − , and  satisﬁes
(3.1), then  is a nonzero eigenvalues of Q−1BTA−1B.
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Proof. Suppose that  is an eigenvalue of H, we have
Hz = z
or
(I − (I − U)−1(2I − )(I − L)−1D−1A)z = z.
That is,
(1 − )(I − U)z = (2I − )(I − L)−1D−1Az.
Therefore
(1 − )
(
I A−1B
0 (1 − )I
)(
x
y
)
=
(
(2 − )I (2 − )A−1B
[(2 − )− (2 − )]Q−1BT (2 − )Q−1BTA−1B
)(
x
y
)
.
It then follows that{ [(− 1)2 − ]x = (+ 1 − )A−1By,
(1 − )(1 − )y − (2 − )Q−1BTA−1By = (− 1)(2 − )Q−1BTx.
From above ﬁrst equation, we have
x = (1 − + )
(− 1)2 −  A
−1By
and
[((− 1)2 − )(2 − )+ (− 1)(2 − )(1 − + )]Q−1BTA−1By
= (1 − )(1 − )((− 1)2 − )y.
Suppose that  is an eigenvalue of Q−1BTA−1B, then we have
[((− 1)2 − )(2 − )+ (− 1)(2 − )(1 − + )]= (1 − )(1 − )((− 1)2 − ).
Hence it follows that
(− (− 1)2)(1 − )(1 − ) = (− 2)(− 2).
We can prove the second assertion by reversing the process. 
Lemma 3.1 (Young [11]). Consider the quadratic equation x2 − bx + c = 0, where b and c are real numbers. Both
roots of the equation are less than one in modulus if and only if |c|< 1 and |b|< 1 + c.
Theorem 3.2. Let A ∈ Rm×m and Q ∈ Rn×n be symmetric positive deﬁnite, and B ∈ Rm×n be of full column rank.
Assume that all eigenvalues  of the matrix Q−1BTA−1B are real. Then if > 0, the GSSOR method is convergent if
 satisﬁes 0<< 2 and  satisﬁes the following condition:
0< <min{1, 1} or 2< < 1 + 2,
where 1 = min{ 2+2(−1)2(2−) }.
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Proof. It follows from Theorem 3.1, that
2 −
(
1 + (− 1)2 + (− 2)(− 2)
− 1 
)
+ (− 1)2 = 0.
By Lemma 3.1, ||< 1 if and only if
|(− 1)2|< 1 (3.2)
and ∣∣∣∣1 + (− 1)2 + (− 2)(− 2)− 1 
∣∣∣∣<(− 1)2 + 1. (3.3)
From (3.2) we can obtain
0<< 2, (3.4)
and the relation (3.3) changes to the following inequalities:
(− 2)(− 2)
− 1 < 0 (3.5)
and
2 + 2(− 1)2 + (− 2)(− 2)
− 1 > 0. (3.6)
We see that the inequality (3.5) is true if (−2)−1 > 0, so
0< < 1 or > 2. (3.7)
And (3.6) is equal to
(− 2)
− 1 <
2 + 2(− 1)2
(2 − ) .
Therefore, when 0< < 1, we get
0< <
(− 2)
− 1 <min
{
2 + 2(− 1)2
(2 − )
}
= 1.
If 0< < 1, we get
0< <min{1, 1},
and if > 2, we get
− 2< (− 2)
− 1 <
2 + 2(− 1)2
(2 − ) ,
then
2< < 2 + min
{
2 + 2(− 1)2
(2 − )
}
= 2 + 1.
This completes the proof of Theorem 3.2. 
Corollary (Darvishi and Hessari [4]). Suppose that  is an eigenvalue of Q−1BTA−1B, if  satisﬁes
(− (− 1)2)(1 − )(1 − ) = 2(− 2)2, (3.8)
then  is an eigenvalue of H with =. Conversely, if  is an eigenvalue of H such that  = 1 and  = 1 −, and
 satisﬁes (3.8), then  is a nonzero eigenvalues of Q−1BTA−1B.
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4. Numerical results
In this section, we illustrate the effectiveness of the GSSOR by using numerical examples. We report the number
of iterations (denoted by IT) and norm of absolute residual vectors (denoted by “RES”) or the norm of absolute error
vectors (denoted by “ERR”). Here, the “RES” and the “ERR” are deﬁned as
RES :=
√
‖b − Ax(k) − By(k)‖2 + ‖q − BTx(k)‖2
and
ERR :=
√‖x(k) − x∗‖2 + ‖y(k) − y∗‖2√‖x(0) − x∗‖2 + ‖y(0) − y∗‖2 ,
respectively, with {((x(k))T, (y(k))T)T} being the ﬁnial approximate solution.
In actual computation, we choose the right-hand-side vector (bT, qT)T ∈ Rm+n such that the exact solution of the
augmented linear system (1.1) is ((x∗)T, (y∗)T)T = (1, 1, . . . , 1)T ∈ Rm+n.
Example (Darvishi and Hessari [4]). Consider the augmented linear system (1.1), in which
A =
(
I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I
)
∈ R2p2×2p2 ,
B =
(
I ⊗ F
F ⊗ I
)
∈ R2p2×p2
and
T = 1
h2
· tridiag(−1, 2,−1) ∈ Rp×p, F = 1
h
· tridiag(−1, 1, 0) ∈ Rp×p,
with ⊗ being the Kronecker product symbol and h = 1
p+1 the discretization meshsize and S = tridiag(a, b, c) is a
tridiagonal matrix with Si,i = b, Si−1,i = a and Si,i+1 = c for appropriate i.
For this example, we set m = 2p2 and n = p2. Hence, the total number of variable is m + n = 3p2. We choose the
matrix Q as an approximation to the matrix BTA−1B, according to the cases listed in Table 1.
In our computations, all runs with respect to the SOR-like method, the GSORmethod and GSSORmethod are started
from the initial vector ((x(0))T, (y(0))T)T = 0, and terminated if the current iteration satisﬁes ERR< 10−9. We report
the results in Table 2, for different values of m and n.
In Table 2, we list opt, (opt, opt) and (, ), the corresponding ((opt)), ((opt, opt)) and (H()), of
the SOR-like, the GSOR and the GSSOR iterations, respectively, for various problem sizes (m, n). We also list the
numerical results with respect to IT and RES for the testingmethods for the Example, for varyingm and n. It is clear that
all of the methods have reasonably small convergence factors, and the asymptotic convergence factor of the GSSOR
method is smaller than that of the SOR-like method. We can also see that the spectral radius in Cases I and II for the
example is almost the same as the ones presented by Bai [2], however, the relaxation parameters of GSSOR method
are not optimal and only lie in the convergence region of the method. The determination of optimum values of the
parameters needs further studies.
Table 1
Choices of matrix Q
Case no. Matrix Q Description
I BTAˆ−1B Aˆ = diag(A)
II BTAˆ−1B Aˆ = tridiag(A)
III tridiag(BTA−1B) Aˆ = tridiag(A)
IV tridiag(BTAˆ−1B)
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Table 2
Spectral radius, IT and RES for example
m 128 512 1152
n 64 256 576
m + n 192 768 1728
Case I SOR-like opt 0.4664 0.2720 0.1915
opt 0.7305 0.8533 0.8992
IT 92 191 293
RES 3.69e − 8 7.46e − 8 1.13e − 7
GSOR opt 0.5436 0.3419 0.2489
opt 0.3751 0.2067 0.1423
opt 0.6756 0.8112 0.8668
IT 72 142 213
RES 4.44e − 8 7.71e − 8 1.18e − 7
GSSOR  0.3048 0.1887 0.1020
 0.1619 0.0980 0.0899
 0.6950 0.8113 0.8980
IT 58 100 156
RES 1.36e − 9 2.85e − 9 1.46e − 7
Case II SOR-like opt 0.5958 0.3657 0.2620
opt 0.6358 0.7964 0.8591
IT 62 130 200
RES 3.92e − 8 7.31e − 8 1.16e − 7
GSOR opt 0.6633 0.4429 0.3307
opt 0.4994 0.2854 0.1985
opt 0.5803 0.7464 0.8112
IT 51 99 149
RES 3.70e − 8 8.18e − 8 1.04e − 7
GSSOR  0.4197 0.2535 0.1775
 0.2190 0.1326 0.0967
 0.5803 0.7465 0.8225
IT 43 67 100
RES 6.73e − 10 1.84e − 8 1.73e − 7
Case III SOR-like opt 1.0585 1.0520 1.0476
opt 0.8176 0.8989 0.9292
IT 100 189 275
RES 1.43e − 7 4.80e − 7 1.02e − 6
GSOR opt 0.7578 0.6314 0.5585
opt 1.9508 2.5299 2.9743
opt 0.4922 0.6071 0.6644
IT 36 54 67
RES 2.74e − 7 5.66e − 7 1.35e − 6
GSSOR  0.3520 0.2620 0.2627
 0.6997 0.5844 0.6364
 0.6498 0.7380 0.7373
IT 35 53 53
RES 2.41e − 7 4.78e − 7 1.06e − 6
Case IV SOR-like opt 1.1128 1.1336 1.1413
opt 0.8024 0.8894 0.9221
IT 91 171 248
RES 2.49e − 7 1.09e − 6 2.56e − 6
GSOR opt 0.7995 0.6856 0.6161
opt 2.0959 0.8436 3.4069
opt 0.4477 0.5607 0.6196
IT 32 45 56
RES 1.69e − 7 9.48e − 7 1.61e − 6
GSSOR  0.4650 0.2933 0.2034
 0.5864 0.5953 0.5969
 0.5350 0.7067 0.7966
IT 29 43 56
RES 6.80e − 8 5.86e − 7 3.57e − 6
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