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Abstract
We prove the existence and uniqueness of solutions of degenerate linear stochastic
evolution equations driven by jump processes in a Hilbert scale using the variational
framework of stochastic evolution equations and the method of vanishing viscosity.
As an application of this result, we derive the existence and uniqueness of solutions
of degenerate parabolic linear stochastic integro-differential equations (SIDEs) in the
Sobolev scale. The SIDEs that we consider arise in the theory of non-linear filtering
as the equations governing the conditional density of a degenerate jump-diffusion
signal given a jump-diffusion observation, possibly with correlated noise.
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1 Introduction
Let (Ω,F ,P) be a probability space with the filtration F = (Ft)0≤t≤T of sigma-algebras satisfy-
ing usual conditions. In a triple of Hilbert spaces (Hα+µ, Hα, Hα−µ) with parameters µ ∈ (0, 1]
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and α ≥ µ, we consider a linear stochastic evolution equation given by
dut = (Ltut + ft) dVt + (Mtut− + gt) dMt, t ≤ T, (1.1)
u0 = ϕ,
where Vt is a continuous non-decreasing process, Mt is a cylindrical square integrable martin-
gale, L and M are linear adapted operators, and φ, f , and g are adapted input functions.
By virtue of Theorems 2.9 and 2.10 in [Gyo¨82], under some suitable conditions on the
data ϕ, f and g, if L satisfies a growth assumption and L and M satisfy a coercivity condi-
tion in the triple (Hα+µ, Hα, Hα−µ), then there exists a unique solution (ut)t≤T of (1.1) that is
strongly ca`dla`g in Hα and belongs to L2(Ω × [0, T ],OT , dVtdP; Hα+µ), where OT is the op-
tional sigma-algebra on Ω × [0, T ]. In this paper, under a weaker assumption than coercivity
(see Assumption 2.1(α, µ) below) and using the method of vanishing viscosity, we prove that
there exists a unique solution (ut)t≤T of (1.1) that is strongly ca`dla`g in Hα′ for all α′ < α and
belongs to L2(Ω× [0, T ], dVtdP; Hα). Furthermore, under some additional assumptions on the
operators L and M we can show that the solution u is weakly ca`dla`g in Hα.
The variational theory of deterministic degenerate linear elliptic and parabolic PDEs was
established by O.A. Oleinik and E.V. Radkevich in [Ole65] and [OR71]. In [Par75], ´E. Par-
doux developed the variational theory of monotone stochastic evolution equations, which was
extended in [KR77], [KR79], [GK81], and [Gyo¨82] by N.V. Krylov, B.L Rozovskiı˘, and I.
Gyo¨ngy. Degenerate parabolic stochastic partial differential equations (SPDEs) driven by
continuous noise were first investigated by N.V. Krylov and B.L. Rozovskiı˘ in [KR82]. These
types of equations arise in the theory of non-linear filtering of continuous diffusion processes
as the Zakai equation and as equations governing the inverse flow of continuous diffusions.
In [GGK14], the solvability of systems of linear SPDEs in Sobolev spaces was proved by M.
Gerencse´r, I. Gyo¨ngy, and N.V. Krylov, and a small gap in the proof of the main result of
[KR82] was fixed. In Chapters 2, 3, and 4 of [Roz90], B.L. Rozovskiı˘ offers a unified presen-
tation and extension of earlier results on the variational framework of linear stochastic evo-
lution systems and SPDEs driven by continuous martingales (e.g. [Par75], [KR77], [KR79],
and [KR82]). Our existence and uniqueness result on degenerate linear stochastic evolution
equations driven by jump processes (Theorem 3.2 below) extends Theorem 2 in Chapter-3-
Section 2.2 of [Roz90] to include the important case of equations driven by jump processes.
It is also worth mentioning that the semigroup approach for non-degenerate SPDEs driven by
Le´vy processes is well-studied (see, e.g. [PZ07] and [PZ13]).
As a special case of (1.1), we will consider a system of stochastic integro-differential
equations. Before introducing the equation, let us describe our driving processes. Let PT and
RT , be the predictable and progressive sigma-algebras onΩ× [0, T ], respectively. Let η(dt, dz)
be an integer-valued random measure on (R+ × Z,B(R+) ⊗ Z) with predictable compensator
πt(dz)dVt. Let η˜(dt, dz) = η(dt, dz) − πt(dz)dt be the martingale measure corresponding to
η(dt, dz). Let (Z2,Z2) be a measurable space withRT -measurable family π2t (dz) of sigma-finite
random measures on Z. Let wt = (w̺t )ρ∈N, t ≥ 0, be a sequence of continuous local uncorrelated
martingales such that d〈w̺〉t = dVt, for all ρ ∈ N. Let d1, d2 ∈ N. For convenience, we set
(Z1,Z1) = (Z,Z) and π1t = πt. We consider the d2-dimensional system of SIDEs on [0, T ]×Rd1
Introduction 3
given by
dult =
(
(L1;lt +L2;lt )ut + bit∂iult + cl¯lt u¯lt(x) + f lt
)
dVt + (N l̺t ut + gl̺t )dw̺t (1.2)
+
∫
Z1
(
Ilt,zu¯lt− + hlt(z)
)
η˜(dt, dz),
ul0 = ϕ
l, l ∈ {1, . . . , d2},
where for k ∈ {1, 2}, l ∈ {1, . . . , d2}, and φ ∈ C∞c (Rd1 ; Rd2),
Lk;lt φ(x) :=
1
2
σ
k;i̺
t (x)σk; j̺t (x)∂i jφl(x) + σk;i̺t (x)υk;l
¯l̺
t (x)∂iφ¯l(x)∫
Zk
((
δl¯l + ρ
k;l¯l
ω,t(x, z)
) (
φ
¯l(x + ζk(x, z)) − φ¯l(x)
)
− ζk;it (x, z)∂iφl(x)
)
πkt (dz)
N l̺t φ(x) := σ1;i̺t (x)∂iφl(x) + υ1;l
¯l̺
t (x)φ¯l(x), ̺ ∈ N,
Ilt,zφ(x) := (δl¯l + ρ1;l¯lt (x, z))φ¯l(x + ζ1t (x, z)) − φl(x),
and where δl¯l is the Kronecker delta (i.e. δl¯l = 1 if l = ¯l and δl¯l = 0 otherwise). The sum-
mation convention with respect to repeated indices is used here and below; summation over
i is performed over the set {1, . . . , d1} and the summation over l, ¯l is performed over the set
{1, . . . , d2}. Without the noise term η˜(dt, dz) and integro-differential operators in L1 and L2,
equation (1.2) has been well-studied (see, e.g. [KR82], [Roz90] (Chapter 3), and the recent
paper [GGK14]).
Let (Hα(Rd1 ,Rd2))α∈R be the L2-Sobolev-scale (i.e. the Bessel potential spaces with p = 2).
For each m ∈ N, using our theorem on degenerate stochastic evolution equations discussed
above, under suitable measurability and regularity conditions on the coefficients, initial con-
dition, and free terms, we derive the existence of a unique solution (ut)t≤T of (1.2) that is
weakly ca`dla`g in Hm(Rd1 ,Rd2), strongly ca`dla`g in Hα(Rd1 ,Rd2) for all α < m, and belongs to
L2(Ω × [0, T ],OT , dVtdP; Hm(Rd1 ,Rd2)).
Degenerate stochastic integro-differential equations of type (1.2) arise in the theory of non-
linear filtering of semimartingales as the Zakai equation and as the equations governing the
inverse flow of jump diffusion processes. We constructed solutions of the above equation (with
πt(dz) deterministic and independent of time) using the method of stochastic characteristics in
[LM14b] and [LM14a]. In [DG14], I. Gyo¨ngy and K. Dareiotis proved the existence, unique-
ness, and the positivity of solutions of non-linear stochastic integro-differential equations with
non-degenerate stochastic parabolicity using a comparison principle. It is worth mentioning
that the main estimate used in the proof of uniqueness for Theorem 2.2 in [LM14a] (which is
done in a weighted L2-norm) is essentially the same as the main estimate used in the proof of
the degenerate coercivity property of the operators L, N , and I in (1.2).
This chapter is organized as follows. We derive our existence and uniqueness result for
(1.1) in Section 2 and for (1.2) in Section 3.
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2 Degenerate linear stochastic evolution equations
2.1 Basic notation and definitions
Let N = {1, 2, . . . , } be the set of natural numbers, R be the set of real numbers, and R+ be
the set of non-negative real numbers. All vector spaces considered in this paper are assumed
to have base field R. We also assume that all Hilbert spaces are separable. For a Hilbert
space H, we denote by H∗ the dual of H and by B(H) the Borel sigma-algebra of H. Unless
otherwise stated, the norm and inner product of a Hilbert space H is denoted by | · |H and (·, ·)H,
respectively. For Hilbert spaces H and U and a bounded linear map L : H → U, we denote
by L∗ the Hilbert adjoint of L. Whenever we say that a map F from a sigma-finite measure
space (S ,S, µ) to a Hilbert space H is S-measurable without specifying the sigma-algebra
on H, we always mean that F is S/B(H)-measurable. For any Hilbert space H and sigma-
finite measure space (S ,S, ν), we denote by L2(S ,S, µ; H) the linear space of all S-measurable
functions F : S → H such that
|F |L2(S ,S,ν;H) =
∫
S
|F(s)|2Hν(ds) < ∞,
where we identify functions F,G : S → H that are equal µ-almost-everywhere (ν-a.e.). The
linear space L2(S ,S, ν; H) is a Hilbert space when endowed with the inner product
(F,G)L2(S ,S,ν;H) :=
∫
S
(F(s),G(s))Hν(ds).
We use the notation N = N(·, · · · , ·) below to denote a positive constant depending only on
the quantities appearing in the parentheses. In a given context, the same letter is often used
to denote different constants depending on the same parameter. All the stochastic processes
considered below are (at least) F-adapted unless explicitly stated otherwise. Furthermore, we
will often drop the dependence on ω ∈ Ω for random quantities.
In this section, we consider a scale of Hilbert spaces (Hα)α∈R and a family of operators
(Λα)α∈R satisfying the following properties:
• for all α, β ∈ R with β > α, Hβ is densely embedded in Hα;
• for all α, β, µ ∈ R with α < β < µ and all ε > 0, there is a constant N = N(α, β, µ, ε)
such that
|v|β ≤ ε|v|µ + N|v|α, ∀v ∈ Hµ; (2.1)
• Λ0 = I; for all α, µ ∈ R, Λα : Hµ → Hµ−α is an isomorphism; for all α, β ∈ R,
Λα+β = ΛαΛβ;
• for all α ∈ R, the inner product in Hα is given by (·, ·)α = (Λα·,Λα·)0;
• for all α > 0, the dual (Hα)∗ can be identified with H−α through the duality product
given by
〈u, v〉α = 〈u, v〉Hα,H−α =
(
Λαu,Λ−αv
)
0 , u ∈ Hα, v ∈ H−α;
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• We assume that for every α ≥ 0, Λα is selfadjoint as an unbounded operator in H0 with
domain Hα ⊆ H0: i.e. (Λαu, v)0 = (u,Λαv)0 for all u, v ∈ Hα.
Remark 2.1. It follows from the above properties that for all α ∈ R, the Hα norm is given by
|v|α = |Λαv|0, Λα is defined and linear on ∪β∈RHβ, Λ−α = (Λα)−1, and ΛαΛβ = ΛβΛα, for all
β ∈ R. Moreover, for each α ≥ 0, if u ∈ Hα and v ∈ H0, then 〈u, v〉α = (u, v)0.
We will now describe our driving cylindrical martingale (Mt)t≥0 in (1.1) ) and the asso-
ciated stochastic integral. For a more thorough exposition, we refer to [MR99]. Let E be a
locally convex quasi-complete topological vector space; all bounded closed subsets of E are
complete. Let E∗ be its topological dual. Denote by 〈·, ·〉E∗,E the canonical bilinear form (du-
ality product) on E∗ × E. Assume that E∗ is weakly separable. Denote by L+(E) the space of
symmetric non-negative definite forms Q from E∗ to E; that is, for all Q ∈ L+(E), we have
〈x, Qy〉E∗ ,E = 〈y, Qx〉E∗ ,E, and 〈x, Qx〉E∗ ,E ≥ 0, ∀x, y ∈ E∗.
Recall that PT is the predictable sigma-algebra on Ω × [0, T ]. We say that a process Q :
Ω × [0, T ] → L+(E) is PT -measurable if 〈y, Qt x〉E∗ ,E is PT -measurable for all x, y ∈ E∗.
Assume that we are given a family of real-valued locally square integrable martingales
M = (Mty)y∈E∗)t≥0 indexed by E∗ and an increasing PT -measurable process Q : Ω × [0, T ] →
L+(E) such that for all x, y ∈ E∗,
Mt(x)Mt(y) −
∫ t
0
〈x, Qsy〉E∗ ,EdVs, t ≥ 0,
is a local martingale.
For each (ω, t) ∈ Ω × [0, T ], let Ht = Hω,t be the Hilbert subspace of E defined as the
completion of Qω,tE∗ with respect to the inner product
(Qω,t x, Qω,ty)Hω,t := 〈x, Qω,ty〉, x, y ∈ E∗.
It can be shown that for all (ω, t) ∈ Ω × [0, T ], E∗ is densely embedded into H∗t , the map
Qt : E∗ → E can be extended to the Riesz isometry Qt : H∗t → Ht (still denoted Qt), and the
bilinear form 〈x, Qty〉E∗,E, x, y ∈ E∗, can be extended to 〈x, Qty〉H∗t ,Ht , x, y ∈ H∗t . Note that for
all x, y ∈ H∗t , we have (x, y)H∗t = 〈x, Qty〉H∗t ,Ht .
Let ˆL2loc (Q) the space of all processes f such that ft ∈ H∗t , dVtdP-a.e., 〈 ft, Qty〉H∗t ,Ht is
PT -measurable for all y ∈ E∗, and P-a.s.
∫ T
0
| ft|2H∗t dVt =
∫ T
0
〈 ft, Qt ft〉H∗t ,HtdVt < ∞.
In [MR99], the stochastic integral of f ∈ ˆL2loc(Q) against M, denoted It( f ) =
∫ t
0 fsdMs, t ≥ 0,
was constructed and has the following properties: (It( f ))t≥0 is a locally square integrable
martingale and P-a.s. for all t ∈ [0, T ]:
• for all y ∈ E∗, It(y) =
∫ t
0 ydMs = Mt(y) (recall that E∗ is embedded into all H∗s );
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• for all g ∈ ˆL2loc(Q).
〈I( f ),I(g)〉t =
∫ t
0
( fs, gs)H∗s dVs =
∫ t
0
〈 fs, Qsgs〉H∗s ,HsdVs;
• for all bounded PT -measurable processes φ : Ω × [0, T ] → R,∫ t
0
φsdIs( f ) = It(φ f ) =
∫ t
0
φs fsdMs.
For a Hilbert space H and (ω, t) ∈ Ω× [0, T ], denote by L2(H,H∗t ) the space of all Hilbert-
Schmidt operators Ψ : H → H∗t with norm and inner product given by
|Ψ|2L2(H,H∗t ) :=
∞∑
n=1
|Ψhn|2H∗t , (Ψ, ˜Ψ)L2(H,H∗t ) =
∞∑
n=1
(Ψhn, ˜Ψhn)H∗t , ˜Ψ ∈ L2(H,H∗t ),
where (hn)n∈N is a complete orthogonal system in H. Denote by L2loc(H, Q) the space of all
processes Ψ such that Ψt ∈ L2(H,H∗t ), dVtdP-a.e., Ψth ∈ ˆL2(Q), for each h ∈ H,, and P-a.s.∫ T
0
|Ψt|2L2(H,H∗t )dVt < ∞.
For each Ψ ∈ L2loc (H, Q), we define the stochastic integral It(Ψ) =
∫ t
0 ΨsdMs as the unique
H-valued ca`dla`g locally square integrable martingale such that P-a.s. for all t ∈ [0, T ] and
h ∈ H,
(It(Ψ), h)H =
∫ t
0
ΨshdMs.
For all Ψ, ˜Ψ ∈ L2loc (H, Q) , we have that
|I· (Ψ) |2H −
∫ ·
0
|Ψs|2L2(H,H∗s )dVs and (I·(Ψ),I·( ˜Ψ))H −
∫ ·
0
(Ψs, ˜Ψs)L2(H,H∗s )dVs
are real-valued local martingales. Moreover, for all bounded PT -measurable H-valued pro-
cesses u : Ω × [0, T ] → H, P-a.s. for all t ∈ [0, T ],∫ t
0
usdIs(Ψ) =
∫ t
0
{usΨs}HdMs,
where for a complete orthogonal system (e˜ns)n∈N in H∗s ,
{usΨs}H :=
∞∑
n=1
(
Ψsus, e˜
n
s
)
H∗s e˜
n
s .
If H and Y are Hilbert spaces and L : H → Y is a bounded linear operator and Ψ ∈ L2loc(H, Q),
then it follows that LIt(Ψ) = It(ΨL∗); indeed, for all y ∈ Y , we have
(LIt(Ψ), y)Y = (It(Ψ), L∗y)H =
∫ t
0
ΨsL∗ydMs
and ΨL∗ ∈ L2loc(Y, Q).
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2.2 Main results
In this section, for µ ∈ (0, 1], we consider the linear stochastic evolution equation in the triple
(H−µ, H0, Hµ) given by
dut = (Ltut + ft) dVt + (Mtut− + gt) dMt, t ≤ T, (2.2)
u0 = ϕ,
where ϕ is anF0-measurable H0-valued random variable and Vt is a continuous non-decreasing
process such that Vt ≤ C for all (ω, t) ∈ Ω× [0, T ], for some positive constant C. Let α ≥ µ be
given. We assume that:
(i) the mapping L : Ω × [0, T ] × Hµ → H−µ is linear in Hµ, and for all v ∈ Hµ, Lv is
RT/B(H−µ)-measurable; in addition, dVtdP-a.e., Ltv ∈ Hα−µ for all v ∈ Hα+µ;
(ii) for dVtdP-almost-all (ω, t) ∈ Ω × [0, T ], Mω,t : Hµ → L2(H0,H∗ω,t) is linear, and for
all v ∈ Hµ, φ ∈ H0, y′ ∈ E∗, 〈(Mv)φ, Qty′〉H∗t ,Ht is PT -measurable for all y′ ∈ E∗; in
addition, dVtdP-a.e, Mtv ∈ L2(Hα,H∗t ) for all v ∈ Hα+µ.
(iii) the process f : Ω × [0, T ] → Hα−µ is RT/B(Hα−µ)-measurable and g ∈ L2loc (Hα, Q) ∩
L2loc(H0, Q),
Let us introduce the following assumption for λ ∈ {0, α}. Recall that (u, v)λ =
(
Λλu,Λλv
)
0
.
Assumption 2.1 (λ, µ). There are positive constants L and K and an RT -measurable function
¯f : Ω × [0, T ] → R such that the following conditions hold dVtdP-a.e.:
(i) for all v ∈ Hλ+µ,
2(Λµv,Λ−µLtv)λ + |Mtv|2L2(Hλ,H∗t ) ≤ L|v|
2
λ;
2(Λµv,Λ−µt Ltv + ft)λ + |Mtv + gt|2L2(Hλ,H∗t ) ≤ L|v|
2
λ +
¯ft;
(ii) for all v ∈ Hλ+µ,
|Ltv|λ−µ ≤ K|v|λ+µ, |Mtv|L2(Hλ,H∗t ) ≤ K|v|λ+µ;
(iii)
| ft|2λ−µ + |gt|2L2(Hλ,H∗t ) ≤ ¯ft, E
∫ T
0
¯ftdVt < ∞.
Let OT be the optional sigma-algebra on Ω × [0, T ]. For µ ∈ (0, 1]) and λ ∈ R+ with
λ ∈ {0, α}, we denote by Wλ,µ the space of all Hλ-valued strongly ca`dla`g processes v : Ω ×
[0, T ] → Hλ that belong to L2(Ω × [0, T ],OT , dVtdP; Hλ+µ). The following is our definition
of the solution of (2.2) and is standard in the variational theory or L2-theory of stochastic
evolution equations.
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Definition 2.2. A process u ∈ W0,µ is said to be a solution of the stochastic evolution equation
(2.2) if P-a.s. for all t ∈ [0, T ]
ut
H−µ
= u0 +
∫ t
0
(Lsus + fs)dVs +
∫ t
0
(Msus− + gs)dMs,
where H
−µ
= indicates that the equality holds in the H−µ. That is, P-a.s. for all t ∈ [0, T ] and
v ∈ Hµ,
(v, ut)0 = (v, u0) +
∫ t
0
〈v,Lsus + fs〉µdVs +
∫ t
0
{v(Msus− + gs)}H0dMs.
Remark 2.3. In Definition 2.2, it is implicitly assumed that the integrals in (2.2) are well-
defined. Moreover, it is easy to check that if Assumption 2.1(0, µ) holds, then the integrals in
(2.2) are well-defined.
In order to obtain estimates of the second moments of the supremum in t of the solution of
(2.2), in the Hα norm, we will need to impose the upcoming assumption. Before introducing
this assumption, we describe a few notational conventions. For two real-valued semimartin-
gales Xt and Yt, we write P-a.s. dXt ≤ dYt if with probability 1, Xt − Xs ≤ Yt − Ys for any
0 ≤ s ≤ t ≤ T . For v ∈ Wλ,µ, we define
Mt (v) :=
∫ t
0
MsvsdMs, t ∈ [0, T ],
and denote by [M(v)]λ;t the quadratic variation process ofMt (v) in Hλ.
Assumption 2.2 (λ, µ). There is a positive constant L, a PT -measurable function g¯ : Ω ×
[0, T ] → R, and an increasing adapted processes A, B : Ω×[0, T ] → R with dAtdP ≤LdVtdP,
dBtdP ≤g¯tdVtdP on PT such that the following conditions hold P-a.s.:
(i) for all v ∈ Wλ,µ,
(Λµvt,Λ−µLtvt)λdVt + d [M(v)]λ;t + 2{vt−Mtvt−}HλdMt ≤ |vt−|2λdAt +Gt(v)dMt,
where G(v) ∈ ˆL2loc (Q) satisfies |Gt(v)|H∗t dVt ≤ L|vt−|2λdVt;
(ii) for all v ∈ Wλ,µ,
2d [M (v) ,I (g)]λ,t + 2{vt−gt}HλdMt ≤ |vt−|λdBt + ˜Gt (v) dMt,
where ¯G(v) ∈ ˆL2loc (Q) satisfies | ¯Gt(v)|H∗t dVt ≤ L|vt−|λg¯tdVt, and
E
∫ T
0
g¯2t dVt < ∞.
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Although Assumption 2.2(λ, µ) looks rather technical, it is satisfied for a large class of
parabolic stochastic integro-differential equations (see Section 3) under what we consider to
be reasonable assumptions.
Let T be the set of all stopping times τ ≤ T and T p be the set of all predictable stopping
times τ ≤ T .
Theorem 2.4. Let µ ∈ (0, 1] and α ≥ µ. Let Assumption 2.1(λ, µ) hold for λ ∈ {0, α} and
assume that E
[
|ϕ|2α
]
< ∞.
(i) Then there exists a unique solution u = (ut)t≤T of (2.2) such that for any α′ < α, u is an
Hα′-valued strongly ca`dla`g process and there is a constant N = N(L, K,C) such that
E
[
sup
t≤T
|ut|2α−µ
]
+ sup
τ∈T
E
[
|uτ|2α
]
+ E
∫ T
0
|us|2α dVs ≤ N
(
E
[
|ϕ|2α
]
+ E
∫ T
0
¯ftdVt
)
.
Moreover for each p ∈ (0, 2) and α′ < α, there is a constant N = N(L, K,C, p, α′) such
that
E
[
sup
t≤T
|ut|pα′
]
≤ NE

(
|ϕ|2α +
∫ T
0
¯ftdVt
) p
2
 .
(ii) If, in addition, Assumption 2.2(λ, µ) holds for λ ∈ {0, α}, then u is an Hα-valued weakly
ca`dla`g process and there is a constant N = N(L, K,C) such that
E
[
sup
t≤T
|ut|2α
]
≤ NE
[
|ϕ|2α +
∫ T
0
( ¯ft + g¯2t )dVt
]
.
Remark 2.5. If V is an arbitrary continuous increasing adapted process, then Theorem 2.4 can
be applied locally by considering VCt = Vt∧τC , t ∈ [0, T ], with τC = inf (t ∈ [0, T ] : Vt ≥ C)∧T.
2.3 Proof of Theorem 2.4
We will construct a sequence of approximations in Wα,µT of the solution of (2.2) by solving in
the triple (H−µ, H0, Hµ) the equation
dut =
(Lnt ut + ft) dVt + (Mtut− + gt) dMt, t ≤ T, (2.3)
u0 = ϕ,
where Lnt = Lt − 1n(Λµ)2. In order to apply the foundational theorems on stochastic evolu-
tion equations with jumps established in [GK81] and [Gyo¨82], it is convenient for us first to
consider the following equation in the triple (H−µ, H0, Hµ) :
dvt =
(
ΛαLtΛ−αvt −
1
n
(Λµ)2vt + Λα ft
)
dVt +
(MtΛ−αvt−(Λα)∗ + gt(Λα)∗) dMt, t ≤ T,(2.4)
v0 = Λ
αϕ.
The solutions of (2.3) and (2.4) are to be understood following Definition 2.2.
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Lemma 2.6. Let µ ∈ (0, 1] and α ≥ µ. Let Assumption 2.1(α, µ) hold and assume that
E
[
|ϕ|2α
]
< ∞.
(i) For each n ∈ N, there is a unique solution vn = (vnt )t≤T of (2.3), and there is a constant
N = N(L, K,C) independent of n such that
sup
τ∈T
E
[
|vnτ |20
]
+ E
∫ T
0
|vnt |20dVt +
1
n
E
∫ T
0
|vnt |2µdVt ≤ NE
[
|ϕ|2α +
∫ T
0
¯ftdVt
]
. (2.5)
Moreover, for each p ∈ (0, 2), there is a constant N = N(L, K, T, p)
E
[
sup
t≤T
|vnt |p0
]
≤ NE

(
|ϕ|2α +
∫ T
0
¯ftdVt
) p
2
 . (2.6)
(ii) If, in addition, Assumption 2.2(α, µ) holds, then there is a constant N = N(L, K,C) such
that
E
[
sup
t≤T
|vnt |20
]
≤ NE
[
|ϕ|2α +
∫ T
0
( ¯ft + g¯2t )dVt
]
. (2.7)
Proof. (i) For each (ω, t) ∈ Ω × [0, T ] and n ∈ N, let
Lαt v = ΛαLtΛ−αv, Lα,nt v = Lαt v −
1
n
(Λµ)2 v, Mαt v =MtΛ−αv(Λα)∗.
Using basic properties of the spaces (Hα)α∈R and the operators (Λα)α∈R, dVtdP-a.e. for all
v ∈ Hµ, we have
2〈v,Lαt v〉µ = 2(Λµv,Λ−µΛαLtΛ−αv)0 = 2(ΛµΛ−αv,Λ−µLtΛ−αv)α,
2〈v, (Λµ)2v〉µ = 2(Λµv,Λµv)0 = |v|2µ,
and
∣∣∣Mαt v∣∣∣2L2(H0,H∗t ) =
∞∑
k=1
|Λα(MtΛ−αv)∗e˜nt |2H0 =
∞∑
k=1
|(MtΛ−αv)∗e˜nt |2Hα
=
∞∑
k=1
|MtΛ−αv¯hk|2H∗t =
∣∣∣Mαt v∣∣∣2L2(Hα,H∗t ) ,
where (e˜kt )k∈N,and (¯hk)k∈N are orthonormal basis of Ht and Hα, respectively. It follows form
Assumption 2.1(α, µ) that dVtdP-a.e. for all v ∈ Hµ, we have
|Lα,nt v|−µ ≤
(
K +
1
n
)
|v|µ,
∣∣∣Mαt v∣∣∣L2(H0,H∗t ) ≤ K|v|µ,
and
2〈v,Lα,nt v + Λα ft〉µ +
∣∣∣Mαt v + gt(Λα)∗∣∣∣2L2(H0,H∗t ) ≤ −
2
n
|v|2µ + L|v|20 + ¯ft. (2.8)
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In [Gyo¨82], the variational theory for monotone stochastic evolution equations driven by
locally square integrable Hilbert-space-valued martingales was derived; it is worth mentioning
that the ca`dla`g version of the variational solution in the pivot space and the uniqueness of the
solution was obtained using Theorem 2 in [GK81]. The theorems and proofs given in [Gyo¨82]
continue to hold for equations driven by the cylindrical martingales we consider in this paper.
Therefore, by Theorems 2.9 and 2.10 in [Gyo¨82], for every n ∈ N, there exists a unique
solution vn = (vnt )t≤T of the stochastic evolution equation given by
vnt = Λ
αϕ +
∫ t
0
(Lα,ns vns + Λα fs)dVs +
∫ t
0
(Mαs vns− + Λαgs)dMs, t ≤ T.
Furthermore, by virtue of Theorem 4.1 in [Gyo¨82], there is a constant N(n) = N(n, L, K,C)
such that
E
[
sup
t≤T
|vnt |20
]
+ E
∫ T
0
|vnt |2µdVt ≤ N(n)E
[
|ϕ|2α +
∫ T
0
¯ftdVt
]
. (2.9)
We will now use our assumptions to obtain bounds of the solutions vnt , n ∈ N, in the
H0-norm independent of n. Applying Theorem 2 in [GK81], P-a.s. for all t ∈ [0, T ], we have
|vnt |20 = |ϕ|2α +
∫ t
0
2〈vns ,Lα,nt vns + Λα fs〉µdVs +
[
˜M
]
0,t
+ mt, (2.10)
where ( ˜Mt)t≤T and (mt)t≤T are local martingales given by
˜Mt :=
∫ t
0
(Mαs vns− + Λαgs)dMs, mt := 2
∫ t
0
{vns−(Mαs vns− + Λαgs)}H0dMs.
Thus, taking the expectation of (2.10) and making use of Assumption 2.1(α, µ), (2.8), and
(2.9), we find that for all τ ∈ T ,
E
[
|vnτ|20
]
≤ E
[
|ϕ|2α
]
+ E
∫ τ
0
(
2〈vnt ,Lα,nt vnt + Λα ft〉µ + |Mαt v + Λαgt|2L2(H0,Ht)
)
dVt
≤ E
[
|ϕ|2α +
∫ τ
0
(
L|vnt |20 −
2
n
|vnt |2µ + ¯ft
)
dVt
]
.
This implies that for any τ ∈ T p,
E
[
|vnτ−|20
]
+
2
n
E
∫ τ
0
|vnt |2µdVt ≤ E
[
|ϕ|2α +
∫ τ
0
(
L|vns |20 + ¯fs
)
dVs
]
.
By virtue of Lemmas 2 and 3 in [GM83], we deduce that there is a constant N = N(L, K,C)
such that for any τ ∈ T ,
E
[
|vnτ|20
]
+
1
n
E
∫ τ
0
|vnt |2µdVt ≤ NE
[
|ϕ|2α +
∫ τ
0
¯fsdVs
]
,
which implies that (2.5) holds since Vt is uniformly bounded by the constant C. Finally, owing
to Corollary II in [Len77], we have (2.6).
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(ii) Using Assumption 2.2(α, µ) and estimating (2.10), we get that P-a.s.
d|vnt |20 ≤ |ϕ|2α + |vnt−|2λdAt + |vnt−|λdBt + (Gt(vn) + ¯Gt (vn))dMt.
Moreover, for any τ ∈ T , we obtain
E
[
sup
t≤τ
|vnt |20
]
≤ NE
[
|ϕ|2α +
∫ τ
0
|vnt |20dVt +
∫ τ
0
( ¯ft + g¯2t )dVt + sup
t≤τ
|lnt |
]
,
where lnt :=
∫ t
0 (Gs(vn) + ¯Gs(vn))dMs. Moreover, by the Burkholder-Davis-Gundy inequality
and Young’s inequality, we have
E sup
t≤τ
|lnt | ≤ NE

(∫ τ
0
(|vnt−|4α + |vnt−|2αg¯2t )dVt
) 1
2
 ≤ NE
sup
t≤τ
|vnt |0
(∫ τ
0
(|vnt−|2α + g¯2t )dVt
) 1
2

≤ 1
4N
E
[
sup
t≤τ
|vnt |20
]
+ NE
∫ τ
0
(|vnt |2α + g¯2t )dVt,
from which estimate (2.7) follows. 
Proof of Theorem 2.4 . (i) Let vn = (vnt )t≤T be the unique solution of (2.4) constructed in
Lemma 2.6. Since vn ∈ W0,µ, it follows that un := Λ−αvn ∈ Wα,µ ⊆ W0,µ is a solution
of (2.3) in the triple (H−µ, H0, Hµ).
We will first show that (un)n∈N is Cauchy in H0. Letting un,m = un − um, for each n,m ∈ N,
we have
un,mt =
∫ t
0
(Lnt unt − Lmt umt )dVt +
∫ t
0
Mtun,mdMt, t ≤ T.
Applying Theorem 2 in [GK81], we obtain that P-a.s. for all t ∈ [0, T ],
|unt − umt |20 =
∫ t
0
2〈uns − ums ,Lnsuns − Lms ums 〉µ,0dVs + [Mn,m]t + ηn,mt (2.11)
where (Mn,mt )t≤T and (ηn,mt )t≤T are local martingales given by
M
n,m
t :=
∫ t
0
Ms(uns− − ums−)dMs, ηm,nt := 2
∫ t
0
{(uns− − ums−)Ms(uns− − ums−)}H0dMs.
Assumption 2.1(0, µ) (i) implies that for any τ ∈ T ,
E
[
|un,mτ |20
]
≤ E
∫ τ
0
(
2〈un,ms ,Lnsun,ms 〉µ + |Mtun,ms |2L2(H0,H∗t )
)
dVs
≤ E
∫ τ
0
(
L|un,ms |20 +
1
n
|uns |2µ +
1
m
|ums |2µ
)
dVs,
and hence for any τ ∈ T p, we have
E
[
|un.mτ− |20
]
≤ E
∫ τ
0
(
L|un.ms |20 +
1
n
|uns |2µ +
1
m
|ums |2µ
)
dVs.
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By virtue of Lemmas 2 and 4 in [GM83] and (2.5) (noting that |unt |0 = |Λ−αvnt |0 ≤ N|vnt |0), there
is a constant N such that for any τ ∈ T ,
E
[
|un,mτ |20
]
≤ NE
∫ τ
0
(
1
n
|uns |2µ +
1
m
|ums |2µ
)
dVs ≤ N
(
1
n
+
1
m
)
E
[
|ϕ|2α +
∫ T
0
¯ftdVt
]
.
Using Corollary II in [Len77], we have that for each p ∈ (0, 2), there is a constant N such that
E
[
sup
t≤T
|un,mt |p0
]
≤ N
(
1
n
+
1
m
) p
2
[
E
[
|ϕ|2α +
∫ T
0
¯ftdVt
]] p
2
.
Therefore,
lim
n,m→∞
[
sup
τ∈T
E
[
|un,mτ |20
]
+ E
[
sup
t≤T
|un,mt |p0
]]
= 0, (2.12)
and hence there exists a strongly ca`dla`g H0-valued process u = (ut)t≤T such that
dP − lim
n→∞
sup
t≤T
|ut − unt |0 = 0. (2.13)
Since for each n, un is solution of (2.3), we have that P-a.s. for all t ∈ [0, T ] and φ ∈ Hµ,
(φ, unt )0 = (φ, ϕ)0 +
∫ t
0
〈φ,Lnsuns + fs〉µ,0dVs +
∫ t
0
{φ(Msuns− + gs)}H0dMs. (2.14)
Owing to (2.13), we know that the left-hand-side of (2.14) converges P-a.s. for all t ∈ [0, T ]
to (φ, ut)0 as n tends to infinity. Our aim, of course, is to pass to the limit as n tends to infinity
on the right-hand-side.
This can be done quite simply when α > µ. Indeed, owing to the interpolation inequality
(2.1), for each ε > 0, α′ < α, and p ∈ (0, 2), there is a constant N = N(α, α′, ε, p) such that
sup
t≤T
|un,mt |pα′ ≤ ε sup
t≤T
|un,mt |pα + N sup
t≤T
|un,mt |p0 . (2.15)
Since |unt |α = |Λ−αvnt |α ≤ N|vnt |0, by (2.7) and (2.15), we have that for all α′ < α and p ∈ (0, 2),
E sup
t≤T
|un,mt |pα′ ≤ εNE

(
|ϕ|2α +
∫ T
0
¯ftdVt
) p
2
 + NE sup
t≤T
|un,mt |p0 . (2.16)
Using (2.12) and passing to the limit as n and m tends to infinity on both sides of (2.16), and
then taking ε ↓ 0, we get that for all α′ < α and p ∈ (0, 2),
lim
n,m→∞
E
[
sup
t≤T
|un,mt |pα′
]
= 0.
Combining the above results, we conclude that for any α′ < α, u is an Hα′-valued strongly
ca`dla`g process and
dP − lim
n→∞
sup
t≤T
|ut − unt |α′ = 0. (2.17)
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In particular, if α > µ, then taking α′ > µ in (2.17) and appealing to Assumption 2.1(0, µ) (ii),
(2.5), and the identity,
〈φ,Λ2µuns〉µ = (Λµφ,Λµuns)0,
we can take the limit as n tends to infinity on the right-hand-side of (2.14) by the dominated
convergence theorem to conclude that u is a solution of (2.2).
The case α = µ must be handled with weak convergence. Let
S (OT ) = (Ω × [0, T ],OT , d ¯VtdP) and S (PT ) = (Ω × [0, T ],PT , d ¯VtdP),
where ¯Vt =: Vt + t. It follows from (2.5) that there exists a subsequence (unk )k∈N of (un)n∈N that
converges weakly in L2(S (OT ); Hµ) to some u¯ ∈ L2(S (OT ); Hµ) which satisfies
E
∫
]0,T ]
|u¯t|2µd ¯Vt ≤ NE
[
|ϕ|2µ +
∫ T
0
¯ftdVt
]
.
For any φ ∈ H0 and bounded predictable process ξt, we have
lim
k→∞
E
∫ T
0
ξt〈φ, unkt 〉µd ¯Vt = limk→∞ E
∫ T
0
ξt(unkt , φ)0d ¯Vt = E
∫ T
0
ξt(ut, φ)0d ¯Vt,
and hence u = u¯ in L2(S (OT ); Hµ) and unk converges to u weakly in L2(S (OT ); Hµ) as k tends to
infinity. Define unk− = (unkt−)t≤T and u− = (ut−)t≤T , where the limits are taken in H0. By repeating
the argument above, we conclude that unk− converges to u− weakly in L2(S (OT ); Hµ) as k tends
to infinity.
Fix φ ∈ Hµ and a PT -measurable process (ξt)t≤T bounded by the constant K. Define the
linear functionals ΦL : L2(S (OT ); Hµ) → R and ΦM : L2(S (PT ); Hµ) → R by
ΦL(v) = E
∫
]0,T ]
ξt
∫
]0,t]
〈φ,Lsvs〉µ,0dVsd ¯Vt, ∀v ∈ L2(S (OT ); Hµ)
and
ΦM(v) = E
∫
]0,T ]
ξt
∫
]0,t]
{φMsvs}H0dMsd ¯Vt, ∀v ∈ L2(S (PT ); Hµ),
respectively. Owing to Assumption 2.1(0, µ) (ii), the Burkholder-Davis-Gundy inequality, and
the fact that ( ¯Vt)t≤T is uniformly bounded by the constant C, there is a constant N = N(K,C)
such that
|ΦL(v)| ≤ N|φ|µ
(
E
∫ T
0
|vt|2µd ¯Vt
) 1
2
, ∀v ∈ L2(S (OT ); Hµ),
and
|ΦM(v)| ≤ N|φ|µ
(
E
∫
]0,T ]
|vs|2µd ¯Vs
) 1
2
, ∀v ∈ L2(S (PT ); Hµ).
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This implies that ΦL is a continuous linear functional on L2(S (OT ); Hµ) and ΦM is a continu-
ous linear functional on L2(S (PT ); Hµ), and hence that
lim
k→∞
ΦL(unk) = ΦL(u), lim
k→∞
ΦL(unk− ) = ΦM(u−). (2.18)
For each k, we have that
E
∫ T
0
ξt(φ, unkt )0d ¯Vt = E
∫ T
0
ξt(φ, ϕ)0d ¯Vt + E
∫ T
0
ξt
∫ t
0
〈φ,Lnks unks + fs〉µ,0dVsd ¯Vt (2.19)
+ E
∫ T
0
ξt
∫ t
0
{φ(Msuns− + gs)}H0dMsd ¯Vt.
Passing to the limit as k tends to infinity on both sides of (2.19) using (2.18) and
〈φ,Λ2µunks 〉µ = (Λµφ,Λµunks )0,
we obtain that d ¯VtdP-a.e.
(φ, ut)0 = (φ, ϕ)0 +
∫
]0,t]
〈φ, (Lsus + fs)〉µdVs +
∫
]0,t]
{φ(Msus− + gs)}H0dMs, t ≤ T.
Therefore, for all α ≥ µ, u is a solution of (2.2).
We will now show that
sup
τ∈T
E
[
|uτ|2α
]
≤ NE
[
|ϕ|2α +
∫ T
0
¯ftdVt
]
. (2.20)
Let (hk)k∈N be a complete orthonormal basis in Hα such that the linear subspace spanned by
(hk)k∈N is dense in H2α. Owing to (2.5), for each m ≥ 1 and τ ∈ T ,
E

m∑
k=1
|(unτ,Λ2αhk)0|2
 = E

m∑
k=1
|(unτ, hk)α|2
 ≤ E [|unτ|2α] ≤ NE
[
|ϕ|2α +
∫ T
0
¯ftdVt
]
.
Applying Fatou’s lemma first in n and then in m, we have that for each τ ∈ T ,
E

∞∑
k=1
|(uτ,Λ2αhk)0|2
 ≤ NE
[
|ϕ|2α +
∫ T
0
¯ftdVt
]
.
Hence, for each t ∈ [0, T ], P-a.s. vt =
∑
k(ut,Λ2αhk)0hk ∈ Hα. Since the linear subspace
spanned by (Λ2αhk)k∈N is dense in H0 and for each t ∈ [0, T ], P-a.s., (ut − vt,Λ2αhk)0 = 0, for
all k ∈ N, it follows that P-a.s. for each τ ∈ T , uτ = v and
E
[
|uτ|2α
]
= E
∞∑
k=1
∣∣∣(uτ,Λ2αhk)0∣∣∣2 ≤ NE
[
|ϕ|2α +
∫ T
0
¯ftdVt
]
,
which proves (2.20).
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Estimating (2.2) directly in the Hα−µ-norm, we easily derive that
E
[
sup
t≤T
|ut|2α−µ
]
≤ NE
[
|ϕ|2α +
∫ T
0
¯fsdVt
]
.
If (vt)t≤T be another solution of (2.2), then by Theorem 2 in [GK81] and Assumption 2.1(0, µ)(i),
P-a.s. for all t ∈ [0, T ], we have
|ut − vt|20 ≤ L
∫ t
0
|us − vs|20dVs + mt,
where (mt)t≤T is a local martingale with m0 = 0, and hence applying Lemmas 2 and 4 in
[GM83], we get
P
(
sup
t≤T
|ut − vt|0 > 0
)
= 0,
which implies that (ut)t≤T is the unique solution of (2.2). This completes the proof of part (i).
(ii) Estimating (2.11) using Assumption 2.2(0, µ), we get that P-a.s.
d|un,mt |20 ≤ |ϕ|20 +
(
1
n
+
1
m
)
|un,m|20dVt + |un,mt− |2λdAt + |un,mt− |λdBt + (Gt(un,m) + ¯Gt (un,m))dMt.
Then estimating the stochastic integrand as in the proof of part (ii) of Lemma 2.6, for any
τ ∈ T , we get
E
[
sup
t≤τ
|un.mt |20
]
≤ NE
∫ τ
0
(
|un.ms |20 +
1
n
|uns |2µ +
1
m
|ums |2µ)
)
dVs,
and hence by Gronwall’s lemma and Lemma 2.6(ii),
E
[
sup
t≤τ
|un.mt |20
]
≤ N
(
1
n
+
1
m
)
E
[
|ϕ|2α +
∫
]0,T ]
(
¯ft + g¯2t
)
dVt
]
Thus,
lim
n,m→∞
E
[
sup
t≤τ
|un.mt |20
]
= 0.
Let (hk)k∈N be a complete orthonormal basis Hα such that the linear subspace spanned by
(hk)k∈N is dense in H2α. Owing to (2.7), for each m ≥ 1 and τ ∈ T ,
E
sup
t≤T
m∑
k=1
(unt , hk)α
 = E
sup
t≤T
m∑
k=1
|(unt ,Λ2αhk)0|2
 ≤ E
[
sup
t≤T
|unt |2α
]
≤ NE
[
|ϕ|2α +
∫
]0,T ]
( ¯ft + g¯2t )dVt
]
.
Applying Fatou’s lemma first in n and then in m, we have that
E
sup
t≤T
∞∑
k=1
|(ut,Λ2αhk)0|2
 ≤ NE
[
|ϕ|2α +
∫
]0,T ]
( ¯ft + g¯2t )dVt
]
.
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Thus, v =
∑
k(u,Λ2αhk)0hk is an Hα-valued weakly ca`dla`g process. Since the linear subspace
spanned on (Λ2αhk)k∈N is dense in H0 and
(
ut − vt,Λ2αhk
)
0
= 0, for all k ∈ N, it follows that
P-a.s. for all t ∈ [0, T ], ut = vt and
E
[
sup
t≤T
|ut|2α
]
= E
sup
t≤T
∞∑
k=1
|(ut,Λ2αhk)0|2
 ≤ NE
[
|ϕ|2α +
∫
]0,T ]
( ¯ft + g¯2t )dVt
]
.

3 On the L2-Sobolev theory for degenerate parabolic SIDEs
3.1 Statement of main results
In this section, we consider the d2-dimensional system of SIDEs on [0, T ] × Rd1 given by
dult =
(
(L1;lt + L2;lt )ut + bit∂iult + cl¯lt u¯lt + f lt
)
dVt +
(
N l̺t ut + gl̺t
)
dw̺t (3.1)
+
∫
Z1
(
Ilt,zu¯lt− + hlt(z)
)
η˜(dt, dz),
ul0 = ϕ
l, l ∈ {1, . . . , d2},
where for k ∈ {1, 2}, l ∈ {1, . . . , d2}, and φ ∈ C∞c (Rd1 ; Rd2),
Lk;lt φ(x) :=
1
2
σ
k;i̺
t (x)σk; j̺t (x)∂i jφl(x) + σk;i̺t (x)υk;l
¯l̺
t (x)∂iφ¯l(x)
+
∫
Zk
((
δl¯l + ρ
k;l¯l
t (x, z)
) (
φ
¯l(x + ζkt (x, z)) − φ¯l(x)
)
− ζk;it (x, z)∂iφl(x)
)
πkt (dz)
N l̺t φ(x) := σ1;i̺t (x)∂iφl(x) + υ1;l
¯l̺
t (x)φ¯l(x), ̺ ∈ N,
Ilt,zφ(x) :=
(
δl¯l + ρ
1;l¯l
t (x, z)
)
φ
¯l(x + ζ1t (x, z)) − φl(x).
We assume that
σkt (x) = (σk;i̺ω,t (x))1≤i≤d1 , ̺∈N, bt(x) = (biω,t(x))1≤i≤d1 , cω,t(x) = (cl¯lt (x))1≤l,¯l≤d2 ,
υkt (x) = (υk;l
¯l̺
ω,t (x))1≤l,¯l≤d2 , ̺∈N, ft(x) = ( f iω,t(x))1≤i≤d2 , gt(x) = (gi̺ω,t(x))1≤i≤d2 , ̺∈N
are random fields on Ω× [0, T ]×Rd1 that are RT ⊗B(Rd1)-measurable. Moreover, we assume
that
ζ1t (x, z) = (ζ1;iω,t(x, z))1≤i≤d1 , ρ1t (x, z) = (ρ1;l
¯l
ω,t (x, z))1≤l,¯l≤d2 , hiω,t(x, z))1≤i≤d2 ,
are random fields on Ω × [0, T ] × Rd1 × Z1 that are PT ⊗ B(Rd1) ⊗ Z1-measurable and
ζ2t (x, z) = (ζ2;iω,t(x, z))1≤i≤d1 , ρ2t (x, z) = (ρ2;l¯lω,t (x, z))1≤l,¯l≤d2 ,
are random fields on Ω × [0, T ] × Rd1 × Z2 that are RT ⊗ B(Rd1) ⊗ Z2-measurable. We also
assume that there is a constant C such that Vt ≤ C for all (ω, t) ∈ Ω × [0, T ].
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Let us describe our notation. Let d ∈ N be arbitrarily given. For each integer d ≥ 1, let
Rd be the space of d-dimensional Euclidean points x = (x1, . . . , xd). The dot product of two
elements x, y ∈ Rd is denoted by x · y = ∑di=1 = xiyi and the norm of an element x ∈ Rd is
denoted by |x| = √x · x. Let ℓ2(Rd) be the space of square-summable Rd-valued sequences.
The norm of an element x ∈ ℓ2(Rd) is denoted by |x|. For a d × d-dimensional matrix A with
real-valued entries, we denote by det A and tr A, the determinant and trace of A, respectively.
The symmetric part of a d × d-dimensional matrix A with real-valued entries is denoted by
Asym. Let Id denote the d × d-dimensional identity matrix.
For each i ∈ {1, . . . , d1}, let ∂i = ∂∂xi be the spatial derivative operator with respect to xi and
write ∂i j = ∂i∂ j for each i, j ∈ {1, . . . , d1}. For a once differentiable function f = ( f 1 . . . , f d1) :
Rd1 → Rd, we denote the gradient of f by ∇ f = (∂ j f i)1≤i≤d1 ,1≤ j≤d and the divergence of f
when d = d1 by div f = ∑d1i=1 ∂i f i. For a once differentiable function f = ( f 1̺, . . . , f d̺)̺∈N :
Rd1 → ℓ2(Rd), we denote the gradient of f by ∇ f = (∂ j f i̺)1≤i≤d1 ,1≤ j≤d,̺∈N and the divergence
of f when d = d1 by div f = (∑d1i=1 ∂i f i̺)̺∈N.
For a multi-index γ = (γ1, . . . , γd1) ∈ (N ∪ {0})d1 of length |γ| := γ1 + · · · + γd1 , denote by
∂γ the operator ∂γ = ∂γ11 · · ·∂
γd1
d1 , where ∂
0
i is the identity operator for all i ∈ {1, . . . , d1}, and let
xγ = x
γ1
1 · · · x
γd1
d1 , for each x ∈ Rd1 .
For continuous functions f : Rd1 → Rd, we define
[ f ]0 = sup
x∈Rd1
| f (x)|
and
[ f ]β = sup
x,y∈Rd1 ,x,y
| f (x) − f (y)|
|x − y|β , β ∈ (0, 1].
We denote by C∞c (Rd1; Rd) the space of infinitely differentiable Rd-valued functions with com-
pact support in Rd1 .
Let us introduce the following assumption for m ∈ N and a real number β ∈ [0, 2].
Assumption 3.1 (m, d2). Let N0 be a positive constant.
(i) For all (ω, t, x) ∈ Ω× [0, T ]×Rd1 , the derivatives in x of the random fields bt, ct, σ2t , and
υ2t up to order m and σkt and υkt , k ∈ {1, 2}, up to order m + 1 exist, and for all x ∈ Rd1 ,
max
|γ|≤m
(
|∂γbt(x)| + |∂γct(x)| + |∂γ∇σ1t (x)| + |∂γσ2t (x)| + |∂γ∇υ1t (x)| + |∂γυ2t (x)|
)
≤ N0.
(ii) For each k ∈ {1, 2} and all (ω, t, x, z) ∈ Ω × [0, T ] × Rd1 × Zk, the derivatives in x of the
random field ζkt (z) up to order m exist, and for all x ∈ Rd1 ,
max
|γ|≤m
|∂γζ1t (x, z) | +max|γ|=m
[
∂γζ1t (·, z)
]
β
2
≤ K1t (z) , ∀z ∈ Z1,
max
|γ|≤m
|∂γζ2t (x, z) | ≤ K2t (z), ∀z ∈ Z2,
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where K1t (resp. K2t ) are PT ⊗Z1 (resp. PT ⊗Z1) -measurable processes satisfying
sup
z∈Zk
Kkt (z) +
∫
Z1
K1t (z)βπ1t (dz) +
∫
Z2
K2t (z)2π2(dz) ≤ N0.
(iii) There is a constant η < 1 such that for each k ∈ {1, 2} on the set all (ω, t, x, z) ∈
Ω × [0, T ] × Rd1 × Zk in which |∇ζkt (x, z)| > η,∣∣∣∣(Id1 + ∇ζkt (x, z))−1
∣∣∣∣ ≤ N0.
(iv) For each k ∈ {1, 2} and all (ω, t, x, z) ∈ Ω × [0, T ] × Rd1 × Zk, the derivatives in x of the
random field ρkt (z) up to order m exist, and for all x ∈ Rd1 ,
max
|γ|≤m
|∂γρ1t (x, z)| +max|γ|=m
[
ρ1t (·, z)
]
β
2
≤ l1t (z),
max
|γ|≤m
|∂γρ2t (x, z)| ≤ l2t (z) ,
where l1 (resp. l2) is PT ⊗Z1 (resp. PT ⊗ Z2) -measurable function satisfying∫
Z1
l1t (z)2π1t (dz) +
∫
Z2
l2t (z)2π2(dz) ≤ N0.
Let L2 = L2(Rd1 ,B(Rd1), ν; R), where ν (differential is denoted by dx) is the Lebesgue
measure. Let S = S(Rd1) be the Schwartz space of rapidly decreasing functions on Rd1 . The
Fourier transform of an element v ∈ S is defined by
vˆ(ξ) = F v(ξ) =
∫
Rd1
v(x)e−i2πξ·xdx, ξ ∈ Rd1 .
We denote by F −1 its inverse. Denote the space of tempered distributions by S′, the dual of
S.
Let ∆ :=
∑d1
i=1 ∂
2
i be the Laplace operator on Rd1 . For α ∈ R, we define the Sobolev scale
Hα(Rd1 ; Rd) =
{
v = (vi)1≤i≤d : vi ∈ S′ and
(
1 + 4π2 |ξ|2
)α/2
vˆi ∈ L2(Rd1), ∀i ∈ {1, . . . , d}
}
=
{
v = (vi)1≤i≤d : vi ∈ S′ and (I − ∆) α2 vi ∈ L2(Rd1), ∀i ∈ {1, . . . , d}
}
with the norm and inner product given by
‖v‖α,d =

d∑
i=1
∣∣∣∣(1 + 4π2 |ξ|2)α/2 vˆi
∣∣∣∣2
L2

1/2
=

d∑
i=1
∣∣∣(I − ∆)α/2 vi∣∣∣2L2

1/2
and
(v, u)α,d =
d∑
i=1
(
(I − ∆)α/2 vi, (I − ∆)α/2 ui
)
L2
, ∀u, v ∈ Hα(Rd1 ; Rd),
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where
(I − ∆)α/2 vi = F −1
((
1 + 4π2 |ξ|2
)α/2
vˆi
)
.
It is well-known that C∞c (Rd1 ,Rd) is dense in Hα(Rd1 ; Rd) for each α ∈ R. For v ∈ H1(Rd1 ,Rd)
and u ∈ H−1(Rd1; Rd), we let
〈v, u〉1,d = (Λ1v,Λ−1u)0,d,
and identify the dual of H1(Rd1; Rd) with H−1(Rd1 ; Rd) through this bilinear form. Moreover,
all of the properties imposed in Section 2 for the abstract family of spaces (Hα)α∈R and opera-
tors (Λα)α∈R holds for the Sobolev scale. We refer the reader to [Tri10] for more details about
the Sobolev scale (see the references therein as well).
For each α ∈ R, let Hα(Rd1; Rd;F0) be the space of all F0-measurable Hα(Rd1; Rd)-valued
random variables ϕ˜ satisfying E
[
‖ϕ˜‖2α
]
< ∞.
Let Hα(Rd1; Rd2) be the space of all Hα(Rd1 ; Rd2)-valued RT -measurable processes f :
Ω × [0, T ] → Hα(Rd1 ; Rd2) such that
E
∫ T
0
‖ ft‖2αdVt < ∞.
Let Hα(Rd1 ; ℓ2(Rd)) be the space of all sequences of Hα(Rd1; Rd)-valued PT -measurable
processes g˜ = (g˜̺)̺∈N, g˜̺ : Ω × [0, T ] → Hα(Rd1; Rd), satisfying
E
∫ T
0
‖g˜t‖2αdVt = E
∫ T
0
∑
ρ∈N
‖g˜̺t ‖2αdVt < ∞.
Let Hα(Rd1 ; Rd; π1) be the space of all Hα(Rd1 ; Rd)-valued PT ⊗ Z1-measurable processes
˜h : Ω × [0, T ] × Z1 → Hα(Rd1 ; Rd) such that
E
∫ T
0
∫
Z1
‖˜ht (z) ‖2απ1t (dz)dVt < ∞..
For each α ∈ R, we set Hα = Hα(Rd1; Rd2), Hα(F0), Hα = Hα(Rd1 ; Rd2), Hα(Rd1; ℓ2(Rd2)) =
Hα(ℓ2), Hα(π1) = Hα(Rd1; Rd; π1), and ‖ · ‖α = ‖ · ‖α,d2 , (·, ·)α = (·, ·)α,d2 , 〈·, ·〉1 = 〈·, ·〉1,d2 . We
also set C∞c = C∞c (Rd1; Rd).
Definition 3.1. Let ϕ ∈ H0(F0), f ∈ H−1, g ∈ H0(ℓ2), and h ∈ H0(π1). An H0-valued
strongly ca`dla`g process u = (ut)t≤T is said to be a solution of the SIDE (3.1) if u ∈ L2(Ω ×
[0, T ],OT , dVtdP; H1) and P-a.s. for all t ∈ [0, T ],
ut
H−1
= ϕ +
∫ t
0
(
(L1;ls +L2;ls )us + bis∂iuls + cl¯ls u¯ls + f ls
)
dVs +
∫ t
0
(
N l̺s us + gl̺s
)
dw̺s
+
∫ t
0
∫
Z1
(
Ils,zu¯ls− + hls(z)
)
η˜(ds, dz),
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where H
−1
= indicates that the equality holds in the H−1. That is, P-a.s. for all t ∈ [0, T ] and
v ∈ H1,
(v, ut)0 = (v, u0) +
∫ t
0
〈v, (L1s + L2s)us + bis∂ius + csus + fs〉1dVs
+
∫ t
0
(
v,
(
N l̺s us + gl̺s
))
0
dw̺s +
∫ t
0
∫
Z1
(
v,
(
Ils,zu¯ls− + hls(z)
))
η˜(ds, dz).
The main result of this section is the following statement.
Theorem 3.2. Let Assumption 3.1(m, d2) hold for m ∈ N and a real number β ∈ [0, 2]. Then
for every ϕ ∈ Hm(F0), f ∈ Hm, g ∈ Hm+1(ℓ2), h ∈ Hm+ β2 (π1), and there exists a unique solution
u = (ut)t≤T of (3.1) that is weakly ca`dla`g as an Hm-valued process and strongly ca`dla`g as an
Hα′-valued process for any α′ < m. Moreover, there is a constant N = N(d1, d2, N0,m, η, β)
such that
E
[
sup
t≤T
‖ut‖2m
]
≤ NE
[
‖ϕ‖2m +
∫ T
0
(
‖ ft‖2m + ‖gt‖2m+1 +
∫
Z1
‖ht(z)‖2
m+
β
2
π1t (dz)
)
dVt
]
.
3.2 Proof of Theorem 3.2
By [MR99] (see Examples 2.3-2.4), the stochastic integrals in (3.1) can be written as stochastic
integrals with respect to a cylindrical martingale. We will apply Theorem 2.4 to (3.1) with
α = m and µ = 1 by checking that Assumptions 2.1(λ, 1) and 2.2(λ, 1) for λ ∈ {0,m} are
implied by Assumption 3.1(m, d2). We start with λ = 0 as our base case and show that λ = m
can be reduced to it.
We introduce our base assumption for β ∈ [0, 2] .
Assumption 3.2 (d2). Let N0 be a positive constant.
(i) For all (ω, t, x) ∈ Ω × [0, T ] × Rd1 , the derivatives in x of the random fields bt, σ1t , σ2t ,
and divσ1t exist, and for all x ∈ Rd1 ,
|∇ divσ1t (x) | + |σkt (x) | + |∇σkt (x)| + |divbt(x)| + |ct(x)| + |υ2t,sym (x) | + |∇υ1t (x) | ≤ N0.
(ii) For each k ∈ {1, 2} and all (ω, t, x, z) ∈ Ω × [0, T ] × Rd1 × Zk, the derivatives in x of the
random fields ζkt (z) exist, and for all x ∈ Rd1 ,
|ζ1t (x, z)| ≤ K1t (z) , |∇ζ1t (x, z) | ≤ ¯K1t (z) ,
[
div ζ1t (·, z)
]
β
2
≤ ˜K1t (z) , ∀z ∈ Z1,
|ζ2t (x, z)| ≤ K2t (z) , |∇ζ2t (x, z) | ≤ ¯K2t (z) , ∀z ∈ Z2,
where K1t , ¯K1t , ˜K1t (resp. K2t , ¯K2t ) are PT ⊗ Z1 (resp. PT ⊗ Z2) -measurable processes
satisfying
sup
z∈Z1
(
K1t (z) + ¯K1t (z) + ˜K1t (z)
)
+
∫
Z1
(
K1t (z)β + ¯K1t (z)2 + ˜K1t (z)2
)
π1t (dz) ≤ N0,
sup
z∈Z2
(
K2t (z) + ¯K2t (z)
)
+
∫
Z2
¯K2t (z)2π2(dz) ≤ N0.
3.2 Proof of Theorem 3.2 22
(iii) There is a constant η < 1 such that for each k ∈ {1, 2} on the set all (ω, t, x, z) ∈
Ω × [0, T ] × Rd1 × Zk in which |∇ζkt (x, z)| > η,∣∣∣∣(Id1 + ∇ζkt (x, z))−1
∣∣∣∣ ≤ N0.
(iv) For each k ∈ {1, 2} and all (ω, t, x, z) ∈ Ω × [0, T ] × Rd1 × Zk, |ρkt (x, z)| ≤ lkt (z), and for
all (ω, t, z) ∈ Ω × [0, T ] × Z1,
[
ρ1t,sym(·, z)
]
β
2
≤ ˜l1t (z) , where lk (resp., ˜l1) is a PT ⊗ Zk-
measurable (resp. PT ⊗Z1-measurable) functions satisfying∫
Z1
(
l1t (z)2 + ˜l1t (z)2
)
π1(dz) +
∫
Z2
l2t (z)2π2(dz) ≤ N0.
Note that Assumption 3.2(d2) is weaker than Assumption 3.1(0, d2).
Let us make the following convention for the remainder of this section. If we do not
specify to which space the parameters ω, t, x, y, and z belong, then we mean ω ∈ Ω, t ∈ [0, T ],
x ∈ Rd1 , and z ∈ Zk. Moreover, unless otherwise specified, all statements hold for all ω, t, x, y,
and z independent of any constant N introduced is independent of ω, t, x, y, and z. We will also
drop the dependence of processes t, x, and z when we feel it will not obscure our argument.
Lastly, all derivatives and Ho¨lder norms are taken with respect to x ∈ Rd1 .
Remark 3.3. Let Assumption 3.2(d2) hold. For each k and θ ∈ [0, 1], on the set all ω, t, and z
in which |Kkt (z)| ≤ η, we have
∣∣∣(Id1 + θ∇ζkt (x, z))−1∣∣∣ ≤ 11 − θη.
Moreover, for each k and all ω, t, and z, we have
∣∣∣(Id1 + ∇ζkt (x, z))−1∣∣∣ ≤ max
(
1
1 − θη, N0
)
.
Therefore, by Hadamard’s theorem (see, e.g., Theorem 0.2 in [DMGZ94] or 51.5 in [Ber77]):
• for each k and θ ∈ [0, 1], on the set all ω, t, and z in which |Kkt (z)| ≤ η, the mapping
˜ζkt,θ(x, z) := x + θζkt (x, z)
is a global diffeomorphism in x;
• for each k and all ω, t, and z, the mapping
˜ζkt (x, z) = ˜ζkt,1(x, z) = x + ζkt (x, z)
is a global diffeomorphism in x.
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When inverse of the mapping x 7→ ˜ζkt,θ(x, z) exists, we denote it by
˜ζk;−1t,θ (x, z) =
(
˜ζ
k;−1; j
t,θ (x, z)
)
1≤ j≤d1
and note that
˜ζk;−1t,θ (x, z) = x − θζkt (˜ζk;−1t,θ (x, z), z).
Furthermore, for each k and θ ∈ [0, 1], on the set all ω, t, and z in which |Kkt (z)| ≤ η, there is a
constant N = N(d1, N0, η) such that
|∇˜ζk;−1t,θ (x, z)| ≤ N (3.2)
and for each k and all ω, t, and z,
|∇˜ζk;−1t (x, z)| ≤ N. (3.3)
Using simple properties of the determinant, we can easily show that there is a constant N =
N(d1) such that for an arbitrary real-valued d1 × d1 matrix A,
| det(Id1 + A) − 1| ≤ N|A| and | det(Id1 + A) − 1 − tr A| ≤ N|A|2.
Thus, there is a constant N = N(d1, N0, η) such that
| det∇˜ζk;−1 − 1| =
∣∣∣∣det (Id − ζkt (˜ζk;−1t )) − 1
∣∣∣∣ ≤ N|∇ζk(˜ζk;−1)| (3.4)
and ∣∣∣∣det∇˜ζk;−1 − 1 + div (ζk(˜ζk;−1))
∣∣∣∣ ≤ N|∇ζk(˜ζk;−1)|2.
Since ∂l ˜ζk;−1; j = δl j − ∂mζk; j(˜ζk;−1∂l ˜ζk;−1;m), we have
| div Fk − div ζk(˜ζk;−1)| = |∂ jζk;l(˜ζk;−1t (∂l ˜ζk;−1; j − δl j)| ≤ N|∇ζk(˜ζk;−1)|2,
and thus ∣∣∣det∇˜ζk;−1 − 1 + div ζk(˜ζk;−1)∣∣∣ ≤ N|∇ζk(˜ζk;−1)|2. (3.5)
In the following three lemmas, we will show that Assumptions 2.1(λ, 1) and 2.2(λ, 1) for
λ ∈ {0,m} hold under Assumption 3.2(β) for any β ∈ [0, 2]. For each l ∈ {1, . . . , d2} and all
φ ∈ C∞c , let
Lltφ = (L1;lt +L2;lt )φ + bit∂iφl + cl¯lt φ¯l,
A1;lt φ =
1
2
σ
1;i̺
t σ
1; j̺
t ∂i jφ
l + σ
1;i̺
t υ
1;l¯l̺
t ∂iφ
¯l, and J1t φ = L1t φ −A1t φ.
Lemma 3.4. Let Assumption 3.2(d2) hold. Then there is a constant N = N(d1, d2, N0, η) such
that for all (ω, t) ∈ Ω × [0, T ] and v ∈ H1,
‖Ltv‖−1 ≤ N‖v‖1, ‖Atv‖−1 ≤ N‖v‖1, ‖J1t v‖−1 ≤ N‖v‖1,
‖Ntv‖0 ≤ N‖φ‖1, and
∫
Z1
‖It,zv‖20π1t (dz) ≤ N‖v‖21.
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Proof. First we will show that there is a constant N such that
(ψ,Ltφ)0 ≤ N‖ψ‖1‖φ‖1, ∀φ ∈ C∞c .
Once this is established, we know that L extends to a linear operator from H1 to H−1 (still
denoted byL) and ‖Ltv‖−1 ≤ N‖v‖1, for all v ∈ H1. Using Taylor’s formula and the divergence
theorem, we get that for all and all φ, ψ ∈ C∞c
(ψ,Lφ)0 =
2∑
k=1
(
(ψ,Lkt φ)0 + (∂iψ,Yk;it φ)0 + (ψ, bt∂iφ)0 + (ψ, ctφ)0
)
,
where for each k ∈ {1, 2}, l ∈ {1, . . . , d2}, and i ∈ {1, 2, . . . , d1},
Lk;lφ : = −
∫
¯Kk<η
∫ 1
0
(
φl(˜ζkθ ) − φl
)
∂iζ
k;idθπk(dz)
−
∫
¯Kk<η
∫ 1
0
θ∂ jφl(˜ζkθ )∂iζk; jζk;idθπk(dz)
+
∫
Zk
ρk;l
¯l
(
φl(˜ζk) − φl
)
πk(dz) + σk;i̺υk;l¯l̺∂iφ¯l
+
∫
¯Kk>η
(
φl(˜ζk) − φl − ζk;i∂iφl
)
πk(dz),
Yk;liφ : = −
∫
¯Kk<η
∫ 1
0
(
φl(˜ζkθ ) − φl
)
ζk;idθπk(dz) − 1
2
∂i
(
σk;i̺σk; j̺
)
∂ jφl.
For the remainder of the proof, we make the convention that statements hold for all φ, ψ ∈ C∞c
and that all constants N are independent of φ. By Minkowski’s integral inequality and Holder’s
inequality, we have (using the notation of Remark 3.3)
||Lkφ||0 ≤
(∫
¯Kk<η
(Kk)2πk(dz)
) 1
2
∫ 1
0
(∫
Rd1
∫
¯Kk<η
|φ(˜ζkθ (z)) − φ|2πk(dz)dx
) 1
2
dθ
+
∫
¯Kk<η
Kk(z)2
∫ 1
0
(∫
Rd1
|∇φ(˜ζkθ )|2dx
) 1
2
πk(dz)θdθ
+
(∫
Z1
(lk)2πk(dz)
) 1
2
(∫
Rd1
∫
Z1
|φ(˜ζk) − φ|2πk(dz)dx
) 1
2
+N‖∇φ‖0 +
∫
¯Kk≥η
∫ 1
0
(∫
Rd1
|φ(˜ζk) − φ − ζk;i∂iφ|2dx
) 1
2
dθπk(dz),
and for all i ∈ {1, . . . , d1},
||Yk;iφ||0 ≤
(∫
¯Kk<η
(Kk)2πk(dz)
) 1
2
∫ 1
0
(∫
Rd1
∫
¯Kk<η
|φ(˜ζkθ ) − φ|2πk(dz)dx
) 1
2
dθ + N‖∇φ‖0.
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Applying the change of variable formula and appealing to (3.2), we find that
∫
Rd1
∫
¯Kk<η
|φ(˜ζkθ ) − φ|2πk(dz)dx ≤ θ
∫
¯Kk<η
∫ 1
0
∫
Rd1
|∇φ(˜ζk
θ ¯θ
)|2|ζk|2dxd ¯θ
≤ θ
∫
¯Kk<η
(Kk)2
∫ 1
0
∫
Rd1
|∇φ|2
∣∣∣det∇˜ζk;−1
θ ¯θ
∣∣∣ dxd ¯θ ≤ Nθ‖∇φ‖20.
Similarly, since πk({z ∈ Zk : ¯Kk ≥ η}) ≤ N0, we have∫
Rd1
∫
¯Kk≥η
|φ(˜ζk) − φ|2πk(dz)dx ≤ 2
∫
Rd1
∫
¯Kk≥η
(
|φ(˜ζk)|2 + |φ|2
)
πk(dz)dx
≤
∫
¯Kk≥η
∫
Rd1
|φ|2
(
1 +
∣∣∣det∇˜ζk;−1∣∣∣) dxπk(dz) ≤ N‖φ‖20
and
∫
¯Kk≥η
(∫
Rd1
|φ(˜ζk) − φ − ζk;i∂iφ|2dx
) 1
2
πk(dz)
≤ N
∫
¯Kk≥η
(∫
Rd1
(
|φ|2
(
1 +
∣∣∣det∇˜ζk;−1∣∣∣) + (Kk)2|∇φ|2) dx
) 1
2
πk(dz) ≤ N‖φ‖1,
where in the last inequality we used (3.3). Moreover,
∫
¯Kk<η
(Kk)2
(∫
Rd1
|∇φ(˜ζkθ )|2dx
) 1
2
πk(dz)
≤
∫
¯Kk<η
(Kk)2
(∫
Rd1
|∇φ|2 det∇˜ζk;−1
θ
dx
) 1
2
πk(dz) ≤ N‖∇φ‖0.
Combining the above estimates, we get that (ψ,Lφ)0 ≤ N‖ψ‖1‖φ‖1. It is clear from the above
computation that
‖A1t φ‖−1 ≤ N‖φ‖1, ‖J1t φ‖−1 ≤ N‖φ‖1,
where actuallyA1 andJ1 are actually extensions of the operators defined above. The inequal-
ity ‖Nφ‖0 ≤ N‖φ‖1 can easily be obtained. Following similar calculations to ones we derived
above (using (3.3) and (3.2)), we obtain∫
Z1
||Iφ||20π1(dz) ≤ N(A1 + A2),
where
A1 :=
∫
Rd1
∫
¯K1≤η
∫ 1
0
|∇φ(˜ζ1θ )|2|ξ1|2π1(dz)dθdx
+
∫
Rd1
∫
K1>η
(
|φ(˜ζ1)|2 + |φ|2
)
π1(dz)dx ≤ N‖φ‖21
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and
A2 :=
∫
Rd1
∫
Z1
ρ1;l
¯lφ
¯l(˜ζ1)π1 (dz) dx ≤ N‖φ‖20.

Lemma 3.5. Let Assumption 3.2(d2) hold. Then there is a constant N = N(d1, d2, N0, η, β)
such that for all (ω, t) ∈ Ω × [0, T ] and all v ∈ H1,
2〈v,L2t v + bit∂ivt + c·¯lt v¯lt〉1 +
1
4
(σ2;i̺t ∂iv, σ2; j̺t ∂ jv)0
+
1
4
∫
Z2
‖v(˜ζ2t (z)) − v‖20π2t (dz) ≤ N||v||20, (3.6)
2〈v,A1t v〉1 + ||Ntv||20 ≤ N||v||20, 2〈v,J1t v〉1 +
∫
Z1
||It,zv||20π1t (dz) ≤ N||v||20, (3.7)
and
2〈v,Ltv + ft〉1 + ||Ntv + gt||20 +
∫
Z1
||It,zv + ht (z) ||20π1 (dz)
+
1
4
(σ2;i̺t ∂iv, σ2; j̺t ∂ jv)0 +
1
4
∫
Z2
‖v(˜ζ2t (z)) − v‖20π2t (dz)
≤ N
(
‖v‖20 + || ft||20 + ||gt||21 +
∫
Z1
||ht (z) ||2β
2
π1t (dz)
)
.
Proof. For the remainder of the proof, we make the convention that statements hold for all
φ ∈ C∞c and that all constants N are independent of φ. Using the divergence theorem, we get
2〈φ,A1φ〉1 + ||Nφ||20 =
1
2
∫
Rd1
(
| divσ1|2 + 2σ1;i∂i divσ1 + ∂ jσ1;i∂iσ1; j
)
|φ|2dx
+
∫
Rd1
(
|υ1φ|2 − 2φl
(
υ1;l
¯l
sym divσ1 + σ1;i∂iυ1;l
¯l
sym
)
φ
¯l
)
dx ≤ N‖φ‖20.
Rearranging terms and using the identity 2a(b− a) = −|b− a|2 + |b|2 − |a|2, a, b ∈ R, we obtain
2〈φ,J1φ〉1 +
∫
Z1
||Iφ||20π1t (dz) = A1 + A2,
where
A1 :=
∫
Rd1
∫
Z1
(
|φ(˜ζ1)|2 − |φ|2 − 2φζ1;i∂iφ
)
π1(dz)dx
A2 := 2
∫
Rd1
∫
Z1
(
φl(˜ζ1)ρ1;l¯lφ¯l(˜ζ1) − φlρ1;¯lφl
)
π1(dz)dx +
∫
Rd1
∫
Z1
|ρ1φ(˜ζ1)|2π1(dz)dx,
Since
| div ζ1(˜ζ1;−1) − div ζ1| ≤ [div ζ1] β
2
(K1) β2 ≤ ( ˜K1)2 + (K1)β,
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changing the variable of integration and making use of the estimate (3.5), we obtain
A1 ≤
∫
Rd1
|φ|2
∫
Z1
| det∇˜ζ1;−1 − 1 + div ζ1|π1(dz)dx ≤ N‖φ‖20
and
A2 = 2
∫
Rd1
∫
Z1
φl
(
ρ1;l
¯l(˜ζ1;−1) − ρ1;l¯l
)
φ
¯lπ1(dz)dx
+
∫
Rd1
∫
Z1
2φlρ1;l¯l(˜ζ1;−1)φ¯l
(
det∇˜ζ1;−1 − 1
)
π1(dz)dx
+
∫
Rd1
∫
Z1
|ρ1(˜ζ1;−1)φ|2 det∇˜ζ1;−1π1(dz)dx =: A21 + A22 + A23.
Owing to (3.4) and Holder’s inequality, we have
A22 + A23 ≤ N
∫
Z1
((l1)2 + (K1)2)π1(dz)||φ||20.
For β > 0, we have
A21 ≤ N
∫
Z1
[
ρ1sym
]
β
2
(K1) β2π1(dz)‖φ‖20 ≤ N
∫
Z1
(
(˜l1)2 + (K1)β
)
π1(dz)‖φ‖20 ≤ N‖φ‖20
and for β = 0, using Holder’s inequality, we get
A21 ≤ N‖φ‖20
∫
Z1
(l1)2π1(dz).
By the divergence theorem, we have
2〈φ,L2φ〉0 = B1 + B2 + B3,
where
B1 :=
∫
Rd1
(
φlσ2;i̺σ2; j̺∂i jφl + 2σ2;i̺υ2;l
¯l̺∂iφ
¯l
)
dx,
B2 := 2
∫
Rd1
∫
Z2
φl
(
φl(˜ζ2) − φl − ζ2;i∂iφl
)
π2(dz)dx,
B3 := 2
∫
Rd1
∫
Z2
φlρ2;l
¯l
(
φ
¯l(˜ζ2) − φ¯l
)
π2(dz)dx.
Owing to the divergence theorem, we have
(φ, σ2;i̺σ2; j̺∂i jφ)0 = −
((
σ2;i̺σ2; j̺∂iφ + φ
(
σ2; j̺ divσ2;̺ + σ2;i̺∂iσ2; j̺
))
, ∂ jφ
)
0
(φσ2;i̺∂iσ2; j̺, ∂ jφ)0 = −12
(
φ
(
∂ jσ2;i̺∂iσ2; j̺ + σ2; j̺∂ j divσ2;̺
)
, φ
)
0
,
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(φσ2; j̺∂ j divσ2;̺, φ)0 = −(φ| divσ2|2, φ)0 + 2(φσ2;i̺ divσ2;̺, ∂ jφ)0,
and hence,
(φ, σ2;i̺t σ2; j̺t ∂i jφ)0 = −
(
σ2;i̺σ2; j̺∂iφl∂ jφl + 2φσ2; j̺ divσ2;̺, ∂ jφ
)
0
+
1
2
(
φ
(
∂ jσ2;i̺∂iσ2; j̺ − | divσ2|2
)
, φ
)
0
.
Thus, by Young’s inequality,
B1 ≤ −12
∫
∂iφ
lσ2;i̺σ2; j̺∂ jφldx + N‖φ‖20.
Once again making use of the identity 2a(b − a) = −|b − a|2 + |b|2 − |a|2, a, b ∈ R, we get
2φl(φl(˜ζ2) − φl − ζ2;i∂iφl) = −|φ(˜ζ2) − φ|2 + |φ(˜ζ2)|2 − |φ|2 − ζ2;it ∂i|φ|2.
Changing the variable of integration and applying the divergence theorem, we obtain
B2 = −
∫
Rd1
∫
Z2
|φ(˜ζ2) − φ|2π2(dz)dx
+
∫
Rd1
∫
Z2
|φ|2
(
det∇˜ζ2;−1 − 1 + div ζ2(˜ζ2;−1)
)
π2(dz)dx
+
∫
Rd1
∫
Z2
|φ|2
(
div ζ2 − div ζ2(˜ζ2;−1)
)
π2(dz)dx.
Changing the variable of integration in the last term of B2, we get∫
Rd1
∫
Z2
|φ|2
(
div ζ2 − div ζ2(˜ζ2;−1)
)
π2(dz)dx
=
∫
Rd1
∫
Z2
(
|φ|2 − |φ(˜ζ)|2 det∇˜ζ2
)
div ζ2π2(dz)dx
=
∫
Rd1
∫
Z2
|φ(˜ζ2)|2
(
1 − det∇˜ζ2
)
div ζ2π2(dz)dx
+
∫
Rd1
∫
Z2
(φl − φl(˜ζ2))(φl + φl(˜ζ2)) div ζ2π2(dz)dx =: B21 + B22.
Clearly,
B21 ≤ N
∫
Z2
( ¯K2)2π2(dz)‖φ‖20,
and applying Holder’s inequality,
B22 ≤ N
∫
Rd1
(∫
Z2
|φ(˜ζ2) − φ|2π2(dz)
) 1
2
(∫
Z2
(
|φ|2 + |φ(˜ζ2)|2
)
( ¯K2)2π2(dz)
) 1
2
dx.
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Hence, by Remark 3.3 and Young’s inequality,
B2 ≤ −
1
2
∫
Rd1
∫
Z2
|φ(˜ζ2) − φ|2π2(dz)dx + N‖φ‖20.
By Holder’s inequality,
B3 ≤ N
∫
Rd1
(∫
Z2
|φ(˜ζ2) − φ|2π2(dz)
) 1
2
(∫
Z2
(l2)2π2(dz)
) 1
2
|φ|dx.
Applying Young’s inequality again and combining B2 and B3, we derive
2〈φ,L2φ〉1 ≤ N‖φ‖20 −
1
4
∫
∂iφ
lσ2;i̺σ2; j̺∂ jφldx − 14
∫ ∫
Z2
|φ(˜ζ2) − φ|2π2(dz)dx. (3.8)
By the divergence theorem, we have
2〈φ, bi∂iφ + c·¯lφ¯l + f 〉0 = 2 (φ, f )0 + (φ, φ div b)0 + 2(φ, cφ)0 ≤ N(‖φ‖20 + ‖ f ‖20). (3.9)
Combining (3.8) and (3.9), we obtain (3.6). To obtain the estimate (3.7), we use (3.6) and
(3.7), and estimate the additional terms:
D :=
(
σ1;i̺∂iφ + υ
1;·¯l̺φ
¯l, g̺
)
0
and
2
∫
Z1
((
φ(˜ζ1) − φ, h
)
0
+ (ρ1φ(˜ζ1), h)0
)
π1(dz) =: E1 + E2.
By the divergence theorem and Holder’s inequality,|D| ≤ N
(
||φ||20 + ||g||21
)
. Applying Holder’s
inequality and changing the variable of integration, we get
E2 ≤
∫
Rd1
∫
Z1
(
|ρ1φ(˜ζ1)|2 + |h|2
)
π1(dz)dx ≤ N
(
||φ||20 +
∫
Z1
||h (z) ||20π1(dz)
)
.
Then by (3.4), Holder’s inequality, and Lemma 3.8,
E1 = 2
∫
Z1
∫
Rd1
φl
(
hl(˜ζ1;−1)(det∇˜ζ1;−1 − 1) + hl(˜ζ1;−1) − h
)
dxπ1(dz)
≤ N
(
‖φ‖20 +
∫
Rd1
∫
Z1
(
|h|2 + |h(˜ζ1;−1) − h|2
)
π1(dz)dx
)
≤ N
(
‖φ‖20 +
∫
Z1
||h(z)||2β
2
π1(dz)
)
.
This completes the proof. 
In the following lemma, we verify that Assumption 2.2(0, 1) holds for (3.1). Recall that
W0,1 is the space of all H0-valued strongly ca`dla`g processes v : Ω × [0, T ] → H0 that belong
to L2(Ω × [0, T ],OT , dVtdP; H1).
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Lemma 3.6. Let Assumption 3.2(d2) hold. Then there is a constant N = N(d1, d2, N0, η, β)
such that for all v ∈ W0,1, P-a.s.:
(i)
2〈vt,Ltvt〉1dVt + ‖Ntvt‖20dVt +
∫
Z1
‖It,zvt−‖20η(dt, dz)
+2(vt,N̺t vt)0dw̺t + 2
∫
Z1
(vt−,It,zvt−)0η˜ (dt, dz)
≤
(
N||vt ||20dVt +
∫
Z1
Nκt(z)||vt−||20η(dt, dz) + 2(vt,Nρt vt)0dw̺t +
∫
Z1
Gt,z(v)η˜(dt, dz)
)
,
where
|Gt,z(v)|dVt ≤ κ¯t(z)||vt−||20dVt, ∀z ∈ Z1, |(vt,Ntvt)0|dVt ≤ N ||vt||20 dVt,
and κt and κ¯t are PT × Z1-measurable processes such that for all t ∈ [0, T ],∫
Z1
(
κt(z) + κ˜t(z)2
)
π1t (dz) ≤ N;
(ii)
2(N̺t vt, g̺t )0dVt + 2
∫
Z1
(It,zvt−, ht(z))0η(dt, dz) + 2(vt, g̺t )0dw̺t + 2
∫
Z1
(vt−, ht(z))0η˜(dt, dz)
≤
(
N‖vt−‖0rtdVt +
∫
Z1
N‖vt−‖0‖ht(z)‖0κˆt(z)η(dt, dz) + 2(vt, g̺t )0dw̺t + 2
∫
Z1
¯Gt,z(v)η˜(dt, dz)
)
,
where
rt := ‖gt‖1 +
∣∣∣∣∣
∣∣∣∣∣
∫
Z1
(
ht(˜ζ1;−1t (z), z) − ht(z)
)
π1t (dz)
∣∣∣∣∣
∣∣∣∣∣
0
, t ∈ [0, T ],
|(vt, gt)0|dVt ≤ N‖vt‖0‖gt‖0dVt,
¯Gt,z(v)dVt ≤ N||vt−||0||ht(z)||0, dVt, ∀z ∈ Z1,
and κˆt is a PT ×Z1-measurable process such that for all t ∈ [0, T ],∫
Z1
κˆt(z)2π1t (dz) ≤ N.
Proof. (i) Owing to the divergence theorem, we have
2(vt,N̺t vt)0 = (vt, ut divσ1̺t )0 + 2(vt, υ1̺t vt)0, ∀̺ ∈ N,
and hence P-a.s.,
|2(vt,Ntvt)0|dVt ≤ N||vt ||2dVt.
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By virtue of Lemma 3.5(i), it suffices estimate
Q := 2〈vt,J1t,zvt〉1dVt +
∫
Z1
‖It,zvt−‖20η(dt, dz) + 2
∫
Z1
(vt−,It,zvt−)0η˜ (dt, dz) .
An application of divergence theorem shows that
Q =
∫
Z1
Pt,z(u)η(dt, dz) +
∫
Z1
Gt,z(v)η˜(dt, dz),
where
Gt,z(v) := 2(vt−, ρ1t (z)vt−)0 − (vt−, vt− div ζ1t (z))0,
and Pt,z(v) := D1 + D2 + D3 with
D1 := 2(vt−(˜ζ1t (z)), ρ1t (z)vt−(˜ζ1t ))0 − 2(vt−, ρ1t (z)vt−)0,
D2 := ‖vt−(˜ζ1t (z))‖20 − ‖vt−‖20 + (vt−, vt− div ζ1t (z))0, D3 := ‖ρ1t (z)vt−(˜ζ1t (z))‖20.
Given our assumptions, it is clear that P-a.s.,
Gt,z(v)dVt ≤ N
(
l1t (z) + ¯K1t (z)
)
‖vt−‖20dVt and D3dVt ≤ l1t (z)2 ||vt−||20dVt,
where in the last inequality we used the change of variable formula. Changing the variable of
integration and using (3.4) and (3.5), we find that dP -a.s.,
D1dVt ≤ N
(
vt−, vt−
∣∣∣ρ1t (˜ζ1;−1t (z), z) det∇˜ζ1;−1t (z) − ρ1t (z)∣∣∣)0 dVt
≤ N
(
l1t (z) ¯K1t (z) + ˜l1t (z)K1t (z)
β
2
)
‖vt−‖20dVt,
and
D2dVt =
(
vt−, vt−| det∇˜ζ1;−1t (z) − 1 + div ζ1t (z)|
)
0
dVt ≤
(
¯K1t (z)2 + ˜K1t (z)K1t (z)
β
2
)
N‖vt−‖20dVt.
Setting
κt(z) = l1t (z)2 + l1t ¯K1t (z) + ˜l1t (z)K1t (z)
β
2 + ¯K1t (z)2 + ˜K1t (z)K1t (z)
β
2 , κ¯t(z) = l1t (z) + ¯K1t (z), z ∈ Z1,
and appealing to our assumptions, we complete the proof (i).
(ii) By the divergence theorem, we have
(g̺t ,N̺t vt)0 = (g̺t , divσ1̺t vt)0 + (σ1;i̺∂ig̺t , vt)0, ∀ρ ∈ N,
and thus by the Cauchy-Schwartz inequality,
|(gt,Ntvt)0|dVt ≤ N‖vt‖0‖gt‖1dVt.
3.2 Proof of Theorem 3.2 32
Changing the variable of integration, we obtain
(It,zvt−, ht(z))0 =
(
ht(z),
(
vt−(˜ζ1t (z)) − vt− + ρ1t (z)vt−(˜ζ1t (z)
))
0
= (ht(˜ζ1;−1t (z), z) − ht(z), vt−)0 + (ht(˜ζ1;−1t (z), z), (det∇˜ζ1;−1t (z) − 1)vt−)0
+ (ht(z), ρ1t (z)vt−(˜ζ1t (z)))0.
A simple calculation shows that P-a.s.,
2
∫
Z1
(It,zvt−, ht(z))0η(dt, dz) + 2
∫
Z1
(vt−, ht(z))0η˜(dt, dz)
≤ 2‖vt−‖0r1t dVt +
∫
Z1
¯Pt,z(v)η(dt, dz) +
∫
Z1
¯Gt,z(v)η˜(dt, dz),
where
r1t :=
∣∣∣∣∣
∣∣∣∣∣
∫
Z1
(ht(˜ζ1;−1t (z), z) − ht(z))π1t (dz)
∣∣∣∣∣
∣∣∣∣∣
0
, ¯Gt,z(v) = (ht(˜ζ1;−1t (z), z), vt),
and
Pt,z(v) := (ht(˜ζ1;−1t (z)), vt−(det∇˜ζ1;−1t (z) − 1))0 + (ht(z), ρ1t (z)vt−(˜ζ1t (z)))0.
Applying the change of variable formula and Holder’s inequality, P-a.s. we obtain
∫
Z1
˜Pt,z(u)η(dt, dz) ≤ N‖vt−‖0
∫
Z1
( ¯K1t (z) + l1t (z))‖ht(z)‖0η(dt, dz)
and
| ˜Gt,z(v)|dVt ≤ N‖vt−‖0‖ht(z)‖0dVt.
This completes the proof. 
Let d ∈ N. For a function v ∈ Hm(Rd1 ,Rd), define the linear operator Dv ∈ Hm−1(Rd1;
Rd(d1+1)) by
Dv = (∂0v, ∂1v, . . . , ∂d1v) = v˜
with v˜l0 = vl and v˜l j = ∂ jvl, 1 ≤ l ≤ d, 0 ≤ j ≤ d1 (recall ∂0v = v). We define Dnv for n ∈ N
by iteratively applying D n-times. Recall that Λ = (I − ∆) 12 . It is easy to check that for each
n ∈ N and all u, v ∈ Hn+1(Rd1 ,Rd),
(u, v)n,d = (Λnu,Λnv)0,d = (Dnu,Dnv)0,d ¯dn1 , (3.10)
(Λu,Λ−1v)n,d = (Λn+1u,Λn−1v)0,d = (DnΛu,DnΛ−1v)0,d ¯dn1 ,
(Dnu,Dnv)−1,d ¯dn1 = (D
nΛ−1u,DnΛ−1v)0,d ¯dn1 = (u, v)n−1,d,
where ¯d1 = d1 + 1. Let us introduce the operators E(L), E(N), and E(Iz) acting on φ =
(φl j)1≤l≤d2 ,1≤ j≤ ¯d1 ∈ C∞c (Rd1 ,Rd2 ¯d1) that are defined asL,N , and I, respectively, but with the d2×
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d2-dimensional coefficients υkt , ρk, and c replaced by the d2 ¯d1 × d2 ¯d1-dimensional coefficients
given by
υk;l j,¯l ¯j̺ = υk;l¯l̺δ j ¯j + 1 j≥1(∂ jσk; ¯j̺δl¯l + ∂ jυk;l¯l̺δ ¯j0),
ρk;l j,¯l ¯j = ρk;l
¯l
t δ ¯j j + 1 j≥1(∂ jρk;l¯lδ ¯j0 + (δl¯l + ρk;l¯l)∂ jζk; ¯j),
and
cl j,¯l ¯j = cl¯lδ
¯j j + ∂ jb
¯jδl¯l + ∂ jc
l¯lδ
¯j0 +
2∑
k=1
(
υk;l
¯l̺∂ jσk;
¯j̺ +
∫
Zk
ρk;l
¯l∂ jζk;
¯jπkt (dz)
)
,
for 1 ≤ l, ¯l ≤ d2 and 0 ≤ j, ¯j ≤ d1. The coefficients σk, b, and functions ζk, k ∈ {1, 2}, remain
unchanged in the definition of E(L), E(N), and E(I). We define En(L), En(N), and En(I),
for n ∈ N by iteratively applying E n-times by the rules (3.2)-(3.2) above with σk, b, and
ζk, k ∈ {1, 2}, unchanged. A simple calculation shows that for all v ∈ H2(Rd1; Rd2),
D[Lv] = E(L)Dv, D[N̺v] = E(N̺)Dv, ̺ ∈ N, D[Izv] = E(Iz)Dv.
Continuing, for all v ∈ Hn+1(Rd1; Rd) we have
Dn[Lv] = En(L)Dnv, Dn[N̺v] = En(N̺)Dnv, ̺ ∈ N, Dn[Izv] = En(Iz)Dnv. (3.11)
If Assumption 3.1(m, d2) holds, it can readily be verified by induction and the definitions (3.2)-
(3.2) that Assumption 3.2(0, d2 ¯dm1 ) holds for the coefficients of the operators Em(L), Em(N)
and Em(I). Moreover, owing to our assumptions on the input data, we have
Dmφ ∈ H0(Rd1; Rd2 ¯dm1 ;F0), Dm f ∈ H0(Rd1 ; Rd2 ¯dm1 )
Dmg ∈ ζ1(Rd1 ; ℓ2(Rd2 ¯dm1 )), Dmh ∈ H
β
2 (Rd1 ; Rd2 ¯dm1 ; π1).
Making use of (3.10), (3.11) and applying Lemma 3.4 to Em(L), for all v ∈ Hm+1, we obtain
‖Lv‖m−1 = ‖Dm[Lv]‖−1 = ‖Em(L)Dmv‖−1,d2 ¯dm1 ≤ N‖D
mv‖1,d2 ¯dm1 = N‖v‖m+1.
Likewise, for all v ∈ Hm+1, we derive
‖Nv‖m ≤ N‖v‖m+1,
∫
Z1
||Iv||2mπ1(dz) ≤ N‖v‖2m+1.
By virtue of Lemma 3.5, we have that for all v ∈ Hm+1,
2(Λv,Λ−1Ltv)m + ||Ntv||2m +
∫
Z1
||It,zv||2mπ1 (dz)
= 2(DmΛv,DmΛ−1[Ltv])0 + ||Dn[Ntv]||20 +
∫
Z1
||Dm[It,zv]||20π1(dz)
2〈Dmv,Em(Lt)Dmv〉1 + ||Em(Nt)Dmv||20 +
∫
Z1
||Em(It,z)Dnv||20π1(dz) ≤ N ||Dmv||20,d2 ¯dm1 = N ||v||
2
m
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Using a similar argument, we find that for all v ∈ Hm+1,
2(Λv,Λ−1(Ltv + ft))m + ||Ntv + gt||2m +
∫
Z1
||It,zv + ht(z)||2mπ1(dz) ≤ N||v||2m + N ¯ft,
where
¯ft = ‖ ft‖2m + ‖gt‖2m+1 +
∫
Z1
‖ht(z)‖2
m+
β
2
π1t (dz).
Therefore, Assumption 2.1(m, d2) holds for the equation (3.1). Similarly, using Lemmas 3.6
and 3.8, we find that that Assumption 2.2(m, d2) holds for equation (3.1) as well. The statement
of the theorem then follows directly from Theorem 2.4.
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For each κ ∈ (0, 1) and tempered distribution f on Rd1 , we define
∂κ f = F −1[| · |κF f (·)],
where F denotes the Fourier transform and F −1 denotes the inverse Fourier transform.
Lemma 3.7 (cf. Lemma 2.1 in [Kom84]). Let f : Rd1 → R be smooth and bounded. Then for
each κ ∈ (0, 1), there are constants N1 = N1(d1, κ), N2 = N2(d1, κ), and N3 = N2(d1, κ) such
that for all x, y, z ∈ Rd1 ,
∂κ f (x) = N1
∫
Rd
( f (x + z) − f (x)) dz|z|d+δ
and
f (x + y) − f (x) = N2
∫
Rd1
∂κ f (x − z)k(κ)(y, z)dz,
where
k(κ)(y, z) = |y + z|κ−d − |z|κ−d and
∫
Rd1
|k(κ)(y, z)|dz = N3|z|κ.
Lemma 3.8. Let (Z,Z, π) be a sigma-finite measure space. Let H : Rd1 × Z → Rd1 be
B(Rd) ⊗ Z-measurable and assume that for all (x, z) ∈ Rd1 × Z,
|ζ(x, z)| ≤ K(z) and |∇ζ(x, z)| ≤ ¯K(z)
where K, ¯K : Z → R+ is a Z-measurable function for which there is a positive constant N0
such that for some fixed β ∈ (0, 2],
sup
z∈Z
K(z) + sup
z∈Z
¯K(z) +
∫
Z
(
K(z)β + ¯K(z)2
)
π(dz) < N0
Assume that there is a constant η < 1 such that (x, z) ∈ {(x, z) ∈ Rd1 × Z : |∇ζ(x, z)| > η},
| (Id1 + ∇ζt(x, z))−1 | ≤ N0.
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Then there is a constant N = N(d1, N0, β, η) such that for all B(Rd1) ⊗ Z-measurable h :
Rd1 × Z → Rd2 with h ∈ L2(Z,Z, π; H β2 (Rd1; Rd2)),
∫
Rd1
∣∣∣∣∣
∫
Z
(h(x + ζ(x, z), z) − h(x, z)) π(dz)
∣∣∣∣∣
2
dx ≤ N
∫
Z
‖h(z)‖2β
2
π(dz).
Proof. It is easy to see that for any B(Rd1) ⊗ Z-measurable h : Rd1 × Z → Rd2 such that
∫
Z
sup
x∈Rd1
|∇h(x, z)|2π(dz) < ∞, (3.12)
the integral
∫
Z(h(x + ζ(x, z), z) − h(x, z))π(dz) is well-defined. Moreover, for any B(Rd1) ⊗ Z-
measurable h : Rd1×Z → R with h ∈ L2(Z,Z, π; H β2 (Rd1 ; Rd2)), we can always find a sequence
(hn)n∈N of B(Rd1)⊗Z-measurable processes such that each element of the sequence is smooth
with compact support in x and satisfies (3.12) and
lim
n→∞
∫
Z
‖h(z) − hn(z)‖2β
2
π(dz) = 0.
Thus, if we prove this lemma for h that is smooth with compact support in x and satisfies
(3.12), then we can conclude that the sequence
∫
Z
(hn(x + ζ(x, z), z) − hn(x, z)) π(dz), n ∈ N,
is Cauchy in H0(Rd1; Rd2). We then define
∫
Z
(h(x + ζ(x, z), z) − h(x, z)) π(dz)
for any B(Rd1) ⊗ Z-measurable h : Rd1 × Z → R with h ∈ L2(Z,Z, π; H β2 (Rd1; Rd2)) to be
the unique H0(Rd1 ; Rd2) limit of the Cauchy sequence. Hence, it suffices to consider h that is
smooth with compact support in x and satisfies (3.12). First, let us consider the case β ∈ (0, 2).
By Lemma 3.7, we have
∫
Rd1
∣∣∣∣∣
∫
Z
(
h(˜ζ(x, z), z) − h(x, z)
)
π(dz)
∣∣∣∣∣
2
dx
= N22
∫
Rd1
∣∣∣∣∣
∫
Z
∫
Rd1
∂
β
2 h(x − y, z)k( β2 )(ζ(x, z), y)) dyπ(dz)
∣∣∣∣∣
2
dx
=: N22
∫
Rd1
|
∫
Z
A(x, z)π(dz)|2dx.
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Applying Ho¨lder’s inequality and Lemma 3.7, for all x and z, we have
A(x, z) ≤
(∫
Rd1
|∂β/2h(x − y, z)|2k( β2 )(ζ(x, z), y)) dy
) 1
2
(∫
Rd1
k(
β
2 )(ζ(x, z), y)) dy
) 1
2
=
√
N3
(∫
Rd1
|∂β/2h(x − y, z)|2k( β2 )(ζ(x, z), y)) dy
) 1
2
|ζt(x, z)|
β
4
≤ K(z) β2
√
N3
(∫
Rd1
|∂ β2 h(x − y, z)|2k( β2 )(ζ(x, z), y)) dyK(z)− β2
) 1
2
.
Using Ho¨lder’s inequality again, for all x, we get
∣∣∣∣∣
∫
Z
A(x, z)π(dz)
∣∣∣∣∣
2
≤ N3N0
∫
Z
∫
Rd1
|∂β/2h(x − y, z)|2k( β2 )(ζ(x, z), y)) dyK(z)− β2π(dz).
For each x and z, we set
B(x, z) =
∫
|y|≤2K(z)
|∂ β2 h(x − y, z)|2k( β2 )(ζ(x, z), y)) dy
C(x, z) =
∫
|y|>2K(z)
|∂ β2 h(x − y, z)|2k( β2 )(ζ(x, z), y)) dy.
Changing the variable integration, for all x and z, we find
B(x, z) ≤
∫
|y+ζ(x,z)|≤3K(z)
|∂ β2 h(x − y, z)|2 dy
|y + ζ(x, z)|d1− β2
+
∫
|y|≤2K(z)
|∂ β2 h(x − y, z)|2 dy
|y|d1− β2
=: B1(x, z) + B2(x, z),
and
B1(x, z) ≤
∫
|y|≤3K(z)
|∂ β2 h((˜ζ(x, z) − y), z)|2| dy
|y|d1− β2
≤ K(z) β2
∫
|y|≤3
|∂ β2 h((˜ζ(x, z) − yK(z)), z)|2 dy
|y|d1− β2
,
B2(x, z) ≤ K(z)
β
2
∫
|y|≤2
|∂β/2h(x − yK(z), z)|2 dy
|y|d1− β2
.
Owing to Remark 3.3, for all z, the map x 7→ x + ζ(x, z) = ˜ζ(x, z) is a global diffeomorphism
and
det∇˜ζ−1(x, z) ≤ N.
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for some constant N = N(N0, d1, η). Thus, by the change of variable formula, there is a con-
stant N = N(d1, N0, β, η) such that∫
Rd1
∫
Z
B1(x, z)K(z)−
β
2π(dz)dx
≤
∫
Z
∫
|y|≤3
∫
Rd1
|∂β/2h((˜ζ(x, z) − yK(z)), z)|2dx dy
|y|d1− β2
π(dz)
≤
∫
Z
∫
|y|≤3
∫
Rd1
|∂β/2h((x − yK(z)), z)|2| det∇˜ζ−1(x, z)|dx dy
|y|d1− β2
π(dz)
≤ N
∫
Z
∫
Rd1
|∂ β2 h(x, z)|2dxπ(dz)
and ∫
Rd1
∫
Z
K(z) β2 B2(x, z)dxπ(dz) ≤ N
∫
Z
∫
Rd1
|∂ β2 h(x, z)|2dxπ(dz).
For all x, y, and z such that |ζ(x, z)| ≤ K(z) ≤ 12 |y|, we have∣∣∣∣∣∣∣
1
|y + ζ(x, z)|d1− β2
− 1|y|d1−β/2
∣∣∣∣∣∣∣
≤
∣∣∣∣∣d1 − β2
∣∣∣∣∣
∣∣∣∣∣∣∣
 1|y + ζ(x, z)|1+d1− β2 +
1
|y|1+d1− β2

∣∣∣∣∣∣∣ |ζ(x, z)| ≤ 3
∣∣∣∣∣d1 − β2
∣∣∣∣∣ |ζ(x, z)||y|1+d1− β2 ,
and hence for all x and z,
C(x, z) =
∫
|y|>2K(z)
|∂ β2 h(x − y, z)|2
∣∣∣∣∣∣∣
1
|y + ζ(x, z)|d− β2
− 1
|y|d− β2
∣∣∣∣∣∣∣ dy
≤ N
∫
|y|>2K(z)
|∂ β2 h(x − y, z)|2 |K(z)|
|y|1+d1− β2
dy
≤ NK(z) β2
∫
|y|>2
|∂ β2 h((x − K(z)y), z)|2 dy
|y|1+d1− β2
.
Estimating as above, we find that there is a constant N = N(d1, N0, β)∫
Z
∫
Rd1
K(z) β2 C(x, z)dxπ(dz) ≤ N
∫
Z
∫
Rd1
|∂ β2 h(x, z)|2dxπ(dz).
Combining the above estimates, we obtain the desired estimate for β ∈ (0, 2). Let us now
consider the case β = 2. It follows from Remark 3.3 that for each θ ∈ [0, 1], on the set of
z ∈ {z : ¯K(z) < 12}, the map x 7→ x + θζ(x, z) = ˜ζθ(x, z) is a global diffeomorphism and
det∇˜ζ−1θ (x, z) ≤ N,
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for some constant N = N(N0, d1). Hence, making use of Taylor’s theorem and the change of
variable formula, we find
∫
Rd1
∣∣∣∣∣
∫
Z
(h(x + ζ(x, z), z) − h(x, z)) π(dz)
∣∣∣∣∣
2
dx
≤
∫
Rd1
∣∣∣∣∣∣
∫
¯K(z)≥ 12
(h(x + ζ(x, z), z) − h(x, z)) π(dz)
∣∣∣∣∣∣
2
dx
+
∫
Rd1
∣∣∣∣∣∣
∫
¯K(z)< 12
∫ 1
0
|∇h(x + θζ(x, z), z)
∣∣∣∣∣∣ dθK(z)π(dz)|2dx
≤ π
{
¯K(z) ≥ 1
2
}∫
¯K(z)≥η
∫
Rd1
|h(x, z)|2| det ˜ζ−1(x, z) + 1|dxπ(dz)
+N0
∫
¯K(z)< 12
∫
Rd1
∫ 1
0
|∇h(x, z)|2| det∇˜ζ−1θ (x, z)|dθdxπ(dz) ≤ N
∫
Z
‖h(z)‖21π(dz).
This completes the proof. 
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