This paper tests whether one partner's happiness significantly influences the happiness of the other partner. Using ten waves of the British Household Panel Survey, it utilizes a panel-based GMM methodology to estimate a dynamic model of life satisfaction. The use of the GMM-system estimator corrects for correlated effects of partner's life satisfaction and solves the problem of measurement error bias. The results show that, for both genders, there is a positive and statistically significant spillover effect of life satisfaction that runs from one partner to the other partner in a couple. The positive bias on the estimated spillover effect coming from assortative mating and shared social environment at cross-section is almost offset by the negative bias coming from systematic measurement errors in the way people report their life satisfaction. Moreover, consistent with the spillover effect model, couple dissolution at t+1 is negatively correlated with partners' life satisfaction at t.
"You see, I feel sad when you're sad, I feel glad when you're glad. If you only knew what I'm going through, I just can't smile without you." -Barry Manilow
Introduction
The idea that married people care a great deal about the well-being of their partner is not new to economists (Becker, 1973 (Becker, , 1974 Friedman, 1986) . The past three decades have seen a significant increase in the number of studies showing that people in marriage tend to behave altruistically towards their partner (see, for example, Foster and Rosenzweig, 2001; Ermisch, 2003) . However, while it may be possible to make some inferences about the degree of caring between partners from their behaviour, the idea that there may be a direct spillover of wellbeing from one partner to the other has rarely been tested empirically.
This paper aims to do just that. Using a long-run panel of nationally representative randomly sampled married and cohabiting individuals, it examines the extent of spousal correlation in subjective well-being data, particularly self-rated life satisfaction (LS). It proposes that a positive correlation between partners' LS may reflect three distinct processes.
First, individuals who are born happy or are born with innate predispositions that make them happy may tend to marry those who are similar to them. In addition to this, people of the same family background or life styles -in other words, same unobserved social factors -may also tend to marry each other. This matching of fixed personal characteristics on the marriage market is analogous to the concept of assortative mating (Becker, 1974) . Manski (1995) refers to such phenomena as correlated effects of social interactions.
Second, given that marriage allows individuals to share with their partner the kind of physical and emotional resources that may not be available for each person to obtain outside marriage (Waite and Gallagher, 2000) , correlated effects may also arise from the shared social environment (which can either be time-invariant or time-variant) that is simultaneously affecting LS for both spouses.
Lastly, the observed correlation may be the result of a direct spillover of LS within the couple. The idea is that, if a husband cares about his wife, then her LS becomes one of the main determinants of his own LS, and vice versa. This generates a possibility that a husband will be ceteris paribus happier when his wife is happier for whatever reasons that make her happy but not him directly. Hence, we would expect an increase in one partner's LS to be positively correlated with the other partner's LS even after allowing for all the factors that can affect both partners' LS at the same time. This phenomenon is likened to the endogenous effects in Manski's terminology, whereby the individual outcome is a function of group achievement.
In addition to the above confounding influences which make it difficult for the true relationship between partners' well-being to be identified, the estimates of spousal correlation in LS may also suffer from the negative measurement error bias. There may be, for example, a tendency for individuals to misreport their true LS in surveys. The low signal-to-noise ratio caused by misreporting can result in an estimated coefficient on partner LS that is biased towards zero in a large sample. In short, because there are both positive (correlated effects) and negative (measurement error) biases involved, the direction of bias is unclear on a priori ground.
This paper uses ten waves of the British Household Panel Survey (BHPS) data to examine the extent of spousal correlation in LS. In particular, it uses the "system GMM estimator" proposed by Arellano and Bover (1995) and Blundell and Bond (1998) to estimate the causal spillover effect that runs from one partner's life satisfaction to the other partner's life satisfaction. The use of the GMM-system estimator, which is a unique approach in the study of happiness, control for the correlated effects and solve the problem of measurement error bias in self-rated life satisfaction through instrumentations and first-differencing. The results show that there is strong evidence of a spillover effect of LS, which suggests that wellbeing is transferable from one partner to the other. Consistent with the spillover effect model, partners' LS today are also associated with lower probabilities of partners separating or divorcing one period into the future.
There are similarities in terms of research questions and analytic strategy between this paper and previous studies that examined similarities in a husband's and wife's behaviour such as smoking (Clark and Etile, 2006) , their political preferences (Kan and Heath, 2006) , and their sporting activities (Farrell and Shields, 2002 ).
This article is organised as follows: Section 2 reviews relevant past research on marriage and well-being. Section 3 addresses theoretical issues revolving around the various interpretations of the correlation between partners' LS. Section 4 describes how to implement a test and the data set. Section 5 discusses the results, and Section 6 concludes.
Marriage, subjective well-being, and spillovers
Previous research on marital status and emotional well-being is clear on one point: married persons are significantly happier and more satisfied with life than those who are divorced, separated, widowed, or single, across various countries and time periods (Gove et al., 1983; Mastekaasa, 1994; Marks and Lambert, 1998) . The large psychological benefits of marriage persist even when the selection of happy people into marriage is controlled for in the analysis (Frey and Stutzer, 2006; Mastekaasa, 1992) , and such advantages are sometimes shown to be stronger for men than for women (see, for example, Gove et al., 1983) . Both cross-sectional and longitudinal studies confirm the overall psychological benefits of marriage (for a review, see Oswald and Wilson, 2005) .
There are several explanations for the protective effects of marriage. First, on the grounds that two can live almost cheaply as one, marriage may work simply because it provides higher real income per partner (Korenman and Neumark, 1991; Loh, 1996; Smock et al., 1999) . Second, marriage provides the couple with a source of constant emotional and instrumental support, which may act as an important buffer against stress and depression for the person who experiences negative shocks in life events (Berkman, 1988; Marks and Lambert, 1998) . In other words, the negative impacts of shocks in life events appear to be significantly lower for married individuals than for those of other marital groups. Third, marriage provides the couple with a sense of belonging and social reality, in which they are the only two people living and operating in their own world. This shared sense of meaning can be an important foundation for emotional well-being (Berger and Kellner, 1964; House et al., 1982) . Marriage also encourages people to engage less in risky activities and more in healthy ones -perhaps for the sake of their partner. For example, married people smoke and drink less, and such healthy behaviour may provide an important source of both physical and emotional well-being for the couple. The results hold even when one allows for selection effects into marriage (see Power et al., 1999) .
What has received much less attention is whether one partner's well-being is a function of the other partner's well-being (Becker, 1974) . Previous studies on emotional spillover have often focused on daily transmissions of only negative effects, such as measures of stress and strain. One of the common findings in the literature is that stress experienced by one partner in the workplace has the tendency to heighten the level of stress being experienced by the other partner at home (see Bolger et al., 1989; Jones and Fletcher, 1993; Westman and Vinokur, 1998 ). Yet this is not a persuasive reason to believe that well-being is transferable within couples. One reason for this is that there is evidence in the psychology literature that one measure is not just a mirror of the other. For instance, whilst several studies have found a moderate correlation between ill-being and well-being (Chamberlain, 1988; Michalos, 1991) , others have shown that these components appear to behave differently over time and to have differing relationships with other variables (Liang, 1985; Stock et al., 1986; Huppert and Whittington, 2003) . Research into the validity of the two constructs has also shown that there is a clear distinction in terms of determinants between measures of well-being and ill-being (see Bradburn, 1969; Diener et al., 1999 , Headey et al., 1993 Pavot and Diener, 1993) .
Because measures of cognitive well-being such as LS frequently form a separate factor and correlate with predictor variables in a unique way, it seems worthwhile to separately assess this construct in the research.
Of the very few studies on the topic, Rose's (1955) was one of the first to report crosssectional correlation between LS within marriage. The author showed that spouses may feel something is wrong with their marriage when one or both feel unhappy with life. In that case, even if there was nothing wrong with their marriage, low levels of happiness detected between couples may have shattered their confidence and lead to separation and divorce. Argyle (1999) made a conjecture in his study on the effect of marriage on subjective well-being that one spouse's happiness may encourage the happiness of the other in a marriage. More recently, Anderson et al. (2003) found that people in early dating relationships, i.e. the first six months of dating, tend to report similar levels of positive emotional experiences over time, such as happiness, amusement, and pride. Plug and Van Praag (1998) found similarities in the reported income satisfaction by members of the same household. In a similar study, Powdthavee and Vignoles (2008) also found significant spillover effects in reported well-being between parents and children.
To the best of my knowledge, the only paper that has conducted a longitudinal analysis on whether there is a substantial long-term interdependent relationship between spouses' LS within marriage is the innovative work by Schimmack and Lucas (2006) . Their methods and dataset differ from those set out in this paper, and the respective projects were begun independently. Using the German panel data and time-lagged cross-spouse correlation method, they found that spousal correlation in LS is due mainly to the shared stable component of LS within the couple, i.e. partners sharing similar traits and social environments. Little was discussed in their paper, however, on the possibility that there may be a spillover effect of LS from one partner to the other. This is the main difference between this paper's analysis and that adopted by Schimmack and Lucas (2006) .
Theory
In this section, I will briefly discuss the three underlying mechanisms that may account for the raw correlation between a husband's and wife's LS levels: assortative mating, shared social environment, and spillover effect.
Assortative mating
The first explanation is that the observed spousal correlation in LS may have been the outcome of a matching of unobserved personality traits and/or social factors on the marriage market (Becker, 1974) . Individuals may prefer partners who are phenotypically similar to them.
Hence, people who are born with innate predispositions that make them happy or come from the same social backgrounds may tend to marry each other. One reason for this is that the decision to marry somebody who is like us could make living with them easier, as the latter may enjoy the same kind of lifestyle, such as leisure and sporting activities, whilst someone else with a completely different set of personalities or have a different social background may not. Such positive assortative mating or homogenous matching by personality traits and/or social factors is supported by the evidence that a number of lifestyles are highly correlated within a couple (Contoyannis and Jones, 2004) . It is also consistent with the evidence of positive assortative mating by education (Mare, 1991) , professional backgrounds (Qian, 1998) , productivity traits and desires for public goods (Lam, 1998 ). An assortative mating market may thus induce correlated effects in LS via correlation between respondent individual fixed effects and partner's LS.
Alternatively, correlated effects may result from partners sharing the same social environment, as discussed below.
Shared social environment
The second explanation also views the observed correlation as a correlated effect; what appears to be a direct spillover of LS from one partner to the other may be no more than the result of partners sharing the same social environment that simultaneously influences the wellbeing of them both. For example, a positive shock in one partner's income (i.e. one partner receiving a pay rise at work) can result in an increase in both spouses' LS through an increase in the family income. Moreover, under assortative mating, a couple with common lifestyles characteristics may also experience common life cycle events. Two people in the same occupation may be attracted to each other and as a result, they may experience the same cyclic shocks to income. Likewise, couples may share the same health habits and given their similarity in age and habits, they may also experience health shocks that are close in timing.
As a result, the observed spousal similarity in LS could thus be a spurious relationship stemming from the fact that some life events either occur to both spouses simultaneously or occur to one partner but due to the nature of partnership affect both spouses simultaneously.
Spillover
The final interpretation of the raw spousal correlation in LS views the association as a result of a spillover effect of LS from one partner to the other (Becker, 1974; Friedman, 1986) .
Transmission of LS is assumed to occur between closely related partners who identify with and care for each other and share a great part of their lives together. In the spillover effect model, the LS of one partner acts as an externality for the other partner, which in turn increases the current level and influences future growth in LS for the latter (Larson and Almeida, 1999; Westman and Vinokur, 1998) . Note, however, that there may be other kinds of interactions between partners' LS if there is no caring between partners. For instance, if something affects one spouse's LS positively and it enhances the desirability for the person to re-enter the marriage market (e.g. he or she wins at the lottery), this may affect the other negatively. In those cases, an external positive shock to one partner's LS may have a negative impact on the other's LS.
The idea of a spillover effect of LS within marriage is consistent with many studies that have found a positive relationship between self-rated well-being and altruistic or caring behaviour. For instance, Benson et al. (1980) found a positive correlation between LS and time spent in a variety of helping activities. Using panel data, Thoits and Hewitt (2001) found volunteer work leads to greater happiness, LS, self-esteem, and even physical health for the individual. Konow and Earley (2008) showed through various laboratory experiments that giving and helping others and many other selfless acts can raise and sustain happiness at a higher than average level compared with other goals such as the pursuit of material wealth. Frey et al. (2004) show how LS may often depend more on the processes (i.e. from helping others) than on the returns or outcomes of the actions. Following the collapse of the infrastructure of volunteering work in the German Democratic Republic in the late 1980s, Meier and Stutzer (2008) studied the causal impact of loss of volunteer work on happiness.
They found that a drop from volunteering monthly to less than monthly reduced LS by more than 0.2 point in an 11-point-scale (one-half of the effect of separation from partner). More closely related to this paper, in the German Panel data Schwarze and Winkelmann (2003) and Bruhin and Winkelmann (2007) found some evidence of altruism. As well as showing that predicted altruists are more likely to make transfer payments, they were able to demonstrate that an exogenous increase in children's LS can lead to an increase in LS for the parents.
Implementing a test

The utility model of couples
Consider first Gary Becker's (1974) simple utility function of an individual i in a marriage to individual j at any given time, which can be written as
where X is a vector of the consumption of commodities within the household, and j U is the individual i's partner's utility. The individual's utility is assumed to be increasing with X, which is divisible and can be shared between the couple. An increase in X therefore raises the individual's utility both through a direct effect upon ) ( X U i and an indirect effect, acting through a rise in the partner's utility,
. The utility function is highly stylized and abstracts from a number of issues that can be expected to be important, i.e. I assume no other relations-specific investments in the household.
For a partnership between individual i and j, the empirical counterpart to equation (1), with application to life satisfaction, is of the following form:
where t = 1, 2, ..., T. The parameters i λ and j λ represent individual i and j's unobserved individual fixed effects. The error term,ε , is thought to subsume the inability of human beings to communicate accurately true satisfaction levels. Equation (2) and (3) imply that it U and jt U are jointly determined, i.e. endogenous. The parameters 1 α and 1 β can be defined such that the higher the value of 1 α ( 1 β ) the more satisfaction individual i (j) can derive from the same increase in his or her partner's life satisfaction. The reduced form of (2) and (3) are given by:
where the parameters are defined as: are equal to zero, OLS on (2) will be inconsistent. The same applies to equation (3). Owing to the correlated effects mentioned in the previous section, it is likely however that the partner's LS will be correlated with both the respondent's unobserved fixed effects and the time-varying error term.
A sketch of identification
The correlated effects due to assortative mating, i.e. , 0 ) , ( ≠ j jt LS Cov λ can be easily solved by applying the first-differencing approach on the LS data. By contrast, the correlated effects due to shared social environmental can be solved if there is a valid instrument that affects the respondent's partner's LS directly but is not correlated with the respondent's LS beyond its impact on the endogenous regressor.
One such instrument for partner LS may be its own lagged variables. To illustrate, we can incorporate the lagged variables of the respondent's own LS in each equation in the system. The inclusion of lagged LS is theoretically plausible as, according Graham and Oswald (2006) , past happiness can be thought of as a "hedonic capital" or investment for future happiness. Assuming, for now, that the individual's past LS only correlates with the individual's current LS but is not correlated with his partner's LS, we can rewrite equations (2) and (3) as:
where the individual's past LS is assumed to be correlated only with the individual's current realisation of LS and not his partner's LS. It then follows that the reduced form of (2') and (3'), after first-differencing to eliminate the time-invariant parameter λ , are given by: 
In addition to this, provided that the lagged dependent variable is a valid instrument, i.e., it does not correlate with the measurement error and the equation error (or, for individual
, the IV method will also correct for the negative bias associated with the misreporting of LS by removing the variance-in-noise and only use variance-in-signal to estimate the true well-being effects from one partner to the other.
A dynamic GMM model of life satisfaction
The solutions obtained from equations (7) and (8) Furthermore, the observed correlation may also be biased owing to the presence of measurement error associated with how each partner's LS is collected. Some people may have a systematic tendency to misreport their true LS scores in surveys. People with personalities that make them happy may always overrate their true LS when asked, for example. In addition to this, because each partner is asked to report their LS to the surveyor in confidence, the signal-to-noise ratio of his or her LS when used as an explanatory variable in the other partner's LS equation is also likely to be small. The presence of measurement error bias can therefore cause the estimated effect of partner LS on the respondent's LS to be biased towards zero in a large sample (see Angrist and Krueger, 2001 ).
In order to control for the correlated effects described in the previous section and solve the problem of measurement error bias described above, this paper's econometric methodology follows the system generalized methods of moments (GMM) estimator outlined by Arellano and Bover (1995) , Blundell and Bond (1998) , and more recently in an applied paper by Fajnzylber et al. (2002) . 
Substituting (10) and (11) into (9) ]
Therefore the measurement error of each partner's LS is subsumed in the unobserved individual fixed effects and the error term in our model. Because there are two components to the bias, i.e. assortative mating (+ve) and measurement error (-ve), the overall direction of bias coming from unobserved individual fixed effects is unclear on a priori ground.
To estimate the dynamic model of life satisfaction with unobserved individual fixed effects, I use the system GMM estimator mentioned above. The special feature of this dynamic GMM estimator is that it joins in a single system the regression equation in differences and in levels, each with its specific set of instrumental variables, thereby allowing both types of endogeneity to be controlled for.
In the difference equation, the unobserved individual fixed effects, µ , are eliminated from the model through first-differencing: The use of instruments is required to deal with two issues. First, the endogeneity of the explanatory variables -and in particular, the partner's LS -which is reflected in the correlation between these variables and the error term. The second is the correlation, by construction, between the new error term, ) ( 
However, given that the partner's LS is an endogenous variable, the natural candidate instrument in the above equation would instead be the first-difference of the second lag of partner LS rather than the first-difference of the first lag. This is simply because the second lag is not correlated with the error term, while the first lag is. The same applies to other explanatory variables which are endogenous to current realisations of the respondent's LS. In addition to this, given our lagged dependent variable model, the presence of time-varying measurement error would make that the regression error follow a moving average of order 1.
In other words, as will be explained later in the results section, the error term will be serially correlated and, thus, we could not use the most recent lags of the dependent variable as instruments. Because the BHPS has 3 ≥ T , the use of higher-order lagged dependent variable as instruments in the GMM-system estimation is considered feasible. It will also, following (Arellano and Bond , 1991; Arellano and Bover, 1995; Blundell and Bond, 1998) . Because the impact of partner LS on own LS may be different for men and for women, I conduct all statistical analysis by gender.
A crucial assumption for the validity of GMM is that the instruments are exogenous.
There are two specification tests that we can use to check whether the lagged values of the explanatory variables are valid instruments in the LS regression equation. The first is the Hansen test of overidentification (Hansen, 1982) , which tests the null hypothesis of overall validity of the instruments by analysing the sample analogue of the moment conditions used in the estimation process. Failure to reject the null hypothesis gives support to the model. Note that the Hansen test is robust compared to Sargan test of overidentification but can be weakened by having too many instruments, i.e. more instruments than the number of individuals used in the estimation (Roodman, 2007) . The second test examines the hypothesis that the error term it ε is not serially correlated. This is done by testing whether the differenced error term (that is, the residual of the regression in differences) is first-or second-order serially correlated. First-order serial correlation of the differenced error term is expected even if the original error term (in levels) is uncorrelated, unless the latter follows random walk. Secondorder serial correlation of the differenced error term specifies that the original error term is serially correlated and that the instruments are misspecified. By contrast, if we can accept the null hypothesis of no second-order serial correlation then we can conclude that the original error term is serially uncorrelated and the moment conditions are well-specified.
Data
The present investigation uses data from the BHPS. This is a nationally representative sample of persons aged 16 and over in 1991, who have been interviewed every subsequent year. The study interviewed separately all adult members of the household with respect to their income, employment status, marital status, health, and attitudes. There is both entry into and exit from the panel, leading to unbalanced data with an increasing number of individual interviews over time. This is due to the inclusion of children from the original household sample who turn 16, of refresher samples, and of new members of households formed by original panel members.
As well as questions on socio-economic status, individuals were also asked from Wave 
Accounting for selection bias
Although I am interested only in live-in couples, there is likely some selection bias involved in moving from other marital statuses (e.g. single, divorced, widowed, or separated) to being in a relationship. One could imagine, for instance, that married or cohabiting individuals present specific characteristics that influence the way they are affected by their partner's well-being compared to other non-married persons.
To correct for any selection bias in moving from non-married status to being in a couple, I compute an inverse Mills ratio using a selection variable that equals 1 if the person is either married or cohabiting and 0 otherwise. This couple equation is estimated on the whole BHPS sample, as shown in Table A1 in the appendix, as a function of gender, age, agesquared, number of young (aged 11 and under) and old children ( 18 age 12 < ≤ ) in the household, subjective health (5 dummies), log of real household income per capita, education (2 dummies), employment status (3 dummies), wave dummies and the divorce rate of other households within the region. This last variable is used to satisfy the exclusion restrictions, which is possible as the divorce rate of other households within the region is correlated with whether or not the respondent is married or cohabiting, but should not be correlated with how each partner is affected by the other partner's LS. Table 2 reports results from the GMM-system estimator described in the previous section. The dependent variable is the respondent's self-rated life satisfaction measured cardinally (on a scale of 1 to 7) 1 . For comparative purposes, I also present results from the OLS estimator, as well as the GMM-levels estimator, which does not control for individual fixed effects. In contrast to the GMM-system, first-order serial correlation is a sign of misspecification in the case of levels estimator. To prevent the case of having too many instruments that would lead to an overfitting of the endogenous variables, I follow Roodman's (2007) advice and "collapse" instruments in all GMM regressions. Finally, it should also be noted that, in cases where the lagged dependent variable is included as a right-hand side variable in the regression, each estimated coefficient represents the short-run effect of the respective variable.
Results
Life satisfaction spillovers
The first two columns of Table 2 report the OLS results for men and women, respectively. Here, only partner LS, inverse Mills ratio, and the exogenous variables -namely age, age-squared, and wave dummies -are included as the right-hand side variables in the LS equation. As anticipated, partner LS enters the respondent LS equations in a positive and statistically significant manner, i.e. there seems to be strong evidence that partners' LS are positively correlated at cross-section. The relationship appears to be moderate in size; an increase of one life satisfaction score in partner LS is associated with approximately 25
percentage-points increase in respondent LS for men and 27 percentage-points for women.
However, as described in the previous section, this observed correlation between partners' well-being is likely to be biased owing to either or both correlated effects and measurement errors in the LS variables.
Treating partner LS as endogenous -i.e. using the second-rather than the first-lag of partner LS as instruments, Columns 3 and 4 of Table 2 re-estimate the first two columns' specification using the GMM-levels estimator. GMM-levels yields a positive coefficient on partner LS for both men and women, although the relationship is statistically significant only in the male sub-sample regression; the coefficients on partner LS are 0.561 (S.E. = 0.205) for men and 0.228 (S.E. = 0.188) for women. However, the model performs poorly; this specification is rejected by the test of first-order serial correlation, which indicates that the model is misspecified in the case of the levels estimator.
Columns 5 and 6 of Table 2 introduce a lag one of the dependent variable into the model. Using the most recent lags of the dependent variable as instruments, the lagged respondent LS variable is positive and statistically significant at the 1% level for both men and women, which is consistent with the hedonic capital theory, i.e. our happiness today is determined by how happy we were in the past (Graham and Oswald, 2006 ). Yet the inclusion of the lagged dependent variable has now made the partner LS variable insignificant in both male and female sub-sample regressions. Furthermore, this specification is also rejected by the tests of serial correlation for both men and women, as well as the Hansen test of overidentification in the case of male sub-sample regression. In other words, we may still have (a) omitted variables that are correlated with both respondent and partner LS, which can either be time-varying or relatively stable over-time, and/or (b) serial correlations in the error term caused by the presence of time-varying measurement error bias.
To solve the problem of unobserved heterogeneity, the next two columns use the GMM-system estimator to control for unobserved individual fixed effects that are potentially correlated with the explanatory variables. As described in the previous section, the presence of unobserved individual fixed effects can bias the estimated coefficients on partner LS through assortative mating and shared social environment with high over-time persistence (+ve) and measurement errors (-ve), although the extent of each bias on the estimated correlation between partners' LS is unknown on a priori ground.
The GMM-system estimator generates coefficients on partner LS that are notably larger than the ones obtained by the GMM-levels estimator; a one-satisfaction-point increase in partner LS is now associated with approximately 0.58 increase in the respondent's LS for men and 0.75 for women. What this implies is that, in regressions where unobserved individual effects are ignored, the negative bias stemming from the relatively stable component of the measurement error is larger compared to the positive bias coming from assortative mating and shared social environment with high over-time persistence.
Nevertheless, the estimates are still poorly defined, considering that the specification is rejected by both the Hansen test of overidentification and the tests of serial correlation. As mentioned earlier, a rejection of the second-order serial correlation in the case of the GMMsystem estimator implies that the original error term is serial correlated. This serial correlation is expected, however, as we have yet to correct for the measurement error term that varies over time.
To solve the problem of time-varying measurement error bias, Columns 9 and 10 drop the most recent lags of the dependent variable from the instrument list and use only the second-lag and beyond as instruments in the GMM-system estimation. The specification is now supported by the tests of serial correlation, i.e. we can now accept the null hypothesis of no second-order serial correlation with the use of higher-order lags of the dependent variable as instruments. This is the case for both men and women. However, this specification is still rejected in the female sub-sample regression by the Hansen test of overidentification. In addition to this, the process also increases the size of the estimated coefficients on the lagged dependent variable; the estimated coefficients on respondent lagged LS are 0.13 and 0.09 for men and women, respectively. This supports the way we modelled the measurement error term as having a time-varying component as well as a fixed effect. However, this specification also produces large standard errors for the estimated lagged dependent variable. By contrast, the
The last two columns (Columns 11 and 12) control for a number of household and individual characteristics known in the literature to be important LS predictors (see, e.g., Oswald and Powdthavee, 2008) , adding log of real household income per capita, employment status, a dummy of whether the respondent is cohabiting, number of years stayed together as a couple in the BHPS (maximum of 16 years), number of children, education, and subjective health status, all of which are treated as endogenous variables in the GMM-system estimation.
The estimated coefficients on these control variables are presented in Table A2 in the appendix.
In this specification, we can see that for both men and women the p-values for the Hansen test are now, according to Roodman (2007) , sufficiently high and within the recommended range ( 25 . 0
). This confirms that important time-varying components has been omitted in the previous specifications and by controlling for them in the estimation, the models are now well-specified. With a full set of controls, the point estimates on the partner LS variable are reduced to 0.278 (S.E. = 0.047) for men and 0.329 (S.E. = 0.057) for women, which are not that much different to the point estimates obtained in the OLS estimation (see Columns 1 and 2). What this implies is that there is almost a full offsetting effect between omitted variables (i.e. unobserved individual fixed effects, time-varying variables, and dynamic effects coming from the lagged dependent variable) and the measurement error bias on the estimated correlation between partners' LS at cross-section.
With respect to Table 2 's other results, there is a U-shaped relationship between age and LS for both partners, minimizing at around early 40s. The negative and statistically significant inverse Mills ratio indicates that the selection into partnership and LS is correlated.
Interestingly, household income is negatively correlated with LS in the GMM-system estimation. Better health is found to be highly correlated with higher LS levels for both genders. Nonetheless, while almost all of the other estimated coefficients have the correct signs, they are also estimated with large standard errors.
Termination of partnership
Up to this point, this paper has concentrated on the estimation of causal effect of partner LS on respondent LS. Such an approach seems to be of some worth in its own right. However, in order to make further justification on the importance of the previous spillover effect model presented in the last section, I now estimate a marital dissolution equation.
Of the married and cohabiting individuals, there were approximately 621 couples (roughly 1% of the sample) who moved from being married or cohabiting with a partner at period t to separation or divorce at t+1. The key hypothesis to be tested here is that there is a short-run association between partners' LS and their decision to stay together. More specifically, couples with higher LS levels at t are less likely to be separated or divorced at t+1. average LS over time for male and female partners in a couple. Following one of the referees' advice, I also introduce variables for the interaction between partners' LS at t and the same interaction for the average LS levels. The probit is estimated on the male sub-sample, although the female sub-sample regression produces qualitatively similar results.
Controlling for household and personal characteristics, as well as the average LS levels of both partners, we can see that both partners' LS at t are associated negatively and statistically significantly with separation and divorce at t+1. A unit increase in either partner LS at t is associated with approximately 0.3 percentage-point decrease in the probability of separation or divorce at t+1. This is a large effect, considering that only 1% of the sample made a transition from being married/cohabiting at t to being separated or divorced at t+1.
Interestingly, the interaction term between partners' LS at t is positive and statistically significant at the 10% level; the negative effect of each partner's LS on the couple's propensity to separate or divorce is smaller in the case when both partners' LS at t are high compared to when they are both low.
By contrast, the mean values of both partners' LS are positively correlated with the probability of separation or divorce at t+1. This is somewhat consistent with the notion that there may be important peak-end effects in the marriage market, whereby the decision to separate/divorce depends positively on past variation in LS, i.e. the difference between current LS and some reference level that would be proxied by the averaged LS levels (see, e.g., Kahneman, 1999; Clark and Georgellis, 2004) . Furthermore, the peak-end theory is supported by the negative interaction effect between the average LS levels, which is statistically significant at the 5% level.
In short, the link between partners' decision to end partnership at t+1 and their LS at t is consistent with the spillover effect model, whereby changes in either partner's LS today influence the decision of whether or not to stay together as a couple in the next period.
Finally, Table 3 's other results are also interesting in their own right. Income this period is associated negatively with the probability that the couple will split one period into the future, whilst people who are self-employed at t are more likely than those in full-time employment to end their relationship at t+1. Interestingly, being a housewife (or look after home) this year lowers the probability of couple dissolution in the subsequent year by approximately 3 percentage-points. This is perhaps due to the fact that at least one partner is always home when the other partner is back from work, something which can be considered as good for the relationship.
Conclusion
This paper has used ten waves of BHPS data to study intra-spousal correlations in selfreported life satisfaction data. Its primary objective was to determine whether the observed correlation is due largely to partners' fixed traits are similar through assortative mating by personality traits on the marriage market, partners sharing the same social environment that simultaneously affects their well-being, or a spillover effect of life satisfaction from one partner to the other.
A simple OLS model reveals that there is indeed a positive and statistically significant correlation between partners' LS. This correlation persists even when the GMM-system estimator is used to estimate the model, i.e. partners' LS remain positively and statistically significantly correlated even after controlling for the presence of measurement error bias and unobserved heterogeneity and allowing partner LS to be instrumented by the first-differences of its lags. In other words, there seems to be strong evidence of a causal spillover effect of well-being that runs from one partner to the other in a couple. This conclusion is also supported by the evidence that partners' LS can be used to predict observable behaviours:
there is a negative and statistically significant association between partners' life satisfaction this year and the likelihood of couple dissolution in the subsequent year. These results are consistent with models of spillover effects within couples. The findings thus provide strong statistical support in terms of validity for many economic models that were built around the assumption that utility is interdependently related between members of the same household (Becker, 1974) . It is also consistent with studies that found evidence of caring preferences between partners within marriage (Foster and Rosenzweig, 2001; Ermisch, 2003) .
More generally, the empirical approach of this paper can be extended and applied to distinguish between various explanations of other types of similarity in couples' behaviours and characteristics that are not specific to a partner's subjective well-being. 
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