Many real-world monitoring and surveillance applications require non-trivial anomaly detection to be run in the streaming model. We consider an incremental-learning approach, wherein a deep-autoencoding (DAE) model of what is normal is trained and used to detect anomalies at the same time.
I. INTRODUCTION
Consider the problem, where starting from high-dimensional streamed data, one should like to distinguish between "normal" input of time-varying nature (also known as background) and "anomalies" (events, or foreground). This problem is known as anomaly or event or outlier detection in Data Engineering and as background subtraction in Computer Vision. Recent surveys include [1] - [3] .
In summary, early methods worked (block-)coordinate-wise. For example for image data, these methods worked pixel-bypixel [4] , [5] , where each pixel is a block of three coordinates. Subsequently, the view of anomaly detection as a low-rank matrix-completion problem has become popular. A typical approach stacks a number of recent flattened observations, e.g. video frames, into rows of a data matrix, which is then approximated via a low-rank matrix. The low-rank model corresponds to the background, and anomalies are outside of the low-rank subspace. More recently, deep-learning techniques have been developed, based on the matrix-completion view of anomaly detection [6] , [7] . Notably, autoencoder architecture have proven successful, in practice. A multi-scale framework, proposed in [8] , encodes the input images by means of pretrained VGG-16 followed by a sub-net that pools features at multiple scales before feeding them into decoder. Authors claim robustness against camera jitter and shadows despite a very limited number of labelled images used for training. In [9] authors extended ideas of [4] , [5] by training a CNN on image patches. Subsequently, the trained CNN was applied to assemble foreground mask from patches on previously unseen images. Likewise a patch-based CNN in [10] learns to output foreground probability on a small number of labelled training examples. There are also sparse and robust variants and variants combining auto-encoders with Gaussian mixture models [11] .
A key challenge across subspace and deep-learning approaches is the amount of supervision and tuning. Interestingly, many approaches therein rely on very simple thresholding mechanisms that require extensive tuning and output quite noisy foreground masks. In particular, across both traditional methods [4] , [5] , methods based on matrix-completion [12] , and autoencoders [11] , the use of Gaussian mixture models (GMM) is the state of the art. While there are plausible alternatives [13, e.g.] , the typical use of GMM involves the use of expectation-maximization (EM) heuristics, which suffer from a host of issues, including the sensitivity to noise and sensitivity to balance in the mixing coefficients, as well as getting stuck in arbitrarily poor local optima. One would hence like to obtain an unsupervised approach, without the GMM assumptions.
Our main contribution is a technique for unsupervised use of deep autoencoders:
• the use of a thresholding mechanism based on value at risk (VaR), which can be computed exactly in time required to sort the incoming data. • a novel weighing (pre-processing) of the input to the autoencoder. • a numerical study of deep-autoencoders with the proposed pre-processing and thresholding on changedetection.net. The use of VaR-based thresholding makes it possible to adapt deep-learning approaches into unsupervised methods without data-dependent tuning. An extended version of this paper available in arxiv under the same title.
II. CONVOLUTIONAL AUTOENCODER
We present unsupervised use of deep convolutional autoencoder (DAE) for anomaly detection in streamed data, which could be seen as a generalisation of low-rank approximation methods. Specifically, we consider incremental training of a model of what is normal (background) without hand-labelled data, which are not available in many real-world applications.
Upon the arrival of a new frame I of a stream, we do exactly one forward/backward iteration within the training of the autoencoder (update phase), and then draw an estimate of background model B as an output of the autoencoder network (reconstruction phase). Figure 1 depicts the architecture of our autoencoder. Except the first and the last layer, all other convolution layers have 64 filters of size 5×5 (input and output number of channels equals to 64), interleaved with tanh nonlinear activations.
L 1 -norm loss function minimises the difference between I and B, effectively ignoring the outliers (e.g., points of moving objects in a video stream). Robustness of the loss function L is not sufficient, as pointed out in [14] . We can improve the robustness, for example, by introducing point-wise weights:
where index i runs through all the block-coordinates (pixels), and w i is close to 0 for an outlier (moving point), and close to 1 otherwise. There is no need for weights {w i } to be accurate; it would be sufficient to mask out the majority of outliers (foreground points). One possible option for weights computation effectively down-weighs moving points using optic-flow estimation by DIS algorithm [15] :
where v i is an optic-flow velocity at ith point. Because filters in CNN are shared by all the points, few remaining outliers would not harm the training process and will be suppressed by L 1 -norm loss function.
In a pre-processing step, the input is flattened, blockcoordinate to a single coordinate (e.g., red-green-blue to grayscale) format before feeding into the autoencoder. (Note that at night time, there are no colours in video data anyway.) Each frame is then reshaped into a "standard" layout (1×576×704) and the values are normalised to [−0.5 . . . 0.5] range. Reconstructed background and foreground mask undergo the inverse transform, respectively. The bottleneck layer is represented by 1D tensor of size 2048, surrounded by fullyconnected layers. Encoder's layers are shrunk by a factor of 2 (stride 2), as the data propagate from input to output, and decoder's (transposed) layers are expanded by the same factor of 2 (stride 2), respectively. Here we try to balance between network depth (that increases computational burden) and background reconstruction quality.
In order to make training procedure less prone to overfitting, we operate in mini-batches. Namely, we accumulate a short history of recent images (50 in our experiments or 2 seconds of video), on each iteration pick up a subset of 10 images uniformly spread over this short history (to reduce computational burden), stack them into 10×H×W tensor which is fed into autoencoder as a mini-batch image I(c, x, y), where c = 1...10, and W , H stand for width and height respectively. The reconstructed background B(c, x, y) has the same layout. More on that can be found in the full paper.
In a key contribution, a binary mask of outliers (foreground) is computed by thresholding over 5×5 vicinity N of each point, that is, ith data-point of the latest image I(x, y) belongs 
where we not only explore the recently reconstructed backgrounds, but also look around a point neighbourhood. In contrast to common approach, we do not set a hard threshold but adaptively re-estimate it on every iteration. Starting from the view of the "neighbourhood" as an (empirical) distribution [16] , we consider Value at Risk (VAR) at α of this random variable X:
as detailed in the full paper. Overall, the main steps of the algorithm are as follows: 1) transform a new frame into a "standard" form; 2) update a time window of a history of 50 recent frames; 3) compute weights using the optic-flow algorithm (2) and plug them into the loss function (1); 4) make one forward and one backward step in training the autoencoder (cf. Figure 1) ; 5) reconstruct background model B, and compute residuals (3); 6) estimate the optimum threshold using Value at Risk (4), and apply it to the residuals; 7) output a binary mask outlier/background reshaped back to the original size.
III. EXPERIMENTAL EVALUATION
For the purpose of evaluation and formal comparison against other methods, we present results on CDnet 2014 [17] , an established benchmark consisting of video sequences and manually labelled ground-truth of what is background and what is foreground therein. A subset of six video categories have been selected for comparison, namely: "badWeather", "dy-namicBackground", "cameraJitter", "baseline", "nightVideos", "shadow", each of which contains several video sequences. Considering that the sequence in CDnet 2014 are quite short, we perform three passes over each sequence in training the convolutional autoencoder. Evaluation and computation of foreground mask are performed on the third and final pass. Note that we do not use any labelling information for training at all, other than within CDnet 2014 evaluation software for the final scoring.
For comparison, we have chosen the excellent Matlab toolbox LRSLibrary, developed by Sobral et al. [18] , as an invaluable stock of "low-rank and sparse tools for background modeling and subtraction in videos", considering that our approach can be seen as a low-rank approximation method, implemented using an autoencoderbottleneck design. After a number of trials, we have selected five well-performing algorithms: LRR_FastLADMAP [19] , MC_GROUSE [20] , RPCA_FPCP [21] , ST_GRASTA [22] , TTD_3WD [23] , based primarily on their run-time performance. We have also used OMoGMF, the recent and stateof-the-art algorithm proposed in [12] , [24] , as implemented in Matlab by the authors. OMoGMF was identified as a top performer in our experiments. The only caveat to keep in mind is that OMoGMF algorithm outputs black foreground mask after about 2, 500 frames. As a workaround, we discard the foreground masks with all black pixels from the scoring process.
It took several weeks to process selected videos on Intel Core i7-4800MQ, 4-core CPU, 16 Gb, 2.70 GHz workstation powered by RedHat 7.6/64 Linux and Matlab 2018a. The data matrix has been build on 50 recent-most images, the number used in LRSLibrary and OMoGMF implementations by default.
Our autoencoder is implemented in Python 3 and relies on PyTorch deep-learning engine running on Intel Xeon E5-2699 at 2.20 GHz equipped with Tesla K40c, 12Gb GPGPU, and powered by RedHat 7.5/64 Linux. The most heavy part of computation is done by GPGPU. It took about 2 days to run. Table I summarizes scoring results obtained on 6 videocategories for all the methods including OMoGMF, which was identified as the best subspace method in this study, and our convolutional autoencoder. Note, there are two sub-tables for autoencoder results. In the first case ("min. threshold") we derive the optimum threshold from a distribution of minimum residuals across a batch of reconstructed backgrounds but without looking at points' neighbourhoods. In the second case ("5×5 min. threshold"), threshold was computed according to (3) and that leads to higher overall F -measure especially for dynamic background category.
A few observations deserve attention. First, many algorithms have difficulties with challenging videos in CDnet 2014. In particular, computation of foreground mask (outlier pixels that belongs to moving object) is a weak point in many implementations at least in the standard setup provided by [18] . Second, OMoGMF performs really well in general. It integrates a flexible Gaussian mixture model and produces a solid motion mask, but it is less resistant to noise and non-stationary background than autoencoder. Third, our autoencoder yields a good background estimation and copes better with dynamic background than many other methods. Nonetheless, a single global threshold (albeit automatically adjusted) is not flexible enough. It produces "holes" in the motion mask and scores less well as a result. This is a familiar problem of many proposed algorithms, where hard threshold is common. Fourth, sometimes foreground "leaks" into background. This can be explained by videos being too short for proper training of autoencoder, which tends to memorize images -another known problem. Also note that autoencoder operates on grayscale images, unlike other methods.
Further experimental results are available in our eponymous arxiv submission. 
IV. SUMMARY AND DISCUSSION
We have presented an algorithm for tracking of timevarying low-rank background models using an incrementally trained and concurrently applied convolutional autoencoder. Our approach displays solid performance overall, which is comparable to the best subspace methods, and has a strong potential for further improvement.
The approach reflects three design points important in video surveillance. First, incremental training makes the network adaptive to gradual scene changes. Second, no labelled data is needed, in contrast to typical deep-learning approaches. Instead, we down-weighing the moving points using a rough estimation of the foreground mask. The training is primarily driven by background points, and is hence robust to outliers. Third, we compute foreground mask of moving objects by considering the spatial neighbourhood of each pixel, within several recent images, and compute the threshold based on Value at Risk (VaR), a well-known risk measure.
Low-rank methods have made remarkable progress in recent years, but several limitations remain. As it turns out, all of the methods considered in this study for comparison have difficulties in producing a convincing foreground motion mask in the case of fast-varying background. Clearly, there are good learning-theoretic reasons for any method to struggle in fast-changing environments. To some extent, improving upon thresholding technique can alleviate the problem of poor foreground mask.
Our original motivation for this work came from the tracking of background in video streams, collected from a network of CCTV cameras, which pose a serious challenges to any algorithm: camera jitter, compression artefacts, poor image quality, adverse weather condition, night-time videos, and so on. The contrast between the real-life data and benchmark datasets is staggering. First, on the real-life data, it usually takes roughly 20 minutes (30, 000 video-frames) for an autoencoder to build up a good background model. However, the standard video-sequences, adopted by community for benchmarking, are typically very short -few thousands frames, usually. This rises a question about the scoring process, particularly, when algorithms based on deep learning architecture are involved. While they demonstrate outstanding results, it is not clear whether they perform equally well on a video-stream with million images (one day of data). Second, when thousands of cameras are to be deployed and supported, any training process is burdensome. As such, explicit training phase should be completely avoided in practical applications. On the other hand, the baseline autoencoder, despite good results comparing to existing approaches, yields quite low F -measure overall. Using pre-trained network as in [8] , but without explicit training stage upon deployment, in our opinion, is a promising research direction. It seems that the next generation of benchmarks is needed for a more realistic comparison protocol. This could be, for example, a collection of compressed, one-daylong videos with a few thousand check-point images evenly scattered across the sequence and manually labelled.
