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Abstract
We establish a Shearer-type inequality for the Poincare´ constant, showing that the Poincare´
constant corresponding to the convolution of a collection of measures can be nontrivially con-
trolled by the Poincare´ constants corresponding to convolutions of subsets of measures. This
implies, for example, that the Poincare´ constant is non-increasing along the central limit the-
orem. We also establish a dimension-free stability estimate for subadditivity of the Poincare´
constant on convolutions which uniformly improves an earlier one-dimensional estimate of a
similar nature by Johnson (2004). As a byproduct of our arguments, we find that the mono-
tone properties of entropy, Fisher information and the Poincare´ constant along the CLT find a
common, simple root in Shearer’s inequality.
1 Introduction
Let P(Rd) denote the set of Borel probability measures on Rd. A measure µ ∈ P(Rd) is said to
satisfy a Poincare´ inequality with constant C if
Varµ(f) ≤ C
∫
Rd
|∇f |2dµ (1)
for all locally Lipschitz functions f : Rd −→ R, where ∇ denotes the usual gradient and | · | denotes
the Euclidean length on Rd. The Poincare´ constant Cp(µ) is defined to be the smallest constant C
for which (1) holds.
Poincare´ inequalities play a central role in concentration of measure (see, e.g., [16, Ch. 3]), and
imply dimension-free concentration inequalities for the product measures µn, n ≥ 1, which depend
only on the Poincare´ constant Cp(µ). Indeed, it is an easy exercise to see that Cp(µ
n) = Cp(µ), so
the Poincare´ inequality directly implies
Varµn(f) ≤ Cp(µ)‖f‖2Lip ∀f : Rnd −→ R,
where ‖ · ‖Lip is the usual Lipschitz seminorm. Stronger concentration estimates are also avail-
able. For example, Bobkov and Ledoux [3] established the following dimension-free estimate for
exponential concentration
µn
(
f ≥
∫
fdµn + t
)
≤ exp
(
−min
(
t2
KCp(µ)
,
t√
KCp(µ)
))
, (2)
1
holding for all 1-Lipschitz f , where K is an absolute constant. A converse statement also holds,
implying that dimension-free concentration is equivalent to existence of a Poincare´ inequality in
a precise sense [13]. Thus, any information about Cp(µ) reveals quantitative information about
the concentration properties enjoyed by µ. Beyond concentration of measure, Poincare´ inequalities
play an important role throughout analysis, for example in characterizing convergence of stochastic
dynamics.
Except in special cases, Cp(µ) is not known explicitly for general probability measures µ, but it
can sometimes be controlled using properties enjoyed by the Poincare´ constant. For example, it is
easy to check by change of variables that Cp(µα,β) = α
2Cp(µ), where µα,β ∼ αX+β, with α, β ∈ R
and X ∼ µ. Only slightly less immediate is the subadditivity property
Cp(µ ⋆ ν) ≤ Cp(µ) + Cp(ν) (3)
for the convolution measure µ⋆ν, which follows by a classical variance decomposition and convexity
of t 7→ t2 (e.g., [5]).
It is convolution inequalities like (3) that are the focus of this paper. There have been several
recent results along these lines which we now mention. For example, Bardet, Gozlan, Malrieu
and Zitt [2] recently established dimension-free bounds on the Poincare´ constant for Gaussian
convolutions of compactly supported measures. Johnson [15] had obtained similar bounds on the
Poincare´ constant for finite mixtures of one-dimensional Gaussians with identical variances, and
he further studied the convergence of the Poincare´ constant along the central limit theorem. This
latter topic is closely related to some of the results contained in this paper, so we highlight the
similarities and differences in the relevant sections. In a related direction, Chafai and Malrieu [6]
gave bounds on the Poincare´ constant for two-point mixtures. We remark that other bounds are
known for the logarithmic Sobolev constant for convolution measures (which immediately yield
bounds on the Poincare´ constant), e.g. [2, 22], but these tend to be weaker than estimates which
target the Poincare´ constant directly.
Our results fall into two main categories. First, we establish a Shearer-type inequality for the
Poincare´ constant, which shows that the Poincare´ constant corresponding to the convolution of a
collection of measures can be nontrivially controlled by the Poincare´ constants corresponding to
convolutions of subsets of measures. This has new and interesting consequences; for example, the
Poincare´ constant is monotone along the central limit theorem, similar to entropy. Second, we
establish a dimension-free quantitative stability estimate for the inequality (3), which depends on
the measures µ, ν only through their Poincare´ constants. This uniformly improves upon a previous
estimate of Johnson [15], which required a bound on Fisher information. The proofs all rely on
a particular variance inequality, closely related to Shearer’s lemma, which may be of independent
interest. As a byproduct of our arguments, we see that the monotone property of entropy, Fisher
information and the Poincare´ constant along the CLT find a common root in Shearer’s inequality.
2 Presentation of Results
2.1 Bounds on the Poincare´ constant for convolution measures
Our first result is the following bound on the Poincare´ constant for convolutions:
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Theorem 1. Let (µi)1≤i≤n ⊂ P(Rd). For a set S ⊂ [n] := {1, 2, . . . , n}, let µS denote the
convolution of (µi)i∈S . If C is a collection of distinct subsets of [n], then
Cp(µ[n]) ≤
1
t
∑
S∈C
Cp(µS) (4)
where t := mini∈[n]#{S ∈ C : S ∋ i}.
As an example, if we take n = 2 and C = {{1}, {2}}, we see that (4) extends the classical
subadditivity estimate (3). Two further examples in the case of convolutions of identical measures
— where the expressions are simplest, but the results still new and illustrative — are given below:
Example 1. Let (Xi) be i.i.d. random vectors in R
d with law ν1. For n ≥ 1, let νn denote the law
of the standardized sum 1√
n
∑n
i=1Xi. Then,
Cp(νn) ≤ Cp(νn−1). (5)
That is, the Poincare´ constant is non-increasing along the central limit theorem.
Like entropy and Fisher information, monotonicity of Cp(νn) along the central limit theorem
is suggested by the classical subaddivity property (though, not implied by it). The connection
between (5) and monotonicity of entropy and Fisher information runs deep, and is articulated in
Section 3.1 (Remark 4).
The following example is more counterintuitive, and does not seem to be predicted by subaddi-
tivity:
Example 2. Let νn be as in the previous example, and let γδ2 denote the law of the normal
distribution N(0, δ2I). Then
Cp(νn ⋆ γδ2/n) ≤ Cp(ν1 ⋆ γδ2). (6)
The surprise here is that the degree of gaussian regularization on the left is significantly less than
that on the right (i.e., variance δ2/n instead of δ2), but the Poincare´ constant is no worse.
To add to Example 2, we remark that discrete probability distributions are typical examples
of measures that do not satisfy a Poincare´ inequality, since one can always find a non-constant
function f which remains constant on the support, ensuring ∇f = 0 on sets of positive measure.
In Example 2, we can take ν1 to be the equiprobable measure on {−12 , 12}, and δ2 ≪ 1. In this
case, the measure νn ⋆ γδ2/n looks nearly discrete as n becomes fairly large (i.e., like a standardized
Binomial(n, 1/2) distribution), yet satisfies a Poincare´ inequality with constant depending only
on δ2, e.g., Cp(νn ⋆ γδ2/n) ≤ Cp(νn ⋆ γδ2/n) ≤ δ2 exp(4/δ2). To contrast this concrete example
with previous estimates, an application of [2, Theorem 1.2] gives Cp(νn ⋆ γδ2/n) ≤ δ
2
n exp(4n
2/δ2),
and Johnson’s estimate for univariate Gaussian mixtures [15, Theorem 1.4] gives Cp(νn ⋆ γδ2/n) ≤
2n exp(n2n/δ2). These bounds may be improved slightly using subadditivity, but nevertheless
remain exponential in n.
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2.1.1 Application to a quantitative CLT in W2
The ability to introduce vanishing regularization via (6) may be useful in applications. One nice
illustration is the following dimension-free quantitative central limit theorem in the L2-Wasserstein
distance on P(Rd), denoted by W2:
Corollary 1. Let (Xi) be i.i.d. centered isotropic random vectors in R
d with law ν1. If Cp(ν1⋆γδ2) ≤
Cδ2 for some δ
2 > 0, then
W2(νn, γ1)
2 ≤ d 2(δ
2 + Cδ2)
δ2 +
√
n− 1 , (7)
where νn ∼ 1√n
∑n
i=1Xi.
Proof. The proof involves properties of the so-called Stein discrepancy S(µ|γ1)2, which is a measure
of the distance from a probability measure µ to the standard gaussian measure γ1. Its precise
definition is not needed here, but we will need two properties. First, for any centered probability
measure µ ∈ P(Rd), finiteness of Cp(µ) implies finiteness of S(µ|γ1)2 (see [8]). Combined with
results from [17], if µ is centered and isotropic, then
W2(µ, γ1)
2 ≤ S(µ|γ1)2 ≤ (Cp(µ)− 1)d
and, with the notation νn prevailing,
S(νn+1|γ1)2 ≤ S(νn|γ1)2 ≤ 1
n
S(ν1|γ1)2 for all n ≥ 1.
For n ≥ 1, let νtn ∼ n
−1/2√
1+t
∑n
i=1Xi, so that ν
t
n ⋆ γt/(1+t) is isotropic. Starting with the triangle
inequality for W2 and using each of the above estimates followed by (6), we have for any t > 0 and
integers n1, n2 ≥ 0 such that n1n2 ≤ n,
1
2
W2(νn, γ1)
2 ≤W2(νtn ⋆ γt/(1+t), νn)2 +W2(νtn ⋆ γt/(1+t), γ1)2
≤ d t
1 + t
+ S(νtn ⋆ γt/(1+t)|γ1)2
≤ d t
1 + t
+
1
n1
S(νtn2 ⋆ γt/(1+t)|γ1)2
≤ d t
1 + t
+
d
n1
Cp(ν
t
n2 ⋆ γt/(1+t))
= d
t
1 + t
+
d
n1
( 1
1 + t
Cp(νn2 ⋆ γt)
)
≤ d t
1 + t
+
d
n1
( 1
1 + t
Cp(ν1 ⋆ γn2t)
)
.
Now, choosing t = δ2/n2 and n1 = n2 = ⌊
√
n⌋ ≥ √n− 1, we simplify to find (7).
A few remarks are in order: We emphasize that for (7) to hold, ν1 does not need to satisfy
a Poincare´ inequality, but only needs to have finite Poincare´ constant after convolution with a
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gaussian of sufficiently large variance1. This is a significantly weaker assumption than finiteness
of the Poincare´ constant; for instance, a simple modification of the proof of [2, Theorem 1.2]
establishes that all subguassian distributions enjoy this property. Since Cp(µ
n) = Cp(µ), the
estimate (7) is dimension-free, and in fact has optimal dependence on dimension since W 22 is
additive on product measures. However, the rate O(n−1/2) is suboptimal, and should be O(1/n)
under moment constraints. In particular, Talagrand’s inequality together with results of Bobkov,
Chistyakov and Go¨tze [4] imply an asymptotic rate of W2(νn, γ1)
2 = O(1/n) under finite fourth
moment, but these estimates are non-quantitative in dimension greater than one, and prefactors
generally behave poorly in dimension.
In [21], Zhai improved an earlier result by Valiant and Valiant [20] and established that if ν1 is
supported in the Euclidean ball of radius R, then it holds that
W2(νn, γ1)
2 ≤ 25dR
2(1 + log n)2
n
. (8)
Since any isotropic measure supported in the Euclidean ball of radius R necessarily has R2 ≥ d,
Zhai’s estimate gives at best O(d2) scaling in the upper bound on W 22 , which is worse than (7).
However, (8) does offer the improved rate of O((log n)2/n) compared to the rate of O(n−1/2) in (7).
As a result, if one is working with compactly supported distributions, then (7) would be preferred
in the sample-limited regime where n/(log n)4 . d2, and (8) would be preferred in the large-sample
regime where n/(log n)4 & d2.
We also remark that near-optimal rates have very recently been obtained for the multivariate
CLT in the weaker 1-Wasserstein distance under the assumption of finite third moments, albeit
with suboptimal dependence on dimension [11].
2.1.2 Remark on non-Euclidean settings
Poincare´ inequalities continue to make sense in settings beyond Rd, but the applications remain
similar (see, e.g., [12]). For example, if (X , d) is a metric space equipped with a probability measure
µ, it is common to say µ satisfies a Poincare´ inequality with constant C if
Varµ(f) ≤ C
∫
X
|∇f |2dµ (9)
for a sufficiently large class of test functions f : X −→ R. Here, the length of the gradient is defined
as
|∇f |(x) := lim sup
y−→x
|f(x)− f(y)|
d(x, y)
(10)
whenever x is an accumulation point (otherwise |∇f |(x) = 0). Under this definition, the dimension-
free concentration estimate (2) continues to hold [3].
It turns out that Theorem 1 can be extended to cover these and other situations. Let (X ,+)
be an abelian group, where X is a Polish space, and let B(X ,R) denote the collection of bounded
real-valued functions on X . Consider a collection of functions A ⊂ B(X ,R) which is closed under
translation; i.e., f ∈ A ⇔ f(·+ t) ∈ A for all t ∈ X . Further, let ∇ be an operator on the elements
1In fact, if ν1 has Cp(ν1) < ∞, then we can take δ = 0, n1 = n and n2 = 1 in the the proof of Corollary 1 to
conclude W2(νn, γ1)
2 = O(dCp(ν1)/n), which can be found in [8].
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of A which commutes with translation in the sense that |∇(f(·+ t))| = |(∇f)(·+ t)| for all f ∈ A
and t ∈ X . In words, the length of the gradient of the map x 7→ f(x+ t) is equal to the length of
the gradient of f , evaluated at x+ t. Note that this condition is met for (10), assuming the metric
d is translation invariant. It is also satisfied by discrete derivatives in symmetric settings (e.g., the
hypercube).
With the above definitions, for a given probability measure µ ∈ P(X ), define Cp(µ;A) to be
the smallest constant C such that (9) holds for all f ∈ A.
Theorem 2. Let the above notation prevail, and consider a collection of probability measures
(µi) ⊂ P(X ). For S ⊂ [n], let µS denote the law of
∑
i∈S Xi, where Xi ∼ µi are independent and
summation is with respect to the group operation +. If C is a collection of distinct subsets of [n],
then
Cp(µ[n];A) ≤
1
t
∑
S∈C
Cp(µS ;A)
where t := mini∈[n]#{S ∈ C : S ∋ i}.
In applications, A will generally be dense in the class of test functions with respect to an
appropriate norm. For example, in the case of X = Rd where ∇ is the usual (weak) gradient, then
Theorem 1 follows from Theorem 2 by density of smooth functions in the Sobolev spaceW 1,2(Rd, µ),
where µ has density with respect to Lebesgue measure.
2.2 Stability of subadditivity of the Poincare´ constant
For µ ∈ P(Rd), define
σ2(µ) := max
α∈Rd:|α|=1
Varµ(x 7→ α · x)
to be the largest variance of µ in any direction (equivalently, the largest eigenvalue of the covariance
matrix for µ). It is known that Cp(µ) ≥ σ2(µ), with equality only if µ is marginally gaussian in
the direction of largest variance. In fact, as shown in [8], if α∗ ∈ argmaxα∈Rd:|α|=1Varµ(x 7→ α ·x),
then
Cp(µ)− σ2(µ) ≥W2
(
(α∗ · id)#µ, γσ2(µ)
)2
, (11)
where γσ2 is the law of N(0, σ
2(µ)), and (α∗ ·id)#µ is the pushforward of µ under the map x 7→ α∗ ·x
(i.e., (α∗ · id)#µ is the marginal distribution of µ in direction α∗). We remark that that the one-
dimensional nature of (11) is unavoidable, since the Poincare´ constant of µ is at least as bad as
any one-dimensional marginal (e.g., consider product measures of the form γσ2 ⊗ µn).
Our main result of this section is a dimension-free stability estimate for the subadditivity prop-
erty (3) in terms of the gap Cp(µ ⋆ ν) − σ2(µ ⋆ ν) (and, by (11), in terms of the non-gaussianness
of any one-dimensional marginal of µ with largest variance). In particular,
Theorem 3. Let µ, ν ∈ P(Rd), and define σ2 = σ2(µ ⋆ ν) for convenience. Then,
Cp(µ ⋆ ν) ≤ (Cp(µ) + Cp(ν))− Cp(µ)Cp(ν)
Cp(µ) + Cp(ν)
(Cp(µ ⋆ ν)− σ2)2
(Cp(µ ⋆ ν)− σ2)2 + Cp(µ ⋆ ν)σ2 .
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Of note, the above estimate is dimension-free, and requires no quantitative information about
the measures beyond their Poincare´ constants and the value σ2(µ⋆ν). In order for equality to hold
in (3), we need that Cp(µ⋆ν) = σ
2(µ⋆ν), implying that µ⋆ν is marginally gaussian in its direction
of maximum variance by (11). Cramer’s theorem then implies that µ and ν must be marginally
gaussian in this same direction as well.
Letting µ = ν in Theorem 3, the following stability estimate for i.i.d. sums is immediate:
Corollary 2. Let X1,X2 be i.i.d. random vectors in R
d with law ν1, and define ν2 to be the law of
the standardized sum 1√
2
(X1 +X2). Then
Cp(ν2) ≤ Cp(ν1)− Cp(ν1)
4
(Cp(ν2)− σ2)2
(Cp(ν2)− σ2)2 + Cp(ν2)σ2 , (12)
where σ2 = σ2(ν2) = σ
2(ν1).
Johnson’s paper contains a result similar to Corollary 2, so we describe notable differences
below. First, we mention that our results hold for probability measures on Rd, whereas Johnson’s
results are derived only for dimension 1. Perhaps more substantially, the stability estimate derived
by Johnson depends on Fisher information, whereas ours does not. Assuming d = σ2(ν1) = 1,
Johnson’s key result can be stated in a form comparable to (12) as2
Cp(ν2) ≤ Cp(ν1)− Cp(ν1)
9
(Cp(ν2)− 1)2
Cp(ν2)2(1 + J(ν1)Cp(ν1))
, (13)
where
J(µ) :=
∫
R
|f ′(x)|2
f(x)
dx
denotes the Fisher information associated to a probability measure µ on R with differentiable
density dµ(x) = f(x)dx. Since J(ν1) ≥ 1 in this setting (by the Cramer-Rao inequality), we see
that (12) always improves upon (13), and the improvement can be significant when either J(ν1)
or Cp(ν1) is large. As a particular example, our results apply to uniform measures on convex
sets (a prototypical class of measures with finite Poincare´ constant), whereas (13) degenerates to
subaddivity since Fisher information is infinite due to discontinuity of the density at the boundary
of its support (in fact, even under arbitrarily small regularization, the Fisher information will still
tend to infinity). We additionally note that Fisher information is additive on product measures, so
a na¨ıve extension of (13) to Rd would seem to suggest a stability estimate that degrades quickly
with dimension.
Johnson’s motivation for establishing (13) was to quantify convergence of the Poincare´ constants
Cp(νn) along the CLT, where νn is the same as in Example 1. In particular, the main result of [15]
claims for d = 1 and σ2(ν1) = 1,
Cp(νn) ≤ 1 + c
n
,
where c is a constant depending only on Cp(ν1) and J(ν1). In actuality, however, this rate of
convergence is established along the subsequence (ν2n), rather than (νn) as desired. That is,
2This result is not stated explicitly, but can be distilled from Eq. (3) of [15].
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Theorem 1.2 of [15] should instead state
Cp(νn) ≤ 1 + c
log n
, (14)
giving an effective rate of convergence of O(1/ log n), rather than O(n−1). The mistake appears to
be due to a notational oversight in going from the proof of the theorem to the statement of the
theorem itself, rather than a technical error.
In view of this, we take the opportunity to revisit the topic of convergence of the Poincare´
constant. Unfortunately, despite the improvements of (12) over (13) described above, our Corol-
lary 2 seems incapable of showing that Cp(νn) − 1 decays asymptotically better than O(1/ log n),
whereas a rate of O(1/n) would naturally be conjectured as optimal. Although we suffer from
this shortcoming in the asymptotic regime, we can positively show that the Poincare´ constant for
standardized sums of random vectors converges quickly to a universal constant (i.e., 3/2), before
the slower convergence rate kicks in. The precise statement is as follows:
Theorem 4. Let X1,X2, . . . be i.i.d. isotropic random vectors in R
d, and define νn to be the law
of the standardized sum 1√
n
∑n
i=1Xi. Then
Cp(ν2n)− 3
2
≤
(
3
4
)n (
Cp(ν1)− 3
2
)
(15)
and, if Cp(ν1) ≤ 2, it further holds that
Cp(ν2n)− 1 ≤ 7
n+ 7
. (16)
Remark 1. Using the monotone property Cp(νn+1) ≤ Cp(νn) established in (1), the above inequal-
ities together give an explicit bound on the convergence of the sequence Cp(νn)ց 1, depending only
on the initial Poincare´ constant Cp(ν1).
Remark 2. The i.i.d. assumption on the sequence (Xi) may be relaxed to independence with uni-
formly bounded Poincare´ constants.
3 Proofs of main results
3.1 A variance inequality
This section is devoted to the proof of a particular variance inequality, from which our main results
will follow. First, recall that for a measurable space X , and two probability measures P ≪ Q on
X , the relative entropy between P and Q is defined as
D(P‖Q) =
∫
X
log
(
dP
dQ
)
dP.
Our starting point is a projection-type inequality enjoyed by relative entropy known as Shearer’s
lemma (finding origins in [7]), which generalizes inequalities due to Han [19]. Before stating the
result, we establish some notation. Let (Xi, di), i = 1, . . . , n, be a collection separable complete
metric spaces. If P is a probability measure on the product space X =∏ni=1Xi, let PS denote the
corresponding marginal distribution on XS :=
∏
i∈S Xi, where S ⊂ {1, . . . , n}. That is, PS = πS#P ,
where πS : X −→ XS is the natural projection. With this notation, Shearer’s lemma is the following:
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Theorem 5. Let P,Q be Borel probability measures on X , where Q has product form Q =∏ni=1Qi.
For any collection C of distinct subsets of {1, . . . , n},∑
S∈C
D(PS‖QS) ≤ rD(P‖Q), (17)
where r := maxi#{S ∈ C : S ∋ i}.
The assumption that X is a product of separable complete metric spaces ensures that the
disintegration theorem can be applied to P , which is needed for the proof. This assumption is more
than sufficient for our purposes, where we consider only the case where Xi = Rd. Aside from this
technical point, the proof is straightforward and is included below for completeness.
Proof. For an integer k ≥ 1, define [k] = {1, . . . , k}, and Sk = S ∩ [k] for S ⊂ [n]. Further, for
S, T ⊂ {1, . . . , n}, let PS|T (·|x) denote the conditional distribution of P on XS , given x ∈ XT . With
notation established, the proof is a simple consequence of properties of relative entropy (cf. [9]):
∑
S∈C
D(PS‖QS) =
∑
S∈C
∑
i∈S
∫
XSi−1
D
(
Pi|Si−1(·|s)
∥∥∥Qi(·))dPSi−1(s)
≤
∑
S∈C
∑
i∈S
∫
X[i−1]
D
(
Pi|[i−1](·|s)
∥∥∥Qi(·))dP[i−1](s)
=
n∑
i=1
∑
S∈C:S∋i
∫
X[i−1]
D
(
Pi|[i−1](·|s)
∥∥∥Qi(·))dP[i−1](s)
≤ r
n∑
i=1
∫
X[i−1]
D
(
Pi|[i−1](·|s)
∥∥∥Qi(·))dP[i−1](s)
= rD(P‖Q).
The first inequality is due to convexity of D, and the second follows from the definition of r.
The key inequality we shall need in the present paper is the following:
Corollary 3. With notation as above, let Q be a probability measure on X with product form, and
for the random vector X = (X1, . . . ,Xn) ∼ Q, let XS = (Xi)i∈S be the natural projection of X
onto XS. For any collection C of distinct subsets of {1, . . . , n}, and any f : X −→ R,∑
S∈C
Var (E[f(X)|XS ]) ≤ rVar(f(X)), (18)
where the (conditional) expectation is with respect to Q and r := maxi∈[n]#{S ∈ C : S ∋ i}.
Proof. The proof follows by linearizing (17). We may assume f : X −→ R is bounded with∫
fdQ = 0; the general claim follows by density. For sufficiently small ǫ, define the probability
measure P via dP = (1 + ǫf)dQ. Now, apply (17) and take Taylor series about ǫ = 0 to conclude
(18).
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Despite the fundamental nature of (18), we could not find any explicit appearance of it in the
literature, though it may already be known to some. In fact, as pointed out by Y. Polyanskiy,
Shearer’s lemma holds for any non-negative submodular set function (however, the easiest way to
verify the hypothesis for the set function S 7→ Var (E[f(X)|XS ]) may be through a linearization
argument applied to entropy, as above). In any case, we are aware of a few related results, which
we now briefly discuss.
Remark 3. A simple modification gives the following: Let X1, . . . ,Xn be mutually independent
random vectors in Rd, and define the random sums US =
∑
i∈S Xi. In this case, for any collection
C of distinct subsets of {1, . . . , n} and f : Rd −→ R,∑
S∈C
Var
(
E[f(U[n])|US ]
) ≤ rVar(f(U[n])),
where, as before, r := maxi∈[n]#{S ∈ C : S ∋ i}. In particular, if (Xi) are i.i.d., then a simple
consequence is the inequality
Var
(
E[f(U[n])|U[m]]
) ≤ m
n
Var(f(U[n])), 1 ≤ m ≤ n,
which is equivalent to the main result of Dembo, Kagan and Shepp in [10].
Remark 4. As mentioned in the remarks following Example 1, monotonicity of the Poincare´
constant along the CLT parallels the same property enjoyed by entropy and Fisher information,
first proved in [1]. In fact, the subset inequality of Theorem 1 reminds one of similar subset
inequalities enjoyed by entropy and Fisher information, which were proved by Madiman and Barron
[18]. This relationship is not coincidental, and we explain the connection here. Specifically, the
critical estimate needed in [18] is a “variance drop” inequality of the form
E
∣∣∣∣∣
∑
S∈C
ψS(XS)
∣∣∣∣∣
2
≤ r
∑
S∈C
E
∣∣∣ψS(XS)∣∣∣2, (19)
where the notation XS is the same as above for independent (Xi)i∈[n], and ψS : XS −→ R, S ∈ C,
are any functions satisfying EψS(XS) = 0 for each S ∈ C. Madiman and Barron proved (19) using
ANOVA decompositions, and apply it to monotonicity of entropy/Fisher information by setting
(ψS)S∈C to be score functions of partial sums. As they noted in their paper, (19) generalizes a
classical result on U -statistics due to Hoeffding [14].
Since (18) plays a central role in the proof of Theorem 1, the connection between monotonicity
of Poincare´ constants and Fisher information/entropy along the CLT can be realized through the
connection between (18) and (19). In particular, a new proof of (19) can be obtained from (18) as
follows: Identifying f(x) :=
∑
S∈C ψS(xS) and applying Cauchy-Schwarz twice followed by (18), we
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have
E
∣∣∣∣∣
∑
S∈C
ψS(XS)
∣∣∣∣∣
2
=
(∑
S∈C Ef(X)ψS(XS)
)2
E|f(X)|2
≤
(∑
S∈C
(
E|E[f(X)|XS ]|2
)1/2 (
E|ψS(XS)|2
)1/2)2
E|f(X)|2
≤
(∑
S∈CE|E[f(X)|XS ]|2
E|f(X)|2
)(∑
S∈C
E|ψS(XS)|2
)
≤ r
∑
S∈C
E
∣∣∣ψS(XS)∣∣∣2.
Hence, the monotonicity results for entropy, Fisher information and the Poincare´ constant are seen
to have a common root in Shearer’s inequality.
With (18) in hand, the proof of Theorem 1 now follows readily.
Proof of Theorem 1. For independent random vectors Xi ∼ µi, i ∈ [n], and S ⊂ [n], define XS =
(Xi)i∈S , and let U =
∑n
i=1Xi. Consider any smooth f : R
d −→ R. For any S ⊂ [n], we have the
classical variance decomposition
Var(f(U)) = E[Var(f(U)|XS)] + Var (E[f(U)|XS ]) .
Summing over subsets S ∈ C and applying (18), we find
|C|Var(f(U)) =
∑
S∈C
E[Var(f(U)|XS)] +
∑
S∈C
Var (E[f(U)|XS ])
≤
∑
S∈C
E[Var(f(U)|XS)] + rVar (f(U)) ,
where r := maxi∈[n]#{S ∈ C : S ∋ i}. Rearranging and applying the Poincare´ inequality for µ[n]\S,
S ∈ C, we have
(|C| − r)Var(f(U)) ≤
∑
S∈C
E[Var(f(U)|XS)] ≤
∑
S∈C
E
[
Cp(µ[n]\S)E
[|∇f(U)|2|XS] ]
=
∑
S∈C
Cp(µ[n]\S)E
[|∇f(U)|2] .
Now, the proof is complete by relabeling sets S ← [n] \ S since (|C| − r) = mini∈[n]#{S ∈ C :
([n] \ S) ∋ i}.
Remark 5. The proof of Theorem 2 is identical, and is therefore omitted.
11
3.2 Proof of Theorems 3 and 4
This section is dedicated to the proofs of Theorems 3 and 4. We begin with a technical lemma.
First, a remark on notation throughout this section:
Remark 6. For a vector-valued function g : X −→ Rd and a probability measure µ on X , we abuse
notation slightly and write Varµ(g) to denote
∑d
i=1Varµ(gi), where gi : X −→ Rd denotes the ith
coordinate of g = (g1, . . . , gd). In particular,
Varµ(g) :=
∫
|g|2dµ−
∣∣∣∣
∫
gdµ
∣∣∣∣
2
.
Lemma 1. Let µ be a probability measure on Rd which verifies a Poincare´ inequality with best
constant Cp = Cp(µ). Define σ
2 := supα:|α|=1Varµ(x 7→ α · x). There is a sequence (fn) of
real-valued functions on Rd with
∫ |∇fn|2dµ = 1, which satisfies
lim
n−→∞Varµ(fn) = Cp,
and
lim
n−→∞Varµ(∇fn) ≥
(Cp − σ2)2
(Cp − σ2)2 + Cpσ2 .
Remark 7. The idea here is that if Cp > σ
2, then there are near-extremizers of the Poincare´
inequality for µ which have nontrivial projection onto the space of nonlinear functions. As a result,
the variances Varµ(∇fn) can be nontrivially compared to the moments
∫ |∇fn|2dµ. This result is
suggested by Johnson for dimension 1 in [15], but is only formally argued under the assumption
that an extremizer exists for the Poincare´ inequality. The potential nonexistence of extremizers
is the main issue to be dealt with, and can be handled through an application of the Lax-Milgram
theorem, as below.
Proof. We first show that if f is sufficiently smooth, satisfying
∫
fdµ = 0 and∫
|f |2dµ ≥ (1− ǫ2)Cp
∫
|∇f |2dµ, (20)
then
Cp
∫
∇f · ∇hdµ −
∫
fhdµ ≤ Cpǫ
(∫
|∇f |2dµ
)1/2(∫
|∇h|2dµ
)1/2
(21)
for all sufficiently smooth h. This may be seen as a stable form of the Euler-Lagrange equation
associated to the Poincare´ inequality for µ. Indeed, if there exists a nonzero function f0 which
Varµ(f0) = Cp
∫ |∇f0|2dµ, then
Cp
∫
∇f0 · ∇hdµ =
∫
f0hdµ
for all sufficiently smooth h.
Toward establishing (21), consider the Sobolev space W 1,2, defined as the closure of the set
of functions {f ∈ C∞(Rd) : ∫ fdµ = 0} in L2(µ) with respect to the Sobolev norm ‖f‖ :=(∫ |∇f |2dµ + ∫ |f |2dµ)1/2.
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By the Poincare´ inequality, the continuous bilinear map (f, g) 7→ Cp
∫ ∇f · ∇gdµ is coercive on
W 1,2 ×W 1,2. So, for any f ∈ W 1,2, the Lax-Milgram theorem ensures the existence of uf ∈ W 1,2
such that
Cp
∫
∇uf · ∇hdµ =
∫
fhdµ for all h ∈W 1,2.
Applying this to the function h = uf , Cauchy-Schwarz gives
Cp
∫
|∇uf |2dµ =
∫
uffdµ ≤
(
Cp
∫
|∇uf |2dµ
)1/2(∫
|f |2dµ
)1/2
,
so that Cp
∫ |∇uf |2dµ ≤ ∫ |f |2dµ. Now, if f verifies (20), then
Cp
∫
|∇uf −∇f |2dµ = Cp
∫
|∇uf |2dµ+ Cp
∫
|∇f |2dµ− 2Cp
∫
∇uf · ∇fdµ
= Cp
∫
|∇uf |2dµ+ Cp
∫
|∇f |2dµ− 2
∫
|f |2dµ
≤ ǫ2Cp
∫
|∇f |2dµ.
As a consequence, we obtain
Cp
∫
∇f · ∇hdµ−
∫
fhdµ = Cp
∫
(∇f −∇uf ) · ∇hdµ
≤ Cpǫ
(∫
|∇f |2dµ
)1/2(∫
|∇h|2dµ
)1/2
,
which is (21).
Henceforth, we assume f satisfies
∫
fdµ = 0 and (20). We may also assume without loss of
generality that
∫
xdµ(x) = 0, since translation does not change the Poincare´ constant. For any
α ∈ Rd, definition of σ2 together with the Poincare´ and Cauchy-Schwarz inequalities yields∫
f(x)(α · x)dµ(x)− |α|2σ2 =
∫
(f(x)− α · x)(α · x)dµ(x)
≤
(∫
|f(x)− α · x|2dµ(x)
)1/2 (∫
|α · x|2dµ(x)
)1/2
≤ |α|σ
(
Cp
∫
|∇f − α|2dµ
)1/2
.
Applying (21) with h(x) = α · x, we conclude
Cp
∫
∇f · αdµ(x)− |α|2σ2 ≤ |α|
(
Cp
∫
|∇f − α|2dµ
)1/2
σ + Cpǫ
(∫
|∇f |2dµ
)1/2
|α|.
Specializing this by taking α =
∫ ∇fdµ, we find upon rearranging that(∫
|∇f |2dµ−Varµ(∇f)
)1/2(√Cp
σ2
−
√
σ2
Cp
)
≤ (Varµ(∇f))1/2 + ǫ
√
Cp
σ2
(∫
|∇f |2dµ
)1/2
. (22)
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At this point, the proof is essentially complete. Indeed, by homogeneity of the Poincare´ in-
equality, we can find a sequence (fn) ⊂W 1,2 such that
∫ |∇fn|2dµ = 1 and
lim
n−→∞Varµ(fn) = Cp.
Since Varµ(∇fn) ≤
∫ |∇fn|2dµ = 1, we may extract a subsequence for which the limit
limk−→∞Varµ(∇fnk) =: V∞ exists. Applying (22) to this subsequence, we may let ǫ ↓ 0 to conclude
(1− V∞)1/2
(√
Cp
σ2
−
√
σ2
Cp
)
≤ (V∞)1/2 .
Squaring both sides and rearranging completes the proof.
Now, with the help of Lemma 1 and (18), we are ready to prove Theorem 3.
Proof of Theorem 3. For convenience, we use probabilistic notation with X ∼ µ and Y ∼ ν inde-
pendent, and U = X + Y . With this notation, we first aim to show that
Var(f(U)) ≤ (Cp(µ) +Cp(ν))E
[|∇f(U)|2]− Cp(µ)Cp(ν)
Cp(µ) + Cp(ν)
Var(∇f(U)) (23)
for differentiable f . To this end, we consider a smooth test function f : Rd −→ R; the general
result follows from density. Without loss of generality, we may also assume E[f(U)] = 0. We have
the classical variance decomposition
Var(f(U)) = EVar(f(U)|X) + Var (E[f(U)|X])
=: A+B.
As in the proof of Theorem 1, since ν satisfies a Poincare´ inequality with constant Cp(ν), the
first term A is bounded by
A = EVar(f(U)|X) ≤ E [Cp(ν)E[|∇f(U)|2|X]] = Cp(ν)E [|∇f(U)|2] .
Departing from the proof of Theorem 1, we bound the second term B as
B = Var (E[f(U)|X]) ≤ Cp(µ)E |∇E[f(U)|X]|2 = Cp(µ)E |E[∇f(U)|X]|2 ,
where moving the gradient inside the expectation is justified by smoothness of f . Written another
way, we have
B ≤ Cp(µ)
(
Var(E[∇f(U)|X]) + |E[∇f(U)]|2
)
.
By symmetry, we obtain a similar bound with the roles of µ and ν (resp. X and Y ) reversed.
Hence, taking a convex combination of these two separate bounds, we find
Var(f(U)) ≤ Cp(ν)
2 + Cp(µ)
2
Cp(µ) +Cp(ν)
E
[|∇f(U)|2]+ 2 Cp(ν)Cp(µ)
Cp(µ) + Cp(ν)
|E[∇f(U)]|2
+
Cp(ν)Cp(µ)
Cp(µ) + Cp(ν)
(
Var(E[∇f(U)|X]) + Var(E[∇f(U)|Y ])
)
.
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Applying (18) to the sum of variance terms, we conclude (23) upon simplification.
At this point, we need to deal with the term Var(∇f(U)) in (23) in order to bound Cp(µ⋆ν). To
this end, Lemma 1 ensures the existence of a sequence (fn) with E
[|∇fn(U)|2] = 1, which satisfies
lim
n−→∞Var(fn(U)) = Cp(µ ⋆ ν)
and
lim
n−→∞Var(∇fn(U)) ≥
(Cp(µ ⋆ ν)− σ2)2
(Cp(µ ⋆ ν)− σ2)2 +Cp(µ ⋆ ν)σ2 , (24)
where σ2 := σ2(µ ⋆ ν) as in the statement of the theorem. Substituting this sequence into (23) and
bounding the variance terms with (24) completes the proof.
Remark 8. The above proof strategy does not appear to easily extend show stability of (4). The
reason is that the separate bounds on the quantities A and B cause both Poincare´ constants Cp(µ)
and Cp(ν) to appear in bounding Cp(µ ⋆ ν).
Remark 9. We remark that the above proof closely follows the development in [15]. The key dif-
ference is that our use of the variance inequality (18) avoids the introduction of Fisher information
as in Johnson’s proof.
At this point, we need only to prove Theorem 4.
Proof of Theorem 4. Starting with Corollary 2, we have
Cp(ν2) ≤ Cp(ν1)− Cp(ν1)
4
(Cp(ν2)− 1)2
(Cp(ν2)− 1)2 + Cp(ν2)
= Cp(ν1)
(
1− 1
4
(Cp(ν2)− 1)2
(Cp(ν2)− 1)2 + Cp(ν2)
)
since σ2(ν2) = 1 due to the isotropic assumption. On rearranging, we find
Cp(ν1)− Cp(ν2) ≥ Cp(ν2)(Cp(ν2)− 1)
2
3(Cp(ν2)− 1)2 + 4Cp(ν2)
≥
{
1
6(Cp(ν2)− 1)2 1 ≤ Cp(ν2) < 2
1
3(Cp(ν2)− 1)− 1/6 Cp(ν2) ≥ 1,
(25)
where the second inequality follows from elementary calculus. Using the linear lower bound in (25),
a straightforward inductive argument gives
Cp(ν2n)− 1 ≤ 1
2
(
1−
(
3
4
)n)
+
(
3
4
)n
(Cp(ν1)− 1),
which is (15).
To establish (16), construct a sequence (an)n≥0 inductively starting with a0 = 2, and defining
an+1 to be the positive root of the quadratic equation
an+1 +
1
6
(an+1 − 1)2 = an, n ≥ 0. (26)
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If 1 ≤ Cp(ν1) ≤ 2, the quadratic bound in (25) implies
Cp(ν2n+1) +
1
6
(Cp(ν2n+1)− 1)2 ≤ Cp(ν2n)
for n ≥ 0, so that we necessarily have Cp(ν2n) ≤ an for all n ≥ 0. Hence, we only need to upper
bound the sequence (an)n≥0. To that end, applying the quadratic formula to (26), we have
an+1 = −2 +
√
9 + 6(an − 1), n ≥ 0.
We claim that an ≤ 1 + 7n+7 . Indeed, this is true for n = 0 by definition. By induction,
an+1 = −2 +
√
9 + 6(an − 1) ≤ −2 +
√
9 + 6
7
n + 7
≤ 1 + 7
(n+ 1) + 7
,
where the last inequality can be checked to hold for all n ≥ −1. This completes the proof.
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