Introduction
Qualitative comparative analysis (QCA)1 techniques are intended as methods for bridging the gap bet ween qualitative (case study oriented) and quanti tative (variable oriented) approaches in social scientific research. For simplicity of exposition here, we will limit ourselves to the dichotomous form of QCA,
namely, to what is called crisp set QCA. The crisp set form of QCA allows for direct comparison to standard statistical techniques for handling variables treated as dichotomous and allows us to better compare and contrast the uses and theoretical objectives of QCA with those of more traditional methods so that readers may better judge for themselves when use of QCA is appropriate. To more clearly show the nature of differences between QCA and standard statistical approaches, we provide both a crisp set QCA and a binary logistic analyses of one particular data set, Charles Ragin's data on welfare states (see Ragin 2000, Table 10 .6).
We begin with a discussion of four basic elements of QCA: (1) data tables, (2) truth tables, (3) solution formulas, and (4) parameters of fit. We then introduce three general aims for presentation of empirical analytic results that are not specific to QCA but to which QCA?due to its location at the intersection between case study and variable-oriented research?must pay particular attention. These aims consist of (a) display ing relations between variables, (b) indicating which descriptive or causal accounts apply to specific (groups of) cases, and (c) expressing the degree of fit of the proposed solution to the empirical data from which it was generated. For each of the standard elements of QCA we consider the degree to which it satisfies each of the three central goals of QCA data presentation identified previously.
Finally we compare QCA with logistic regression analyses of data on welfare states in sixteen countries.
Central Features of QCA QCA is based on the twin ideas of necessity and sufficiency.2 Its motivations include a concern for unraveling causally complex structures in terms of equifinality, multifinality, and asymmetric causality (see discussion in the following) that tend to be statistical methods.3 It is also explicitly configurational in approach (Rihoux and Ragin 2008) . Moreover, unlike many statistical techniques, QCA does not require that at least some variables be measured at an interval or ratio level. In particular, for simple crisp set QCA, the data are in the form of (dichotomous) set membership scores in underlying concepts.
While QCA is sometimes thought to be strictly limited to small n, this is erroneous (see e.g., Ragin To better see the nature of such differences, we start with a data set large enough for some standard statistical analyses and for that data show the key differences between the QCA approach and methods such as logistic regression on dichotomous variables.
Thus, rather than providing an abstract discussion of how QCA differs from other types of analysis, to see how QCA works we look first at an actual example of a QCA and then use the results from it to illustrate QCA's distinctive features.
Data Tables
Let us begin with data in a form that is presented in the usual spreadsheet formulation, with variables as columns and cases as rows, but which is also arranged in a way to convey additional information. Our data is adapted from Ragin (2000, 286-300) , who presents an analysis of the conditions for the exis tence of a generous welfare state (W) in advanced industrial, democratic countries, in which he looks at four factors: strong left party (P), strong unions (U), corporatist industrial system (C), and sociocultural homogeneity (S).5 We have reproduced a crisp set version of the relevant data in Table  1 Norway 11111 , Table 10 .6).
Note: P = strong left party; U = strong unions; C = corporatist industrial system; S = sociocultural homogeneity; W = strong welfare state.
interpret rather than alphabetically by case name. All cases that have identical combinations of the outcome and the conditions I conditioning factors are grouped together.7
Truth Tables   In Table 2 we show the data from Table  1 in a form that makes clearer the relationship between cases, conditions, and outcomes. We will refer to the data as presented in Table 2 as a truth table (see the   following).  Each row of a truth table such as Table 2 represents one of the 2k logically possible combinations of the k (dichotomous) conditions, one column for each of the conditions.8 The (k + l)th column (final column)
indicates the value of the outcome that those cases display that are characterized by the combination of conditions indicated in the respective row. For crisp set QCA, neglecting knife-edge cases where we are not sure of how to properly classify a case, any empirical case can be allocated to one (and only one) row of the truth table.
Sorting the information contained in Table 1 in a  truth table reveals several pieces of information (see   Table 2 ). First, out of the 24 = 16 logically possible combinations, three are linked as sufficient conditions for the occurrence of a generous welfare state (W = 1, Table 2 Truth 
Solution Formulas
At the heart of the analysis of data with QCA is the restatement of information that is contained in a truth are rows 1 through 3 in Table 2 , but not row 5, which displays some cases with W = 1 but also one case with W = 0 (see original raw data in Table 1 ). This gives us three so-called primitive expressions that can be expressed in Boolean terms as follows:
The presence of the ?> symbol indicates that the expression to its left implies the outcome to its right and for these data can be seen as a sufficient In this article, for space reasons and simplicity of exposition, we will limit ourselves to a discussion of sufficient conditions.
Because we are looking at only four conditions, we were able to determine the sufficient (combina tions of) conditions for W directly from the truth we a much larger set of conditions to search through, we might need to use a computer program to aid in quickly finding the sufficiency conditions.11
The QCA solution formula 1 for the data shown in Table  1 and Table 2 is not the most parsimonious form of logical expression to summarize all the information about sufficiency contained in the first seven rows of (Table 2) For sufficiency relations, the parameter of consis tency expresses the proportion of the cases with the condition X where we also find the outcome Y, relative to all cases with X. For any given data set, the higher the consistency value of X, the closer is X to being a consistently sufficient condition for Y. If the consistency score is 100 percent, then X can be interpreted as (strictly speaking) sufficient for Y As we see from Table 2 , all six cases with PUC (rows 1 and 3) also display W, thus the consistency of PUC is 6/6 = 100% as a sufficient condition for W. Similarly, UCS has a consistency score of 100 percent as a sufficient condition for W. We represent these results in more familiar cross-tab format in Table 3 .
The calculation of coverage, the second parameter, only makes sense when it is applied to conditions that have turned out to be "consistent enough" to be Note: P = strong left party; U = strong unions; C = corporatist industrial system; S = sociocultural homogeneity; W = strong welfare state. Table 2 shows a total of nine cases that display W.
The solution formula PUC + UCS covers seven of them. Hence, the solution coverage, namely, the overall coverage of all sufficient conjunctions combined, is 7/9 = 78%. PUC alone covers six out of seven cases (rows 1 and 3). Its raw coverage, coveragePUC, therefore, is 6/9 = 69%. UCS also covers six out of nine cases (rows 1 and 2). Its raw coverage, coverageucs, thus is also 6/9. The unique coverage of PUC, that is, all cases covered by PUC alone, is calculated by subtracting the raw coverage of UCS (6/9) from the solution coverage (7/9). Hence: unique coveragePUC = 1/9 = 11%. Similarly, the unique cov erage of UCS is calculated by subtracting the raw coverage of PUC (6/9) from the solution coverage (7/9). Hence: unique coverageucs = 1/9 = 11%. Solution coverage 78% (7/9) Note: P = strong left party; U = strong unions; C = corporatist industrial system; S = sociocultural homogeneity; W = strong welfare state. Note: P = strong left party; U = strong unions; C = corporatist industrial system; S = sociocultural homogeneity; W = strong welfare state.
Goals of QCA
in a binary logistic regression with W as the dependent variable, the overall regression fit (a Cox and Snell R2 of .68; a Nagelkerke R2 of .91) is very good, even though none of the variables are statistically significant. As shown in Table 5 (a), we can convert the results of this binary logistic regression into the kinds of cross tabs shown in Table 3 . Table 5 (a) might appear to have generated a better fit than even the QCA results reported in Table 3 (c), since there is only one off diagonal prediction in Table 5 (a) but two in Table 3 (c) and three each in Table 3 (a) and (b).
But, from the perspective of QCA it is Table 3 ), while necessity requires the other off-diagonal cell (the bottom left cell) to be equal to zero (see online appendix at http://prq .sagepub.com/supplemental). In logistic regression the program is indifferent to how it maximizes the number of cases on the main diagonal in terms of whether it is the upper right hand cell or the lower left hand cell that is brought closer to zero.
Looking more closely at how Table 5 (a) differs from Table 3 (a-c) we see that its predictive error comes in the upper right cell and that all of the cross-tabs in Table 3 have a zero in that cell. Yet, for QCA purposes this single incorrect prediction is critical since it is a predictive error with respect to sufficiency.
There are a few other points about QCA compari sons with binary logistic results (see also Grendstad 2007) we would like to make.
First, for the data set in Table 1 , we can do just as well in overall predictive power with one variable as we can with all four, as shown in The second point to recognize is that for dichotomies, OR(i, j, k,...) is equivalent to MAX(i, j, k,... ) and returns a value of one if any of the values in it are ones. Thus, to translate solution formula 2 to their regression equivalents, we simply define new variables from the old PUC, UCS, and PUC + UCS, as P*U*C, U*C*S, and MAX(P*U*C, U*C*S), respectively. We will consider a binary logistic regression with all three variables, namely, P*U*C, U*C*S, and MAX(P*U*C, U*C*S), but also one with just the first two and one with just the last (composite)
variable. The prediction results from these logistic regressions are shown in Also, if we do decide to use binary logistic methods to mimic QCA, we would add three strong notes of caution. First, while such methods do in principle allow for statistical inference, because of how we are generating the composite variables through a QCA search program, any statistical significance estimates we get from binary logistic regression are essentially meaningless, although we can meaningfully interpret the overall goodness-of-fit measure.
Second, even if we use interaction terms, binary logistic regression remains insensitive to the differences between necessity and sufficiency. Finally, it is virtually unheard of to make use of even three-way interactions in most regression modeling, since there are so many different ways such an interaction could take place, the interpretation of the coefficients quickly gets out of 3. Detailed introductions into the logic of QCA can be found in Ragin (1987 Ragin ( , 2000 , Schneider and Wagemann (2007) , Rihoux and Ragin (2008), and Caramani (2009 
