To decrease the fluid drag force on the surface of a specified object subjected to unsteady flow, under a constant volume condition, the adjoint variable method is formulated by using FEM. Based on the Lagrange multiplier method (a conditional variational principle), this method consists of the state equation, the adjoint equation and the sensitivity equation. To solve the equations effectively using the steepest descent method, a parallel algorithm is constructed. The shape optimization code for solving a 3D problem using a parallel algorithm was implemented on PC cluster using the HEC-MW library (1) . Results show that, by using shape optimization, the fluid drag force located in Reynolds number 250 can be reduced by about 38.1%.
Introduction
Plumbing system design for nuclear plants is a very important process. As the average lifespan of a nuclear plant exceeds 30 years, good planning is crucial for maintaining quality in the long run in order to avoid accidents. As plumbing systems have to be installed both inside, outside and into the ground, designing the right wall thickness, welds, support devices and so on is a complex task. Finding the most suitable shape from the early design phases represents a very important ingredient in making high quality designs.
The shape optimization problem considered in the present paper is to calculate the optimal spatial coordinates on the object surface in flow. The cost function of this problem is generally determined using both the drag and lift force acting on the object (2) - (10), (12)- (16) .
By calculating the extreme value of the cost function, the optimal shape is constructed. One of the typical techniques used in shape optimizations is the adjoint variable method. This method is based on the calculus of variations under constraints. By introducing the adjoint variable which corresponds to a Lagrange multiplier, this constrained optimization problem is transformed into an unconstrained optimization problem of the Lagrange function. The state equation, the adjoint equation, and the sensitivity equation are derived from the stationary condition of the Lagrange function.
Research on the adjoint variable method started in 1970's. In Ref. (3) , the fluid drag force of an object in a steady flow was decreased by the finite difference method. The sensitivity (the gradient of the Lagrange function with respect to a spatial coordinate) corresponds to the difference of the fluid drag between the deformed shape and the initial shape. The displacement of the surface is determined based on this sensitivity. The drawback of this method is that sensitivity recalculations, including CFD, are required. In this case, the number of recalculations equals the number of nodes on the surface.
To decrease the number of recalculations, the adjoint variable method was developed (5) .
While the finite difference method needs many recalculations by using this method, all sensitivities defined on the surface are determined only one time. In the latter half of 1980's, this method was applied to two dimensional shape optimization problems. In the latter half of 1990's, the unstructured-grid CFD approaches in the design optimization began with Ref. (7), (14) .
In high Reynold's number cases, shape optimization methods are demanded that the initial shape be sufficiently close to the optimal shape and that Karman vortices be not present in the computational domain. These methods are applied to the steady state of flow.
In the present paper, a 3D adjoint variable method used to decrease the drag force of an object in unsteady flow is formulated by using FEM. The particularity of this method resides in the fact that the start of the test time and the end of the test time in the optimization are determined by the stationary condition of the Lagrange function. The state variable is calculated from the start of the test time to the end of the test time in forward time and this data is stored, while the adjoint variable is calculated in backward time by using the stored data. By using this method, robust convergence of the cost function can be attained. This robustness makes possible shape optimization even under unsteady flow containing Karman vortices.
Based on the proposed method, a parallel 3D shape optimization algorithm is constructed and implemented using HEC-MW (1) . For increased performance, a method that reduces the communication overhead is developed. By applying the proposed method, a cylinder (initial shape) that generated Karman vortices in an unsteady environment was successfully optimized. The convergence of the cost function in this unsteady problem proves the effectiveness of the method.
Adjoint variable method
2.1 Definition In Fig.1 , the solid line and the dotted line schematically show the initial shape and the optimized shape in the fluid, respectively. We denote by Ω the computational domain. We denote by Γ and γ the boundaries of the computational domain. We define Γ as follows:
where subscripts E, W, S, N, U and D indicate the boundary parts. We denote time and the three dimensional spatial coordinate vector as follows:
The coordinates of the object are defined as follows:
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A unit normal vector on the boundary is also defined as follows:
The unity vector, e, is as follows:
The unity vector is used in the cost function. For an arbitrary time t, we define the velocity vector as follows:
and the state variable vector as: (8) where p denotes the pressure. The adjoint variable vector depending on time and spatial coordinates is defined as follows:
where λ 1 represents the adjoint pressure, and λ 2 -λ 4 represent the adjoint velocity vectors. The subscript (k) shows the k th shape step. The shape step represents the number of iterations from the initial step to the optimal one. For example, the k th velocity is defined as follows: 
State equation
The state equation consists of the continuum equation
and the Navier-Stokes equations
, which are expressed in compact form as:
The state equation consists of the time derivative term
, the advection and the pressure term
, and the diffusion term
(See ref. (18) for details )
Cost function
In this paper, as the cost function, the drag force on the surface γ between the start of the test time t s and the end of the test time t e is defined as:
where I is the identity matrix and µ and ρ are the viscosity coefficient and the density, respectively. The surface domain γ(S) depends on S.
Lagrange function
To minimize the cost function under the constraint of satisfying the state equations and the volume constraint, we formulated the Lagrange function by introducing the adjoint variables (the Lagrange multipliers) as: To derive the adjoint equation and the sensitivity equation, the Lagrange function is transformed. The Lagrange function can be described as the following form: ,   ,  ,  ,  ,  ,  ,  ,  ,   ,  ,  ,  ,   ,  ,  ,  ,  ,  ,  ,  ,   ,  ,  ,  ,  ,  ,  ,  , , , ,
Adjoint equation
The adjoint variable is calculated by solving the adjoint equation, the stationary condition of the Lagrange function which is obtained by taking the derivative of the Lagrange function with respect to the state variable W as follows: 
Since the above equation should be satisfied at arbitrary time and space, the first of the fourth terms should be equal to zero. Thus, from the second term of Eq. (18), we get:
It follows that:
In the nonstationary problems, in order to satisfy the condition of optimality, the value of the adjoint variable at the end of the test time t e must equal the value at the start of the test time t s . In other words, the adjoint flow is under steady state.
From the third term of Eq. (18), we get:
By combing the first and fourth boundary integration term with respect to γ of Eq. (18), we can write: 
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Updating coordinates
To satisfy Eq. (26), the equation is calculated iteratively. By using the steepest decent method, the deformation displacement of surface coordinates is determined as follows:
The surface coordinates are then updated as:
where the coefficient β is a small positive value. To decrease the cost function under constant volume, steepest-descent method is applied with updating coordinates (12) .
Shape optimization algorithm
The algorithm associated with the adjoint variable method is shown in Fig.2 . In the first stage of the algorithm, State variables W are calculated from the start of the test time to the end of the test time. The incompressible unsteady Navier-Stokes equations (Eq. (12)) are solved by using the fractional step method (19) . All the nodal values of the state variables are stored at every time step. This streamline-upwind (SU) is applied to this algorithm. The stabilization technique prevents numerical oscillations in solving problems with advection-dominated flows (20) .
In the second stage of the algorithm, the adjoint variables λ are calculated by Eq. (21) from the end of the test time to the start of the test time. The adjoint equation is also solved by the fractional step method, using the state variables at each time step. All the nodal values of the adjoint variables are also memorized at every time step. This data is stored as files by using the I/O function of HEC-MW (1) .
In the third stage, the sensitivity at every time step is calculated by using the already computed and memorizedλand W from the first and the second stages. After that, Eq. (28) is modified to satisfy the constraint of constant volume by using the steepest-descent method.
In the fourth stage, the extreme value of the cost function is obtained and the mesh is deformed according to the sensitivity. The optimization method used is the steepest descent method. Mesh deformation is performed using the Laplace equation (11) . The sensitivity represents the displacement of the nodes on the surface of the object. The sensitivity must be a small value in order to robustly converge to the optimal coordinates and to avoid collapse of the mesh topology. Thus, the displacement of the surface is set to
where β is a very small value (for example β=0.001). The step size β cannot be analytically decided. 
Model and resutls
A circular cylinder is placed in the computational domain Ω, as shown in Fig.3 . According to the calculation procedure shown in Fig.2 , the results of the four stages of the algorithm are explained as follows. In the first stage, the state variables W were calculated from t=0(s) to t=94. 7(s) . The velocity of the fluid is zero at the t=0(s).
In Fig.4 , the initial shape (the cylinder) is shown. In Fig.6,7 , the velocity distribution and the pressure contour on the z=1.5 plane at t=94.7(s) are shown. In Fig.5 , the velocity distribution onto x-z plane is shown at t=94.7. The calculation condition, Reynolds number 250 causes three dimensional flow. In Fig.10 , we show the drag coefficient (the x axis in Fig.3) . The time-average drag coefficient of the initial shape is 1.47 and the projected area onto y-z plane is 3.0(m 2 ). This drag coefficient is almost in agreement with the coefficient found in literature (21) . The calculations are performed until the flow field converges to a periodic state. The start of the test time was set to 94.7(s) and the end of the test time was set to 98.4(s) as shown in Fig. 10 . The time step is set to 0.01(s) and hence the number of steps used for the optimization is 370. The size of the file used to store the state variables, the adjoint variables and the sensitivity at each time step is 390(KB). The total file size is thus 390×370×3=0.43(GB). In the second stage, the adjoint variables are calculated from the end of the test time to the start of the test time by using the state variables. In Fig.8 and Fig.9 , we show the adjoint velocity distribution and the adjoint pressure contour at the initial time 94.7(s) on z=1.5 plane. The flow speed (the state variable) decreases behind the cylinder, while the adjoint flow speed (the adjoint variable) increases behind the cylinder.
The fluid flows from the inlet Γ w to the outlet Γ E . The adjoint fluid flows from the inlet behind the cylinder, turns in the computational domain and finally reaches the outlet in front of the cylinder.
Start of test time
End of test time γ sensitivity Sensitivities are different at every time step
The sensitivity (Eq. 27) Fig.11 The sensitivity distribution for the initial shape. Fig.9 shows the adjoint pressure contour at time 94.7(s). The values in Fig.9 are levels of the adjoint pressure, and the unit is Pascal. In Fig.7 , the pressure in front of the cylinder is higher than that behind the cylinder. On the other hand, the adjoint pressure in front of the cylinder is lower than that behind the cylinder.
In the third stage, the sensitivity is calculated. The sensitivity vector at shape step 1 is shown in Fig.11 . Sensitivity distributions for every time step are different. The optimal condition cannot be evaluated using a sensitivity at just one particular time step. The time span between the start of the test time and the end of the test time is defined by Eq.(20). The sensitivity values are then modified to conserve the constant volume by using the penalty method (12) .
In the fourth stage, the Laplace equations for x, y and z are solved to find the node displacements (11) .
In the case where the penalty parameter Λ=0.1, the shape at step 2, 5, 10 and 16, respectively, are shown in Fig.12 . The change of the sensitivity distribution, the time average drag coefficient, the volume, the projected area onto the y-z plane for the aforementioned time step are also shown in Fig. 12 . The "View 1", "View 2" and "View 3" in Fig.12 correspond to those in Fig.3 . It can be seen that the solution at the shape step 16 is very close to the optimal one. Comparing the thickness of the optimal shapes, as shown by the projected area onto y-z plane, the thickness of the initial shape is reduced by about 30%.
On the other hand, it should be noted that compared with the volume of the initial shape, there is a reduction of about 51.3%. Therefore, the penalty parameter is increased to keep the volume constant, and the optimization is resumed. The result for a penalty parameter Λ=4.5 is shown in Fig. 13 . In this case, the volume of the optimized shape is in good agreement with that of the initial shape and the fluid drag on the optimized shape is decreased by 38.1%. 
Conclusions
To obtain the optimal shape of a 3D object minimizing the fluid drag, an adjoint variable method based on the variational principle was derived and applied to the finite element method. The optimality condition of the method consists of the state equations, the adjoint equations, and the sensitivity equations.
To overcome the technical problems of the heavy computational task and the large memory requirements, the current 3D optimization system was developed with the data compression technology supplied by the software library HEC-MW (1) . In the proposed algorithm, the search direction towards the optimal shape was set as the sensitivity (gradient) of the Lagrange function employing the steepest decent method. To accelerate the stable convergence from the initial state to the extremal one, the sensitivity was scaled by a carefully selected parameter. Utilizing HEC-MW in developing the shape optimization software, the number of program lines in conjunction with the data I/O, the data compression and the parallel computing were reduced about 60%. The development period was also dramatically shortened. The parallel computing performance was successfully inherited from HEC-MW. The fluid drag on the optimized shape was decreased by 38.1%. By arching convergence of the cost function in an unsteady problem, the effectiveness of the proposed method was shown.
