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Abstract
The changing shell structure close to the N = 20 shell gap has been explored by studying
one-neutron transfer on Na26 in inverse kinematics. The experiment employed a 5MeV per
nucleon beam of Na25 , incident on a 0.5mgcm−2 (CD2)n target, produced by the ISAC-II
facility at TRIUMF, in Vancouver. A compact, highly-segmented silicon array, SHARC was
positioned close to the target for the detection of the ejected protons. Coincident γ rays,
from the de-excitation of the Na26 recoil nucleus, were detected in the fully-suppressed γ-
ray array, TIGRESS. Through the use of pγ- and pγγ-gating, states in Na26 populated close
in excitation energy were able to be resolved, and the proton angular distributions extracted.
The proton angular distributions have been analysed for seven states directly populated
by (d,p) in Na26 , and compared to theoretical cross-sections generated using TWOFNR.
These states, amongst others, were compared to shell model calculations and to the N = 15
isotone Al28 in order to tentatively assign spin and parity. Different interactions were em-
ployed and compared to the experimental data, including USD, USD-A and USD-B calcu-
lations. The experimental data were also compared to SDPF-M Monte-Carlo Shell Model
predictions, as well as WBP shell model calculations, in which the single-particle energies
of the p f -shell were artificially lowered by 0.7 and 1.0MeV. A new level scheme with spin
and parity assignments for states, including the negative parity states from f7/2 transfer, has
been determined. It has been found that the gap observed between the f7/2 and s1/2 shells
is approximately right, based on the shell model predictions with a 0.7MeV reduction in
the shell gap. The gap between the sd- and p f -shells is found to be reduced by 1.2MeV,
indicating the closure of the N = 20 shell gap for nuclei far from stability.
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Chapter 1
Introduction
1.1 Background
1.1.1 The Magic Numbers
The idea that certain numbers of protons and neutrons correspond to particularly stable nuclei
was recorded as early as 1934 by W. Elsasser [1]. He made an analogy to the atomic model,
where full shells of electrons correspond to the most stable elements, the noble gases. This
notion, however, was not studied further until a decade later when Maria Goeppert Mayer
reviewed a large amount of precise experimental data. She noted that the “properties of nuclei
vary rather smoothly with Z and N” [2], apart from sharp irregularities for proton and neutron
numbers of 8, 20, 50, 82 and 126. These were noted to be analogous to the closed atomic
shells, but only the first two of these so-called magic numbers could be explained from
solutions of simple potential wells. In 1949 Mayer, Haxel, Suess and Jensen independently
showed that the inclusion of the spin-orbit interaction could give rise to these shell gaps.
The average binding energy per nucleon is much higher for nuclei with Z or N, or indeed
both, equal to a magic number. This extra stability means that a vast amount of nuclear
properties such as spins, magnetic moments, isomeric states and β -decay systematics can be
explained [2]. The magic numbers are applicable for nuclei around the valley of stability,
where the numbers of protons and neutrons are approximately equal for light nuclei. For
nuclei with unequal numbers of protons and neutrons, these magic numbers will change
where some shell gaps close and others open further. One such case is the disappearance of
the N = 20 magic number in favour of the N = 16 or even N = 14 magic number.
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Figure 1.1: The proton and neutron levels of the 30Si and 24O isotones, displaying the monopole
shift of the magic numbers. The lower shells not pictured are full [3].
1.1.2 Evolution of Shell Structure Towards the Drip-Line
For nuclei with a large imbalance in the number of protons and neutrons, the magic numbers
realised by Goeppert Mayer are no longer applicable. The disparity between the numbers
of protons and neutrons in the nucleus leads to the relative raising or lowering of shells,
resulting in the disappearance of some shell gaps, but the emergence of others.
The forces between shells are driven by their spatial overlap. For spin-orbit partners, such
as the d3/2 and the d5/2, this spatial overlap is large, and hence the tensor force between the
two will be strongly attractive. The main components of the monopole interaction are either
T = 0 (isoscalar) between protons and neutrons, or T = 1 (isovector) between proton-proton
or neutron-neutron pairs. Figure 1.1 shows the proton and neutron levels of the N = 16
isotones Si30 and O24 . In Si30 , a strong T = 0 tensor force between the ν(d3/2) and the
pi(d5/2) orbitals is present, leading to the predicted shell gap at N = 20. However, if these
six valence protons are removed from the pi(d5/2) orbital, the resultant nucleus changes from
one with almost equal numbers of protons and neutrons, to one which is extremely neutron-
rich, namely O24 . Since the protons are removed from this d5/2 level, the T = 0 component
decreases and the T = 1 component increases. As the T = 1 component is not as attractive,
it will cause the neutron d3/2 level to rise in energy, creating a new shell gap at N = 16 [3].
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In Na26 , there is T = 0 coupling between the pi(d5/2) and the ν(s1/2) orbitals, but this will
not be as strong as in the case of Si30 . This is due to the differing ℓ of the orbitals, but also
the difference in nodal number leads to a reduction in this force.
The changing of the magic numbers is discussed in the detailed review article by Sorlin et
al. [4], which also discusses experimental evidence for the shell closures. The N = 16 shell
closure was first suggested by Ozawa et al. [5], by studying the neutron separation energies
and interaction cross-sections for neutron-rich nuclei. This was investigated experimentally
by one-neutron removal from a range of nuclei (Z = 5−9, A = 12−25) by Sauvan et al. [6].
Experimental evidence for the breaking of the N = 20 magicity can also be found by studying
isotopes of oxygen. The standard shell model predicts that, with Z = 8 and N = 20, O28 is
doubly magic. However, O28 is neutron unbound, suggesting that the shell gap is lower than
N = 20. Experimental work studying O23 via one-neutron removal was studied by Cortina-
Gil et al. [7], which indicated that the s1/2 orbital was well separated, implying a shell
closure at N = 16. Other studies of O23 include the O22 (d,p) reaction, studied by Elekes et
al. [8], which utilised neutron detectors, as well as charged-particle detectors, to measure the
unbound states in O23 . The experimental observations of the unbound states were compared
low-lying excited states and to shell model calculations in order to conclude that the N = 20
magic number is weakened in favour of N = 16. These conclusions were also corroborated
by Staniou et al., by studying O23 and O24 using γ-ray spectroscopy.
1.1.3 The Role of Transfer Reactions in Studying Shell Structure
One way to probe this change in shell gaps is to use transfer reactions, as they strongly popu-
late low-lying excited states. For nuclei with a full core and a valence nucleon, populating a
low-lying state will give information about the single-particle nature of the state in question,
and how well it can be modelled as a valence nucleon orbiting an inert core. The energy of
the states populated can then be compared to shell model orbital energies.
The motivation for this work is to investigate the replacement of N = 20 magic number
by N = 16 for neutron-rich nuclei via one-neutron transfer on Na25 . The TIARA group,
working at GANIL, also investigated this change via the Ne24 (d,p) reaction [9]. Further
work on the low-energy level structure of sodium isotopes closer to the island of inversion
was carried out by Tripathi et al. [10] via β -delayed γ spectroscopy, which also indicated the
disappearance of the N = 20 magic number. Work on the emergence of the N = 14 magic
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number has been conducted by Becheva et al. [11]. This is a very exciting area of nuclear
structure research, and it is hoped that the following work will contribute significantly. The
odd-odd nuclide Na26 is being studied because of its proximity to the island of inversion and
due to its uncoupled proton in the d5/2 level, the single-particle nature of this nucleus can be
quantified.
1.2 Current Knowledge of 26Na
The neutron-rich nuclide Na26 , with fifteen neutrons and eleven protons was selected for
study since only a limited amount of work has been done on its level scheme and the spin and
parity assignments of its excited states. The main contributions to the current knowledge of
Na26 include the Mg26 (t, He3 ) reaction from Flynn and Garrett in 1974 [12], and Pearce and
Clarke in the late 1980s [13,14], Na25 (d,p) Na26 from Scheit in 2004 [15] and the C14 ( C14 ,d)
reaction from Sangjin Lee et al. in 2006 [16].
The Mg26 (t, He3 ) experiment by Flynn and Garrett was conducted at Los Alamos labo-
ratory using a 23.5MeV triton beam, and a ∆E−E telescope used to measure the excitation
energy of the reaction products from 15◦ < θlab < 30◦, in steps of 5◦. A third detector was
used for background subtraction, via an anticoincidence method. As well as the excitation
energy of states populated in Na26 , the relative cross-sections were also measured. Twenty-
two states in Na26 were found to be populated by this reaction, but there were no states
with energies between 420 and 1996keV [12]. Pearce and Clarke also studied Mg26 (t, He3 ),
but with a 36MeV triton beam. Their experimental setup included five ∆E −E telescopes,
covering 15◦ < θlab < 50◦. Since only limited amounts of data were accumulated, no new
levels were found in this work compared to that of Flynn and Garrett. However, the first
four states in Na26 had their spins and parities assigned to 3+, 1+, 2+ and 2+, in ascending
energy order [13].
A (d,p) reaction populating Na26 was studied in 2004 by Scheit et al., using a 2.2MeV/u
beam of Na25 , and both γ and proton detection. MINIBALL, an array of 24 HPGe clovers,
and a ∆E −E telescope spanning 15◦ < θlab < 50◦ were used to detect the ejected protons
and the γ rays from the decay of Na26 . Only the first four states in Na26 were published in
Reference [15], but four γ rays from the decay of these states were identified.
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Figure 1.2: A 26Na level scheme from Sangjin Lee et al. [16].
The most extensive work to date was conducted by Sangjin Lee et al, utilising the
C14 ( C14 ,d) Na26 reaction at FSU, with a 22MeV beam on a C14 target, backed by an Au
foil to stop the beam. A silicon telescope was then placed at 0◦. Three clover detectors were
placed at 90◦ around the target, and single crystal germanium detectors were placed at 35◦
and 145◦. The states populated were analysed through the use of d-γ and d-γ-γ coincidences,
and the result is the level scheme shown in Figure 1.2.
The orbit schemes for the N = 15 isotones Ne25 and Na26 are shown schematically in
Figure 1.3. Nuclei that have zero or one unpaired protons or neutrons are the easiest to study,
as the angular momentum couplings are more restricted in the low-lying levels. Conversely,
little is known about the so called odd-odd nuclei, such as Na2611 15, in which many couplings
are possible between the odd proton and neutron. It is useful to compare it to an even-even
or even-odd nucleus to try to observe any similarities in the properties. The nucleus Ne25
has an even Z value and an odd N value, and Figure 1.3 shows that the protons are all paired,
but there is an odd neutron in the s1/2 level in the ground state. As shown, Na26 has the
same ground-state configuration as Ne25 , but has an extra unpaired proton in the d5/2 level.
The unpaired proton and neutron can couple together in different ways, depending upon
which orbital the neutron is transferred into, and result in different permitted Jpi values of the
orbitals being produced. The coupling pi(d5/2)⊗ν(s1/2) results in Jpi values of 2+ and 3+;
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pi(d5/2)⊗ ν(d3/2) results in J+ = 1+, . . . ,4+ and pi(d5/2)⊗ ν(d5/2)−1(s1/2)2, where there
are two neutrons in the s1/2 level coupled to zero angular momentum and a hole in the d5/2
level, results in Jpi = 0+, . . . ,5+. These configurations can all be expected at relatively low
energies in Na26 .
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Figure 1.3: Schematic diagram showing the shell structure of Ne25 and Na26 .
1.3 Experimental Overview
The selectivity of transfer reactions makes them an excellent tool for studying low-lying
shell model states. The availability of Radioactive Ion Beams (RIBs) at facilities around the
world has widened the possibilities for nuclear structure research, especially into nuclei that
are short-lived. The half-life of Na25 is 59.1s [17], so the production of a Na25 target is
not feasible. Therefore, inverse kinematics are exploited in this work as a Na25 RIB was
bombarded into a (CD2)n target, in order to populate states in Na26 via one neutron transfer.
The beam is produced by ISAC-II at TRIUMF, in Canada.
The beam picks up a neutron from the deuterium in the target, populating states in Na26 .
These selective states were determined from the proton, which was detected in a highly-
segmented silicon array, SHARC [18], which covers a large solid angle. The energy and
angle of the detected proton were used to calculate the excitation energy of the state pop-
ulated in Na26 . Such excited states were seen to γ decay, with the γ rays being detected
by TIGRESS [19], an escape-suppressed array of HPGe clover detectors. Through pγ- and
pγγ-gating, states in Na26 can be identified. The manner in which the states decay, along
with the ℓ-transfer measured via proton angular distributions, were used to then deduce the
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spin and parity of the states populated. The Na26 recoil nucleus was tagged downstream by
a scintillator detector, the trifoil [20], which enables the contamination of γ rays and back-
ground in SHARC, that arises from fusion evaporation reactions on the target, to be gated
out.
Calculations using the code TWOFNR [21] were undertaken prior to the experiment to
predict the angular distributions of the states populated. Figure 1.4 is a graph of proton en-
ergy versus laboratory angle, for states predicted in Na26 . This prediction was undertaken
to aid decisions about the configuration of the silicon detectors, which is discussed in Sec-
tion 3.3.3.
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Figure 1.4: The expected states in 26Na populated by the 25Na(d,p)26Na reaction. The dotted
lines represent the angular range of the constituent detectors in SHARC.
Figure 1.5 shows the predicted proton angular distributions for states in Na26 , weighted
by the predicted spectroscopic factor of the state. Note that these calculations were done
using the sd-shell only allowing no cross-shell excitations, so therefore the only states pre-
dicted are of positive parity. This figure, as well as Figure 1.4, shows the high density of
states expected in Na26 , which can not be resolved by detecting the protons alone.
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1.4 Thesis Structure
The thesis begins with a brief outline of direct reactions, and theoretical models used to
interpret the single neutron transfer reaction mechanism, and is presented in Chapter 2. The
current knowledge of Na26 is explored, as well as theoretical calculations used to predict
the states in Na26 that will be populated by one neutron transfer. The full details of how
the transfer reaction mechanism has been implemented is outlined in Chapter 3, along with
details of the experimental setup, and all of the detector systems utilised. General analysis
techniques and detector calibrations are presented in Chapter 4. An investigation into the
operational mode of the trifoil, as well as its efficiency, is explored in this chapter. The
analysis of the proton angular distributions from states in Na26 , as well as a new Na26 level
scheme with branching ratios for states populated, are presented in Chapter 5. Chapter 6
concludes the findings from within this work.
Chapter 2
Theory
2.1 The Shell Model
The allowed energy states of protons and neutrons inside the nucleus can be generated by
solving the time-independent Schrödinger Equation, Equation 2.1, in three dimensions. The
term V (r) can represent different potentials, each of which will generate different results for
the energy states, which can be seen in Figure 2.1.
EΨ(r) =
(−h¯2
2m
∇2 +V (r)
)
Ψ(r) (2.1)
The simplest potential to work with is a simple harmonic oscillator potential. This poten-
tial provides surprisingly accurate results given that it is a mathematically easy potential to
handle. However, it displays the wrong asymptotic behaviour as the potential increases with
radius, which is not true in reality. The independent particle approximation states that, due
to Pauli’s exclusion principle, nucleon-nucleon collisions are greatly restricted and nucleons
move inside the nucleus as if they are transparent to each other [22]. The potential energy, V ,
that is experienced by a nucleon is generated by its interactions with all other nucleons and
follows the matter density distribution - it can be represented by the functional form shown
in Equation 2.2, which is known as the Woods-Saxon potential. Here, R is the radius where
the potential is half its central value (for R >> a) and a is a measure of the diffuseness of the
nuclear surface [22].
V (r) =
−V0
1+ exp[(r−R)/a] (2.2)
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As seen in Figure 2.1 [23], the energy levels are then different compared to those of the
simple harmonic oscillator. However, the shell gaps are still not reproduced at the observed
levels. In 1949, Mayer and Haxel, Jensen and Suess [24, 25] independently showed that the
observed shell closures can be obtained by adding a spin-orbit term to the Woods-Saxon
potential. The spin-orbit potential arises from the relative orientation of the orbital and
spin angular momentum components of the nucleon, ℓ and s, respectively. It has the form
−Vso(r) = ℓ ·s. The binding energy of the nucleon increases when ℓ and s are parallel, and de-
creases when they are anti-parallel. The orbital component can take values of ℓ= 0,1,2,3 . . .
for the s, p,d, f . . . orbitals, respectively and the spin component is s = 1/2. They couple to-
gether to give total angular momentum j = ℓ+ s. Thus, for each ℓ value, j has two values,
namely j = ℓ+ 1/2 and j = ℓ− 1/2, apart from when ℓ = 0, when only j = 1/2 is permitted.
The spin-orbit force causes the levels with the same ℓ value to have two different energies,
causing one level to rise and the other to fall in energy, as can be seen in Figure 2.1. This
difference in energy is proportional to 2ℓ+1 [26].
2.2 Reaction Mechanisms
There are two main types of low energy nuclear reactions, namely direct and compound
nucleus reactions, and these are discussed in the following section. Experimentally these
reaction mechanisms can be described as being very ‘pure’, or a reaction may occur through
a combination of more than one type. This is governed by the angular momentum of the
beam particles: those with high angular momentum relative to the target will have a high
impact parameter. Generally speaking, particles with a higher angular momentum than some
critical value will be more likely to react directly [27]. This work is mostly concerned with
one nucleon transfer reactions, which is a type of direct reaction. At the energies employed
(5A.MeV), direct reactions will dominate for reactions on a deuterium target. However, the
experiment which was conducted cannot select which type of reaction occurs, so the analysis
will consider both direct and compound nucleus reactions. The experiment concerns the (d,p)
reaction, which is considered to be a direct reaction. However, it can occur via a compound
nucleus reaction if the projectile is fully absorbed before evaporating a proton [28]. More
importantly, for this experiment, the targets contained C12 nuclei. The bombarding energy
in this case is in a regime where compound nuclear reactions dominate.
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2.2.1 Compound Nucleus Reactions
These reactions are so called because a compound nucleus, a combination of the target nu-
cleus and the projectile, is formed during the reaction. When the projectile interacts with
the target nucleus, a chain of nucleon collisions is initiated until most of its energy has been
shared amongst many nucleons. Due to the large number of collisions that occur, the com-
pound nucleus has no ‘memory’ of how it was formed; that is to say that an observer cannot
infer the projectile and the target nucleus simply from looking at the compound nucleus.
Having absorbed most of the projectile’s energy, the compound nucleus has too much en-
ergy to be stable, and particles will start to evaporate from it. These particles are usually
light particles, with low energy neutrons the most common as there is no Coulomb barrier
to hinder evaporation. Compound nuclear reactions do not strongly populate any specific
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state, but rather a region at high excitation energy where the energy levels are most dense. At
tens of MeV, there are lots of open channels to be populated, but the reaction cross-section
cannot exceed the geometric cross-section which means that for many of the open channels,
the cross-section is generally quite small [27].
2.2.2 Direct Reactions
There are several types of reaction that come under the umbrella of direct reactions, but they
are all peripheral reactions wherein no intermediate state is formed. These glancing reactions
occur on the surface of the target nucleus, resulting in a momentary collision and immediate
separation. The outcome of the reaction depends upon what type of direct reaction it is:
the internal states remain unchanged in an elastic collision; one or both of the participating
nuclei become excited in inelastic collisions; and one or a number of nucleons are transferred
in stripping or pickup reactions. All of these direct reactions, however, are fast in comparison
to the motion of the nucleons in the nucleus. A typical orbiting period of a nucleon is on the
order of 10−22 s. A direct reaction is completed in this time or less, which implies that there
is no time for sharing the energy of the struck nucleon with other nucleons in the target [29].
Direct reactions, specifically transfer reactions, are exceedingly useful when looking
at the single-particle nature of nuclei. Due to the fact that direct reactions only affect a
very small number of nucleons, the structure of the residual nucleus is closely related to the
ground state structure as it has only suffered a minor rearrangement. The states populated in
the residual nucleus are low lying in energy, and states much higher in energy are more diffi-
cult to populate via transfer reactions as the nucleons need to suffer a major rearrangement,
through a compound nucleus reaction, for example. The cross-section of a direct reaction is
dictated by an overlap of the initial and final state wave functions, and does not involve the
states of all other nucleons.
2.3 Overview of Transfer Reactions
Single-nucleon transfer reactions are a very effective way of studying the single-particle
structure in nuclei [30]. In (d,p) reactions in inverse kinematics, a neutron is stripped from
the deuteron in the target and will occupy a certain state in the recoil nucleus, while the proton
is ejected. The cross-section for the reaction is then a function of the overlap of the ingoing
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and outgoing partitions, namely the overlap of A with A+n. Theoretical calculations of the
cross-section are based on the assumption that the transferred nucleon will occupy a pure
single-particle state. If this is not the case, then the experimental cross-section will be lower
than the theoretical one [31], by a scaling factor. This factor is known as the spectroscopic
factor, C2S in Equation 2.3, and is a measure of how pure the single-particle nature of the
state occupied is. (
dσ
dΩ
)
exp
= C2S
(
dσ
dΩ
)
th
(2.3)
It is these spectroscopic factors which will be measured for states populated in Na26 by
scaling theoretical angular distributions to the ones measured in the experiment.
2.4 Theoretical Analysis of Transfer Reactions
2.4.1 The Born Approximation
A method called the Plane Wave Born Approximation (PWBA) can be used to approximately
calculate the cross-section of a reaction. In this method, the motion of an incoming beam
particle is described, quantum mechanically, as a one-dimensional plane wave of the form
ψ(z) = Aeikz (2.4)
where ψ is a wave travelling in the positive z-direction, k is its wave number and A is a
constant. The target is treated as a spherically-symmetric scattering potential, V (r). For a
particle in the beam incident upon this potential, there is a probability of scattering depending
on the strength of the potential. If V (r) is not too strong, then this can be treated as a
perturbation problem. Namely, an eigenstate associated with a free particle of the incident
beam may be perturbed by the potential V (r), resulting in an eigenstate associated with
this free particle travelling in another direction. The rate at which the potential induces
transitions from the initial to the final eigenstate can be converted to a differential scattering
cross section which, when integrated over an area surrounding the initial potential, is the
Born approximation for dσ/dΩ. This can also be reached by evaluating the transition-matrix
(or T -matrix) element between the initial and final states, as shown in Equation 2.5 [27].
The notation is that for a reaction a(A,B)b, the initial partition a + A is denoted by α , and
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the outgoing partition b+B by β .
Tβα ≃ 〈ψβ |Vβ |ψα〉 (2.5)
The cross-section is directly proportional to the square modulus of the T -matrix element,
Tβα . The full derivation of the Born approximation is derived in Reference [32].
The plane wave Born approximation can successfully predict the shapes of the angular
distributions, but it does not reproduce the cross-sections, as scattering and absorption into
other partitions are neglected entirely.
A better approximation can be used, called the Distorted Wave Born Approximation, or
DWBA [33, 34]. In this case, an optical potential is used, rather than a scattering potential.
The optical potential is sometimes described as a ‘cloudy crystal ball’ [35], meaning that
waves incident upon it can be either scattered, elastically or inelastically, or absorbed. This
potential is described in detail in Reference [36]. With this potential, the interactions with the
target nucleus are represented by the distortion of the proton and deuteron wave functions.
The potential in this case is a mix of Coulomb and nuclear terms, and consists of a real term
V (r), an imaginary component U(r), a spin-orbit term Vso, and a Coulomb term VC. The
imaginary term represents the non-elastic channels [36]. The optical potential parameters
are obtained from the potentials that are used to describe elastic scattering for similar mass
and energy regimes.
For DWBA, the T -matrix for a (d,p) reaction is of the form
TDWBA = 〈ψ−(p)φnl j(n)|Vnp|ψ+(p,n)〉 (2.6)
In Equation 2.6, the (+) and (−) subscripts denote the ingoing- and outgoing-wave boundary
conditions, respectively. Therefore, ψ−(p) is the proton distorted wave and ψ+(p,n) is the
deuteron distorted wave. The term φnl j(n) is a form factor, which describes the wave function
of the transferred neutron. The distorted wave of the deuteron is obtained by fitting to elastic
scattering data, and is described as
ψ+(p,n) = φ0(r)χ0(R) (2.7)
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The deuteron ground-state wave function here is φ0(r), where r is the vector between the
constituent proton and neutron. The elastic deuteron scattering is denoted by χ0(R), where
R is the distance between the deuteron and the target.
2.4.2 The Adiabatic Distorted Wave Approximation
The binding energy of the deuteron is only 2.2MeV [17], which is significant for many
reasons, but is of importance here because of the breaking up of the deuteron. This will
have a notable effect on the deuteron and target wave function. For the case of the deuteron
breaking up, this then becomes a three-body interaction, which is not taken into account
by DWBA. However, this three body interaction is taken into account using the Adiabatic
Distorted Wave Approximation, developed by Johnson and Soper [37].
The ADWA simplifies this three-body interaction to a two-body interaction by consid-
ering the internal motion of the deuteron compared to the motion of the reaction. That is,
the relative motion of the constituent proton and neutron are slow compared to the centre of
mass motion of the deuteron as a whole. The proton and neutron therefore can be treated as
‘frozen’ relative to each other. This means that the effective interaction, Ve(n, p), for the n− p
system and the target can be evaluated by treating the proton+target and neutron+target sys-
tems separately, where the interactions, VpA and VnA, are optical potentials with parameters
taken from elastic scattering data at half of the value of the deuteron energy.
The matrix elements only need evaluating when the distance between the neutron and the
proton, r, is within the range of the neutron-proton interaction, Vnp. Assuming a zero-range
approximation, that is r = 0, results in only the components of ψ+(p,n) in which the neutron
and proton are in a relative s-state will contribute to the stripping matrix element. If one
assumes that the spin-dependent terms in the effective interaction are symmetric in neutron
and proton spin coordinates, and given that the initial state of the deuteron is symmetric
(ℓ = 0, s = 1), then only this triplet state in the deuteron can contribute to φ+(p,n).
For ADWA, the deuteron distorted wave is
χ¯ = φ0(0)χo(R)+
∫
dkφ+(εk,0)χ(εk,R) (2.8)
where φ+(εk,0) represents the deuteron scattering states. Evaluating these matrix elements
differs very little from the method used to evaluate the DWBA matrix elements, but the
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difference is in the interpretation: only ADWA considers the outgoing waves associated with
the break up into a low-energy triplet state as well as elastic scattering.
2.5 Theoretical Calculations for 26Na
A number of shell model calculations were undertaken to predict the excited states, spins
and parities and spectroscopic factors for states in Na26 . These are detailed separately for
calculations within the sd-shell, and those which allow cross-shell excitations into the f p-
shell.
2.5.1 USD Calculations
Shell model calculations, using NuShellX [38], were carried out prior to the experiment tak-
ing place by the author with assistance from E. C. Simpson [39]. However, these calculations
were limited to the sd-shell and do not allow for cross-shell excitations. Due to this, only
positive parity states can be predicted. Therefore, the level scheme for Na26 was predicted
for states with Jpi = 0+,1+,2+,3+,4+,5+. Initially, all calculations were completed using
the USD interaction [40], but different interactions were also explored. Figure 2.2 shows
the Na26 level scheme as calculated by the USD and the USD-A and USD-B interactions,
respectively, and how the relative states are predicted at different energies in the three inter-
actions. These interactions are based upon the USD Hamiltonian; the USD-A interaction is
constrained to values obtained from the renormalised G-matrix applied to the sd shell, which
is based upon the Bonn-A NN potential. This interaction does not give the best fit to data, but
the USD-B interaction differs more from the renormalised G-matrix and gives a better fit to
data. Further details of the interactions will not be discussed here, but the reader is referred
to [41]. Both interactions are presented here because it is not known which interaction will
model Na26 better. The differences between the two calculations are slight; the energy levels
generally differ on the order of 100keV, and the order of the predicted spin-parities of the
quartet of states around 1.5MeV also differs. The calculations carried out were compared
to known results; Pearce and Clarke [13] also found that shell model calculations correctly
predicted the spin-parity assignments of the first four states, but the ground and first excited
states are inverted. Whilst the USD predicts the ground state of Na26 to be 1+, both the
USD-A and USD-B models correctly predict it to be 3+.
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USD USD-A USD-B
E Jpi ν C2S E Jpi ν C2S E Jpi ν C2S
0 1+ d3/2 0.2405 0 3+ s1/2 0.6138 0 3+ s1/2 0.6233
0.182 3+ s1/2 0.6019 0.077 1+ d3/2 0.2913 0.004 1+ d3/2 0.2308d5/2 0.1297
0.187 2+ s1/2 0.2199 0.149 2+ s1/2 0.1472 0.108 2+ s1/2 0.1705
0.413 2+ s1/2 0.1932 0.416 2+ s1/2 0.2655 0.325 2+ s1/2 0.2496
No 1+ in this region 1.409 1+ d5/2 0.1015 1.281 1+ d3/2 0.1146
1.429 3+ d3/2 0.3198 1.676 3+ d3/2 0.3317 1.707 3+ d3/2 0.3128
1.600 0+ d5/2 0.1565 1.523 0+ d5/2 0.2078 1.740 0+ d5/2 0.1866
1.830 4+ d3/2 0.5857 2.048 4+ d3/2 0.5059 1.988 4+ d3/2 0.5606
1.845 2+ s1/2 0.1199 2.452 2+ s1/2 0.1342 2.236 2+ s1/2 0.1201d3/2 0.2559 d3/2 0.2284 d3/2 0.2380
3.548 2+ d3/2 0.1943 3.975 4+ d3/2 0.1202
4.026 2+ d3/2 0.1047 No higher states No higher states4.356 1+ d3/2 0.1139 with C2S > 0.1 with C2S > 0.14.749 1+ d3/2 0.2009
4.871 3+ d3/2 0.1782
Table 2.1: Predicted states in 26Na using the USD, USD-A and USD-B interactions. These states
have spectroscopic factors of C2S > 0.1.
The shell model calculations using the USD interaction have been compared to the level
scheme obtained by Sangjin Lee et al. using the C14 ( C14 ,d) reaction [16]. Prior to the
Sangjin Lee work, few levels had spin-parity assignments, mainly due to the lack of under-
standing of the charge-exchange reaction mechanism [13]. Spectroscopic factors for each
state were calculated by overlapping each excited state calculated in Na26 with the Na25
ground state, with the results shown in Table 2.1 for the USD, USD-A and USD-B inter-
actions. The states of interest in Na26 are the ones that are coupled to the odd proton in
the d5/2 level. With reference to Figure 2.2, the 0.182 and 0.413MeV levels correspond to
ν(s1/2)⊗pi(d5/2) coupling and the ground state, and the 1.429-, 1.652- and 1.845-MeV lev-
els correspond to ν(d3/2)⊗pi(d5/2). Table 2.1 only includes those states that are strongest,
with a spectroscopic factor greater than 0.1. It can be seen that the USD interaction predicts
stronger states over a larger range of energies than either the USD-A or USD-B interactions.
Predictions of γ-ray transitions between these positive states can also be predicted using
NuShellX. However, these should be used with caution, particularly the quoted branching
ratios, since the calculated B(E2) coefficients are driven by the matrix elements. From these
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calculated B(E2) coefficients, the lifetimes of the states can be calculated using Equation 2.9.
τ =
816
E5γ B(E2)
(2.9)
In Equation 2.9, the lifetime of the state, τ , is in picoseconds; the energy of the associated γ
decay is in MeV and the B(E2) coefficient has units e2fm4 [35]. Since the predicted energies
do not match with those seen experimentally, it is important that these transitions are used as
a guide only. It is also useful to look at neighbouring nuclei for trends in γ-ray transitions.
The N = 15 isotone Al28 is useful in this respect, because it also has a 3+ ground state. The
comparisons to this isotone will be examined in Section 5.7.
Table 2.2 details the γ-ray transitions from the strongest positive parity states predicted
in Na26 , with the predicted spectroscopic factors for various couplings to that state. These
were done using the overlap integrals of the positive parity states from the sd−0h¯ω model
space, which predicts the same positive states as the USD interaction to a good degree of
accuracy.
2.5.2 Calculations Beyond the sd-shell
The closing of the N = 20 shell gap can be quantified by examining the excitation energy of
the lowest-lying negative parity states in the nucleus populated by one-neutron transfer. In
order to predict the energies and spectroscopic strengths of the negative parity states in Na26 ,
calculations beyond the sd-shell are needed. Calculations in which cross-shell excitations are
permitted, from the 0p to the 1s0d shells, have been used. Calculations with the modified
WBP interaction [42] were performed by W. N. Catford [43] and E. C. Simpson [39] using
the OXBASH shell model code [44]. OXBASH is functionally equivalent to NuShellX which
was used for the USD interaction, but OXBASH allows for full 1h¯ω calculations. Two model
spaces have been used, namely the sd p f and the s-p-sd-p f .
In the case of Ne27 studied by S. M. Brown et al. [45], it was found that the WBP cal-
culations predicted the energy of the negative parity states to be too high by approximately
0.7MeV, so a modified WBP Hamiltonian (WBP-M) was used in addition to the WBP calcu-
lations. In this modified version, the energy gap between the sd- and p f -shells was reduced
by 0.7MeV, in order to increase the likelihood of cross-shell excitations and to take into
account the reduction of the N = 20 shell gap. A similar approach has been made here. Fig-
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Initial State Final State
Jpi No. Energy (keV) Coupling State SF Jpi No. B.R.
0+ 1 1601 d5/2 0.1564 2+ 1 96.0
1+ 2 3.6
2+ 1 187 s1/2 0.22003 1+ 1 98.7
d3/2 0.06963 3+ 1 1.3
d5/2 0.04847
2+ 2 414 s1/2 0.19307 1+ 1 75.8
d5/2 0.06386 3+ 1 17.8
d3/2 0.05003 2+ 1 6.4
2+ 3 1845 d3/2 0.25522 1+ 1 44.0
s1/2 0.11966 3+ 1 34.6
d5/2 0.02277 2+ 2 20.4
3+ 1 182 s1/2 0.6019 1+ 1 100
d3/2 0.01146
d5/2 0.00499
3+ 2 1430 d3/2 0.31972 1+ 1 6.1
d5/2 0.02569 3+ 1 63.9
s1/2 0.0012 2+ 1 14.4
2+ 2 15.6
4+ 2 1830 d3/2 0.5854 3+ 1 62.7
d5/2 0.0036 2+ 1 21.8
3+ 2 14.7
5+ 1 2459 d5/2 0.0832 3+ 1 87.4
4+ 1 10.8
4+ 2 1.8
Table 2.2: Predicted γ-ray transitions between positive parity states, using the sd-0h¯ω interac-
tion.
ure 2.3 shows the negative parity states predicted in Na26 from both the sd p f and s-p-sd-p f
model spaces, with different offsets. The sd p f model space has had a 0.7MeV offset ap-
plied, and the s-p-sd-p f model space has had both a 0.7 and 1.0MeV offset applied. There is
a difference in the number of negative parity states predicted between the two model spaces,
so only the levels in the s-p-sd-p f model space have been compared in terms of energy.
For example, in the s-p-sd-p f model space, there are two low-lying 1− states predicted, but
only one predicted in the sd p f calculation. It should be noted that Na26 is neutron unbound
beyond 5.616MeV [17], so the presented predicted states are below that limit. The differ-
ences in the shifted s-p-sd-p f model space are as expected, with most levels being shifted
by a constant amount. There is some rearranging in the ordering of the levels, but without
comparing the spectroscopic strengths of these predicted states, no physical meaning can be
derived.
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Jpi E* C2S Coupling
1− 4.085 0.297 p3/2
2− 3.317 0.227 f7/24.348 0.402 p3/2
3− 3.559
0.168 f7/2
0.147 p3/2
5.067 0.45 p3/2
4−
3.795 0.431 p3/2
5.209 0.345 f7/2
5.761 0.244 f7/2
5− 4.624 0.443 f7/2
6− 5.026 0.641 f7/2
Table 2.3: Negative parity states predicted in 26Na with spectroscopic factors greater than 0.1,
and below the neutron separation energy of 5.616MeV in 26Na. Excitation energies are in MeV,
and have been shifted by 0.1825MeV so that the first predicted 3+ state corresponds to the ground
state in 26Na.
Table 2.3 details the calculations for the negative parity states predicted in Na26 . It should
be noted that the positive parity states are not shown here, since they are identical to those
shown in Section 2.5.1. For these calculations, the WBP interaction was used with an offset
of 0.7MeV in the energies of the f p-shell. The calculation required precisely one hole in
the sd-shell and precisely one particle in the f p-shell, using the Major Shell restriction in
OXBASH. The energies of the states quoted in Table 2.3 have been shifted by 0.1825MeV,
so that the first predicted 3+ state corresponds to the ground state in Na26 . Another set of
calculations was carried out by E. C. Simpson using no major shell restrictions, but using
a full 1h¯ω truncation. The full 1h¯ω calculations also allowed for excitation from the very
lowest p-shell to the vacancies in the sd-shell, as well as excitations from the sd- to f p-
shell. Both calculations were found to give the same results in terms of the energies of the
predicted states and their predicted spectroscopic factors. Despite full s-p-sd-p f calculations
being carried out, as shown in Figure 2.3, spectroscopic factors are unavailable due to the
large size of the model space, and therefore will not be tabulated in comparison to the sd p f
calculations.
Figure 2.4 shows the strongest states, both negative and positive parity, expected for
Na26 , with the spectroscopic factors and the couplings for the states. The predicted energies
are adjusted so that the first 3+ state is the ground state.
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Figure 2.4: Predicted strong states in 26Na, with energies in keV and spectroscopic factors. The
positive parity states were calculated using the USD interaction, and the negative parity states
were calculated using the spd f model space, with a 0.7MeV reduction in the gap between the
sd- and p f -shell.
2.6 Gamma-Ray Coincidence Gating
2.6.1 Angular Correlation Effects
In order to achieve the best resolution between final states in Na26 , the measured γ-ray energy
can be used to set gates on specific transitions that help to isolate individual final states in
Na26 . This takes advantage of the superior energy resolution that is inevitably achieved for
the γ-ray energy compared to the excitation energy as determined by the measured energy
and angle of the protons from the (d,p) reaction. In the present work, γ-ray transitions to the
ground state will mainly be exploited for this purpose.
When a nucleus is populated in a particular bound excited state, via the (d,p) reaction, it
will, in general, decay by the emission of γ rays. These γ rays will not generally be emitted
isotropically due to an alignment of the magnetic substates of the final nucleus with respect to
the beam direction. For the detection of protons exactly on the beam axis, the transferred an-
gular momentum has no component in the beam direction and for a spin zero target nucleus,
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the final nucleus is populated exclusively in the m = 0 substate (for an even mass nucleus; a
nucleus with odd mass will be populated equally in the m =±1/2 substates). Still for a spin
zero target, as the proton angle moves away from zero or 180◦, other higher substates will
increase in population and eventually a more complicated behaviour evolves as determined
by the reaction mechanism. If a requirement of cylindrical symmetry is imposed on the ob-
servation of the protons (as achieved approximately in the present work using SHARC) then
it also follows that the populations of the substates with values +m and −m must always be
equal. In the case of a non-zero spin target (such as the Na25 in the work described here), the
observation of the proton at zero degrees will lead to a substate distribution in the final state
that is driven by the initial (equal) population of substates in the target, but with the coupling
of the transferred s = 1/2 nucleon. An example of the evolution of substate populations with
angle is shown in Figure 2.5 for the Na25 (d,p) Na26 reaction.
Special cases occur for the population of a final state with spin zero (in the case of an
even mass nucleus, or spin 1/2 for an odd nucleus), or for the transfer of an s-wave neutron
in the (d,p) reaction. In each of these cases there is always equal population of the allowed
substates and no direction in space is preferred for emission of the γ rays, which are thus
isotropic in the reference frame of the emitting nucleus, as can be seen in the top left of
Figure 2.5.
The general formulae describing the angular distributions of γ rays as a function of
the magnetic substate populations are derived, for example, in the review by Rose and
Brink [46]. The γ-ray angular distribution, W (θ), is given by Equation 2.10, in the cen-
tre of mass of the emitting nucleus. It should be noted that a value of W (θ) = 1.0 denotes
γ-ray isotropy.
W (θ) = ∑
k
Bk(J1)Pk(cosθ)×Rk( ¯L ¯LJ1J2) (2.10)
Here, the initial and final states are denoted by J1 and J2, respectively. Equation 2.10 is valid
where ¯L represents the lowest possible γ-ray multipolarity, which for simplicity is assumed
to be dominant (i.e. the mixing ratio δ = 0, in the notation of Rose and Brink). The case
where the mixing ratio is not zero is noted at Equation 3.47 in Rose and Brink [46].
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In Equation 2.11, Wexp(θ) represents the γ-ray angular distribution determined by exper-
iment, by taking measurements at different angles with respect to the symmetry axis.
Wexp(θ) = ∑
k
akPk(cosθ) (2.11)
Here, the maximum value of k is twice the value of the lowest possible multipolarity, so
kmax = 2¯L, and is non-zero only for even values of k. This is with the alignment condition
as follows in Equation 2.12. With this condition met, all Bk(J1) terms in Equation 2.10
disappear when k is odd.
w(−M1) = w(M1) (2.12)
The coefficients Bk describe the nuclear alignment, which are weighted by the probability
of populating substate M1, w(M1). The alignment coefficients, ρk(J1M1), are tabulated in
Rose and Brink [46].
Bk(J1) =
M1=J1∑
M1=0 or 1/2
w(M1)(2−δM1,0)(−)J1−M1(2J1 +1)1/2(J1J1M1−M1|k0)
=
M1=J1∑
M1=0 or 1/2
w(M1)ρk(J1M1) (2.13)
Thus, the ak coefficients of the Legendre polynomials depend on the reaction mechanism
only via the weights w(M1). The coefficients Pk and Rk are calculable directly from the
initial and final spins of the γ-ray transition.
The quantities ρk (dependent only on J1, the spin of the populated state) and Rk (depen-
dent only on the spin of the populated state, and the spin of the state to which it decays) can
be calculated using angular momentum algebra [46]. The mixing ratio δ is taken to be zero
for pure γ-ray transitions of the lowest allowed multipolarity. This multipolarity is repre-
sented, in turn, by ¯L in the above equation (where L represents ¯L + 1 in the case of mixed
multipolarity transitions).
2.6.2 Gamma-Ray Relativistic Angle Aberration Effects
The γ rays that will be used for gating are emitted by the beam-like product of the reaction,
which is kinematically confined to within a small cone of angles around the direction of
the incident beam. The velocity in the laboratory reference frame is typically 0.1c in the
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work described here. Due to the transformation of coordinates between the centre of mass
frame of the emitting nucleus and the laboratory rest frame, the angular distribution of γ
rays as measured in the experiment will be different from that which occurs in the rest frame
of the emitting nucleus. The relativistic effect of angular aberration will have the result of
enhancing the observed yield of γ rays in the direction of the beam, a phenomenon also
known as the relativistic headlight effect. In the case of a γ ray emitted isotropically in the
centre of mass frame of the Na26 nucleus (assumed in this calculation to be moving along
the beam direction at 0.1c), the focussing via this aberration effect is shown in Figure 2.6.
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Figure 2.6: Angular aberration of the angular distribution of a 233keV γ-ray, W (θ), at 10◦ in the
centre of mass frame of the 26Na nucleus, and at 10◦ and 20◦ in the stationary laboratory frame.
At 10◦ in the centre of mass frame, a2 = 0, and the distribution is isotropic.
The formulae to describe this focussing behaviour for W (θ) are given by two expressions
relating the angle of observation and the solid angle as measured in the laboratory and centre
of mass reference frames. The transformation from the centre of mass frame to the laboratory
frame, and vice versa are as follows:
θCM = cos−1
(cosθ lab−β )
1−β cosθ lab (2.14)
θ lab = cos−1
(cosθCM +β )
1+β cosθCM (2.15)
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The number of γ rays emitted does not vary with the frame of reference, so long as the same
region of span is used in both frames. It follows that
W (θ lab)dΩ lab = W (θCM)dΩCM (2.16)
From the angle transformation, it is possible to derive an expression for the ratio of dθCM
to dθ lab:
dθCM
dθ lab
=
1
sinθCM sinθ lab
· 1−β
2
(1+β cosθCM)2 (2.17)
Given that the solid angle is
dΩ = 2pi sinθdθ (2.18)
it follows that
W (θ lab) = W (θCM)× sinθCM
sinθ lab
× dθCMdθ lab
= W (θCM)× 1−β
2
sin2 θ lab(1+β cosθCM)2
= W (θCM)× (1−β cosθ lab)
2
sin2 θ lab(1−β )2 (2.19)
This is the expression that describes the curves shown in Figure 2.6 (the above isotropic
case).
2.6.3 Gamma ray correlations calculated for the 26Na reaction
Using a reaction theory, it is possible to calculate the magnetic substate populations that
are expected for individual final states in Na26 , as populated in the Na25 (d,p) Na26 reaction.
These substate populations are a function of the proton angle, which may be expressed in
either the centre of mass or laboratory frame. For these calculations, the ADWA reaction the-
ory of Johnson and Soper was employed [37]. Examples were given above (in Section 2.6.1)
of the magnetic substate populations, plotted as a function of the centre of mass angle for
protons in Figure 2.5.
As detailed in Equation 2.11, the magnetic substate populations may be used to calculate
the coefficients of the Legendre polynomials, ak, for the angular distribution of γ rays. This
distribution, W (θ γCM) refers to the rest frame of the emitting nucleus.
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E* (MeV) Q-Value (MeV) Final Spin Transferred Neutron GS γ ray k max
0 3.351 3+ s1/2 - -
0.082 3.269 1+ d3/2 - -
0.233 3.118 2+ s1/2 M1 2
0.407 2.944 2+ d3/2 M1 2
1.802 1.549 3+ d3/2 M1 2
E2 2
2.2 1.151 4+ d3/2 M1 2
2+ s1/2 M1 2
4- p3/2 E1 2
6- f7/2 E3 6
3.2 0.151 4+ d3/2 M1 2
2+ s1/2 M1 2
4- p3/2 E1 2
6- f7/2 E3 6
Table 2.4: Calculations for transitions to final states in Na26 . In each case, the transition is
assumed to proceed only via the lowest possible multipolarity.
A range of calculations have been performed, to assist in the interpretation of the ex-
perimental results. In each case, the calculation describes a direct γ-ray transition to the 3+
ground state of Na26 from the excited state that is populated in transfer. In the cases that
have been calculated, this γ-ray transition is, for simplicity, assumed to proceed exclusively
via the lowest possible multipolarity so that Equation 2.10 in Section 2.6.1 applies. Calcu-
lations were performed for transitions to assumed final states in Na26 according to various
assumptions for the angular momentum of the transferred neutron. A summary is given in
Table 2.4. The calculations with different angular momentum transfer, but using the same or
very similar excitation energy, are intended to assist in determining the nature of the transfer
for experimentally measured states.
The angular distributions for the dipole transitions (L=1 for the γ-ray decay) are given by
W (θ γCM) = ∑
k=0,2
akPk(cosθ γCM) (2.20)
where Pk is the Legendre polynomial of order k. As always, the a0 coefficients in the ex-
pansion for W (θ γCM) are equal to unity. The sum extends over even values of k from zero to
twice the γ-ray multipolarity, which in the case of dipoles terminates at 2. The a2 coefficients
for the dipole examples listed in the table are shown in Figure 2.7 and the coefficients a2, a4
and a6 for the assumed octupole E3 transitions are shown in Figure 2.8.
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Figure 2.7: Varying W (θ γCM) over θCM for the a2 coefficients of the dipole states in Na26 . The
legend details the energy in MeV, spin and parity of the final state.
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Figure 2.8: Varying W (θ γCM) over θCM for the 6− states in Na26 . The legend details the ak
coefficient and energy in MeV of the final state.
These angular distribution coefficients describe the distribution in the centre of mass
frame of the emitting nucleus. The properties of the Legendre polynomials Pk make it ob-
vious that the distributions are always symmetric around 90◦, the direction perpendicular
to the direction of the incident beam. Making the transformation to the laboratory frame
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yields a more forward focussed angular distribution that is no longer symmetric around 90◦.
This transformation was illustrated for the isotropic decays (following s1/2 transfer) in Fig-
ure 2.6, and examples of anisotropic dipole decays are shown in Figures 2.9 and 2.10, while
an octupole decay is shown in Figure 2.11.
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Figure 2.9: Dipole decays for the 407-keV state in Na26 , shown at three values of proton angle,
in both the centre of mass and laboratory frames.
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Figure 2.10: Dipole decays for the 4− 2200-keV state in Na26 , shown at three values of proton
angle, in both the centre of mass and laboratory frames.
In each case, in Figures 2.9, 2.10 and 2.11, the centre of mass and laboratory distributions
are shown for three different values of the detected proton angle.
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Figure 2.11: Octupole decay of the 6− 2200-keV state in Na26 , observed at three proton angles,
in both the centre of mass and laboratory frames.
2.6.4 The Effect on the Proton Angular Distribution, of Requiring a
Coincident γ ray
As shown in the preceding section, the angular distribution of γ rays emitted by a particular
state in Na26 , populated in (d,p), can vary significantly as a function of the proton angle. This
implies that any finite array of γ-ray detectors will have a different efficiency for detecting
the γ rays, depending on the proton angle. Thus, any angular distribution for protons that is
extracted will be distorted, if it is also extracted with the requirement of a γ ray. The extent
of this distortion can be estimated by integrating the calculated γ-ray angular distributions,
for each proton angle, over the range of γ-ray angles subtended by the γ-ray array in the
experiment.
In the present experiment, with equal numbers of TIGRESS detectors mounted at angles
of 90 and 135◦, the relevant angular range in the laboratory is from 78◦ to 151◦, approx-
imately. To perform an integration of the laboratory angular distributions for each proton
angle is laborious, because their asymmetric nature means that they have no simple formula
to describe them. However, to the extent that every recoil Na26 travels along the beam di-
rection, and can be assumed always to have a velocity of 0.1c, it is sufficient to transform
the limiting angles to the centre of mass frame of the emitter, and perform the integration
on the centre of mass angular distributions, W (θ γCM). This is simple because the angular
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distributions are just given by linear combinations of the Legendre polynomials. These can
each be integrated to give an integral Ik and then the integral of W (θ γCM) is just the sum of
the Ik weighted by the ak coefficients. The values of the integrals over γ-ray angle, for the
examples shown in Table 2.4, are given in Figure 2.12. The integral plotted in this figure
represents the fraction of all γ rays emitted which is included in the angular range that is
spanned by the γ-ray detectors.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0  20  40  60  80  100  120  140  160  180
In
te
gr
at
ed
 W
(θ C
M
γ )
θCM(°)
a2 0.233 2+
a2 0.407 2+
a2 1.802 1+
a2 1.802 3+
a2 2.2 4+
a2 2.2 4-
a2 3.2 4+
a2 3.2 4-
octo 2.2 6-
octo 3.2 6-
Figure 2.12: An integration of W (θ γCM), over γ-ray angle. The legends refer to whether the
transition is dipole or octupole, the energy of the final state in Na26 in MeV and the spin and
parity of the state.
The important feature to note, here, is that there is very little dependence on the proton
angle, given the uniformity of the integrals in Figure 2.12. This is true for all examples,
with a maximum deviation of order 10%. Both Figure 2.12 and its enlarged counterpart,
Figure 2.13, are plotted in terms of the proton centre of mass angle. In the present experiment
the emphasis will be on centre of mass angles for the proton of typically less than 50◦, owing
to a range of experimental constraints. Therefore, an enlargement of the variation shown in
Figure 2.12 is given in Figure 2.13, for the more forward range of proton angles (expressed
in the centre of mass frame for the reaction).
These results, in which the detected fraction of γ rays is shown to vary by less than 10%
from its mean value, across a wide range of proton angles indicate that the shape of the
proton angular distributions in this work should have minimal distortion arising from the
γ-ray coincidence requirement. For this reason, the simplifying assumption will be made
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Figure 2.13: A zoomed-in version of Figure 2.12. The dashed lines represent ±5% deviation
from 0.54.
that the details of the γ-ray angular distributions have no significant effect on the proton
angular distributions, or in other words as though the γ-rays were emitted isotropically. In
fact, the γ-ray array is comprised of two arrays, one at 90◦ and the other centred at 135◦ in
the laboratory frame. For a given energy of γ ray emitted by the Na26 nucleus at rest, these
two arrays have different efficiencies because of the combined effects of geometry and the
Doppler shift. In the analysis it is necessary to analyse the two parts of the array separately,
for this reason. This results in two separate estimates of the total proton yield at each proton
angle, according to the number of γ rays recorded in each part of the array. If these numbers
are called n1 and n2, and the efficiencies of the two parts of the array for this γ ray are ε1
and ε2, respectively, then it is necessary to combine the two estimates n1/ε1 and n2/ε2 of
the total number of protons. Assuming that the efficiencies are well determined, and that the
number of detected γ rays is subject to Poisson counting statistics, then the statistical error
in each of these measurements is given by
√
(n1)/ε1 and
√
(n2)/ε2, respectively. Taking
the usual pooled estimate of these two independent measurements, the appropriate average
is given by
nave =
(n1n2)× (ε1 + ε2)
(n1× ε22 +n2× ε21 )
and the error is given by √
n1×n2
n1× ε22 +n2× ε21
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The effect of the modulation of the proton angular distributions, depending on the probabil-
ity for γ-ray detection, is estimated by multiplying the γ-ray integral from Figure 2.12 by
the proton angular distribution as calculated by TWOFNR using the ADWA. Plotted as a
function of the proton centre of mass angle, this is shown in Figure 2.14.
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Figure 2.14: Modulation of the proton angular distributions of states in Na26 , depending on
the probability of γ-ray detection, in the CM frame. The dashed lines represent proton angular
distributions without the requirement of a γ ray, and its solid counterpart includes a γ-ray gate.
Here, the result from TWOFNR [21] is shown by a dashed line, and the associated solid
line shows the effect of the γ-ray gating. Clearly, the shapes of the angular correlations are
not affected significantly by the gating. These calculations also show the markedly different
angular distributions expected for different angular momentum transfers for the neutrons in
(d,p), and this distinction is also unaffected by the γ-ray gating. The previous plot for the
proton angular distributions can also be expressed in terms of the laboratory angle for the
protons. This means of presentation has the advantage that it allows a direct comparison
with the actual quantities measured in the experiment. The plot in terms of laboratory angles
is shown in Figure 2.15.
Once again, it is clear that the shapes of the various curves and the abilities to distinguish
between different angular momentum transfers are not expected to be significantly affected
by the γ-ray gating, in this experiment.
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Figure 2.15: Modulation of the proton angular distributions of states in Na26 , depending on the
probability of γ-ray detection, in the laboratory frame. The dashed lines represent proton angular
distributions without the requirement of a γ ray, and its solid counterpart includes a γ-ray gate.
2.7 Inverse Kinematics
As the experimental design is determined largely by the properties of inverse kinematics [47],
it is imperative that the transformation from normal to inverse kinematics is understood. The
Na25 (d,p) Na26 experiment was conducted in inverse kinematics due to the impracticalities
of making a radioactive target, as Na25 has a half-life of 59.1s [48]. The details of the
transformation are given below. Figs. 2.16 and 2.17 show m1(m2,m3)m4 occurring in the
laboratory and in the centre of mass frames, respectively, and the conservation of momentum
equation in each case. In the laboratory frame, the target, m2, is stationary and hence T2 = 0.
The transformation of kinetic energy, T , from the laboratory frame to the centre of mass
frame is shown in Equations 2.21. The tilde, for example in ˜Tcm, indicates a quantity after
the reaction has occurred and primed quantities are in the centre of mass frame.
T1 = Tcm +T ′1 +T
′
2
T3 +T4 = ˜Tcm +T ′3 +T
′
4 (2.21)
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Figure 2.16: The laboratory frame for the reaction m1(m2,m3)m4 [49].
Due to conservation of both energy and momentum, it follows that
˜Ecm =
1
2
m3v
′2
3
(
m4 +m3
m4
)
(2.22)
Ecm =
1
2
m1v
′2
1
(
m1 +m2
m2
)
(2.23)
The velocity vectors of the particles can be derived from Figure 2.17 and are given as the
following.
~v′1 =~v1
(
m2
m1 +m2
)
(2.24)
and ~v′2 =−~vcm (2.25)
The energy of the centre of mass can be given in terms of the masses of the particles in the
reaction, and the velocity of the centre of mass.
Ecm =
1
2
m2
m1
(m3 +m4)
2
m1 +m2
~˜v2cm (2.26)
The energy of the centre of mass after the reaction is equal to its energy before the reaction
plus Q⋆, which is the Q-value of a state with excitation energy Ex in the recoil, given in
Equation 2.27
Q⋆ = Qgs−Ex (2.27)
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Figure 2.17: The centre of mass frame for the reaction m1(m2,m3)m4 [49].
For clarity, define a quantity q such that
˜Ecm
Ecm
= 1+
Q⋆
Ecm
≡ q (2.28)
The expression for q can be rearranged and substituted for Ecm and ˜ECM to give
(
v′3
v˜cm
)2
=
m4
m1
m2
m3
(m3 +m4)
(m1 +m2)
q (2.29)
Letting f be the target to ejectile mass ratio, yields
v′3
v˜cm
=
√
q f m4
m1
(m3 +m4)
(m1 +m2)
(2.30)
This expression is approximately equal to
√
q f when the mass of the recoil, m4 is compara-
ble to that of the projectile, m1. The quantity q, as shown in Equation 2.28, typically differs
from unity by a factor less than 10% [50]. It reaches a maximum as the beam energy per
nucleon is increased. The light ejectile from the reaction, m3, is confined to a cone, as shown
in Figure 2.18, with maximum angle given by Equation 2.31.
θmax ≈ sin−1
√
f (2.31)
2.7 Inverse Kinematics 39
’
Z
P
O
Q
φ
ν
4
ν4
ν3
θ
ν3
’
Figure 2.18: Velocity diagrams for inverse kinematics of a (p,d) reaction [50].
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In the case of (d,p) reactions, f = 2 for which sin−1√ f is undefined, meaning that there
is no maximum angle for the trajectory of the ejectile. As shown in Figure 2.18, the possible
trajectories of the ejectile trace out a circle. When the vectors v′3 and v3 are perpendicular,
this defines θmax. For the case where the mass of the target is greater than the mass of the
ejectile, v3 > vcm and so there is no maximum angle for the ejectile, as shown in Figure 2.19.
Chapter 3
Experimental Details
3.1 Experimental Overview
In this experiment, states in Na26 were produced via one-neutron transfer by bombarding
a 0.5mgcm−2 (CD2)n target with a 5.0 MeV per nucleon beam of Na25 , produced by the
ISAC-II facility at TRIUMF. The beam intensity delivered was up to 3.0×107 particles per
second, which was at the allowed limit for this facility. For the detection of the ejected proton
from the (d,p) reaction, the highly-segmented silicon array SHARC was employed. Both the
energy and angle of the proton are used for the measurement of the angular distributions of
the states populated. At angles forward of 90◦, elastic scattering products were also detected
in SHARC, which were employed in the normalisation of the cross-section. Due to the
unknown structure of Na26 and its expected high density of states [16], both particle-γ and
γ-γ coincidences are required in the analysis, using γ rays detected in the eight clovers of the
TIGRESS array that surrounded the target at 90◦ and 135◦. However, γ rays from the decay
of the Na26 recoil nucleus are not the only ones to be emitted; compound nucleus reactions,
formed by the coalescence of the Na25 beam with the carbon component of the target, also
emit various γ rays which contaminate the data. An in-beam scintillator detector at zero
degrees, the trifoil, was set to trigger on the transmission of a beam-like particle. Mounted
directly in front of the trifoil was a 30 µm aluminium foil, which blocked the slower, higher
Z fusion evaporation products whilst allowing the transmission of the unreacted beam and
heavy recoil nucleus. Placing a gate on the trifoil trigger enables a cleaner γ-ray spectrum
from transfer data to be extracted. Figure 3.1 shows a schematic of the experimental setup at
TRIUMF.
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Figure 3.1: Schematic of the experimental setup on the ISAC-II beam line.
3.2 Radioactive Ion Beam Production
As the need to explore more exotic nuclei increases, the need for facilities to produce ra-
dioactive ion beams (RIBs) escalates. There are a handful of such facilities in the world,
such as the now retired Louvain-la-Neuve in Belgium, HRIBF at Oak Ridge National Lab-
oratory and SPIRAL at GANIL in France, to name a few. Radioactive ion beams can be
produced by two methods: in-flight fragmentation and online isotope separation (ISOL).
In-flight fragmentation, the beam-production method used at GSI in Germany, uses a tech-
nique where heavy ions are accelerated into a thin target, causing fragmentation of the beam.
These fragments are then identified and separated in a spectrometer before producing a high
energy beam that has a broad energy spread [51]. The ISOL method, that is used at HRIBF
and TRIUMF, for example, instead uses a beam of light particles (typically protons or 4He
nuclei) on a heavy target. This target is thick enough for the protons to stop within the target,
and the intensity of this light ion beam causes the target to heat up. The products of the
consequent spallation or fragmentation then diffuse through the production target, and then
ionised further and separated electromagnetically. The beam required is selected by its mass
to charge ratio (A/q) and then is post-accelerated to the required energy. This beam will not
necessarily be pure, as the required A/q can be achieved from a different mass and charge
state. This can be a major problem if the contaminant is stable, since it will constitute the
majority of the beam. The RIBs produced are generally low intensity, so the efficiency of the
post-acceleration process is crucial.
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Figure 3.2: Schematic of the ISAC-II accelerator [52].
3.2.1 The Production of Radioactive Ion Beams at TRIUMF
The ISOL method of radioactive ion beam production is in use at TRIUMF. The large H− cy-
clotron at TRIUMF provides up to 100 µA of 500MeV protons, which bombard the primary
target, which was Silicon Carbide in the case of this work. The ions to be selected for accel-
eration are selected by their mass to charge ratio by tuning the cyclotron as a radio frequency
mass spectrometer. After further ionisation and mass selection, beams of A/q≤ 30 are accel-
erated from 2keV/u to 153keV/u in the 35.4MHz Radio Frequency Quadrupole (RFQ). A
variable energy, 106MHz Interdigital H-mode Drift Tube Linac (IH-DTL) accelerates ions
with 3 ≤ A/q ≤ 6 from 0.153 to 1.53MeV/u. This forms the basis of ISAC (Isotope Sepa-
rator and Accelerator), and can be seen labelled in Figure 3.2 as ‘HEBT1-Exp’. The recent
extension, ISAC-II, involves further acceleration of up to 6.5MeV/u in a superconducting
linac.
TIGRESS is at the end of this beam line (labelled as ‘HEBT2-Exp’ in Figure 3.2). The
linac provides a pulsed beam, with 86ns between pulses. When tuning the radioactive beam,
a ‘tuning flange’, identical to the SHARC array flange, but with no detectors, was used on
the SHARC chamber to avoid any risk of beam hitting the detectors. A target ladder holding
5mm and 2mm apertures were used for tuning. The tuning achieved approximately 90%
transmission through the 2mm aperture. When the optimum tuning was completed, the
SHARC detectors were mounted as part of their own flange, and the beam tuned a final time.
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Figure 3.3: The decay of 25Na [17].
During this tuning, although the risk of the beam hitting the silicon was low, the leakage
currents of the detectors were monitored throughout. The SHARC chamber contained a
target ladder housing a 2mm diameter aperture, two 0.5mg/cm2 (CD2)n targets and one
1mg/cm2 (CD2)n target. The self-supporting targets of (CD2)n were manufactured to order
by IPN Orsay and shipped to TRIUMF. They were mounted on frames with an opening of
5mm diameter. Due to substitution and/or the exchange of atoms, they inevitably contain
1H as well as 2H. The relative isotope abundances were measured in the experiment, using
elastic scattering of the radioactive beam. Using the target ladder, with a thumb wheel outside
of the chamber and a fixed theodolite downstream, the appropriate aperture can be moved
into position without needing to break vacuum. When vacuum did need to be broken, care
was required due to the radioactivity of Na25 , which has a half-life of 59.1s [17]. The beam
dump is approximately a metre from the target, meaning that radioactivity builds up in the
duration of the running time, reaching a saturating level (in this case 30MBq) in several
minutes. The Na25 decays to Mg25 , which is stable (see Figure 3.3). Before going near to
the experimental area, especially when needing to open the target chamber, the area needed
to drop to a level of safe activity.
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3.3 Charged Particle Detection
This experiment relies upon the detection of charged particles, as the proton ejected in the
transfer reaction is the key to the extraction of structure information about Na26 . There are
several ways to detect charged particles, and this experiment utilised silicon strip detectors
covering a large angle.
3.3.1 Charged Particle Energy Loss in Matter
Charged particles lose energy as they travel through matter due to Coulomb interactions with
the electrons of the absorber atoms. These forces occur simultaneously with many electrons
in the vicinity of the particle resulting in the excitation of absorber atoms, or the creation of
electron-ion pairs when an absorber atom is ionised. These interactions occur along the path
of the charged particle as it gradually loses energy until its absorption. The linear stopping
power, S, for charged particles is defined as the differential energy loss for that particle within
the medium divided by the corresponding path length, as given in Equation 3.1 [53].
S =−dEdx (3.1)
The linear stopping power can be made more specific for a certain charged particle and a
certain absorber, and the expression that describes the specific energy loss is the Bethe-Bloch
formula (Equation 3.2), where v and ze are velocity and charge of the incoming particle, N
and Z are the number density and atomic number of the absorber, m0 is the electron rest mass
and I is the average excitation and ionisation potential of the absorber [53].
− dEdx =
4pie4z2
m0v2
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[
ln 2m0v
2
I
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2
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)
− v
2
c2
]
(3.2)
For non-relativistic particles, when v << c, only the first term in B is significant. The linear
stopping power varies as 1/v2, or 1/E, the inverse of the particle energy. When the velocity
of the particle is low, the charged particle spends greater time in the vicinity of any given
electron, causing it to lose more energy. Multiplying both the numerator and denominator of
Equation 3.2 by m, the mass of the ion, the denominator contains an mv2 factor, proportional
to the kinetic energy. It then follows from Equation 3.2 that ∆E, the energy lost in a small
thickness of the medium, is proportional to the mass of the ion multiplied by the square of
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its charge, divided by its energy.
∆E ∝ mz
2
E
(3.3)
The Bethe-Bloch formula is generally valid for different types of charged particles, as long
as their velocity remains large with respect to the velocities of the orbital electrons in the
absorbing atoms. The Bethe-Bloch formula fails at low particle energy, where the charge ex-
change between the particle and the absorber becomes important. As a positive ion traverses
the absorber, it will tend to pick up electrons, which reduces its charge and hence decreases
its energy loss. By the end of the track, the particle will have accumulated z electrons and
will have become neutral.
3.3.2 Semiconductor Diode Detectors
A semiconductor detector relies upon the formation of a p-n junction, which is formed when
a p-type and n-type semiconductor are in juxtaposition. Semiconductor materials are classed
as p-type or n-type when they have a higher density of holes or electrons, respectively. When
there is no bias across the p-n junction, a charge equilibrium is reached as the electrons and
holes diffuse into the p- and n-type semiconductor, respectively, to recombine. This drift of
ions creates an electric field, from the n-type to the p-type, which pushes the holes and the
electrons further away from the junction. The strength of the electric field is high enough to
prevent any more diffusion, and thus a region devoid of charge carriers is established. This
is the natural depletion region of the semiconductor and it shifts the band gap structures,
causing the Fermi level to move. The application of an external electric field can have many
benefits, including the increase of the drift velocity of electron-hole pairs, leading to a lower
probability of losses and an improved detector response time. Leakage current arises due to
the thermal generation of charge carriers and the application of an electric field will sweep
away these carriers faster than they are being created, leading to a decrease in leakage current.
An electric field can be applied via reverse bias across the junction, making the n-side more
positive than the p-side. This will cause a growth in the depletion region as the positive holes
on the p-side are attracted away from the junction by the negative terminal and likewise for
the conduction electrons by the positive terminal. For a detector that is fully depleted, the
depletion region extends almost across the entire thickness of the silicon. In order for the
wafer to be fully depleted, one side of the junction is a heavily doped n+ or p+ layer and the
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Figure 3.4: A p-n junction under reverse bias.
other is a high purity mildly doped p− or n− layer, respectively. The acceptor concentration
in the p-side is much greater than the donor concentration in the n-side, so holes have to
travel further into the n-side in order to recombine with electrons. Thus, the majority of the
the depletion region extends into the n-side. As the reverse bias is increased, the depletion
region extends even further into the n-side, reaching the back side of the detector. If this
reverse bias is too large, the diode will break down, sometimes with irreversible effects [53].
The heavily doped layer is insensitive to charged particle radiation and so forms a barrier, or
a dead layer. Incoming charged particles lose a fraction of their energy as they pass through
the dead layer.
Silicon Detectors
When ionising radiation is incident upon a detector, it will deposit a certain amount of energy
in the active volume, some of which creates electron-hole pairs. Only a small amount of
energy is required to create each pair; for silicon it is 3.62eV at 300K [53] and it is essentially
independent of the radiation type and energy. Electron-hole pairs are created along the path
of the particle, which are then swept away by the electric field across the detector. This causes
the production of a current signal which is proportional to the amount of energy deposited.
The popularity of silicon detectors in experimental nuclear physics can be attributed to their
compact size and versatility. This work uses Double Sided Silicon Strip Detectors (DSSSDs)
and a double sided annular array. There are strips on both faces of the DSSSD, with the
strips on the front perpendicular to the strips on the back [54]. The annular detector is also
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double sided; with annular rings around the centre, and radial sectors. Energy and position
information are provided to the nearest pixel, depending upon which front and back strip
fired in coincidence.
n−type bulk layer
+ +p  layer
E−field
n  contact
Figure 3.5: A schematic of an n-type semiconductor detector [55].
3.3.3 SHARC
SHARC, the Silicon Highly-segmented Array for Reactions and Coulex, is a silicon detector
array designed for use in transfer reactions in inverse kinematics. It comprises two boxes of
silicon detectors surrounding the target frame and the option of annular detectors upstream
and downstream of the target. Its design is such that components can be moved or removed
depending upon the detection requirements and kinematics of the experiment being under-
taken. In this work, the transfer products were expected to peak in the backward angles,
so full coverage upstream of the target was provided by an annular array and a box of four
double sided silicon strip detectors (DSSSDs).
The annular array consists of four quadrant DSSSDs mounted together on one frame,
each divided into sixteen rings spanning θ = 149.3◦ to 172.8◦ and twenty-four sectors cov-
ering 81.6◦ in φ . The four quadrants are shaped so that there is a hole in the centre of the
array when they are mounted together, with radius 9mm, that the beam passes through. An
aluminium guard is mounted behind the CD array on the side facing the beam in order to
prevent damage to the silicon in the unlikely event of the beam hitting it directly. The silicon
wafers are 400 µm thick. The box upstream of the target consists of four double sided sili-
con strip detectors (DSSSDs), each 1000 µm thick. The construction was such that the PCB
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boards overlapped so as to get a large amount of solid angle covered by active area, as can be
seen in Figure 3.6. These DSSSDs were segmented into twenty-four 3mm horizontal strips
and forty-eight 1mm vertical strips, where the horizontal strips are aligned perpendicular to
the z-axis and the vertical strips are parallel. The active area of silicon is 72.0 x 48.0mm.
The SHARC barrel covered angles from 34.8◦ to 141.1◦ (with a gap from 81.5◦ to 94.6◦)
and the annular detectors covered from 147.2◦ to 172.2◦. The gap in the barrel measures
z
y
x
Figure 3.6: A drawing of the downstream SHARC box, with the dE and pad detectors mounted
back to back. Modified from [56].
14mm in between the upstream and downstream boxes, and allows targets to be rotated in
and out of the array. The downstream box, in its optimal configuration, would consist of four
∆E−E telescopes. In this experiment, only one such telescope could be fully instrumented.
The front detector of the telescope is a DSSSD of thickness 140 µm, which is also segmented
into twenty-four horizontal strips and forty-eight vertical strips. The change of energy with
angle is very rapid for the elastics so it is advantageous for the elastically scattered particle
to lose a small amount of energy in the ∆E detector, before depositing the rest of its energy
into the thick E detector behind. The E detector in the telescope is a pad of silicon 1500 µm
thick. This is not segmented, because only total energy recovery is important in this part
of the telescope. Due to electronics limitations, the downstream box consisted of one full
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Figure 3.7: A drawing of the entire SHARC array, showing both upstream and downstream
boxes, the annular detector and mounting flange [56].
Serial Number Location Thickness(µm) Operating Voltage(V) Leakage Current(µA) Dead Layer (nm)
2622-3 UD1 1003 120 4.2 100
2622-10 UD2 1002 110 3.2 100
2622-9 UD3 999 110 3.0 100
2622-11 UD4 1001 120 4.0 100
2624-3 DD1 ∆E 141 40 1.0 100
Dummy DD2 ∆E - - - -
2624-9 DD3 ∆E 133 40 0.70 100
Dummy DD4 ∆E - - - -
2754-9 DD1 E 1539 375 2.3 <1 µm
2754-2 DD3 E 1531 350 3.7 <1 µm
2407-1 CD1 390 100 0.04 700
2499-2 CD2 290 40 0.10 700
2407-8 CD3 383 130 0.07 700
2407-6 CD4 385 130 0.05 700
Table 3.1: Operating voltages, typical leakage currents and dead layers for the detectors used in
the SHARC array.
and one partially implemented telescope. The latter was opposite the fully instrumented
telescope and was used to check for balanced counting rates in the horizontal plane.
Due to the constraints of the SHARC frame, the E detector in the downstream telescopes
and the annular array were mounted in the reverse orientation. This meant that it was vital for
their operating voltage to be higher than the depletion voltage because particles were incident
upon the ohmic side. Table 3.1 shows typical operating voltage and leakage currents of the
detectors used, as well as the thickness of the junction-side dead layer in each case [18]. The
labels refer to Upstream Detector, Downstream Detector and CD for the annular array. They
are numbered in accordance with the TRIUMF coordinate system [57].
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Figure 3.8: A photograph of the SHARC array. The upstream detectors at the top are separated
from the downstream detectors by a space to insert the target mechanism [43].
3.4 Gamma-ray detection
3.4.1 Gamma-ray Interaction in matter
The interaction of electromagnetic radiation in matter is markedly different than that of
charged particles. Charged particles slow down gradually as they traverse through a medium,
but for photons, energy loss in matter is more dramatic, leading the photon to scatter and
change course or disappear entirely. There are three major mechanisms for photon energy
loss: photoelectric absorption, Compton scattering and pair production. The mode of energy
loss that a photon undergoes depends upon its initial energy.
For photons with energies in the region of a few hundred keV, photoelectric absorption
dominates. The photon interacts with an atom of the absorber material, and then is absorbed.
The energy is transfered to a photo-electron, which is then ejected from a bound shell with
energy hν −Eb, where Eb is the electron binding energy and Eγ = hν . The photon does not
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interact with free electrons, but with whole atoms. The ejection of the photo-electron leaves
the absorber atom ionised, but it is quickly neutralised by the absorption of a free electron
from the surrounding medium, accompanied by electron rearrangement in the shells, leading
to emission of a characteristic X-ray or a low energy Auger electron. Photoelectric absorp-
tion is enhanced by a higher Z of the absorber; the probability of photoelectric absorption
per atom over all ranges of Eγ and Z is approximately
τ ∼= constant× Z
n
E3.5γ
(3.4)
where n varies between 4 and 5 over the gamma-ray energy region of interest [53]. For this
reason, high-Z materials such as bismuth germanate (BGO) are good absorbers of photons.
For photons with mid-range energies of a few MeV, Compton scattering is the dominant
mode of energy loss. It occurs when a photon scatters off an electron, assumed to be at rest,
in the absorber material. As the photon gets scattered through an angle of θ relative to its
initial direction, it transfers energy to an electron, which recoils. The energy transfered by
the photon depends on the angle through which it has been scattered, but even at θ ≈ pi , the
photon still retains some energy. The resultant energy of the scattered photon, hν ′, is given
by Equation 3.5 [53], where m0c2 is the rest mass of the electron.
hν ′ = hν
1+ hν
m0c2
(1− cosθ) (3.5)
The probability of Compton scattering depends upon the number of electrons from which
the photon can scatter; hence it linearly increases with the Z of the absorber material. After
Compton scattering, it is possible for the photon to scatter again, or undergo photoelectric
absorption if its energy is low enough. The fact that a range of energies can be transfered to
the electron is reflected in the Compton background of a γ-ray detector of reasonable size.
For a large γ-ray detector, the scattered photon and recoil electron can be reabsorbed entirely,
even if it scatters more than once. For typical γ-ray detectors, the photon can often scatter
out of the detector after a single interaction, leaving an electron with a fraction of the photon
energy to be absorbed and recorded.
If the photon energy is in the region of 5−10MeV, pair production is the dominant mode
of energy loss of photons. The threshold for this process to occur is Eγ > 1.02MeV, but in
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practice the probability of this process occurring is very low until the photon energy is in
the region of several MeV [53]. In this process, the photon disappears and is replaced by
an electron-positron pair, with total kinetic energy of hν − 2m0c2. The positron then loses
energy and comes to rest, after which it is annihilated, releasing two 511keV γ-rays. The
electron-positron pair have a range of typically a few millimetres [53], meaning that the
release of the two annihilation γ-rays can appear to be in coincidence. In a typical sized
γ-ray detector, the electron-positron pair can be fully absorbed whilst the annihilation pair of
γ rays may well escape. This induces a double escape peak in the spectrum at hν−2m0c2. It
is also possible for just one of the annihilation photons to escape without further interaction,
but the other to interact again before being fully absorbed. This then results in an single
escape peak, at energy hν −m0c2.
These possibilities must be taken into account when designing detectors, as it is common
for a γ ray to not deposit its entire energy at the point of interaction in the detector.
3.4.2 Germanium Detectors
Several options exist for the detection of γ rays, depending upon the requirements and limi-
tations of the experiment. All options involve high Z materials, to increase the probability of
detection as detailed in Section 3.4.1. This work utilised germanium semiconductor detec-
tors for measuring γ-ray energies, and BGO scintillation detectors for tagging the escape of
energy from the germanium. There are several configurations of a p-n junction in a germa-
nium detector, and the most common is the coaxial configuration. Coaxial configurations are
preferable to planar configurations because they can produce a larger active volume (which
can be increased by increasing the length of the crystal), which improves the efficiency [53].
In the coaxial configuration configuration, a cylinder of germanium with a central hole has
contacts on both the inner and outer surfaces. In the case of TIGRESS, the cylinder is n-type,
with the n+ contact on the inside, as shown in Figure 3.9. The inner diameter of the cylinder
can be made smaller, and hence reduce the capacitance. This is an advantage over the planar
configuration, as a reduced capacitance implies a proportionally reduced noise.
The primary difference between detecting γ rays and charged particles is the fact that γ
rays penetrate far deeper. In order to detect γ rays, the depletion depth needs to extend be-
yond a few millimetres, which is difficult to achieve in any semiconductor material without
electrical breakdown [53]. The thickness of the depletion region is given by Equation 3.6,
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Figure 3.9: An n-type coaxial germanium detector, adapted from [53].
where V is the reverse bias voltage, ε is the dielectric constant, N is the net impurity concen-
tration and e is the electronic charge.
d =
√
2εV
eN
(3.6)
Thus at a given voltage, the depletion depth is increased by making the material more pure.
Germanium detectors of ultra-high purity, such as TIGRESS, are known as high-purity ger-
manium detectors, or HPGe. Due to a small band gap of 0.7eV [53], room temperature
operation of germanium detectors is unfeasible. Germanium detectors are therefore oper-
ated at liquid nitrogen temperature, which is 77K. The detector is mounted into a cryostat
that is vacuum sealed to inhibit thermal conductivity between the crystal and the surrounding
air [53]. The detectors used in this experiment were composite germanium detectors, consist-
ing of four individual germanium crystals in the configuration of a four-leaf clover, housed
in a single cryostat. The detection efficiency that can be obtained with a clover detector is
greater than the efficiency of four single crystal detectors with the same total volume [58].
This is because the crystals in the clover can be treated as a group, which is especially useful
when a γ ray Compton scatters from one crystal into another, as shown by event (i) in Fig-
ure 3.10. The energy deposited into the two crystals can be summed if the crystals are being
treated separately, so the total energy of the γ ray can be known. Having segmented detectors
increases the likelihood of distinguishing between a scattered γ ray event and two separate
3.4 Gamma-ray detection 54
γ rays being simultaneously absorbed into two adjacent crystals. Figure 3.10 shows that an
unsegmented clover detector does not distinguish between energy deposited in two crystals
via Compton scattering and two separate but coincident γ rays, but with segmentation it is
easier to identify scattered events by their proximity.
(b)
(ii)
(iii)
(i) (i)
(ii)
(iii)
(a)
Figure 3.10: Compton scattering in (a) a clover detector and (b) a segmented clover detector.
Event (i) is a photon depositing some of its energy into one crystal via Compton scattering and the
remainder of the energy into the second crystal. Events (ii) and (iii) correspond to two separate
coincident γ rays hitting separate crystals and depositing all of their energy into one segment [58].
3.4.3 Scintillation Detectors
When ionising radiation is incident upon certain materials, such as sodium iodide, bismuth
germanate (BGO) and plastics, scintillation light is produced. A good scintillator material
will convert the kinetic energy of a charged particle into detectable light, with high effi-
ciency [53]. Radiation incident upon a scintillator detector causes the excitation of the mate-
rial, which releases visible radiation as it de-excites. Ideally, a good scintillator will convert
a large proportion of the incident radiation to prompt fluorescence with a short decay time,
so that fast signal pulses can be generated. However, this is not the only type of light output
that the scintillator material can produce; phosphorescence has a longer wavelength and is
slower than fluorescence and delayed fluorescence has the same wavelength as fluorescence
but again is much slower. Contributions from these different types of light emission are gen-
erally undesirable, due to the fact that it takes a longer time for the light to decay out of the
scintillator. The scintillator detectors used in this work are the BGO suppression shields used
with TIGRESS and a thin film plastic scintillator, the trifoil, detailed in Sections 3.4.4 and
3.5.2, respectively. The trifoil detector is made from polyvinyltoluene, and is made by dis-
solving an organic scintillator in a solvent and then polymerised to form a solid plastic [53].
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Over time, radiation will degrade a plastic scintillator by affecting the way it transmits light.
Inorganic scintillation materials such as bismuth germanate tend to have the best light output,
but a slow response time.
3.4.4 TIGRESS
TIGRESS, or the TRIUMF-ISAC Gamma-Ray Escape-Suppressed Spectrometer, is a Hyper-
Pure Germanium (HPGe) array at the end of the ISAC-II beam line. In its full configuration,
it consists of sixteen HPGe detectors in rings of θ = 45◦, 90◦ and 135◦ around the target,
mounted on a frame that has the geometry of a rhombicuboctohedron [59]. As shown in
Figure 3.11, this geometry includes an octagonal ring of up to eight detectors at 90◦. In the
present work, TIGRESS comprised a total of eight HPGe detectors, with four at 90◦ and four
at 135◦. Each clover consists of four individual closed-ended coaxial HPGe crystals which
were originally 9cm long and with a diameter of 6cm [51]. These were then machined to
give flat faces, to allow for packing into a common cryostat, and tapering of 22.5◦ over 30mm
from the front of the crystal to allow for close packing around the target. The crystals are
n-type and have approximately 40% relative efficiency [59]. Each one of these four crystals
has 8-fold electrical segmentation: four quadrants and a lateral segmentation at z = 31mm,
which is shown in Figure 3.12 [60]. This 32-fold segmentation in each clover is highly
Figure 3.11: The arrangement of the TIGRESS clovers in a rhombicuboctohedron geome-
try [61].
3.4 Gamma-ray detection 56
Figure 3.12: A TIGRESS clover, with segmentation details.
advantageous because it allows for a correction of Doppler broadening effects by providing
precise information about the position of the γ-ray interaction within the detector. From
the centre of each clover, the segment centres are located at ±4◦ and ±12◦ in both the x-
and y-directions. The four rear segments in each clover reduce the uncertainty in the angle
of emission of the γ-ray, by providing 3D localisation [62]. Each of these four crystals
yield two identical core signals, and one signal for each of the eight segments. These cores
are colour coded into blue, green, red and white for ease of cabling and also to define the
coordinate system. In the coordinate system of the clover, the x- and y-axes are chosen so
that the blue core is the first quadrant. The z-axis increases into the detector, so that z = 0
corresponds to the front face of the clover. By convention, the red and white cores should be
at a low φ -angle compared to the centre of the core. This means that the clovers in the North
and South hemispheres of the array are rotated by 180◦ relative to each other, as shown in
Figure 3.13. Table 3.2 shows the angles of the clover centres that were used in this work. In
the detector-wide coordinate system, the target corresponds to (0,0,0). TIGRESS is defined
using spherical polar coordinates where r is the target to clover distance (r = 0 being on
the beam axis), θ = pi is the direction of the beam and θ = pi/2 corresponds to the North
hemisphere of TIGRESS, which is port-side. Vertically upwards from the target is where
φ = θ = pi/2. The coordinates of TIGRESS are shown in Figure 3.13. The high position
sensitivity of TIGRESS also allows the detectors to be mounted close to the target without
sacrificing angular resolution. This allows large gains in γ-ray detection efficiency whilst
retaining high energy resolution of the HPGe clover detectors. The SHARC and TIGRESS
arrays are designed so that TIGRESS closes up right upon the SHARC target chamber, as
can be seen in Figure 3.14.
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Figure 3.13: A schematic of the TIGRESS coordinate system.
Detector Name Position Number θ ◦cent φ◦cent r (cm) Hemisphere
Lucky 5 90 22.5 14.5 N
Jeremy 8 90 157.5 14.5 S
Frodo 9 90 202.5 14.5 S
Sparky 12 90 337.5 14.5 N
Radar 13 135 22.5 14.5 N
Mikey 14 135 112.5 14.5 S
Lucille 15 135 202.5 14.5 S
Eddie 16 135 292.5 19* N
Table 3.2: The TIGRESS clovers used in this work, with the (r,θ ,φ) coordinates of their centres.
*The distance of this clover was found to be inadvertently left at 19cm, the fully-out position for
mounting. It was decided to leave it this way for the entirety of the experiment.
Figure 3.14: A cut-away CAD drawing showing TIGRESS in close proximity to the SHARC
chamber [63]. This shows the closer (11cm) mounting of the clovers. In the present experiment
the clovers were at 14.4cm and included additional suppression shields.
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3.4.5 Compton Suppression
Each clover in the TIGRESS array is flanked by scintillation detectors in the form of bismuth-
germanate (BGO) Compton suppression shields. BGO, chemically Bi4Ge3O12, includes a
much higher Z material compared to pure germanium (83 for Bi, compared to 32 for Ge), and
so has a higher probability of γ-ray absorption. The energy resolution is a lot lower in BGO
than in HPGe, but this is inconsequential because only the acknowledgement of an interac-
tion is needed and not the precise energy deposited. The shielding of the clovers consists
of four BGO side shields and four BGO front shields, all of which are fully retractable. To
the rear of the HPGe crystal is another scintillator in the form of thallium-activated caesium
iodide (CsI(Tl)) back plug, as shown in Figure 3.15. BGO offers high intrinsic efficiency at
high γ-ray energy, and a very fast response time. Since there is a lower probability of a γ ray
scattering out of the back of the clover due to the depth of the crystal, a cheaper substitute like
CsI(Tl) can be used. It still has a comparatively high Z, but has a lower intrinsic efficiency
than BGO. The BGO shields have twenty-fold segmentation [64] and this is represented in
Figure 3.15: A cross-section of a TIGRESS clover, showing the BGO and CsI(Tl) shielding [51].
Figure 3.16. The segmentation of the shields result in five signals per core of the clover,
represented by B, G, R and W in Figure 3.16 (blue, green, red and white, respectively). The
CsI(Tl) back plug is split into quadrants giving one signal per core. TIGRESS is a versatile
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Figure 3.16: A schematic of the BGO segmentation, showing the relationship between BGO
segments and clover cores.
piece of apparatus, and is able to run in two modes: high-efficiency and fully-suppressed. In
fully-suppressed mode, all BGO shields are extended to cover the sides of the clovers, and
a titanium collimator is attached to the front of the clover, to prevent any hits directly into
the BGO shields. In this mode, the front face of the germanium crystal is 14.5cm from the
target. In Figure 3.17, the BGO side shields can be seen fully extended and surrounding the
clover detectors. Note that some of the clover spaces are empty, since only eight clovers were
available compared to a total of twelve positions at 90◦ and 135◦. In high-efficiency mode,
the BGO shields are retracted to enable tight packing of the HPGe clovers. Compton sup-
pression is provided by the back plugs and side shields. The clovers are packed tight around
the target chamber, at a distance of r = 11cm. In this work, it was decided that running
in fully-suppressed mode would be more beneficial due to the superior escape suppression
and collimation, compensating for the reduction in efficiency by a factor of approximately
(11/45)
2 = 0.58.
3.5 Recoil Tagging
3.5.1 Zero-degree Detectors
A detector that spans the range of angles near zero degrees is an advantage in the present
type of experiment, in which one of the reaction products is produced in a small cone around
3.5 Recoil Tagging 60
Figure 3.17: A photograph of one hemisphere of TIGRESS, with fully extended BGO shields
and collimators [43].
the beam direction. Ideally, such a detector would physically separate the reaction products
of interest from other particles, and especially the unreacted projectiles. Another advantage
would be if the particles were properly identified, so that any background of other particles
could be rejected. Finally, a measurement of the energy and angle of the particle would allow
further discrimination and possibly reconstruction of an unobserved particle. A device which
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encompasses all of these properties is VAMOS, the Variable mode magnetic spectrometer
at SPIRAL/GANIL [65]. This device has been used successfully in (d,p) studies using ra-
dioactive beams of Ne24 [66], Ne26 [45] and O20 [67], in which the (Z,A) of the recoil was
fully identified. In the case of Ne26 [45,55], the momentum of the unobserved neutron from
d( Ne26 ,p) Ne27 (n) Ne26 was even reconstructed with some success.
Another type of device is a mass separator, which includes both magnetic and electro-
static separation to achieve physical mass separation. Indeed, such a device - EMMA [68]
- is being constructed for use with TIGRESS at TRIUMF. In the absence of these elaborate
and highly effective devices, a simpler alternative was improvised: the trifoil. Its aim was
to identify and reject γ-ray lines arising mainly from the fusion-evaporation type of reaction
induced on the carbon in the (CD2)n targets.
3.5.2 Trifoil Detector
The zero degree detector was called the trifoil because it utilises three photomultiplier tubes
to view a thin foil made from scintillating plastic. The apparatus is shown in Figure 3.18. It
was mounted on a retractable arm that allowed it to be inserted or removed from the beam
axis.
Light guide
Photomultiplier tubes
Plastic scintillator
Figure 3.18: A photograph of the trifoil detector, showing the scintillator foil and photomultiplier
tubes [69].
For this experiment a 10 µm thick BC400 plastic scintillator foil was used, with active
area 40×40mm2, mounted in a plexiglass frame with outside dimensions 70mm by 70mm.
Ideally, the plexiglass would act as a light guide to collect an light escaping the edges of
the foil. In practice, as will be shown, it was only light that followed a direct line to the
photomultipliers that was effectively collected. For the trifoil to trigger, two of the three
3.6 Electronics 62
photomultiplier tubes needed to fire in coincidence. This allowed the discriminator of the
individual photomultipliers to be reduced into the noise, which is necessary for the small
scintillation signals involved. The cathode voltage of the photomultiplier tubes was set at
−950V, which was large enough to amplify the small number of photons produced in such
a thin layer of scintillator foil [70]. The kinematics of the ejected protons were calculated,
and it was found that the trifoil could be mounted 40cm behind the target and still span the
entire cone of the reaction products for protons recorded backwards of 90◦. This was the
best coverage achievable. The trifoil was exposed to all beam particles, as the beam was
transmitted through it before being incident upon the beam dump. As the fusion evaporation
products were found to dominate over the reaction products, a 30 µm aluminium foil was
mounted upstream of the scintillator foil to stop the fusion evaporation products, but to allow
the transmission of the reaction and beam products. This proved very successful. It was
hoped to achieve additional event selection by exploiting the timing of the trifoil trigger
relative to the beam bunches of ISAC-II to be able to distinguish the direct and compound
reaction products. This would have had required timing resolution of the order of 1ns, since
the time difference between the reaction and beam-like products and the fusion evaporation
products was calculated to be 6.3ns. This resolution was not achieved by the beam bunching.
With the aluminium stopping foil in place, a logic discriminator signal from the scintillator
detector indicated either a reaction product or a beam particle event. The discriminator signal
was digitised and recorded as a time trace which could be analysed for each event, to see if
the discriminator output was present at the correct time for true coincidences with SHARC
and TIGRESS.
3.6 Electronics
3.6.1 SHARC Electronics
After the mounting of the SHARC detectors on its bespoke frame, micro-pitch ribbon cables
were used to connect the detectors to the PCB feedthroughs located on the flange. Due to
space restrictions, the cables needed to be attached carefully to ensure that they were not
blocking any other detector, in contact with any silicon, or able to catch on the chamber as
SHARC was mounted in position. These ribbon cables were made on site to the exact length
3.6 Electronics 63
required. Each PCB feedthrough was fitted into the flange using insulating epoxy. They
carried the ground signals, guard ring connections and all signals to the outside chamber.
The epoxy was found to transmit light as revealed during setting up by a rapid increase
in detector leakage current when the Sun lined up with the experimental hall windows at
8am. This problem was rectified by covering the epoxy in a light-tight varnish. The silicon
DSSSDs have one signal per strip, making 72 signals for each upstream and downstream
box detector, 40 signals for each CD quadrant and one signal for each pad detector. Due
to a shortage of electronics, only one full ∆E −E telescope was instrumented downstream,
along with four strips of a downstream detector and pad on the opposite side of the array, for
cross-checking purposes. The total number of silicon channels instrumented was 526.
The signals from SHARC were fed to charge sensitive preamplifiers. The preamplifiers
need to be physically close to the detectors, as longer lengths of cable have larger capacitance
and also are more susceptible to picking up noise. Physically, this meant that the preampli-
fiers needed to be mounted around the beam line itself, further downstream of SHARC. One
25MeV (full scale) fixed-gain preamplifier board, mounted with a connecting high voltage
board, was required for each 24 signals from SHARC. Thus, three preamplifier boards were
required for each upstream and downstream box detector and two for each CD quadrant.
Each group of two or three preamplifier and high voltage boards were stacked together in
grounded aluminium shielding plates, before being mounted to the beam line downstream
of TIGRESS but immediately before the trifoil assembly. Each stack was well connected
to the TIGRESS ground. The preamplifier and high voltage boards were custom built by
TRIUMF and the University of York, respectively. Cables connecting the PCB boards on
the flange to the preamplifier inputs were insulated using mylar and metal braided sheaths
and also connected to the TIGRESS ground. This method of cable insulation dramatically
reduced noise and pick up. The signals were then transmitted to the TIG-10 interface in the
DAQ in groups of 8 via the use of 20m SCSI-5 cables [18]. The sheer number and weight
of these SCSI-5 cables meant that they were hoisted above the beam line using a metal rail,
to avoid the cable weight loosening the connection to the preampliers and to avoid stress on
the preamplifer mount. External fans were used to avoid overheating of the preamplifiers.
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3.6.2 TIGRESS Electronics
The TIGRESS preamplifiers and high voltage delivery are built into the clover detectors
themselves. Each clover contains 36 resistive feedback preamplifiers; one for each segment
of the clover and one for each core. The core contacts are instrumented with cold front-
end Field Effect Transistors (FETs), cooled by the same liquid nitrogen that cools the HPGe
crystals, whereas the other 32 contacts are outside of the cryostat. All preamplifiers provide
100mV/MeV negative-going signals. All cores have a nominal operating bias voltage of
3500V [62]. Both energy and timing signals are transmitted from the TIGRESS preampli-
fiers to the TIG-10 interface.
3.6.3 Trifoil Electronics
A logic discriminator signal from the trifoil comes as a result of at least two of the three
photomultiplier tubes firing in coincidence. This was determined with a NIM coincidence
module with a 6.5ns resolving time [71]. The fast negative NIM output from the coincidence
unit was sent directly to the TIG-10 input in the data acquisition system.
3.6.4 TIG-10 Front End Cards
A unique feature of the SHARC and TIGRESS system is its completely digital nature, for
the signals from all detector channels. After preamplification, signals from all detectors enter
the data acquisition for processing. Every electronic channel has a front end TIG-10 module,
indicated by ‘FE’ on Figure 3.19. Each TIG-10 front end card contains ten identical front end
channels, and one sub-event collector. As detector signals are be divided up into multiples
of eight from the detectors, only the zeroth to seventh channels in each TIG-10 card are
utilised, allowing cards to be grouped according to detector, for convenience. Each front end
has a 100MHz 14-bit digitiser, digital processing logic and an event formatter. The TIG-10
acquires digitised samples of the pulse shapes at 10ns intervals in the rise time region and
any other specified region of the signal’s time development. The charge is evaluated in real
time using the Front End Field-Programmable Gate Array (FE FPGA). The FPGA receives
a continuous flow of digitised samples from the digitiser and applies signal deconvolution
logic. The overlapping of the exponential decaying pulse results in a sequence of rectangular
pulses, of arbitrary duration. This is known as the ‘moving window deconvolution method’
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and it is used to compensate for differences in ballistic deficit as a function of rise time in
the signal. The charge evaluation in the FPGA is not taken simply from the flat portion of
the pulse, as this generates a small average bias which is proportional to the noise. Instead,
the measurement is taken after a predetermined time after the beginning of the pulse, based
on the timing information produced by a CFD (Constant Fraction Discriminator). As far as
signal amplitude is concerned, this point is random in the flat region and hence reduces bias.
Collects sub−events
Builds sub−events
Trigger logic
Top level trigger logic
Master system clock
Run control
FE FE FE FE FE FE FE FE FE
COL−Channel COL−Channel COL−Channel
COL−Slave COL−Slave
COL−MasterVME
VME VME
Detector signals
Front end − signal amplified and digitised
Samples from rise time
charge and time stamp
Detection of ‘hit’ in detector and associated
Complements ’hit’ information, according to 
trigger.
Figure 3.19: A block diagram of the data acquisition architecture, adapted from [72]. The TIG-
10s are denoted by ‘FE’.
The CFD is used to minimise time walk associated with the detection of signals featuring
a wide range of amplitudes. In the case of the HPGe energy signals, the rise time of the signal
is not constant event by event, but depends upon the location of the electron-hole pairs in the
germanium detector. In a germanium crystal, charge collection time can vary by 150ns, so
the signal is clipped to a shorter time than the fastest signal envisioned before the CFD logic
is applied. The CFD evaluates the amplitude of the signal received and calculates a threshold
with a predetermined constant fraction. The signal is then delayed through a digital delay
line before being compared to the calculated threshold until the points immediately above
and below the line are found. Then a linear interpolation is performed to evaluate the time
corresponding to the threshold being crossed. This then provides a higher precision time
stamp. The time is given in units of 1/16 of an ADC sampling clock period (10ns), which
is 625ps. The CFD has two outputs: a logic signal which is synchronised with the ADC
clock (when the predetermined constant fraction threshold has been crossed) and a higher
precision time stamp.
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3.6.5 TIG-C Collector Modules and Master
Each TIG-10 card connects to one slave port of the TIG-C event collector card. The collector
contains a processing unit that concentrates the information from the ports below, and builds
sub-events from the input ports. It sorts through the data streams from the TIG-10 modules
and builds events, as defined by all channels firing within a preset resolving time of 1 µs.
The high precision time stamp goes into the event data stream. Each collector slave has
all the information pertaining to one or more detector sub-assemblies, such as a complete
clover detector with four core signals, 36 electrodes and 20 signals from the corresponding
BGO shields. The Master, referred to as ‘COL-Master’ in Figure 3.19, is another processing
unit that contains the Master trigger information. It then compares the channels recording
a signal with the trigger requirements, to determine whether the trigger is satisfied. In this
experiment, the trigger requirement was for any silicon front signal (negative-going at the
TIG-10) to be present.
Chapter 4
Analysis
4.1 Charged Particle and SHARC Calibrations
4.1.1 Target energy loss effects for the beam
As the incident beam particles penetrate the target, they lose energy as detailed in Sec-
tion 3.3.1. The average beam energy for each interaction can be taken to be the average
energy of the beam particles at the centre of the target, since it cannot be known for certain
at what point each beam particle will interact. The value at the centre of the target with
energy losses taken into account should give a mean value. The unknown position of the
interaction will contribute part of the energy resolution of the final states. The energy loss
effects in both the target and in the silicon detectors were calculated using SRIM [73], the
Stopping and Range of Ions in Matter. The target was taken to be a type of polyethylene
called Marlex, with a density of 0.93gcm−3. The calculation could have been carried out
using LISE++ [74], but a code was used that calculates the amount of energy that beam par-
ticles lose in the target, and the amount of energy the protons from (d,p) lose in both the
target and in the silicon detectors. This is based on the assumption that the beam particles
traverse half of the target thickness where the protons are then ejected.
4.1.2 Alpha Calibrations
The SHARC detectors have a total of 520 energy channels, which were gain-matched using
a triple-alpha source mounted downstream of the downstream box, where the downstream
CD detector would have been mounted, if it were used. Data were taken both before and
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Parent Nucleus Energy (keV) Intensity (%)
Cm244 5804.77 76.45762.64 23.6
Am241 5486.56 84.85442.80 13.1
Pu239
5156.59 70.77
5144.30 17.11
5105.50 11.94
Table 4.1: Alpha energies of isotopes in the R-00868 triple-alpha source used to calibrate the
SHARC detectors [17].
after the experiment; the data taken prior were analysed online, providing a rough set of
calibration coefficients for use online. After the experiment, more triple-alpha data were
taken to make second order gain-matching corrections. The source used, R-00868, contains
the alpha particles detailed in Table 4.1. A typical alpha spectrum is shown in Figure 4.1.
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Figure 4.1: A typical alpha spectrum, taken from one front strip of an upstream SHARC detector.
The energy resolution was typically 33keV, limited by electronic noise. For each source,
the weaker line is seen, plus a small peak at a 5% lower energy which is an instrumental ef-
fect, due to cross-talk in the detectors [18]. There was a significant problem due to cross talk
and coupling between channels, particularly where the signals passed through the vacuum
feedthrough. This was resolved in the software analysis by taking only the largest signal
from each face of the detector. The front and back signals were then required to be equal, as
shown in Figure 4.2. Slightly better energy resolution was achieved for the front strips, so
the precise energy used in the subsequent analysis was from the front strips.
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Figure 4.2: Front vs back strip energy, for upstream SHARC detector UD1. These data ungated,
and from one reaction run only.
4.1.3 Energy Addback for Ejectiles
As detailed in Section 3.3.1, as charged particles travel through matter, they lose energy due
to Coulomb interactions. If this is within the active area of a detector, then the energy lost
by the charged particle prior to full absorption will contribute to the recording of its full
energy. However, the charged particle will lose energy escaping from the target and also
in penetrating the dead layer of the silicon detector, which is a non-active layer inherent in
all silicon detectors. This thickness of the dead layer can be determined by taking multiple
readings with an alpha source and varying the angles at which the particles are incident. This
measurement can then be cross-checked with the data from the ∆E-E telescopes, since the
energy recovered in the pad detectors is known, along with the energy detected in the front
of the telescope.
Target and dead layer losses are applied to all particles detected in the silicon detectors
of SHARC. These losses are calculated depending upon the energy recorded and strip hit in
SHARC. The strip number determines the angle of the path of the charged particle, thus de-
termining the dead layer thickness and target thickness that the particle must have traversed.
These calculations are executed on the basis that the detected charged particle is a proton.
This is not true in all cases, but for the transfer data is certainly is true. The amount of en-
ergy needed to be added back to the proton is calculated in reverse, by calculating the energy
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Figure 4.3: The calculation of actual particle energy, E3, given the measured particle energy, E1
and angle θ . The thickness of the dead layer and target at 90◦ are TDL and TTar, respectively.
of the proton which would deposit the measured energy E1 into a detector, after traversing
TDL/cosθ of dead layer, where TDL is the thickness of the dead layer perpendicular to the
detector face. This corrected energy is then used to calculate what the initial energy, E3 in
Figure 4.3, must have been at the point of interaction, which is assumed to be at the centre
of the target.
4.1.4 Punchthrough events
For protons normally incident on the downstream telescope with energies greater than 3.9MeV,
they can punch through the first, thinner layer of silicon and be deposited in the pad detector
behind. If the charged particle comes to a halt in the rear detector, its full energy will be
recovered by the addition of the energy deposited in both the ∆E and E detectors, as well
as the energy lost to the target and dead layer, as detailed in Section 4.1.3. However, if the
particle punches through the pad detector, its full energy will not be recovered and a partial
energy will be recorded. For this to happen to a proton, it would need to have 15.6MeV of
energy, assuming normal incidence.
If there is a hit in both the ∆E and corresponding E detector of the telescope, the energy
of the particle is taken to be the sum of the energies recorded in the ∆E and E detectors.
The pad detectors (each one being a single channel) were gain-matched using the predicted
kinematics of the proton and deuteron elastic scattering. Because of their shielding by the ∆E
detectors, α-source calibrations were not available. It was found that part way through the
experiment, the gain of the pad detectors changed by 9%. It is unknown as to what caused this
change, which was certainly related to the preamplifiers, but thorough investigation revealed
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that the gain changed just once and thence stayed constant. Separate gains were applied
before and after the shift, and the data were combined.
4.1.5 SHARC Position Calibration
The distances between the upstream and downstream boxes and from the target to the re-
spective boxes were measured with callipers and a ruler. This method gave measurements of
the distances that were accurate to within a millimetre. The distances were also determined
by using the kinematics of the particles seen in SHARC. The kinematic lines of the (d,d)
and (p,p) elastic scattering are best for this, as they are well defined, unlike the (d,p) lines
which contain a number of loci in very close proximity. Also, the gradient of the elastic
lines is much steeper than the transfer lines, indicating that more energy is deposited in the
silicon detectors than in a transfer reaction. This steep gradient will make the value of any
adjustment in z more precise.
For this experiment, the main issue with using the elastic scattering lines is that only one
full detector was implemented downstream due to the lack of electronics channels available
at that time. Detector DD3 on the opposite side of the box to the fully implemented DD1
had four strips implemented, but this was just as a cross-check and is not sufficient to look
at each detector separately.
As a quantitative check of barrel position, calculated kinematic lines of the (d,d) and
(p,p) elastic scattering were overlaid on the data and it is clear in Figure 4.4 that the original
measurement of the detector box is not perfectly correct. More than half of the data is below
the kinematic line expected, indicating that a shift of some sort is needed.
It is imperative to check exactly which coordinate needs shifting, namely that if the beam
spot is not centred on the target, it will cause the SHARC box to need a shift in x, y and z.
To check this, one locus of the transfer data was investigated over each of the four upstream
SHARC detectors. Excitation energy, calculated from the protons detected in the SHARC
detectors, was projected with the condition that the 407-keV γ ray from Na26 was detected
in TIGRESS. The excitation energy projections were plotted on a detector by detector basis
and then overlaid to see if there is any shift between the sides of the box. The projections for
UD2 and UD4, which are opposite sides of SHARC, are shown in Figure 4.5, and it is clear
from the projections of all SHARC upstream detectors that the beam is indeed centred and
there is no need for a shift in either x or y.
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(d,d)
(p,p)
Figure 4.4: Elastic scattering loci, seen in the downstream SHARC detector. Kinematic lines
compared to the data indicate that a shift in z is needed.
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Figure 4.5: A projection of excitation energy coincident with a 407-keV γ ray (390 < Eγ <
413keV), for protons detected in UD2 and UD4, which are on opposite sides of the SHARC
array.
To investigate the z-shift needed, an energy versus θ plot was produced for events de-
tected in the downstream SHARC detectors, but with the angle with respect to the beam
calculated, as in Equation 4.1.
θshi f t = arccos
(
(z+δ z)√
x2 + y2 +(z+δ z)2
)
(4.1)
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With θ determined in this way, it is then possible to add a small change δ z and see the
effects of a z-shift. This was done by hand: estimates of δ z were made, based on physical
tolerances and iterated, and then the kinematics laid over the data. The benefit of plotting the
data as using θ in Equation 4.1 is that the process can all be done within the ROOT analysis
package, and does not have to be changed straight away in the sort code and resorted. The
best estimate of δ z by this method was −0.5mm. Such a discrepancy could easily arise in
the mounting of detectors and target and the calliper measurements.
This process was then repeated more quantitatively by writing a code which reads in all
events in a gated elastic scattering locus and retrieves their x, y and z coordinates. These are
then read into the kinematic line generator, KinCurve [75], which calculates the energy at
that particular value of θ . The code then iterates and increments z and calculates a new θ
for each z. The residual between the kinematic line and the shifted data is then calculated,
and the χ2 minimisation should give the correct value of z. Using this method, the best
fit for the z-shift was found to be −0.2mm, but when the shifted data was compared to the
kinematic lines, it was found to not be a good fit. This could be due to a number of reasons: in
particular the mass of counts at the base of the two loci is skewing the residual, and also there
are particles from other reactions which punched through the inner layer of the downstream
box and could also be affecting the fit. The difference between the χ2 fit and the visual best
estimate is 0.3mm, which is less significant than the resolution achievable. The z-offset was
set to be −0.5mm.
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Figure 4.6: Kinematic lines laid over the data for (a) the z-shift calculated using a χ2 technique
(−0.2mm) and (b) the best fit determined by the inspection of the data (−0.4mm) .
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One issue with using Figure 4.6 as a justification of a correct z-shift is that it is derived
from only one detector. The other detectors are however mounted on a frame that fixes their
relative positions; it is only the target that is mounted independently. Possible changes in the
z-shift over the individual detectors were, however, investigated next.
Figure 4.5 indicates that the four UD detectors are well aligned in z. With a condition that
all protons must be in coincidence with the 407keV γ ray from Na26 , a projection onto the
theta axis was plotted for each individual upstream detector. These were then overlaid and it
was then seen that there is no obvious individual shift between the four individual detectors.
h1
Entries  9277
Mean    117.1
RMS      12.1
)°(labθ
90 100 110 120 130 140 150
°
Co
un
ts
/0
.5
0
20
40
60
80
100
120
140
Theta {eClovers>390&&eClovers<415&&Detnum==1}
h10
Entries  3048
Mean    116
RMS     11.89
(a) UD1
h1
Entries  7447
Mean    113.6
RMS     10.56
)°(labθ
90 100 110 120 130 140 150
°
Co
un
ts
/0
.5
0
20
40
60
80
100
120
Theta {eClovers>390&&eClovers<415&&Detnum==2}
h10
Entries  4074
Mean    113.7
RMS     10.52
(b) UD2
h3
Entries  8510
Mean      117
RMS     12.16
)°(labθ
90 100 110 120 130 140 150
°
Co
un
ts
/0
.5
0
20
40
60
80
100
120
140
Theta {eClovers>390&&eClovers<415&&Detnum==3}
h30
Entries  4541
Mean    116.1
RMS    11.88
(c) UD3
h4
Entries  7316
Mean    115.9
RMS     11.87
)°(labθ
90 100 110 120 130 140 150
°
Co
un
ts
/0
.5
0
20
40
60
80
100
120
Theta {eClovers>390&&eClovers<415&&Detnum==4}
h40
Entries  4028
Mean    115.1
RMS     11.72
(d) UD4
Figure 4.7: Energy projections for the four upstream SHARC detectors. All lines are gated on
the 407keV γ ray, and the red line with the condition that ETrifoil > 15000.
The projections in Figure 4.7 show the response in all four upstream detectors. The loss
of a group of back strips in UD2 is evident at higher angles. These plots are gated on the
407keV γ ray, so they should be free of compound nuclear contamination. The performance
of the trifoil is discussed in Section 4.3.2.
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Figure 4.8: A schematic of a solid angle calculation for a pixel in SHARC, using the vectors
defined in Equation 4.3.
4.1.6 SHARC Solid Angle
The solid angle subtended at the target by SHARC, as a function of angle with respect to
the beam, is imperative for calculating cross sections. The solid angle in the centre of mass
frame was used for normalising the elastic scattering for determination of the beam current
and number of target nuclei, and the solid angle in the laboratory frame was used for the
angular distributions of the protons.
For an array which is cylindrically symmetric, the solid angle can be determined by
integrating Equation 4.2 over the θ limits of the angle bin:
dΩ =
∫ θmax
θmin
∫
φ
sinθ dθdφ = 2pi
∫ θmax
θmin
sinθ dθ = 2pi[cosθ ]θmaxθmin (4.2)
Any θ -independent gaps in φ coverage then give a simple scaling factor in the (sinθ )-
dependence of dΩ upon θ . However, the box shape of SHARC means that the φ coverage
is not constant over over each angle bin, so this method is no longer valid. A schematic for
solid angle calculation is shown in Figure 4.8. For each detector in SHARC, one of its x, y
and z coordinates is constant, depending on the orientation. In Figure 4.8, the detector is in
the x− z plane, at constant y. The vector normal to the area element, ~n, is parallel to one of
the Cartesian axes, as shown in Figure 4.8 and included in Equation 4.3.
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dΩ = d
~A · rˆ
r2
=
d~A ·~r
r3
d~A =


(dx)(dz)~n for constant y,
(dy)(dz)~n for constant x.
~r = (r sinθ cosφ)ˆi+(r sinθ sinφ)ˆj+(r cosθ) ˆk
θ = arccos(z/r)
φ = arctan(y/x)
(4.3)
Each virtual pixel in the SHARC box detectors spans a range of either x and z values or y and
z values, so the corners of each pixel correspond to different values of θ and φ . In order to
calculate the solid angle subtended by any angle bin, a code was written that loops over all
pixels. Within each pixel, its dimensions are subdivided, and values of θ , φ and solid angle
are calculated for each minute element. This solid angle is summed and then binned in 0.1◦
angle bins, which allows for accurate calculation of solid angle coverage over angle bins in
the normalisation. The subdivision of pixels avoid discretisation effects that could distort
the solid angle histogram versus angle, if the pixel size were comparable to the bin size. In
the analysis of the experimental data, discretisation effects were avoided by randomising the
position within the detected pixel. In the solid angle calculations, a boolean variable is used
to denote whether the strip is operational or not. Broken strips unfortunately occurred in the
experiment and these affect the solid angle and the θ coverage, as shown in Figure 4.9. A
range of 1◦ in θlab corresponds to 0.74mm in z (at the z = 8 end), and approximately 1.98mm
at the high-z end.
The total solid angle is found to follow a sinθ envelope, as expected from Equation 4.2.
The coverage does not trace this curve exactly, as depicted in Figure 4.10, since there are
areas of PCB within the array, and also there is the contribution of dead strips. This figure
shows the detrimental effect of dead strips on the fully-integrated downstream detector, but
fortunately this dead area only affects the highest energy protons and deuterons from elastic
scattering. UD1, UD4 and DD3 suffer from the loss of back strips, which is the cause of
the sharp spikes in solid angle, whereas the non-operational back strips in UD2 are at the
high-angle edge of the detector, leading to the omission of the high angles. UD1 and UD4
suffer from front strip losses, and since they are three times as wide as a back strip, they
have a larger impact on the solid angle. The jagged nature of the CD solid angle coverage
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Figure 4.9: A schematic of DD3, showing dead strips and lines of constant θlab at 50◦ (red) and
60◦ (blue). Front strip 13 and back strips 12–15 are non-operational giving dead regions in the y
and z coverage, respectively.
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Figure 4.10: A graph of solid angle coverage as a function of θlab for all SHARC detectors.
Only one downstream detector is fully implemented. All four upstream detectors are shown,
highlighting the effect of missing strips. Only two CDs are shown, one with missing strips, for
clarity.
is due to the fine binning of the calculation, but this binning is not used for solid angle
corrections. The correction of the proton angular distributions for solid angle is discussed
in Section 5.6.2. The proton angular distributions for states in Na26 were measured in the
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Figure 4.11: A graph of solid angle coverage as a function of θCM for the SHARC downstream
detectors. This is the solid angle coverage for the elastic scattering events.
laboratory frame, and theory calculations used as a comparison are converted from the centre
of mass frame to the laboratory frame. However, the analysis of the elastic scattering events,
discussed in Section 5.1, was done in the centre of mass frame. Therefore the solid angle
coverage also needed to be converted into the centre of mass frame. Figure 4.11 shows the
solid angle coverage in the centre of mass frame for the one downstream SHARC detector
used for the elastic scattering.
4.2 Gamma-Ray and TIGRESS Calibrations
4.2.1 Add-Back
Due to the relatively low atomic number of Germanium (Z = 32), high energy γ rays have
a high probability of implanting energy in more than one segment of a clover detector due
to Compton scattering between crystals. Different scattering scenarios are depicted in Fig-
ure 4.12, where the asterisk denotes the deposition of energy.
In scenario (a), the γ ray deposits all of its energy into one segment of the clover. The
hit recorded has the correct energy and angle information for that γ ray. In scenario (b), the
incoming γ ray deposits a fraction of its energy in one segment before scattering and then
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Figure 4.12: Three different examples of γ-ray scattering in HPGe crystals.
the lower energy, scattered γ ray being absorbed completely in another segment. Each leaf
of the clover has an individual core energy readout, which enables the summation of the
energy depositions in different crystals to recover additional photopeak events. In this case
therefore, the energy deposited in both segments is summed together, recovering the total
energy of the original γ ray. The angle of emission of the γ ray is taken to be the angle
of the segment in which the greatest amount of energy was deposited [76]. In scenario (c),
the γ ray deposits energy into two crystals of the clover before scattering out of the clover.
This event should be disregarded, as the full energy of the γ ray cannot be reconstructed.
A condition was applied such that if the scintillator suppression shield corresponding to
a particular core has an energy greater than zero, and if that core also has a hit greater
than a noise threshold (nominally 5keV), then the recording of the γ ray would be vetoed.
This should then exclude all escape events. There is a probability that two coincident but
real events would be vetoed, but this should be statistically insignificant as the reaction was
expected to yield low γ multiplicity. Note also that the suppression shield was collimated to
avoid detecting γ rays directly from the target.
4.2.2 Energy Calibrations
Every clover of the TIGRESS array was calibrated for energy using well known transitions
from Eu152 , Ba133 and Co56,57 , as shown in Table 4.2. Due to the highly segmented nature of
TIGRESS, all cores and segments were calibrated, but for the segments only a small number
of the transitions in Table 4.2 were used, as the energy readout is not used from the segments.
However, it is important that the segments read the correct energy relative to each other so
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Source Energy (keV) Intensity (%)
Eu152
1408.006 21.07(10)
1112.069 13.69(7)
1085.869 10.24(5)
964.079 14.65(7)
867.373 4.26(3)
778.9040 12.96(14)
443.965 2.830(23)
411.1163 2.237(25)
344.2785 26.6(5)
244.6975 7.61(4)
121.7817 28.67(15)
Ba133
383.3480 8.94(3)
356.0134 62.05(19)
302.8510 18.33(6)
276.3997 7.164(22)
80.9971 34.1(3)
Co56
3253.416 8.12(17)
2598.459 17.3(3)
2034.755 7.89 (13)
1771.351 15.47(14)
1360.215 4.29(4)
1238.252 66.9(6)
1037.8410 14.17(13)
846.771 99.94(3)
Co57 122.0607 85.60(17)
Table 4.2: Sources used for the γ calibration of TIGRESS. Numbers in parentheses denote the
uncertainty in the intensity [17], which is quoted as γ rays per 100 disintegrations.
that the segment with the highest energy can be determined, as this information in used in
the Doppler correction algorithm.
A number of sources were used to obtain a good range of γ-ray energies. A range of
low energy γ rays is supplied by Ba133 , with five peaks at energies less than 400keV. The
Co56 source has a concentration of high energy γ rays, and Eu152 is an excellent calibration
source due to its abundance of peaks over a wide range of energies. As well as source runs, a
run with room background was taken. For these runs, the germanium detectors provided the
trigger to the DAQ. The background run was scaled to match the run time of the calibration
sources and then subtracted in order to clean up the spectrum. This was not critical as the
peaks to be fitted did not lie on any significant background peaks. The flat background
below each peak was however taken into account with the fitting method; a combination of
a Gaussian with a first order polynomial was used to fit all peaks. The energy resolution
observed was typical of the TIGRESS performance [62] and was typically 4keV (FWHM)
at 1238keV.
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Figure 4.13: Sample source spectra. Data displayed is from clover one only. Energies of the
γ rays and their intensities are shown in Table 4.2. The entirety of the 4.4 hours of 152Eu data
collected are shown, but only an hour of both the 56Co and 133Ba data are displayed.
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4.2.3 Doppler Correction
Photons that are emitted from a nucleus which is travelling at relativistic velocities will be
subjected to a Doppler shift in energy, as shown in Equation 4.4. Since this depends upon the
angle of photon emission with respect to the recoil direction, the γ ray will be measured at a
higher energy by a detector at a forward angle, and lower energy by a detector at a backward
angle. The moving γ ray source in this reaction is the recoil nucleus, so variables γ and β in
Equation 4.4 relate directly to that.
EDoppler = Elabγ(1−β cosθ) (4.4)
Here, β is the speed of the recoil nucleus as a fraction of the speed of light and γ =
1/
√
1−β 2 , the determination of which is shown in Section 4.2.6. The angle of emission
of the photon, θ , is taken from the angle of the segment in which the greatest energy was
deposited. The recoil Na26 nuclei are confined to within a cone of 3◦ around the beam di-
rection, which is small compared to the angle of 8◦ subtended by one segment of one clover
leaf. The advantages of the highly segmented nature of TIGRESS can clearly be seen here -
a small opening angle of a segment limits the error in θ . In Equation 4.4, Elab is the photon
energy measured in the detector, and not the energy of the photon in the centre of mass of
the emitting nucleus. In an algorithm in the analysis code, the cores with energies above the
threshold are looped through; those within the same clover are added together. The segments
of each core that records a count are looped over, in order to find the segment with the highest
energy. The angle of photon emission is set to be the θ of this segment. The highest energy
is typically the first interaction point of the γ-ray. Once the energy has been added back,
the summed energy is then Doppler corrected using the θ of the segment with the highest
energy. After this process, the energy of the emitted photon is known. Figure 4.14 shows
both a Doppler corrected and an uncorrected spectrum in the rest frame of the emitter. The
determination of the effective value of β is discussed in Section 4.2.6.
The energy resolution not only depends upon the intrinsic properties of the germanium
detector, but is degraded by both Doppler broadening and the Doppler correction of the γ
rays being detected. Doppler shifting occurs when γ rays are emitted from a nucleus that
is travelling at a percentage of the speed of light, causing the γ rays to be detected with a
shift in energy. Doppler broadening arises from the finite size of the detector and is governed
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Figure 4.14: A spectrum of both a Doppler corrected spectrum and an uncorrected spectrum.
The black line is uncorrected and the red is corrected using β = 9.145%. Data are from
d( Na25 ,p) Na26 for a detector centred at 135◦ with respect to the beam direction.
by the derivative of Equation 4.4 with respect to θ . This gives Equation 4.5, where E0γ is
the unshifted γ-ray energy, θ is the angle at which the γ ray is emitted with respect to the
recoiling nucleus, v is the velocity of the recoiling nucleus and ∆θ is the angular acceptance
of the detector [58].
∆Eγ = E0γ
v
c
sinθ∆θ (4.5)
The broadening is thus maximised at 90◦ in the laboratory (where the average Doppler shift
is actually zero, save for second order effects). One way to reduce the Doppler broadening
of the detected γ rays is to reduce the opening angle of the detector, which is another reason
why having four separate crystals in one cryostat is better than having one crystal. For the
detectors centred at 135◦, the Doppler broadening is less significant, but a shift must be
applied, as shown in Figure 4.14. Further reduction in the opening angle of the detectors
is achieved in TIGRESS by segmenting the outer electrodes of the crystals [58] as detailed
in Section 3.4.4. The resolutions observed for (d,p) reaction data in this experiment, after
energy correction according to the segmentation, were typically 23keV (FWHM) at 90◦ and
18keV (FWHM) at 135◦ (for the 1806keV γ ray in Na26 ).
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4.2.4 Relative γ-ray Efficiency Curves
Since γ rays interact in matter differently to charged particles, there is a possibility that a γ
ray can pass through the active volume of a detector without losing any energy at all. This
then means that not every γ ray incident on the detector will be detected, even if there is full
solid angle coverage. The absolute detection efficiency is a measure of how many incident γ
rays are actually detected, N, as a ratio of γ rays emitted, and is given in Equation 4.6. The
number of γ rays emitted is the product of the activity of the source A, the intensity of the
decay I and the time of the calibration run t.
εabs(Eγ) =
N(Eγ)
I(Eγ)At
(4.6)
The quantity of interest here is the absolute detection efficiency for detection in the full
energy peak (FEP). The fitting procedures employed here were used to extract the number
of counts in the full energy peak and ignore the detected events that occur in the Compton
region. Thus, the quantity N(Eγ) in Equation 4.6 is the number of counts in the full energy
peak and εabs is used to denote the absolute FEP efficiency. Absolute detection efficiency is
a function of γ-ray energy. A high energy γ ray is less likely to interact than one with lower
energy and thus the efficiency falls with increasing energy. Therefore, the efficiency was
measured over a range of energies that were expected within the experiment. The sources
used for efficiency measurement were Co56 , Ba133 and Eu152 , and their γ rays are detailed
in Table 4.2. The sources were supplied with an activity measured on the date of fabrication
from the manufacturer, so that the activities on the day of the efficiency calibration could be
calculated via Equation 4.7, and are shown in Table 4.3.
A = A0 exp
(
− ln2∆t
τ1/2
)
(4.7)
The exception to Table 4.3 is Co56 , since it was produced in-house and was an irradiated
iron foil containing both Co56 and Co57 . Since its activity was not known, it was deduced
from scaling the efficiency curve to those of Ba133 and Eu152 efficiencies.
The efficiency data were collected in the same manner as the reaction data, being fully
Compton suppressed with addback, and the sources were placed at the target location in
the SHARC chamber. The data were collected in singles mode until there were sufficient
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Eu152 Ba133
Source Number R-00856 R-0085
Activity (µCi) 1.030 0.9253
Activity (kBq) 38.11±1.18 34.25±1.03
Activation Date 15/09/2006 15/09/2008
Date Used 18/08/2009 24/08/2009
Calculated Activity (kBq) 36.35±1.13 32.19±1.06
Table 4.3: Sources used with their activities.
statistics. The Co56 source was found to be giving a low count rate, so these data were taken
overnight. The dead time of the system has an impact upon the apparent absolute efficiency,
since the number of γ rays detected can be reduced if the dead time of the data acquisition
is significant. In the case of TIGRESS, a hit in one clover will render it dead whilst the rest
of the array is live and able to detect γ rays. Whilst making the array more efficient, this
dead time is more difficult to quantify as there is no direct measurement for either live time
or dead time in the DAQ. However, a source with a low activity can be seen by the system
as free of dead time, if the time between disintegrations is longer than the dead time in one
clover. The efficiency was initially measured for Eu152 and Ba133 , as their activities were
known. Data were also collected for the background in the room, but no peaks were found
to interfere with the source peaks. However, the source peaks were fitted with a Gaussian
and polynomial background to subtract any underlying Compton background and obtain an
accurate integral for the peak.
The efficiency was measured for the full array, as well as for clovers at 90◦ and 135◦
separately. When γ rays are emitted from a moving source, they are subject to both Doppler
shift and broadening, as detailed in Section 4.2.3. The reaction data are Doppler corrected
to ensure that the correct energy for the Na26 γ rays is recorded. However, the efficiency
needs to be applied to uncorrected data, since absolute efficiency decreases as γ-ray energy
increases. Therefore, the efficiency curves themselves are corrected so that the appropriate
efficiency will correspond to the corrected γ-ray energies. The measurement of the absolute
detection efficiency as a function of γ-ray energy was completed for the Eu152 and Ba133
sources, and they were found to have differing efficiencies, by a factor of∼ 2.2, as detailed in
Table 4.4. These data did not include a Eu152 run which had the recording of the waveforms
enabled. This was because waveforms were not enabled during data collection, and hence
the efficiency measured would not be representative of the efficiency during the reaction
run. However, using this waveform-enabled run, the 244keV peak in Eu152 was normalised
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Eγ (keV) ε[ Eu152 ](%) ε[ Ba133 ](%) Ratio
383 0.79 1.71 2.16
356 0.82 1.80 2.20
302 0.88 1.99 2.26
276 0.91 2.00 2.20
Table 4.4: The difference in apparent efficiency between the Eu152 and Ba133 sources. This is
due to dead time effects (see text).
to the Ba133 activity, and scaled for exposure time. The recorded counts in the 244keV
peak are less than half of what is expected. There are some possibilities as to why there
is such an anomaly in the efficiencies recorded, the most likely of which is that the source
data acquisition was affected by dead time, which means that absolute efficiency can not be
obtained by this method. The Eu152 and Ba133 data were fitted with a functional form used
in fitting germanium efficiency plots in RadWare [77], using values of C = 0, B ∼ 1 and
G ∼ 20 in Equation 4.8.
ε = exp
{
(A+Bx+Cx2)−G +(D+Ey+Fy2)−G
}−1/G
where x = ln
(
Eγ
100keV
)
& y = ln
(
Eγ
1MeV
) (4.8)
To produce a full efficiency curve over a large range of γ-ray energies, the Eu152 efficiencies
were scaled to that of Ba133 , since it has a lower activity and will therefore be less affected
by dead time. The Co56 data, of undetermined activity, is then also normalised to the Ba133
data. Figure 4.15 shows the combined efficiency curve for all of the 135◦ clovers with this
normalisation, together with the result that this gives for the corrected efficiency. In the next
section, the absolute scaling of this curve is determined. The equivalent for the 90◦ clover
detectors is shown in Figure 4.16, but at 90◦ the Doppler correction is a second order effect.
Whilst this correction has still been implemented, it is too subtle to be distinguishable from
the uncorrected curve on a graph like this.
4.2.5 Absolute γ-ray Efficiency Curves
Since the results of the previous section are dead time affected, another approach is needed.
Detecting coincident γ rays emitted from a source is an effective method of measuring the
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Figure 4.15: Efficiency for all detectors centred at 135◦, uncorrected and corrected for Doppler
shift. Note that the absolute normalisation for this curve is arbitrary at this stage, due to dead time
effects. Data points are from 133Ba, 152Eu and 56Co, fitted with a curve given by Equation 4.8.
0 1000 2000 3000 4000
E

(keV)
0
0.5
1
1.5
2



Figure 4.16: Relative efficiency for all detectors centred at 90◦. Whilst the data from the 90◦
clovers have been corrected for Doppler shift, this is a second order effect at 90◦, which is not
large enough to show up on a graph like this. Note that the absolute normalisation for this curve
is arbitrary at this stage, due to dead time effects.
efficiency that is independent of dead time. Given that one γ ray has been detected, the
probability of seeing a coincident γ ray is just the detection efficiency at the coincident γ-
ray energy. This is entirely independent of dead time, source activity and efficiency at the
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Figure 4.17: Partial decay schemes related to the determination of the absolute efficiency at the
energy of γ2 using coincident data gated by γ1. In the case of an unobserved intermediate γ ray
γ3, the product of branching ratios is required in the calculation using Equation 4.9.
primary γ-ray energy. The only correction required is to account for the detector that is
rendered ‘dead’ by the detection of the first γ ray.
For genuine coincidences, the efficiency of γ2, which is in coincidence with γ1, is given
by
ε2 =
N(γ2|γ1)
N(γ1)× BR . (4.9)
The numerator is the number of γ2 counts with a requirement that γ1 is detected, and the
denominator is the number of γ1 counts seen in singles, multiplied by the branching ratio
for γ2 decay (see Figure 4.17). It is important that the number of γ1 is in singles, since if γ1
is detected but nothing is seen in coincidence with it, then γ1 will then only be in a singles
spectrum, and not in the γ-γ matrix.
In Co56 , there are five transitions which can be utilised to measure the efficiency at
846keV, three of which can also be used to measure the efficiency at 1238keV, as shown in
Figure 4.18. The efficiency at 846keV was calculated by integrating the 846keV photopeak
after gating on any peak that is seen in coincidence with it. These transitions were selected
since they all decay through the 846-keV level 100% of the time. Similarly, the efficiency
of the array at 1238keV can be measured by integrating the 1238-keV photopeak that is in
coincidence with a 1771-, 1037-, or a 2034-keV gate. The values obtained in this way, using
Equation 4.9, are included in Table 4.5.
This measurement does not include any random coincidences that may occur. The proba-
bility of a random coincidence was calculated by investigating the number of 846keV γ rays
that are detected in coincidence with an 846-keV gate, relative to the number of γ1 emitted
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Figure 4.18: A partial decay scheme of Co56 , displaying the transitions used for calculating the
absolute efficiency of TIGRESS via coincidence gating. The widths of the arrows are propor-
tional to the relative intensity, and the percentages are the branching ratios. All energies are in
keV.
per decay (Iγ1). From this, the experimentally observed probability for random pileup can be
determined:
p(random) = N(γ1)|γ1
N(γ1)
× 1
Iγ1
(4.10)
This was calculated to be (0.093±0.011)%. This pileup probability gives a resolving time
compatible with the setting used in the DAQ for building coincidence effects. This correc-
tion was only measured for the coincidence of 846keV and itself. In order to calculate the
probability of a random coincidence for the 1238keV γ ray, its intensity, Iγ = 66.46% [17],
needs to be factored in. Also, since the efficiency at 1238keV is lower than at 846keV, this
reduction also needs to be considered.
p(random)[1238keV] = p(random)[846keV]× Iγ [1238keV]× ε[1238keV]
ε[834keV] (4.11)
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εabs%
Gated Peak (keV) Eqn 4.9 Eqn 4.10/4.11 Eqn 4.12
εγ (846 keV)
1038 3.07±0.013 2.98±0.017 3.41±0.019
1238 2.95±0.006 2.86±0.012 3.27±0.014
1771 3.10±0.014 3.01±0.018 3.44±0.021
2035 3.04±0.020 2.95±0.023 3.37±0.026
2598 3.10±0.015 3.01±0.019 3.44±0.022
εγ (1238 keV)
1037 2.57±0.012 2.52±0.017 2.88±0.019
1771 2.62±0.004 2.57±0.012 2.94±0.014
2034 2.59±0.019 2.54±0.022 2.90±0.025
Table 4.5: Absolute efficiency of TIGRESS, at 854 and 1238keV. The efficiencies are corrected
for random coincidences (see text). The averages are weighted using individual errors, but with
a quoted error equal to σ/
√
n , where σ is the standard deviation of the n = 5 measurements.
Calculating p(random)[1238keV] by Equation 4.11 yields p(random) = (0.053±0.011)%.
This value is then subtracted from the calculated efficiency for that given energy, to correct
for randoms. The results using Equation 4.10 are shown for the full γ-ray array in Table 4.5.
One more correction is required, as mentioned prior to Equation 4.9. The gating tran-
sition is essentially equally likely to be recorded in any of the eight identical detectors, but
this leaves only seven active detectors for the detection of the second γ ray. Hence, a final
correction is applied to the apparent efficiency:
εabs = εabs(apparent)× ndetectors
(ndetectors−1) (4.12)
where ndetectors = 8, in this case.
As discussed with regard to the relative efficiencies, the absolute efficiencies had to be
determined separately at 90◦ and 135◦. This was approached in a slightly different manner,
since the angle information for coincident γ rays was not stored in the γ-γ matrix. Instead,
the efficiency for the full array needs to be partitioned depending upon the number of γ rays
seen at 90◦ and 135◦. The number of singles at each angle was recorded for both the 846- and
1238-keV transitions. These numbers determine the probability, given that γ2 was detected,
that it was in the 90◦ array or the 135◦ array. The final absolute efficiencies are detailed in
Table 4.6 in which the relative singles yields are used to partition the total efficiency of the
array (in the final column of Table 4.5), into the separate parts for 90◦ and 135◦. In principle,
the ratio will be slightly energy dependent due to attenuation effects but since the numbers
were so closely similar, the average was used. These absolute efficiencies are then used to
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Eγ (keV) TIGRESS angle(◦) Ratio of singles
846 90 50.8%
135 49.2%
1238 90 50.2%
135 49.8%
εγ (846keV) at 90◦ = (1.73±0.017)%
εγ (846keV) at 135◦ = (1.70±0.017)%
εγ (1238keV) at 90◦ = (1.49±0.011)%
εγ (1238keV) at 135◦ = (1.47±0.011)%
Table 4.6: The absolute FEP efficiencies for TIGRESS in this experiment.
Figure 4.19: The absolute efficiency for TIGRESS at 90◦ and 135◦, scaled from the fitted relative
efficiency curve
scale the relative efficiency curves produced from the source data, resulting in the curves
shown in Figure 4.19.
4.2.6 Determination of the velocity of the recoil, βR
The speed of the recoil as a fraction of the speed of light, or βR, can be determined using
relativistic kinematics, or more accurately using the data as this includes any effects of the
target or γ-ray interaction depths in the detectors that a kinematic approach may not take into
account. It should be noted that whilst a good estimate of the target thickness is in place from
the manufacturers, this is still an estimate. Determination of βR from the data is therefore the
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Theta◦ Ge number Core
82 4, 5, 7, 8 Blue, White
98 4, 5, 7, 8 Green, Red
127 1, 2, 3 Blue, White
128.6 6 Blue, White
141.4 6 Green, Red
143 1, 2, 3 Green, Red
Table 4.7: Theta values of TIGRESS cores. Note that Ge 6 has different values of θ due to the
fact that it was more retracted than the others. See Table 3.2.
Eγ /keV y-intercept/keV BetaR/%c
151 150.04 9.16
233 232.12 9.16
323 322.63 9.23
407 404.89 9.06
1266† 1270.1 7.82
1806 1803.8 9.00
2105† 2105.5 6.44
2212† 2217.8 7.73
3509 3505.3 8.98
2427 2412.3 9.00
Table 4.8: Determined βR values from fitting γ rays. Those marked with a dagger (†) are from
compound nuclear reactions.
most accurate way to achieve the Doppler correction. The value of βR changes depending
on the reaction; compound nucleus reactions will have a different recoil nucleus to the Na26
recoil in the Na25 (d,p) reaction, and therefore it will have a different value of βR.
In order to determine the βR for the (d,p) reaction products, γ-ray peaks that are known
to be from Na26 are fitted to determine the centroids. This is done over all possible values
of theta, corresponding to the cores of TIGRESS and shown in Table 4.7. The segmentation
information was not used at this point, in order to produce spectra with better statistics. The
value of beta was determined by plotting Eγ against cosθ for each γ ray fitted. The energy-
intercept of the graph at 90◦ is the rest energy of the γ ray (cosθ = 0) and βR is determined
by dividing the gradient of the graph by the γ-ray rest energy. These graphs are shown in
Figure 4.20, and the values extracted for βR are shown in Table 4.8. Included with the γ-rays
from (d,p) are γ-rays from compound nucleus reactions, which are indicated by their lower
βR-value.
The values of βR for the Na26 are, on the whole, consistent with each other. The value
of β that is used in this analysis is the average of the β values from the four lowest energy γ
rays in Na26 , which equates to 9.145%c. These peaks were selected because they are sharp,
well defined peaks. In principle, states in Na26 with a higher excitation energy will have
a slightly lower recoil velocity, and the higher energy γ rays possibly show some evidence
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Figure 4.20: Gamma-ray energy vs cosθ for βR determination. The top graph corresponds to
low-energy γ-rays.
for this. However, due to the possibility of cascade decays, there is no definite association
between γ-ray energy and excitation energy, and hence a single β value was adopted for the
Doppler Corrections.
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Figure 4.21: The trifoil signal. A value of > 15000 was taken to indicate the presence of a
discriminator signal from the trifoil.
4.3 Trifoil Operation
4.3.1 Overall Trifoil Efficiency
The trifoil efficiency was measured to determine how well it rejected the unwanted products
(i.e. of the compound nucleus reactions) but also how well it positively tagged the products
sought, arising from the (d,p) reaction. The efficiency was determined both for particles
detected in SHARC and for γ rays in TIGRESS.
For the particles, two slices in θ were taken in the upstream box of SHARC, and the
excitation energy in Na26 was calculated, assuming a (d,p) reaction. A comparison was made
between reaction data with and without a trifoil requirement. The trifoil requirement is that
the integrated value registered in the trifoil is greater than 15000. The signal recorded from
the trifoil was the NIM discriminator trace, and the extracted parameter was the integrated
area between the trace and the baseline. The baseline was determined event-by-event and
the integration limits were chosen to avoid adjacent beam pulses. A typical trifoil spectrum
is shown in Figure 4.21. The events to be disregarded as compound nucleus events are
lower in energy than the peak, since the aluminium foil in front of the trifoil was chosen
to be thick enough to stop compound nucleus products. Therefore, a reasonable threshold
is 15000. For the trifoil efficiency calculation using the protons, the integral of the peak
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corresponding to the highest energy proton locus from transfer (protons of energy around
5MeV for the low θ slice and 3MeV for the high θ slice) was calculated in both cases,
with and without the trifoil. The spectra are shown in Figure 4.22, and an example of a fit
is shown in Figure 4.23. The calculation was also performed for the background higher in
energy than the peak (from the peak limit up to 10MeV). This region is dominated by charged
particle evaporation from compound nucleus reactions. The results are shown in Table 4.10
and indicate a tagging efficiency of (d,p) events of 72−84% with a possible dependence on
proton angle. The compound nuclear background is reduced by an order of magnitude, with
only 10% accidentally receiving a tag, most likely due to another (unreacted) beam particle
in the same beam pulse.
The procedure for measuring the trifoil efficiency from the γ rays was similar to that
of the protons. An important difference is that the calculations were performed for data
that integrated over all angles for the detected particles. The peaks integrals for various
γ-ray peaks were evaluated both with and without the trifoil requirement. The spectrum
used, shown in Figure 4.24, has been Compton suppressed and also has had a smooth piece-
wise fitted background subtracted, using an algorithm in the analysis package ROOT [78].
The fitted background was verified to closely represent the smooth underlying component
of the spectrum. The spectrum was taken from one γ-ray angle only, which was the core
angles of 82◦ in this case. This is because the value for β in the Doppler correction could
not simultaneously be optimised for both (d,p) and compound nuclear γ rays. The peaks
measured are from a range of sources, not only γ rays from the decay of the recoil Na26 .
Other γ rays are from β decay of scattered beam that has been stopped in the target chamber
and from compound nuclear reactions. Suppression of γ rays from stopped beam in the
chamber could be coincidental; they would not be in genuine coincidence with a ‘good event’
in the trifoil, but they may occur in coincidence with a recorded beam particle. Table 4.9
shows the calculated efficiencies for the γ rays measured. The value of the efficiency varies
with the origin of the γ rays. The values of the γ ray energies in Table 4.9 were extracted
before final optimisation of the energy calibrations.
The ratio of counts with trifoil suppression to counts without is significantly different
for background counts and for protons. The probability for the accidental tagging of com-
pound nuclear events is approximately 10%, as seen for the protons. These numbers should
indeed agree. The probability for tagging a good (d,p) event successfully is 67%, compared
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Figure 4.22: A comparison of ungated reaction data with and without the trifoil for two different
values of θ . The red line is the spectrum with the trifoil gate.
to 72− 84% for protons at one particular proton angle. This indicates a poorer efficiency
at some other proton angles. The 511keV can arise from both background events (pair pro-
duction and any β+ decay) and from real events(pair production by high energy γ rays) and
therefore lies between the values for real events and background. The genuine coincidences
from the compound nuclear reactions are of course missing mainly due to the 30 µm alu-
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Figure 4.23: An example of the fit used, a Gaussian combined with a quadratic background.
Peak Energy (keV) Σp(no trifoil) Σp(trifoil) ΣTri/ΣnoTri Source of γ-ray
151 1947 1341 0.669 151keV peak in Na26
233 2578 1569 0.689 233keV peak in Na26
389 1749 211.5 0.121 β− decay from Na25
407 2545 1707 0.671 407keV peak in Na26
503 1942 499.8 0.257 511keV annihilation peak
585 1337 115 0.086 β− decay from Na25
836 581.8 61.14 0.105 β− decay from Na25
974 1550 200.7 0.129 β− decay from Na25
Table 4.9: Trifoil efficiencies for the suppression of γ rays from various sources, using Fig-
ure 4.24
Angle Range(◦) Σp(no trifoil) Σp(trifoil) ΣTri/ΣnoTri
105 < θ < 107 21100.0 15189.3 0.7199
129 < θ < 131 9704.9 8134.21 0.8382
Angle Range(◦) Σbg(no trifoil) Σbg(trifoil) ΣTri/ΣnoTri
105 < θ < 107 35070 3840 0.1095
129 < θ < 131 27290 3007 0.1102
Table 4.10: Trifoil efficiencies for the suppression of protons and background, using Figure 4.22.
minium stopping foil mounted upstream of the trifoil.
4.3.2 Position Dependence of Trifoil Efficiency
The position at which the recoil nucleus intercepts the trifoil plane depends kinematically on
the trajectory of the ejected proton in the transfer reaction, so there is a direct relationship
4.3 Trifoil Operation 98
 (keV)γE
200 300 400 500 600 700 800 900 1000
Co
un
ts
/2
 k
eV
0
200
400
600
800
1000
Without trifoil
With trifoil
Figure 4.24: The low energy region of a γ spectrum from reaction data, showing the effect of
the trifoil. These data are cores in clover detector 4 centred at 82◦. The red line has the trifoil
gate required, and both spectra have background subtraction.
between the SHARC detector hit and the recoil position on the trifoil. The beam passes
through the centre of the trifoil, and its three photomultiplier tubes are located at the top of
the foil. An investigation of the position dependence efficiency of the trifoil was undertaken,
since relatively little was known about its specific operation prior to the experiment and the
above data indicated that a position dependence was present. This is equivalent to a depen-
dence on the proton angle, for a given excitation energy. The efficiency was investigated for
both vertical distance from the PMTs and also radial distance from the centre of the foil.
The position of the recoil on the trifoil plane was reconstructed using the energy and angle
of the ejected proton. Figure 4.25 shows the reconstructed trifoil plane for the four upstream
detectors only, for clarity. Data for all detectors were, however, reconstructed. The recoils
corresponding to a hit in the CD detectors occupy the very centre of the trifoil, and recoils
corresponding to hits in the downstream detectors occupy the same space as the upstream
detector which occupies the same side of the SHARC box. Dotted lines mark the boundaries
defined by the four upstream detectors, and other radial gaps are due to missing strips. In
the case of UD2, the inner radius is slightly larger than for the other upstream detectors due
to higher energy thresholds. The red cross-hairs refer to φ = 0◦, 90◦, 180◦ and 270◦, where
φ = 0◦ is at the centre of UD4 and increases in an anticlockwise fashion so that φ = 90◦ is at
the bottom of the figure. Radial cuts in Figure 4.25 were taken from the centre to the outer
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Figure 4.25: The reconstruction of the recoils at the trifoil plane, corresponding to protons
detected in the upstream SHARC detectors only, for clarity.
edge of the foil, for 10◦ slices in φ corresponding to each of the four upstream detectors. The
trifoil efficiency was then calculated at various values of radius r, and the results are shown
in Figure 4.26. The dip at low r is due to the degradation of the trifoil at the beam spot. At
large values of r, there is low efficiency for the 85◦ < φ < 95◦ slice, which is furthest from
the photomultiplier tubes.
Recall that Figure 4.7 shows the projection in θ of proton yields for the four upstream
SHARC detectors, both with and without a gate on the trifoil. These are all gated on the
407keV γ ray, so the inclusion of a trifoil gate should only reduce underlying background.
In these plots, the dependency of trifoil efficiency on detector position (and hence position
of the recoil on the trifoil plane) is evident. The analysis summarised in Figure 4.26 gives
the details of the trifoil response that underlie those results. It is also clear from both Fig-
ure 4.7 and Figure 4.26 that the trifoil efficiency when averaged over all proton angles should
be somewhat less than observed for the specific proton angles used in Section 4.3.1 (66%,
compared to 72−84%).
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Figure 4.26: Efficiency vs radial distance from the centre of the trifoil, for 10◦ slices in φ .
To this end, the trifoil cannot be used for gating other than for qualitative analysis, since
there is a position-dependent efficiency based on the proton hit in the SHARC detectors.
Applying an appropriate correction to the efficiency based upon the energy and angle of the
proton detected is both fraught with uncertainty. The trifoil has been invaluable for reducing
background in qualitative analysis, but the measuring of the proton angular distributions
cannot be achieved using a trifoil gate. The trifoil has proved most useful in identifying γ
rays, helping to set accurate gates on γ-ray energy, and enabling low-background spectra to
be integrated more easily.
Previously, the trifoil had not been exposed to beam currents exceeding 104 particles per
second, so the efficiency at the centre of the foil was monitored throughout the experiment,
to check for the loss in light output. This was done during the running time by comparing
the scalar output from the trifoil to the ‘channeltron’, which is a monitor inside the beam
dump. During normal operation, the flux incident on the trifoil over time should trace the flux
incident upon the channeltron. Since the channeltron only intercepts a fraction of the beam,
this method only provides an indicator of decreasing efficiency. However, the efficiency
was measured in between collecting data, by reducing the beam current and comparing the
flux on the trifoil to the flux on a silicon detector, located in the beam line before the target
chamber. It was found that a dead region on the order of a few millimetres had developed in
the centre of the foil. It is thought that whilst this had the beneficial effect of reducing the
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efficiency for the unreacted beam particles, this caused the position dependent efficiency that
is shown in Figure 4.26.
Chapter 5
Results
5.1 Analysis of 25Na(d,d) and 25Na(p,p) data
5.1.1 Measurement of the Cross Section
The differential cross section, for I beam particles incident on t target particles, is defined by
dσ
dΩ =
N
ε dΩ I t (5.1)
where ε is the detector efficiency, N is the yield measured and dΩ is the solid angle. For the
experiment undertaken, the exact target thickness is not known, but at best is a manufacturer’s
measurement of 500 µg/cm2. Also, this deuterated plastic target will still have a quantity of
protons, but the ratio to the number of deuterons is not known. Beam current readings were
monitored in between data runs via the use of a Faraday Cup within the beam dump, but
this facility was unavailable during the data acquisition. Therefore, I and t are unknown.
Other factors, such as the dead time of the system, will also have an impact on the measured
cross-section.
In order for these factors to be quantified, the elastic scattering cross-sections for both
protons and deuterons were normalised to theoretical calculations, the potentials of which are
based on experimental scattering data. By measuring N and dΩ from the elastic scattering
data seen in the downstream ∆E −E telescopes in SHARC, the data can be scaled to fit
theoretical splines. This scaling factor, equivalent to εSi · I t, was also used to scale the proton
angular distributions from the transfer data and thus eliminating the need to quantify the
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beam current, the number of target particles and other systematic factors. The calculation of
factors for both the protons and the deuterons then enabled a ratio of protons to deuterons in
the target to be calculated.
The elastic scattering of the Na25 beam off both protons and deuterons in the target is
confined entirely to the downstream ∆E −E telescopes in SHARC and occurs concurrently
with the transfer reactions. Also visible in this telescope are the (d,t) and inelastic (d,d*)
loci, as shown in Figure 5.1. The elastic (d,d) and (p,p) loci are very intense; the deuteron
elastic locus being the steepest due to more energy lost per angle. The cross-section of the
(d,t)
(d,d*)
(d,d)
(p,p)
(C,C)
Figure 5.1: The elastic and inelastic splines as seen in the downstream ∆E −E telescope in
SHARC.
elastic data is measured by projecting slices in energy, 200keV wide, and measuring the
integral of these projections for both the protons and deuterons. This bin width was found
to contain enough statistics to reduce error fluctuations whilst minimising the angle which
the bin covers. These two loci merge at laboratory angles approaching 80◦, so bins corre-
sponding to merged peaks were not measured due to the fact that the proton and deuterons
cannot be separated. However, the projected peaks are resolvable, but still close together at
low energies, so they were fitted with two normalised Gaussian functions plus a polynomial
background as shown in Figure 5.2. It should be noted that a gate on the trifoil could not be
used to subtract the background due to its position-dependent efficiency, which is detailed
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in Section 4.3.1. For this reason, proton angular distributions cannot be measured with this
gate, and therefore these cross-sections cannot be normalised using the trifoil.
θlab
o(  )
o
Co
un
ts/
0.
2
Figure 5.2: Fitting the (p,p) (left) and (d,d) (right) projection with a combination of two nor-
malised Gaussian functions with a polynomial background, for integrating the peak area. This
projection is for protons and deuterons with energies from 5.0 to 5.19MeV.
Figure 5.1 shows energy versus laboratory angle, where energy is the total detected
in both the dE and E detectors. It is not clear from this figure exactly how much the
inelastically-scattered deuterons overlap with the elastically-scattered protons. A calcula-
tion was undertaken using LISE++ [74] to determine the amount of energy that a proton
and deuteron needs to have in order for it to punch through 141 µm of silicon, which corre-
sponds to the fully-implemented downstream dE detector. This is 5.125MeV for deuterons
and 3.876MeV for protons. Using these energies in kinematic calculations yields the lab-
oratory angles at which these particles punch through the dE detector, given in Table 5.1.
A clearer view of the potential interference between the (d,d*) and (p,p) lines is shown
in Figure 5.3, where here the energy just refers to the energy detected in the dE detector.
A problem will arise upwards of 4.5MeV, where inelastically-scattered deuterons can con-
tribute to the projection of the elastically-scattered protons if the energy projected is the sum
of the dE and E detectors. That is, in Figure 5.1 a coincidence is not required between
the E and dE detectors, but the energy contributions from the two detectors are summed.
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Reaction Final state (MeV) Punch-through Angle (◦)
(p,p) 0 62.51
(d,d) 0 67.04
(d,d*)
2.416 55.99
2.788 54.17
3.353 51.31
Table 5.1: The laboratory punch-through angles of (p,p), (d,d) and (d,d*).
Therefore, when projecting the data for particles that did punch through the dE detector, a
condition that the energy in the pad detector is greater than zero was applied to the data.
This condition removes any inelastically-scattered deuterons, since they do not have enough
energy to be detected in the pad detector.
There is a threshold of 1MeV in the pad detector, meaning that there is a loss of energy
information about protons and deuterons that punch through the dE detector, but do not have
enough energy to be detected in the E detector. The correct energy is therefore not recorded
for these events. To ensure that these events do not contribute to the projections, data around
the punch-through region were not used.
For the deuterons, seventeen 200-keV slices in energy were taken from 1.8 to 5.2MeV
from data that did not punch through the dE detector, which corresponds to 75.93◦ > θlab ≥
67.34◦. The next slices in energy correspond to punch-through events and were omitted and
then a further eleven slices of the same width were taken from 6.2 to 8.4MeV (64.19◦ >
θlab ≥ 60.08◦). For the protons, nine 200-keV slices were projected from 1.8 to 3.6MeV
and a further seven slices from 5.4 to 6.8MeV in the puncthrough region, corresponding to
laboratory angles of 70.68◦ > θlab ≥ 64.38◦ and 56.35◦ > θlab ≥ 53.00◦, respectively. The
proton and deuteron peaks in the 1.6≤E < 1.8MeV projection are very close together, albeit
still separate, but the data were later omitted since they did not follow the trend predicted by
the theoretical calculations. When the peaks are too close together, it is impossible to ensure
that all protons and deuterons are counted in their respective peaks.
The upper and lower bin limits in energy correspond to angles in both the laboratory
and centre-of-mass (CM) frames. The laboratory angle, θ can be calculated from kinematic
equations. The relationship between the CM angle and laboratory angle is not straight for-
ward however, since it is difficult to rearrange a formula that gives CM angle in terms of lab
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Figure 5.3: Deuteron inelastic scattering loci, and their proximity to the proton elastic scattering
locus. Energy is detected in the dE detector only. The three states correspond to 2.416, 2.788
and 3.353MeV in Na25 .
angle. The appropriate formula for CM angle, θ ′, is given by:
θ ′ = arccos
( p3
γ cosθ −βE ′3
p′3
)
(5.2)
where primed quantities denote the CM system. In this equation, p3 is given by
p3 =
√
E23 −m23 , where
E3 = γ(E ′3 +β p′3 cosθ ′).
Since the equation for θ ′ contains other primed terms (which hence depend on θ ′), the re-
lationship between θ and θ ′ was deduced by iterating over all values of θ ′ and thence cal-
culating θ . Plotting θ ′ against θ yields a spline, which is then fitted with a high-order
polynomial; the equation of this spline then yields CM angle at a specific laboratory angle,
to within 0.01◦.
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Since theoretical parameters and codes output the cross-section in the CM frame, the data
cross-section must be in this frame also. This can be achieved in two ways: by computing
the solid angle exposed in the CM frame, or converting the laboratory cross-section into a
CM cross-section via the Jacobian.
dσ
dΩ′ =
dσ
dΩ ·
dΩ
dΩ′
where the Jacobian, dΩdΩ′ , is given by
dΩ
dΩ′ =
γ p′(p−β cosθ)
p2
(5.3)
The CM cross-section was computed using both methods, to ensure consistency. The number
of counts in each peak, N was divided by the solid angle in the CM frame, which was
calculated simultaneously with the solid angle in the laboratory by converting laboratory
angles to CM angles before the calculation. For the projections above the punch-through
threshold, there is an additional area factor to take into account. The physical size of the
active area of the pad detector is equal to that of the dE, but it is further away from the
target. This then slightly reduces the φ coverage available to any particles that have punched
through. These events therefore need to be corrected for this reduction in φ , which is given
by Equation 5.4.
φPad
φdE = 0.94 (5.4)
5.1.2 DWBA Calculations
The angular distributions for (p,p) and (d,d) are fitted to DWBA calculations carried out
using DWUCK4 [79]. A number of different potentials were used for both the proton and
the deuteron scattering. The optical potential parameters are obtained from the measurement
of various reactions, and the ones chosen here are from the same mass-region as Na26 and
approximately the same energy. Since neither Na25 (d,d) or Na25 (p,p) have been measured
before, several parameters were fitted, and the one which best agreed with the experimental
data was used.
The optical parameters used for the proton scattering are detailed in Table 5.2. These
parameters are determined from proton scattering on a wide range of nuclei and at various
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Rosen Perey Buck UNC
V (MeV) 49.420 50.716 48.869 54.524
R (fm) 1.25 1.25 1.25 1.173
a (fm) 0.65 0.65 0.65 0.69
W (MeV) 7.5 13.5 10.6 8.8
RW (fm) 1.25 1.25 1.25 1.186
aW (fm) 0.7 0.47 0.47 0.69
Vso (MeV) 5.5 7.5 8.0 5.9
Rso (fm) 1.25 1.25 1.25 1.0622
Aso (fm) 0.65 0.65 0.65 0.65
Table 5.2: Optical potential parameters used for proton scattering normalisation.
energies. Rosen et al. [80] measured angular distributions for proton scattering on 35 differ-
ent nuclei, from Al27 to Sn120 , at 10.5MeV and on 61 nuclei, from H2 to Ta181 at 14.5MeV.
Perey et al. [81] measured angular distributions of proton scattering off 35 different nuclei
heavier than aluminium over a range of energies from 9− 22MeV. Buck et al. [82] used
proton scattering off Ti, Cr, Fe, Ni and Zn for energies from 11.9− 17.3MeV. The Chapel
Hill parameters [83] were determined from scattering off A = 40− 209 nuclei, for proton
energies of E = 16−65MeV. All of these potentials include a real volume term V , with as-
sociated radius R and diffuseness a, an imaginary volume term W with imaginary radius and
diffuseness RW and aw and a spin-orbit term, Vso. Despite the parameters originating from
scattering at various energies and off a wide range of nuclei, these values are all similar and
at first glance match the data well in Figure 5.4.
The optical parameters for the deuteron scattering, however, originate from one reaction
only. Table 5.3 details the reaction and energies used, as well as the parameters. Howard [84]
and Schwandt and Haeberli [85] both use (d,d) scattering reactions, although the Howard
potential is more appropriate in terms of the mass used. The other three sets of optical
parameters were determined from (d,p) reactions on nuclei that are close in mass to Na25 .
Since the beam energy for this experiment was 5MeV/u, a reaction energy close to 10MeV
is most appropriate. It should be noted that the Daum parameters [86] do not include a spin-
orbit term, although this only provides a small effect. The Meurders parameters [87] do not
include any imaginary terms.
As can be seen in Figure 5.5, these parameters result in different shaped angular distri-
butions. The shape of the data itself has a more distinctive shape than the protons, which
has the advantage of being able to choose parameters that fit the data more precisely. The
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Figure 5.4: Proton scattering data scaled to theoretical cross-section predictions. Statistical error
bars are included, but they are smaller than the data points.
Yule-Haeberli Howard Daum Meurders Schwandt-Haeberli
Reaction Si28 (d,p) Ne22 (d,d) Na23 (d,p) Mg24 (d,p) Ca40 (d,d)
Energy (MeV) 10 12.1 7.8 12 12.8
V (MeV) 117.0 101.9 58 95.2 106
R (fm) 1.05 1.289 1.25 1.049 1.05
a (fm) 0.86 0.706 0.65 0.836 0.85
W (MeV) 18.9 7.39 11.5 - 11.1
RW (fm) 1.59 1.353 1.544 - 1.577
aW (fm) 0.54 0.594 0.452 - 0.573
Vso (MeV) 7 7 - 7 6.5
Rso (fm) 0.75 1.289 - 0.9 0.9
aso (fm) 0.4 0.706 - 0.6 0.6
Table 5.3: Optical potential parameters used for deuteron scattering normalisation.
Howard [84] and Daum [86] parameters in particular fail to reproduce this shape, and will
henceforth be omitted from the investigation.
5.1.3 Comparison to Rutherford Scattering
Rutherford scattering is a well-known phenomenon that can be used to check the validity
of the various potentials compared to the elastic-scattering data. The Rutherford scattering
cross-section is given by Equation 5.5 and it is useful since its varying shape and strong angle
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Figure 5.5: Deuteron scattering data scaled to theoretical cross-section predictions. Statistical
error bars are included, but they are smaller than the data points.
dependence will highlight any deviation the theory has from the data points, especially in the
case of the protons where the elastic scattering cross-section bears no striking features. The
atomic number of the projectile and target, z and Z, respectively, and the kinetic energy of
the projectile, Tpro j, are irrelevant, since it is the ratio of the elastic scattering cross-section to
the Rutherford cross-section which is used to check the validity of the potentials. The code
DWUCK4 calculates the elastic-scattering cross-section as well as its ratio to the Rutherford
scattering cross-section.
dσ
dΩ =
(
zZe2
4piε0
)2( 1
4Tpro j
)2 1
sin4
(θ
2
) (5.5)
For the data, the Rutherford scattering cross-section is calculated by
dσ
dΩ =
a
sin4
(
θCM
2
) , where a = ( Z1 Z2 e2
16 pi ε0 E
)2
where θCM is the centre of mass angle corresponding to the centre of each bin projected. The
Rutherford constant, a, is 0.7038 for protons and 0.1898 for deuterons. The ratio of the cross-
section to Rutherford scattering as a function of centre of mass angle for the aforementioned
proton and deuteron scattering potentials is shown in Figure 5.6 (a) and (b), respectively.
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Plotting the data in this way highlights which parameters provide a good match to the data,
especially in the case of the protons. From Figure 5.6(a), it is clear that the UNC parame-
ters are not suitable for the proton scattering data, even though it looked reasonable when
comparing the cross-sections.
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Figure 5.6: The ratio of the measured elastic-scattering cross-section to the Rutherford scatter-
ing cross-section for (a) proton scattering and (b) deuteron scattering. The curves represent the
theoretical predictions from the different potentials.
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5.1.4 Normalisation
The scattering data for the protons and deuterons separately are normalised to the most ap-
propriate optical potential parameters by the multiplication of a factor that corresponds to
εSi · I tp and εSi · I td , respectively. It should be noted that the DWUCK4 code outputs cross-
sections in units of fm2/Sr, so this was converted to the standard units of mb/Sr before nor-
malisation.
The deuteron points display fairly good agreement to the cross-sections generated from
the optical potential parameters, except for the area around the punch-through region. The
data corresponding to hits in the pad detector are lower than predicted, but this could be for
a number of reasons. It is a possibility that some events that have punched through the dE
detector do not have enough energy to overcome the 1MeV threshold in the pad detector,
especially since these data are consistently low for the deuterons. Another likely possibility
is that the theory simply does not reproduce the data since that it has been modified for both
the energy and the mass needed.
The εSi · I td and εSi · I tp factors were determined by scaling the theoretical cross-sections
to the data. To ensure that the scaling was optimised, a χ2 minimisation routine was adopted.
This minimisation relies on the error bars of the individual data points, hence the routine used
either all of the data points or just those from the forward angles. Data with larger errors are
more likely to be missed by the fit, as is the case for the data at low CM angles, which have
larger errors due to poorer statistics. However, these data points correspond to protons that
have not punched through the dE detector, and therefore are more likely to be reliable. Using
the forward angle data did not necessarily produce a better fit to the data as a whole, since
the goodness of the fit is measured by the shape of the theoretical cross-section compared to
the data. Since the theoretical cross-sections also have an associated error, the χ2 value as
a quotable number lacks meaning here, since a low χ2 value may not necessarily result in
the best fit to the data. It is therefore used to ensure that the scaling is appropriate given the
errors in the individual data points.
The data were minimised to the most suitable potentials, namely Meurders [87], Schwandt
and Haeberli [85] and Yule and Haeberli [88], and the results of these minimisations are
shown in Table 5.4.
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εSi · I tp factor (mb−1)
All angles Forward angles
Meurders 38000 36960
Schwandt-Haeberli 34860 32220
Yule-Haeberli 38480 37490
Table 5.4: Normalisation factors for deuteron scattering using various optical parameters.
εSi · I tp factor (mb−1)
All angles Forward angles
Perey 3400 3380
Buck 3800 3810
Rosen 3500 3420
Table 5.5: Normalisation factors for proton scattering using various optical parameters
The parameters from Meurders provided by far the best fit when all data were used in
the minimisation. Therefore in this case, only this potential is used to determine the εSi · I td
factor, which was taken to be (380± 10)× 102 mb−1 from averaging the factors from over
the full data set and forward data only.
The fit for the protons is generally very good. There is slight deviation from the theo-
retical prediction at high values of centre of mass angle, which corresponds to the protons
with the highest energy having punched through the dE detector. However, the points corre-
sponding to protons that did not punch through do fit to theory well, despite a small dip at
around 45◦. Using the same method as for the deuterons, the χ2 normalisation was carried
out for all data points as well as for data at forward angles, for the Perey [81], Buck [82] and
Rosen [80] optical potential parameters, the results of which are detailed in Table 5.5.
The Buck potential was excluded after the normalisation because it fails to reproduce the
large-angle data, which the other two potentials manage. And average of the other factors
yields a proton normalisation factor of (3450±100)mb−1.
Figure 5.7 shows the final fits for the proton and deuteron elastic scattering data, with
the final normalisation parameters used in the plot. The most appropriate potential for each
case was deemed to be Meurders [87] for the deuterons and Rosen [80] for the protons. It
should be noted that error-bars, calculated by the propagation of the error in N, are very
small compared to the data symbols themselves.
Since εSi ·I tp and εSi ·I td are determined independently, it provides a means of calculating
the ratio of deuterons to protons in the target. The (CD2)n target is manufactured by replacing
5.2 Germanium and Silicon Timing 114
 0.1
 1
 10
 20  30  40  50  60  70  80
dσ
/d
Ω
 
(m
b/S
r)
θcm (°)
dσ
/d
Ω
 
(m
b/S
r)
Deuterons
dσ
/d
Ω
 
(m
b/S
r)
dσ
/d
Ω
 
(m
b/S
r)
Protons
Figure 5.7: The final elastic scattering angular distribution for (d,d) and (p,p), using parameters
from Meurders [87] and Rosen [80], respectively. The statistical error bars are smaller than the
data points themselves.
the protons in plastic with deuterons, so it is expected that some protons will remain. Based
on the normalisation factors, it was found that 91.7% of the hydrogen in the target was in the
form of deuterium.
5.2 Germanium and Silicon Timing
In addition to energy signals from the germanium, BGO and silicon detectors, there is a
corresponding time signal that is transmitted to the data stream. This time stamp, produced
by the constant fraction discriminator, is a free-running clock which is independent of global
time. The time stamp is the value of the clock when the detected pulse crosses the set
threshold, with 0.625ns precision. Therefore, reading out the CFD time of one clover, say, is
meaningless. A 25MHz master system clock is synchronised to every channel, so taking the
difference in two time signals effectively subtracts the 25MHz free-running part and gives
the time difference between two channels to high precision.
The overlap for coincidences is ±500ns, since the coincidence window is 1 µs long.
Therefore in a plot of the time difference between two channels in coincidence, it is ex-
pected to consist of increased random background of width 1 µs, with a sharp peak close
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to zero for a prompt coincidence. This background would originate from stopped beam de-
cays in coincidence with particles detected in SHARC. In order to filter out these random
coincidences, a tight gate could be applied around the prompt peak.
Figure 5.8 is the time difference between a hit in the front and back strips of detector
UD1, both with and without a trifoil gate. It should be noted that the first eight front strips of
UD1 displayed unusual gain behaviour, which is probably linked to the preamplifier, since
those channels are all transmitted through the same cable from the flange to the preamplifier.
However, with a trifoil gate, this behaviour disappears. This is the only detector to display
this type of behaviour. Figure 5.9 shows, more usefully, the time difference between the
highest energy γ ray detected in TIGRESS and (a) UD1 and (b) UD2, respectively. The
‘grassy’ random noise that was expected cannot be seen around the peak.
It is likely that the cause of the observed random background is β particles triggering
SHARC. These beta particles then can be in coincidence with random Na25 decays from
inside the chamber. Since beta particles can have a range of energies, they cannot be simply
gated out by imposing an energy restriction. Since this leads to no improvement, the next
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Figure 5.8: The time difference between a hit front and back strip in UD1, with and without a
trifoil gate
option was to investigate the RF timing that is linked to the beam pulses. The most useful
timing gate is the difference between the RF and the trifoil signals. Not all beam pulses will
result in a reaction on the target, and in those cases there will be a trifoil signal but no trigger
in SHARC. In the case of a compound nuclear reaction only, SHARC will be triggered,
but the compound nucleus would be stopped in the 30 µm aluminium foil in front of the
5.2 Germanium and Silicon Timing 116
Time difference
-100 0 100 200 300 400 500 600 700 800
Co
un
ts
/5
 ti
ck
s
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
20000
Ge time-UD1 front time
Ge time-UD1 back time
(a) UD1
Time difference
-100 0 100 200 300 400 500 600 700 800
Co
un
ts
/5
 ti
ck
s
0
2000
4000
6000
8000
10000
12000
14000
16000
18000 Ge time-UD2 front time
Ge time-UD2 back time
(b) UD2
Figure 5.9: The time difference between the highest energy γ ray detected in TIGRESS and (a)
UD1 and (b) UD2 front and back signals
7000
6000
5000
4000
3000
2000
1000
0
0 100 200 300 400 500
Time (ns)
Figure 5.10: An RF waveform as seen online during the experiment. The end of the waveform
is due to the programmed sampling time.
trifoil. Without a trifoil signal, these events would also be vetoed using a time gate from the
trifoil-RF time difference. Only events that trigger SHARC and the trifoil would therefore
contribute to the resulting spectrum. The negative-going trifoil signal can be fitted in order
to determine its channel number, and the channel number of the RF peak can be determined
by fitting its sinusoidal waveform. Figure 5.10 is the RF waveform viewed online during the
experiment.
Since it displays good sinusoidal behaviour, the location of the peaks can be determined
off line in order to calculate the RF phase, so it can be synchronised to other waveforms.
This then produces time with respect to the beam for the recorded data. An iteration which
searches the RF waveform for the location of the peaks, and hence phase, was implemented
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offline. In order to guarantee that the first peak has a number of channels either side for fitting
purposes, the first full peak was defined as the first peak after the first trough. However, not
all waveforms were as periodic as the one displayed in Figure 5.10. Figure 5.11 was plotted
Figure 5.11: An erratic RF waveform, plotted off line.
off line using the data for the RF channel read out at every event. In this case, its period
is much greater than 80ns and an algorithm which defines a peak as an increase in value
followed by a decrease would clearly not give a suitable peak value for this waveform. This
strange waveform behaviour was seen approximately in one in twenty events, the cause of
which is unknown.
The main problem with using the RF as timing is that there is a beam pulse every 86ns,
and with a coincidence window of µs, coincidences could be falsely tagged. That is, a
random β − γ event could appear to come in coincidence with a trifoil trigger, when in fact
they could have occurred in adjacent beam pulses. The NIM output of the trifoil corresponds
directly to two of its photomultiplier tubes firing in coincidence as a result of a beam particle
or recoil nucleus. The NIM waveform is initiated by a SHARC trigger, so a genuine (d,p)
coincidence will result in a correlation between the silicon and trifoil time. Within the NIM
waveform, a sharp peak corresponding to a trifoil event will occur at a specific time, due to
the time of flight of either the beam or the recoil nucleus. However, for a random coincidence,
the trifoil NIM pulse occurs randomly in the waveform. This would be an efficient way of
determining a true coincidence as long it could be confirmed that the SHARC-TIGRESS
coincidence occurred within the same beam pulse. Unfortunately, the sample size of the
trifoil waveform is not large enough for such analysis, and therefore timing information
provides no advantage in this experiment.
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5.3 Identification of Detected γ rays
5.3.1 Spectra from TIGRESS
Previous work investigating Na26 has included a transfer reaction study by Scheit et al. [15],
but only the ground-state quartet of states in Na26 were observed. A more detailed work
by Sangjin Lee at Florida State University [16] found more states in Na26 , but this was via
the C14 ( C14 ,d) reaction, and was therefore unlikely to populate the same states as the (d,p)
reaction studied here. The ground-state quartet of states were identified in on-line analysis
during the present experiment, leading to assurance that the experiment was working as
expected.
The neutron-separation energy in Na26 is 5.616MeV [17], and therefore only γ rays
below this energy were expected and seen. After Doppler correction and addback, the reso-
lution of γ rays seen in TIGRESS is 17keV for the 1806-keV γ ray.
As well as γ rays originating from the de-excitation of the Na26 recoil nucleus, γ rays
from fusion-evaporation reactions on the carbon in the target were also seen, and have been
identified in the next section.
5.3.2 Fusion-Evaporation Products
During a test experiment prior to the present work, it was found that a large number of the
γ rays seen were from fusion-evaporation reactions on the carbon contained in the target.
To this end, a calculation of the expected nuclei was undertaken, using the code PACE. The
details of how PACE works will not be discussed here, but can found in Reference [89]. The
calculation used 10000 decays and a beam of Na25 with energy 125MeV. Table 5.6 shows
a truncated list of the expected nuclei as a consequence of fusion-evaporation reactions,
including their cross-sections. There are two fusion evaporation reactions possible: Na25 on
C12 and H2 , forming the compound nuclei Cl37 and Mg27 , respectively.
These calculations were essential in the preparation of the experiment, since the decision
to mount a stopping foil in front of the trifoil was based upon these results. A number of
calculations using LISE++ [74] were undertaken to determine which of the readily available
foils at TRIUMF would be able to stop the fusion-evaporation products whilst still allowing
the passage of the unreacted beam and Na26 recoil nuclei. The most suitable foil was found
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Compound Nucleus Product Percentage of Events (%) Cross-section (mb)
Cl37 P31 25.3 266
S33 17.3 182
Si31 9.31 97.7
Al27 8.73 91.7
Si30 8.54 89.7
Mg27 Mg25 65.2 314
Ne23 14.2 68.6
Mg26 12.3 59.4
Table 5.6: Expected products from the fusion-evaporation reaction of 25Na on 12C and 2H
to be aluminium, 30 µm thick, and this ensured that a reliable trifoil signal was obtained,
without needing timing information with respect to the beam. The stopping foil provided an
insurance that a trigger would not originate from a fusion-evaporation reaction.
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Figure 5.12: A low-energy γ-ray spectrum from the de-excitation of Na26 . A trifoil-gated spec-
trum is also shown for comparison.
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Figure 5.13: A mid-energy γ-ray spectrum from the de-excitation of Na26 . A trifoil-gated spec-
trum is there for comparison.
What can also be seen in Figure 5.12 are peaks arising from the β−-decay from stopped
Na25 beam within the chamber. Radiation from stationary sources is not Doppler-shifted,
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so the automatic Doppler correction of the data leads to multiple peaks due to the different
angles of the TIGRESS segments.
5.3.3 Gamma Coincidence Data
In order to check for coincidences between the γ rays detected in TIGRESS, a two-dimensional
matrix is used to collate the data. Prior to Doppler correction and any addback that is re-
quired, the γ rays are sorted into descending energy order, since the angle used for the
Doppler correction is the angle at which the highest energy γ ray was detected. The co-
incidence matrix is then built up and symmetrised by filling two arrays, with the number of
elements in each array corresponding to permutations of the γ-γ coincidences. For example,
in the case of two coincident γ rays, γ1 and γ2, the elements of the first array will be
Array 1 = {γ1 γ2 γ2 γ1}
which is then symmetrised by the second array having elements
Array 2 = {γ2 γ1 γ1 γ2}.
Of course, this is not limited to only two coincident γ rays. Although three- and four-fold
coincidences are unlikely, the arrays can still be filled in a similar manner, but with the γ-γ
multiplicity rising to 6 and 12, respectively.
This γ-γ matrix is built up using the clover multiplicity, so only coincident γ-rays that are
incident on separate clovers will be treated as coincident. As discussed in Section 4.2.1, it
is possible that two fully-absorbed and coincident γ-rays can be incident upon two separate
segments in one clover, and not be distinguished as two separate γ-rays. However, this type
of experiment yields a low γ-multiplicity, so this is thought to be statistically insignificant.
For an experiment with a high expected value of γ-multiplicity, a more sophisticated addback
routine could be implemented, where energies would only be summed if adjacent segments
had been hit. This then reduces the likelihood of summing two genuinely coincident γ-rays,
although it is still not entirely eradicated.
In the case of a vetoed hit, it is imperative to ensure that there is a condition which decre-
ments this multiplicity. If a γ ray from Na26 is detected in coincidence with a γ ray whose
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Eγ1 (keV) Coincident γ rays (keV)
612 2078, 2225
794 151, 233, 612, 3316, 3509
1274 151, 233
1806 233, 407, 3205
2118 2185, 2797
2225 151, 233, 612, 1274, 2078
3509 151, 233, 407, 612, 794, 1406
4303 794, 2118, 2185, 3509
4915 2118, 2797
Table 5.7: Coincident γ rays evident from studying Figure 5.14 without projection
energy cannot be totally recovered, then this should not be processed as a true coincidence,
since there is uncertainty in the energy of the scattered γ ray. This then reduces the size of
the γ-γ matrix accordingly.
The purpose of this matrix is to investigate which γ rays could be coincident, especially
when looking at a particular state in Na26 . This matrix only stores the energy of the co-
incident γ rays for each event, and other information, such as the segment and clover they
were detected in, is not carried forward. This information is available for the singles data,
however, so it is possible to analyse separately γ rays which are incident at 90◦ or 135◦ in
TIGRESS. However with this simple version of the γ-γ matrix, it is not possible to analyse
the γ-ray distributions of coincidences.
Figure 5.14 shows the γ-γ matrix, made by plotting the two arrays against each other,
labelled Eγ1 and Eγ2. This information was used in this form to pick out intense coincidences,
which are listed in Table 5.7.
This list is by no means exhaustive, since Figure 5.14 in its displayed form will only re-
veal the strongest coincidences. Coincidences are shown on this plot by darker points on top
of the background. These points will also be reflected about y = x due to the symmetrisation
of the matrix. However there is a large amount of Compton background, and so only the
strongest coincidences will be obvious.
A better method to explore this matrix is by projecting the array Eγ2 with a gate on a
particular γ ray in Eγ1. Such an example is shown in Figure 5.15, where both the 2078-
and 2225-keV γ-rays are gated on, and the other can clearly be seen. This method was used
extensively in confirming γ-γ coincidences, and also finding new ones which may not have
stood out on Figure 5.14.
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Figure 5.15: Verification of the 2078- and 2225-keV γ ray coincidence by mutual gating.
5.4 Population of states in 26Na
The population of states in Na26 and the subsequent building of its level scheme can be
achieved using a variety of techniques in conjunction with each other. Some of these tech-
niques have already been described, such as γ-γ coincidences, which are used establish de-
cays between different states. Due to the high density of states populated in Na26 , it is
necessary to use both the γ-ray information and the excitation energy, which is calculated
from the energy of the ejected proton, to build up a level scheme.
5.4.1 Excitation Energy Projections
Figure 5.16 is an example of how vital the γ-ray information is when it comes to separating
populated states in Na26 . The ground state locus, which comprises the 0-, 82-, 233-, and
407-keV states, is inseparable in excitation energy without γ-ray gating. It should be noted
that the 82-keV state has a lifetime of 9 µs [17], so γ rays decaying from this state will
not be detected as the recoiling nucleus will have left the target chamber before it decays.
Following discussion in Section 4.3.1, the trifoil cannot be used as a gate other than for
qualitative inspection. Therefore gating on a strong γ ray may not provide many clues as to
the state from which it originated, due to the low resolution of the excitation energy. A more
useful way of displaying the excitation energy information is displayed in the next section.
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Figure 5.16: Excitation energy gated on γ rays from the ground state locus. A requirement on
the trifoil has been included.
5.4.2 A 2D spectrum of Excitation Energy versus γ-ray Energy
The states populated in Na26 can most clearly be displayed as a two-dimensional spectrum,
of excitation energy versus γ-ray energy, as shown in Figure 5.17. The resolution for the
detection of γ rays in TIGRESS is much higher than the proton energy resolution from which
the excitation energy is determined. The excitation energy is separated into bands where
the populated states are close together in energy, and γ decays from these states can be
traced downwards as the nucleus de-excites. The y = x line represents decays straight to the
ground state. Strong states are prominent by their density of counts against the background.
Compton background due to these strong γ rays is present, such as for the 3509keV decay
to the ground state. Such a strong Compton background can mask weaker states, however,
so more detailed analysis such as examining γ-γ coincidences is needed in addition to this
2D spectrum. Figure 5.17 is displayed here with a requirement on the trifoil firing. Without
such a requirement, both strong and weakly populated states in Na26 can be entirely masked
by a high background resulting from fusion-evaporation reactions.
This figure provides a wealth of information that separate one-dimensional projections
cannot provide, as shown in Sections 5.3.1 and 5.4.1. For example, Figure 5.18 shows both
a low energy γ ray spectrum and also a magnified version of Figure 5.17 for the ground-
state quartet. The well-known γ-rays at 151, 233, 323 and 407keV can clearly be seen in
both plots. However, in the two-dimensional spectrum, clear loci can be seen at 174keV
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and 419keV, but at different excitation energies. These two peaks are not obvious in the
γ-ray spectrum, but the two-dimensional spectrum provides clear evidence not only of their
existence, but also helps the identification of the state from which they decayed. The 174-
keV locus is in line with that of the 407-keV locus, which indicates that this is not a cascade
from a higher state, but the transition from the 407-keV state to the 233-keV state. This
transition was not observed in the work of Sangjin Lee et al. [16]. It should be noted that
in Figure 5.18, the 89-keV γ ray arises from the Na25 beam and the 78-keV γ ray from P32 ,
resulting from a compound nucleus reaction.
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Figure 5.18: (a) A plot of E∗ vs Eγ . The 174- and 419-keV γ-rays highlighted in black and red,
respectively, showing which state they decayed from. (b) A γ-ray spectrum, showing the weak
174- and 419-keV peaks. The 2D spectrum successfully narrows down which state these γ-rays
decay from, whereas they might have been overlooked in the singles spectrum. Both spectra have
been trifoil-gated.
The 174-keV transition also has supporting evidence from the γ-γ coincidences. Fig-
ure 5.19 is the projection of the γ-γ matrix, for anything in coincidence with the 174-keV γ
ray. Clear coincidences with the 151- and 233-keV γ rays are evident, confirming that the
174-keV γ ray arises from the decay of the 407-keV state to the 233-keV state.
Since the excitation energy and the surrounding states are well known for the 174-keV γ
ray, deducing the transition is a simple task. However, the states higher in excitation energy
are not so well known since this is the first transfer work populating Na26 above the ground
state quartet (H. Scheit et al. studied Na25 (d,p) in 2004, but only presented low-energy
results [15]). The 419-keV peak, however, is observed at a higher excitation energy. There
are a large number of states around this energy, so careful analysis is required to determine
which transition it corresponds to.
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Figure 5.19: A coincident γ-ray spectrum gated on the 174keV γ ray and a trifoil requirement.
The 151- and 233-keV γ rays are in coincidence.
Possible Interference from Elastic Scattering
Elastically scattered protons and deuterons dominate the counts in the downstream telescope,
and since these events cannot be filtered out using the trifoil, an investigation was conducted
to see if these events interfere in any way, in particular with the two-dimensional excitation
energy versus γ-ray energy plot in Figure 5.17.
Figure 5.20 shows various (d,p) loci and their proximity to the elastically-scattered deuteron
locus. The loci shown correspond to the 2.2 and 3.5MeV states in Na26 , which are states
being studied in this work, and a 5-MeV state purely for illustration. The proximity of this
non-specific 5-MeV state to the scattered deuterons will need to be addressed when studying
the highest-lying states in Na26 .
A cut in excitation energy was taken, and shown in Figure 5.21. This filters most of the
elastically-scattered protons and deuterons, and also events in the upstream and downstream
detectors which are affected by thresholds in the detectors. To see how these events affect
the data being studied, excitation energy vs γ-ray energy with this cut only was plotted, and
shown in Figure 5.22.
These unwanted data will not contribute significantly to the background of the angular
distributions studied in this work. The angular distributions selected for this work lie on the
y = x line of Figure 5.17, and any additional background is insignificant in comparison to the
Compton background, for example, and any unwanted fusion evaporation products since the
trifoil cannot be used as a gate. This background will be dealt with by measuring the angular
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Figure 5.20: The proximity of (d,p) loci to elastic scattering loci
Figure 5.21: A cut in excitation energy. This gate was excluded from the data to remove elastic
scattering and threshold events.
distribution of the underlying neighbouring background, and subtracting it from the angular
distribution of the state in question.
5.4.3 Building a level scheme of 26Na
In order to build a level scheme of Na26 , states populated along with their γ decays need to
be identified. Also, γ rays populating a state need to be differentiated from those decaying
from it. Figure 5.17 was used extensively in this process, since it is possible to identify states
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Figure 5.22: Excitation energy, reconstructed from the proton, vs γ-ray energy, for the data in
the cut in Figure 5.21
by inspection and also to track any decays by looking for loci at the same excitation energy,
but corresponding to a different γ-ray energy.
States that decay straight to the ground state are the easiest to see in Figure 5.17, since
they lie on the y = x line, and a high γ-ray resolution allows the energy of the state to be
determined with more accuracy than using the protons alone. Using the past knowledge of
Na26 is not necessarily useful here, since transfer reactions are highly selective, and therefore
are unlikely to populate the same states seen in other reactions. Preliminary analysis, in
Section 5.3.1, reveals that only the ground state quartet has been populated in both this work
and in the C14 ( C14 ,d) reaction of Sangjin Lee et al. [16], which was the most extensive study
of Na26 to date.
The first step in building a level scheme in Na26 was to take cuts on all loci in Figure 5.17,
noting the γ-ray energy, the proton excitation energy from the centre of the locus, and the
integral of the counts in the locus as a rough guide as to which states are the strongest
populated. The difference between the γ-ray energy and the excitation energy is a starting
point for determining how the state decays. For instance, a lot of states decay via the ground-
state quartet, so values of E∗−Eγ being approximately 82, 233 and 407keV could indicate
a decay through these states. However, the resolution of the excitation energy calculated
from the ejected protons is typically in the region of 450keV, so this should still be treated
as approximate.
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Figure 5.23: E∗ vs Eγ for loci with E∗−Eγ < 500keV, in order to identify decays through the
ground-state quartet.
For all the loci in Figure 5.17 that have E∗−Eγ < 500keV, the values of E∗ and Eγ at
the centre of the locus were plotted in Figure 5.23. Lines corresponding to decays to the
ground state, as well as decays to the 82-, 233- and 407-keV states have been overlaid in
order to identify better decays through these lower-lying states. This is especially important
for decays to the 82-keV state, given its proximity to the ground state and its isomeric nature.
In Figure 5.17, decays via the 82-, 233- and 407-keV states are reasonably easy to spot
relative to the decay to the ground state, since these intermediate states lie close to the
ground-state locus. These states can be spotted by eye, an example of which is given in
Figure 5.24, and then later confirmed with γ-ray coincidences, even if the state lies very
close in excitation energy to other states.
Figure 5.24 shows a decay chain from the 1806-keV state. The locus on the right lies
on the E∗ = Eγ line, and thus is the decay straight to the ground state. The loci to the left
correspond to the 1573- and 1400-keV γ rays, which is the 1806-keV state decaying via the
233- and 407-keV states, respectively. These states line up in excitation energy, which is an
indicator that they originate from the same state in Na26 . The locus highlighted in green in
Figure 5.24 corresponds to a different state, namely one at a lower excitation energy than
1806keV. Since neither it or a state lying at the same excitation energy lies on the E∗ = Eγ
line, it can be concluded that this state does not have a branch to the ground state. This
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Figure 5.24: An example of a decay chain seen in a spectrum of E∗ against Eγ . Here, the 1806-
keV state decays straight to the ground state, as well as via the 233- and 407-keV states. The
state highlighted in the green box is an entirely different state, since it lies at a lower excitation
energy.
locus lies at Eγ = 1274keV, and there are corresponding lines at 233, 407 and a feint line at
1102keV, so this state is confirmed to be a state in Na26 at 1509keV, which decays to the
233- and 407-keV states by emission of the 1274- and 1102-keV γ rays, respectively.
A similar case to the 1806-keV state is the 2853-keV state. Three loci in Figure 5.17
were noted to be decays to the ground state, 82- and 233-keV states. A projection of γ-ray
energy for proton excitation energies between 2700 and 2900keV is shown in Figure 5.25.
In this histogram, three strong γ rays at 2853, 2771 and 2620keV can be seen, as well as a
coincident 233-keV γ ray. The 151-keV γ ray comes from the decay of the 233-keV state,
and the 407-keV γ ray must come from an overlapping state, since there is no higher-lying γ
ray that could result in the 2853-keV state decaying via the 407-keV state.
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Figure 5.25: Identification of decays from the 2853-keV state, by projecting γ-ray energy given
that excitation energy is between 2700 and 2900keV.
There are instances where possible decays seen in Figure 5.17 can be checked by adding
the energy of a low-lying known state to it, to see how closely it corresponds to the excitation
energy of a state seen in the experiment. This works better if the state decays straight to the
ground state, since then the γ-ray energy of the decay to the ground state is a more accurate
means of determining the energy of the state. Strong states, as well as γ rays from the γ-γ
coincidence matrix, can be paired together in order to reconstruct the energy of the state. If
the pair of γ rays do not add up to the energy of the state then these are not sequential γ
decays from this state.
Whilst it is possible to determine sequential decays from a particular state, in some cases
it is very difficult to determine the order in which they decay. The 2565-keV state, shown
in the level scheme in Figure 5.26 was found to decay via both the 1119- and 1446-keV γ
rays. However the order, and the state through which the decay occurs, cannot be confirmed.
The 2565-keV state is weakly populated, and appears to only decay via these two γ-rays.
Without evidence for other decays or feeding to either a 1446- or 1119-keV state means that
the intermediate state cannot be identified in this work.
With the aim of identifying which states decay through the ground-state quartet, a his-
togram of excitation energy against coincident γ-ray energy was plotted, with the condition
that these γ rays are in coincidence with one of the ground-state quartet. However, useful
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results were not obtained from this two-dimensional histogram, since a low number of statis-
tics made it difficult to obtain useful information from this type of histogram. For this reason,
these histograms have been omitted from this thesis. A better alternative to this method is
to take a thin cut in excitation energy, 100keV wide, centred on the state of interest. The
width of this cut was decided since it included enough statistics, whilst being narrow enough
to not include neighbouring states. This cut then can be applied to a γ-ray spectrum, or a γ-γ
coincidence spectrum, and coincidences can then be searched for in that way. The 5011-,
4915- and 4303-keV states with their decays were deduced from this method. The γ rays
seen in the projection can be summed in pairs, and if the sum corresponds to the energy of
the state, then they are true decays. This is important in the case of the 4915- and 4303-keV
states, as the proton energy resolution is insufficient to separate the two states. Therefore not
every γ ray seen from this thin slice of excitation energy will correspond to one state.
Figure 5.26 is a level scheme for Na26 from this work, thus far. There are higher lying
levels in Na26 that have been populated, but are yet to be confirmed due to higher levels of
background and a high density of states. These higher-lying states can be seen to cascade
through to the lower and intermediate-lying states in Figure 5.17, and will form the basis of
future work using these data.
5.5 Efficiency Calculations from the 2 MeV Locus
Another method of determining the absolute efficiency of TIGRESS, once the relative effi-
ciency is determined from radioactive sources, is to examine the decays from a set locus in
excitation energy of states populated in Na26 . In the region of 2MeV in excitation energy,
all of the strong states in Na26 that have been populated via (d,p) have been identified, from
Figure 5.17. Comparing the number of protons with an excitation energy in this region with
the number of γ rays emitted from directly-populated states in the same region will give a
measure of efficiency. The region selected for study was 1200 < E∗ < 2572keV.
The number of protons with an excitation energy between 1200 and 2572keV can be
determined by integrating the number of counts in the excitation energy spectrum between
those limits, once the background has been removed. An estimation of the background is
shown in Figure 5.27. The blue line is a projection of proton excitation energy with no trifoil
gate. This projection, but with a trifoil gate and then scaled, can be subtracted from the
5.5 Efficiency Calculations from the 2 MeV Locus 134
0
82
233
407
1509
1806
2118
2193
2225
2427
3509
4915
5011
3134
4303
2565
1446
1119
2
3
3
1
5
1
4
0
7
1
7
4
3
2
3
4
1
9
2
2
2
5
2
1
1
8
2
4
2
7
2
0
2
0
3
2
0
5
3
5
0
9
2853
3+
1+
2+
2+
1
4
0
0
1
5
7
3
1
8
0
6 3
1
3
4
2
7
2
7
2
8
5
3
2
7
7
1
2
6
2
0
2
1
9
3
1
7
8
6
1
2
7
4
1
1
0
2
7
9
4
2
0
7
8
2
7
9
7
2
1
8
5
1
4
0
6
6
1
2


Figure 5.26: A preliminary level scheme for 26Na. All energies are in keV. The levels marked
with an asterisk are tentatively established; it is known that both 1446- and a 1119-keV γ rays
decay sequentially from the 2565-keV state, but the order is undetermined, and therefore so is
the level through which it decays.
ungated excitation energy projection to form an estimate of the background. Three estimates
are shown in Figure 5.27, where the trifoil-gated spectrum has been scaled by 1.2, 1.3 and
1.4. The red line, which represents E∗ungated − 1.3× E∗trifoil, is the flattest estimation, and
will therefore be used as to determine the level of background. All lines have had the gates
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in Figure 5.21 applied, to ensure that there is no contamination by elastic scattering. The
number of protons in the region of 1200 < E∗ < 2572keV is determined from integrating
the area between the E∗ and background line between the set limits, which is 4.007× 105.
The number of γ rays emitted from states in the 2MeV region of excitation energy can be
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Figure 5.27: Proton excitation energy, plus estimated levels of background using a gate on the
trifoil.
quantified by projecting a γ-ray spectrum requiring that the excitation energy is 1200 <
E∗ < 2572keV. The trifoil should not be used in this process, as discussed previously in
Section 4.3.2. However, due to the location of some unwanted γ rays from fusion-evaporation
reactions, such as the 1260-keV γ ray from P31 , and the higher level of background obscuring
weaker peaks, the trifoil was required in some cases. Some peaks are sufficiently strong both
with and without a trifoil gate, and so these can be used to measure a scaling factor, of how
much the trifoil reduces γ-ray counts that decay from Na26 . This scaling factor then can be
used to give an estimate of the number of counts within a peak, where it not possible to be
measured without the aid of the trifoil.
Due to a possible anisotropy of γ rays and also the use of Doppler-corrected relative
efficiencies, data detected at 90◦ and 135◦ in TIGRESS are treated separately. The γ-ray
projections also included the gates shown in Figure 5.21, to eliminate any possible contribu-
tions from elastic scattering, and to ensure consistency with the proton yield. The selected
γ-ray peaks were fitted using a normalised Gaussian function with a polynomial background
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within the program ROOT [78] which calculated the integral and associated fitting errors.
For peaks in close proximity, such as the the 2193- and 2225-keV peaks, two Gaussians
were used in the same fit, as shown in Figure 5.28.
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Figure 5.28: The fitting of the 2193- and 2225-keV peaks, in close proximity at θ = 135◦.
This is requiring the condition 1200 < E∗ < 2572keV, and also excluding any elastic scattering
contributions using the gates in Figure 5.21.
As another measure of the trifoil efficiency, independent of the method in Section 4.3.1
the 407- and 1806-peaks were integrated both with and without the trifoil to provide a scaling
factor for peaks which need to be measured with a trifoil gate. The 407-keV peak is not a
direct decay from any of the states in the 2MeV region, but since it is a strong, clean peak
both with and without the trifoil, it was used for this purpose. For γ rays detected at 90◦,
the trifoil efficiency ratio was found to be 1.401± 0.11 from the measurement of the 407-
keV peak, which was then confirmed by a factor of 1.317± 0.12 from the 1806-keV peak.
Similarly for γ rays detected at 135◦, the ratios were 1.398±0.13 and 1.350±0.12 from the
407- and 1806-keV peaks, respectively. Here, the errors shown are statistical only.
This selected region of excitation energy contains many weaker peaks, as well as ones
which decay strongly. One example of a weaker peak is the 1119-keV transition from the
2565-keV state. As shown in Figure 5.29, the peak can only be seen clearly in TIGRESS
clovers at 90◦. There is a smaller peak that is shifted in energy in the 135◦ spectrum, but since
both of these spectra are Doppler corrected, the only difference between the two should be
Doppler broadening at 90◦. These spectra are without the trifoil, so there is a possibility
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Figure 5.29: The 1119keV peak, which is evident at 90◦, but not at 135◦
that the peak being seen is actually a product of a fusion-evaporation reaction, that has been
Doppler corrected at a higher β than what is appropriate for a fusion-evaporation product.
However, there is evidence that it exists at 90◦, in Figure 5.30, and also in Figure 5.17 as a
decay from the 2565-keV state. As a result, the 1119-keV peak was integrated at 90◦ but
omitted at 135◦. The γ ray itself looks to be weak, so its omission will not greatly affect the
measured efficiency. The efficiency that this method produces will not be used to correct the
angular distributions, however, since the γ-ray coincidence method described in Section 4.2.4
is the most accurate method.
The measure of γ-ray efficiency comes from the ratio of the protons measured to the total
yield of all of the states populated. Where all of the possible decays from a state are observed,
the yield of the state is the sum of the number of decays seen, each corrected by the relative γ-
efficiency at that energy. However, there are some states where one decay branch wasn’t seen
in the 1200 < E∗ < 2572keV range, due to the weakness of the transition and the level of
the background. In these cases, it is necessary to use the branching ratios to obtain the yield
from the state. The 1509-keV state decays via the 1274- and 1102-keV γ rays to the 233- and
407-keV states, respectively, as observed in previous work. The 1509-keV state observed in
the Sangjin Lee et al. work is seen at 1513keV, as shown in Figure 1.2 [16]. Figure 5.31 is
a projection of γ-ray energy given that the excitation energy is between 1459 and 1559keV.
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Figure 5.30: The 1119keV peak, with and without the trifoil at (a) 90◦ and (b) 135◦
A trifoil gate has been applied, and since there are states nearby with overlapping excitation
energy, γ rays from neighbouring states can be seen. In Figure 5.31, the 1274-keV transition
can be clearly seen, but the 1102-keV peak less so. The asterisk in the figure highlights
the peak closest to 1102keV, but it has its centroid at 1125keV. This could indicate a decay
from the unconfirmed 1119-keV state, decaying to the ground state after being populated by
a decay from the 2565-keV state. Branching ratios were measured to be 88% and 12% for
the 1274- and 1102-keV transitions by Sangjin Lee et al. [16], but there is little evidence
for a 12% branch here. The 1102-keV line is seen to be faint in Figure 5.24, so it is seen to
exist, but with a branching ratio of < 10%. Therefore for the purpose of this exercise, the
branching ratio for the 1274-keV branch will be taken to be 100%.
The 2193-keV state decays via a ground state decay and a 1786-keV transition to the 407-
keV state. Again, the branching ratios were measured using a γ-ray energy projection with
a trifoil gate and a 100keV wide gate in excitation energy, centred upon the state itself. This
can be seen in Figure 5.32. As previously seen for the 1509-keV state, there is contamination
from neighbouring states, namely the 2225-keV state. The two decays from the 2193-keV
state are both obscured by decays from the 2225-keV state - the 2193-keV γ ray is a shoulder
on the 2225-keV decay to the ground state, and the 1786-keV γ ray is mostly obscured by
the 1806-keV γ-ray, which is fed from the 2225-keV state by a 5.8% branch. Figure 5.32
shows how the 2193-keV peak can be fitted, given its proximity to the 2225-keV γ ray. The
1786-keV γ ray is too weak to be fitted here reliably, but given its relative size to the 2193-
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Figure 5.31: A projection of γ-ray energy for 1459 < E∗ < 1559keV, and with a trifoil gate
applied. The strong 1274-keV γ ray from the 1509-keV to the 233-keV state is evident, but there
is less evidence for the 1102-keV γ ray. The peak with an asterisk is centred at 1125keV.
keV γ ray, its branching ratio will be < 20%. Since the branching ratio of the 1786-keV γ
ray cannot be measured, the 2193-keV branch will taken to be 100%.
The 2427-keV state also decays straight to the ground state, and by the 2020-keV transi-
tion to the 407-keV state. Once again, several states in the same region of excitation energy
leads to contamination in the projection of γ-ray energy. However, in Figure 5.33, both the
2020- and 2427-keV peaks can be seen and fitted, and they were found to have branching
ratios of 52.3% and 47.7%, respectively. These values are subject to large statistical errors
though, since each peak was found to contain fewer than 40 counts.
The yields of the states measured at 90◦ and 135◦ are shown in Tables 5.8 and 5.9,
respectively. Here, the yields of the 2225- and the 1806-keV branches are as follows, where
the numerator is the number of counts in each photopeak. The yield of the 1806-keV γ ray
has feeding from the the 2225-keV state subtracted from it.
Yield(2225keV) = ∑γ419
ε419
+
∑γ2225
ε2225
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Figure 5.32: A projection of γ-ray energy for 2143 < E∗ < 2243keV, and with a trifoil gate
applied. Both transitions from this state, 1786 and 2193keV, are shoulders on stronger peaks
decaying from neighbouring states.
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Figure 5.33: A projection of γ-ray energy for 2377 < E∗ < 2477keV, and with a trifoil gate
applied. The 2427- and 2020-keV peaks were integrated to give branching ratios of 47.7% and
52.3%, respectively.
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E∗ (keV) Eγ (keV) N Nerr εγ (%) ε-Corrected N B.R.(%) Yield (×103)
1509 1274 396.44* 52.83 0.4320 917.69 ∼ 100 917.69
1806
1400 129.068* 27.06 0.4010 321.87 6.6
2940.261573 206.115* 42.04 0.3828 538.44 18.35
1806 840.178 56.37 0.3527 2382.13 75.05
2118 2118 544.983 57.74 0.3205 1700.41 100 1700.41
2193 2193 162.09 28.96 0.3138 516.54 ∼ 100 516.54
2225 419 239.991 33.85 0.7942 302.18 5.8 8319.902225 2493.51 213.71 0.3110 8017.72 94.2
2427 2427 177.446 46.78 0.2949 601.72 47.7 1268.46
2565 1119 191.818 35.87 0.4663 411.36 ∼ 100 411.36
Table 5.8: Yields of γ rays decaying from states populated around 2MeV in excitation energy,
measured in TIGRESS clovers at 90◦. Quantities with an asterisk were determined by using the
trifoil and scaled by 1.4, determined from the 407keV peak. All others were measured without a
trifoil gate.
Yield(1806keV) = ∑γ1400
ε1400
+
∑γ1573
ε1573
+
∑γ1806
ε1806
− ∑γ419
ε419
The branching ratios are mentioned mainly for completeness here, since the only case
in which they are used is for the 2427-keV state, which has a 47.7% branch to the ground
state, but the other branch is unseen. The table also contains the Doppler-corrected relative
efficiencies that the number of γ rays are corrected by. It should be noted that the data
from the 135◦ clover detectors omitted any data from clover number 6. This is due to its
cores being at a slightly different angle to the other clovers at 135◦, as it is further from the
target, and was left out of the 135◦ gate. Since these calculations will not be used in further
analysis, but rather qualitatively in the study of the anisotropy of γ rays, these data have had
a corrective factor of 4/3 applied, since clover number 6 is one of the four TIGRESS clovers
at 135◦.
Summing the yields at both 90◦ and 135◦, and dividing by the number of protons seen in
the same region of excitation energy (4.007×105) gives a ratio of 3.99 and 3.26, respectively,
giving an average ratio of 3.63 for the whole array. This should be compared to the ratio of
the relative efficiency to the absolute effiency measured from source coincidence data in
Section 4.2.4, which is 3.29. This figure is somewhat surprising, given the nature of the
origin of the γ rays. The absolute efficiency measured in Section 4.2.4 is from a stationary
source, so there are no relativistic effects. Here, the γ rays are emitted from a recoiling Na26
nucleus, which is travelling with β = 9.145%c. This then causes the γ rays to be focussed
5.6 Determination of Proton Angular Distributions 142
E∗(keV) Eγ (keV) N† Nerr εγ (%) ε-Corrected N B.R.(%) Yield (×103)
1509 1274 381.61 * 48.92 0.3325 1147.70 ∼ 100 1147.70
1806
1400 164.46 33.97 0.3158 520.77 6.6
3190.241573 77.32* 31.07 0.2961 261.13 18.35
1806 755.22 51.46 0.2738 2758.29 75.05
2118 2118 459.58 90.16 0.2495 1842.00 100 1842.00
2193 2193 393.46 84.69 0.2445 1609.24 ∼ 100 1609.24
2225 419 199.644 35.99 0.5705 349.95 5.8 3637.072225 796.47 54.67 0.2423 3287.12 94.2
2427 2427 186.24 80.25 0.2300 809.74 47.7 1697.57
Table 5.9: Yields of γ rays decaying from states populated around 2MeV in excitation energy,
measured in TIGRESS clovers at 135◦. Quantities with an asterisk were determined by using the
trifoil and scaled by 1.4, determined from the 407-keV peak. All others were measured without
a trifoil gate. †A correction factor of 4/3 has been applied to compensate for clover 6.
towards the beam direction, as discussed in Section 2.6.2 and shown in Figure 2.6. This
should imply that the efficiency for γ rays emitted from a stationary source would be higher
than that of a recoiling nucleus, but this does not seem to be the case. The difference between
the 90◦ and 135◦ clovers is clear in Figure 2.6, given that for detectors at 90◦, there is little
difference between the frames of reference (namely the stationary laboratory frame and the
recoiling nucleus centre of mass frame), but for clover detectors at 135◦, however, there is
a large discrepancy between W (θ) in the two frames. However, there is a 10% difference
between the two methods, and these are two completely independent ways of determining
the absolute efficiency.
5.6 Determination of Proton Angular Distributions
A plethora of states in Na26 are populated via one-neutron transfer, as seen in Figure 5.17.
Seven states were selected for angular distribution determination from the diagonal line of
states in this figure, which are decays straight to the ground state. These are the easiest to
analyse, and the strongest of those states were chosen, namely the 233-, 407-, 1806-, 2225-,
3134- and 3509-keV states. Also chosen was the weaker 2118-keV state, since it lies in close
proximity to the 2225-keV state and cannot be resolved without using the γ-ray information.
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5.6.1 Gate Selection
The angular distributions are determined by using both a gate on the excitation energy deter-
mined from the proton detected in SHARC and also a gate on the γ ray which decays straight
to the ground state. As discussed in Section 4.2.4, the angle at which the γ rays are detected
affects the efficiency that they need to be corrected by, since γ rays detected at 135◦ have un-
dergone a Doppler shift in energy. Therefore, the angular distributions are determined at 90◦
and 135◦ separately so that each can be corrected by the appropriate efficiency before being
combined to give the total angular distribution. This method will also highlight if there is
any anisotropic distribution of γ rays, even though this is not being investigated in this work.
Figure 5.34: A schematic detailing the selection of gates for the angular distributions:(a) the gate
on a state and (b) a typical background gate.
Figure 5.34 shows a schematic of the gate selection process for (a) the state and (b) the
background. Gates are selected initially by plotting a γ-ray spectrum at the appropriate TI-
GRESS clover angle in order to select a gate appropriate to the photopeak required. The gate
on excitation energy is then selected given this gate in γ-ray energy, although the appropriate
excitation energy peak is not always well-defined due to the proximity of states. Once again,
a trifoil gate is applied as a check to ensure that states arising from compound nucleus reac-
tions are not present in the gate. Gating on the γ ray first allows the separation of the states in
excitation energy, as discussed in Section 5.4.1, which would otherwise be unresolved. The
two gates selected for the angular distribution are then overlaid on Figure 5.17 to ensure that
the whole locus is contained.
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Since a trifoil gate cannot be used for background subtraction, an angular distribution of
the background is measured and then subtracted off the data. In most cases, a background
gate was taken directly below the gated state in excitation energy, as shown in Figure 5.34(b).
Taking a background gate above the state locus is unsuitable due to the high density of
γ rays decaying from a higher state in Na26 . The background gate uses the same γ-ray
gate as for the state in question, but a lower gate in excitation energy of equal width. This
was the case for the 233-keV state, whose gated excitation energy spectrum is shown in
Figure 5.35. In this case, the gate limits were chosen to be 22 < E∗ < 647keV for the
state and −625 < E∗ < 0keV for the background, since that level of background seems
likely to represent the background underneath the peak. The background around the ground-
state locus is small and uniform - the requirement of a γ ray does reduce background, but
importantly the ground-state locus is isolated from higher-lying states, as can be seen in
Figure 5.16.
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Figure 5.35: An excitation energy spectrum gated on the 233-keV γ ray for all TIGRESS clovers.
However, for higher-lying states this is no longer the case due an increased Compton
background from other states in close proximity. This background will need to be subtracted
from the proton angular distribution. Two such states are dealt with in this work: the 1806-
keV state with a strong decay to the ground state, and the 3134-keV state, whose decay to
the ground state is overwhelmed by neighbouring γ rays.
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Peak and Background gates for the 1806-keV state
The 1806-keV state in Na26 is an example of the power of the analysis method used in this
work. This state is close in excitation energy to the 2225-keV state, and is sitting on a large
Compton background, as can be seen in Figure 5.36. There is also the added complication
that the 2225-keV state decays to the 1806-keV state by the emission of a 419-keV γ ray.
The 1806-keV γ ray is clearly seen in TIGRESS, so a tight gate can be applied with con-
fidence. However, when this γ-ray gate is used to project the excitation energy spectrum,
in Figure 5.37, two peaks very close together can be seen. A trifoil-gated spectrum is also
shown in this figure as a comparison. One method of measuring the angular distribution of
the 1806-keV state would be to project θ for the area between the dashed lines in Figure 5.37.
Indeed, this was one of the methods used. However, there is uncertainty in how much these
two peaks mix: in projecting the region between the dashed lines, how many counts in that
peak are as a result of feeding from the 2225-keV state? In order to determine extent of the
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Figure 5.36: Excitation energy vs γ-ray energy in the region of the 1806-keV state. A gate on
the trifoil has been applied.
mixing of these peaks, a projection of excitation energy was taken given a tight gate around
the 1806-keV γ ray (1781 < Eγ < 1822keV) and also a gate on the trifoil. In Figure 5.38,
for the left-hand peak to be the direct population of the 1806-keV state and the right-hand
peak to be the 2225-keV state, these peaks must be 419keV apart. Figure 5.38 shows these
two peaks fitted by Gaussians with a fixed σ , so that they are forced to be 419keV apart. It
is clear that whilst the Gaussian corresponding to the 2225keV peak drops to zero, taking an
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angular distribution of the left-hand peak will inevitably involve some contribution from the
2225-keV state.
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Figure 5.37: The proximity of excitation energy peaks given a requirement on the 1806-keV γ
ray. Data shown both with and without a trifoil requirement for comparison, and all data are from
TIGRESS clovers at 90◦.
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Figure 5.38: Projection of excitation energy for 1781 < Eγ < 1822keV and with a trifoil gate
applied. Sigma was fixed for these two Gaussians so that they were forced to be 419keV apart.
Therefore, two methods of determining the proton angular distribution of the 1806-keV
state are proposed: method one uses the proton excitation energy gate between the dashed
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lines in Figure 5.37. This would have no additional corrections applied, save for the effi-
ciency and the branching ratio of the 1806keV decay to the ground state. Method two will
use the excitation energy of both peaks in Figure 5.37. This then will be an angular distribu-
tion of both the 1806-keV state via direct population and the feeding to the 1806-keV state
via the 419-keV γ ray. Then, a contribution of the angular distribution of the 2225-keV state
will be subtracted, which is scaled by the branching ratio of the 419keV decay. For method
one, the background gates used, for (a) 90◦ and (b) 135◦, are shown in Figure 5.39. In both
cases, the blue line represents the γ-ray gate used for the state. Rather than using this gate
to then select an excitation energy gate, both the higher and lower adjacent γ-ray gates were
investigated in order to select the one which most represents the unwanted background. For
clarity, only the gate used in the final background angular distribution are shown. Both of
these gates represent the underlying Compton scattering more than the flat E∗ < 1.5MeV
does. This can also be seen in Figure 5.36, by the density of counts around the 1806keV
locus. A visual check can be performed by overlaying a gated 2D histogram on top of the
plot of excitation energy versus γ-ray energy, to ensure that appropriate limits, especially in
excitation energy, have been applied. For method two, two different background gates were
explored. One uses a flat section of background the same width as the excitation energy
gate used for the state, seen in Figure 5.37 to the left of the two peaks. This corresponds
to an area below the 1806keV decay to the ground state in the two-dimensional E∗ vs Eγ
histogram (Figures 5.17 and 5.36). This background is less contaminated by the Compton
background from the higher-lying states, but this angular distribution is to investigate the
effect that a poor choice of background gate makes to the angular distribution. A more ap-
propriate background gate was taken, shown in Figure 5.40, which is similar to the gate taken
in the first method, namely that it shares the same limits in excitation energy to the proton
gate, but at a higher gate in γ-ray energy, in order to include Compton background from the
higher-lying states.
Background gate for the 3134-keV state
The 3134-keV state was also selected for angular distribution analysis based on its apparent
strength and decay straight to the ground state, as shown in Figure 5.41. This figure is trifoil-
gated, so the large amount of background surrounding the state can be identified as Compton
background from the 3509-keV state. However, when looking at a γ-ray spectrum, the decay
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Figure 5.39: The background gates for the 1806keV angular distribution for (a) 90◦ and (b)
135◦. These background gates use the same limits in excitation energy as the state gate, but a
lower gate in γ-ray energy.
from the 3134-keV state to the ground state is not immediately obvious unless a trifoil gate
is applied. Figure 5.42 shows the singles spectra for TIGRESS clovers at 90◦ and 135◦ both
with and without the trifoil. In the case of the γ rays detected in the 135◦ clovers, it is
impossible to see the 3134-keV γ ray without a requirement on the trifoil.
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Figure 5.40: The background gates for the 1806 and 2225keV total angular distribution for (a)
90◦ and (b) 135◦. These background gates use the same limits in excitation energy as the state
gate, but a higher gate in γ-ray energy.
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Figure 5.41: E∗ versus γ-ray energy for all TIGRESS clovers, gated on the trifoil. Highlighted
are the 3134 and 3509-keV states.
A need for the trifoil points to the possibility of fusion-evaporation reaction yielding
a γ ray at a similar energy. The fusion-evaporation products predicted in Table 5.6 were
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Figure 5.42: The 3134-keV γ-ray in a singles spectrum, with and without a trifoil gate. Data are
from TIGRESS clovers at (a) 90◦ and (b) 135◦
investigated and this turned out to be the case: there is an M1 transition from 3134keV to
the ground state in P31 . However, the clear presence of the locus in Figure 5.41 implies that
this is also a real state in Na26 that is overwhelmed in the γ-ray spectrum.
The small γ-ray peak visible in the trifoil-gated spectra of Figure 5.42 was used as a
means to define a gate, and Figure 5.43 is a projection of excitation energy given this γ-ray
gate. This projection offers no real clue as to the range of excitation energy that this state
occupies. There is a dip in excitation energy at ∼ 4500keV, but that limit is too high to
correspond to the 3134-keV state. Therefore, a different approach needed to be taken.
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Figure 5.43: Poorly-resolved E∗ gated on the 3134-keV γ-ray.
In order to choose a suitable γ-ray gate, the excitation energy limits were chosen from
Figure 5.41, even though a trifoil gate had been applied. In this particular case, the presence
of fusion-evaporation γ-rays made gate selection without the trifoil an incredibly difficult
task. Figure 5.44 is the projection of γ-ray energy, gated on the excitation energy of the
3134-keV state. This gives a very clean peak at 3134keV, with and without a trifoil gate.
The presence of the 3509keV peak is not due to coincidences, but in the overlapping of the
excitation energy gates. This, along with the large amount of Compton background, needs
to be dealt with when choosing an appropriate background gate.
Figure 5.45 shows the projection of excitation energy gated on both the 3134-keV γ ray
in Figure 5.44 and a γ-ray gate of equal width, but higher in energy. Gates both higher and
lower than the photopeak were compared in order to decide the gate which most represents
the background, separately for TIGRESS clovers at 90◦ and 135◦. In the case of the clovers
at 90◦, which is not pictured, a background gate that is lower than the photopeak energy was
more appropriate. This background gate eliminates Compton background surrounding the
state, to ensure a clean angular distribution.
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5.6.2 Normalisation of Proton Angular Distributions
The angular distributions of the protons in SHARC are measured for events gated on each γ-
ray energy and its associated proton excitation energy, from 37◦ to 172◦ in the laboratory. For
all states, bins of 2◦ width were chosen corresponding to 22 bins in the downstream SHARC
detectors, 23 bins in the upstream SHARC detectors and 13 bins in the CD detectors. This
was deemed to be a sensible width based on the statistics available and the width of each
pixel in the SHARC detectors. Figure 5.46 shows the θlab projection for protons for the
233-keV state for γ-rays detected at 90◦ in TIGRESS. The integration of laboratory angles
was done for both the states and the background, for TIGRESS clovers at both 90◦ and 135◦
separately.
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Figure 5.46: Theta projection for the 233-keV state at 90◦. The three regions correspond to the
downstream, upstream and CD SHARC detectors from low θlab to high θlab.
The laboratory differential cross section for the data points was then calculated using
Equation 5.6
dσ
dΩ =
N
dΩ I nd εSi εγ
(5.6)
where dΩ corresponds to the solid angle in the laboratory corresponding to each of those 2◦
bins and N is the number of protons. The solid angle in SHARC was calculated and binned in
0.1◦ bins, as shown in Figure 4.10. The solid angle over all detectors was summed according
to the angle bins used in the angular distributions, which is plotted in Figure 5.47. The solid
angle per bin is much lower in the downstream SHARC detectors because there is only one
full detector in operation, along with four strips of a second detector. The effect of dividing
by solid angle compensates for the small amount of events detected downstream. The I×nd
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Figure 5.47: The solid angle of SHARC, summed in 2◦ bins
factor is the product of the number of incident beam particles and the number of deuterons
in the target, as determined in Section 5.1.
The efficiency of both SHARC and TIGRESS also need to be accounted for. The γ-ray
efficiency, εγ , was determined for each γ-ray for the different clover angles in TIGRESS as
in Section 4.2.4, so each data point is corrected by the efficiency appropriate to the γ-ray
energy and the angle at which it was detected. The efficiency of SHARC, εSi, depends upon
the likelihood of a proton hitting the area between strips in SHARC, or the dead areas of
PCB within the barrel. The value for the silicon efficiency is not taken into account here,
since it is folded into the normalisation of the elastic scattering.
The background cross-section is subtracted from that of the peak, which means that occa-
sionally the cross-section, particularly in the downstream detectors, is negative. The fluctua-
tions in the downstream detectors are also high due to low statistics associated with both only
having one detector downstream, and also one which is dominated by elastic and inelastic
scattering.
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5.6.3 Determination of Branching Ratios and Intensities
The manner in which a state γ decays provides vital information towards the determination of
the spin and parity, combined with the ℓ-transfer obtained from the angular distribution and
theoretical calculations. Included in Table 5.10 is the 2853-keV state, which has not been
selected to have its proton angular distribution analysed, and so it has not been corrected
for efficiency. Its branching ratio has been determined by integrating its γ-decay branches,
shown in Figure 5.25, by projecting γ-ray energy given that the proton excitation energy is
between 2700 and 2900keV. Here, the background is low and uniform, so there is no need
for background subtraction in this case. The high-lying 4303, 4915 and 5011-keV states
were not selected for angular distribution analysis due to complications with the background
subtraction, as well as the lack of decays straight to the ground state from these states. The
branching ratios were measured in the same way as the 2853-keV state, using a trifoil gate
on the γ-ray energy projection and integrating the decays from the states. These branching
ratios were measured to aid with the inferring of the spins and parities of these states.
The proton angular distributions are determined for a state by gating on the excitation
energy and γ-ray decay to the ground state from that state. Therefore the cross-section mea-
sured is only representative of the state that has decayed to the ground state. For most of
the states measured in this work, decay to the ground state is not the only possibility, and
therefore the cross-sections need to be corrected by the branching ratio to the ground state.
This is not applicable to either the 2118keV or 3509-keV states, which appear to decay only
straight to the ground state.
For the entire TIGRESS array, the γ-ray energy is projected for a given proton excitation
energy, and each peak populated is integrated to give the number of γ-rays which come from
that state. As can be seen in Figure 5.17, the range of excitation energy is wide for each
state, and in many cases these energies overlap with other states. It is possible to select a
small range of excitation energy, such that it does not interfere with any other states, so it
can be said with certainty that the number of γ rays seen have indeed come from the state
intended. An example of this is the 3134-keV state, which utilised a narrow gate in E∗ to
avoid the 3509-keV state, as discussed in Section 5.6.1. The integral of these γ-rays are then
corrected for efficiency. As these data were collected using the entirety of TIGRESS, the
efficiency used is the sum of the separate efficiencies at clover angles of 90◦ and 135◦, at the
appropriate γ-ray energy, after Doppler correction.
5.6 Determination of Proton Angular Distributions 156
E∗ (keV) Eγ (keV) ε90 + ε135(%) B.R. (%) B.R.(%)(Ref [16])
233 233 3.441+3.125 57.1±1.8 55151 3.960+3.347 42.9±1.4 45
407
407 2.635+2.529 85.2±1.6 84
323 2.947+2.774 12.4±0.5 14.6
174 3.841+3.323 2.4±0.3 Not seen
1509 1274 ∼ 100 881102 < 10 12
1806
1806 1.196+1.150 75.1±4.5 -
1573 1.292+1.247 18.3±2.6 -
1400 1.381+1.337 6.6±1.4 -
2118 2118 100 -
2193 2193 ∼ 100 -1786 < 20 -
2225 2225 1.059+1.014 94.2±3.9 -419 2.589+2.496 5.8±0.5 -
2427 2427 47.7±15.6 -2020 52.3±18.11 -
2853
2853 25.0±2.5 -
2771 41.5±3.3 -
2620 33.5±3.0 -
3134 3134 0.859+0.820 66.4±4.6 -2727 0.936+0.895 33.6±4.0 -
3509 3509 100 -
4303
2185 20.4±1.9 -
2078 32.7±2.5 -
794 46.9±3.2 -
4915
2797 31.3±2.1 -
1406 19.2±1.6 -
612 49.4±2.8 -
5011 3025 100 -
Table 5.10: Branching ratios measured for states in 26Na with a comparison to previous
work [16]. States with multiple branchings that have been further analysed for proton angular
distributions have been corrected for γ-ray efficiency, which has been noted in the table.
It should be noted, though, that the 233-keV state is populated both by direct population
and via the decay by the 174-keV γ ray of the 407-keV state. The excitation energy gate
chosen for the 233-keV state overlaps with the 407-keV state. To calculate how much the
overlap was, the number of 407-keV γ rays was measured within the excitation energy limits
chosen for the 233-keV state, which can only come from the 407-keV state. There was
found to be 95% of the amount seen in the 407-keV gate, so this factor will also be used
in correcting the cross-section of the 233-keV state. Table 5.10 details the branching ratios
calculated for the all the states investigated, bar the 2118 and 3509-keV states which decay
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solely to the ground state. The branching ratios from the work of Sangjin Lee et al. [16] are
also there for comparison.
The 233-keV state can be populated via feeding from the 407-keV state, and this needs
to be taken into account when producing the proton angular distribution, since the interest
in the 233-keV state is only as a result of its direct population. The angular distribution
measured for the 233-keV state includes 95% of the 407keV angular distribution, as dis-
cussed previously, which needs to be subtracted. The direct population of the 407-keV state
will result in the population of the 233-keV state 2.4% of the time, via the 174-keV γ-ray.
Therefore 2.4% of the total angular distribution for the 407-keV state, the measurement of
which is corrected for the 85.2% branching ratio to the ground state, needs to be removed
from the 233keV angular distribution. Therefore the number of 233-keV γ-rays that decay
from the directly-populated 233-keV state is the number of 233-keV γ rays counted divided
by the ground-state branching ratio of 57.1%, minus 95% of the contribution of feeding via
the 174-keV γ ray.
The intensities of the γ rays detected in this experiment are a measure of how strongly
states are populated, both via direct population and feeding. Whilst the branching ratios were
measured by isolating a state in Na26 , the intensity measurements also include feeding to the
state, and therefore the number of γ rays in question is obtained from a singles spectrum. One
gate was applied to the singles spectrum prior to measuring the intensity, which was that the
excitation energy is below the neutron separation energy in Na26 , which is 5.616MeV [17].
This condition was applied because γ rays from the decay of Na25 were contaminating the
singles spectrum (in particular, the 2411-keV γ ray from Na25 interferes with the 2427-keV
γ ray from Na26 ).
The intensities of the γ rays should, ideally, be measured from a singles spectrum that
has not had a trifoil gate applied, since the efficiency of the trifoil is not quantified exactly.
There are several γ rays from Na26 that can be seen without the aid of the trifoil, and these
were measured both with and without the trifoil, so that a ratio of counts with and without
a trifoil gate can be calculated. This ratio is denoted by ‘T/!T’ in Table 5.11. For the γ rays
that cannot be seen without the trifoil, the number of counts was measured with a trifoil
gate and this number was then scaled by the weighted average of the T/!T ratio. It should
be noted that this average does not include that measured from the 2427-keV γ ray, since
there was a large level of background surrounding this peak and very few counts, making
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statistical fluctuations significant. The weighted average of the T/!T ratio was calculated to
be 0.688. Not every γ ray seen in Na26 was measured in singles; so long as one γ ray from
each state in Na26 can be seen, then the intensities of the other γ rays emitted from the same
state can be calculated from the branching ratios determined, and shown in Table 5.10. The
intensities are shown in Table 5.11, where the γ-ray energies marked with an asterisk denote
those which were measured. The intensities were normalised to the intensity of the 233-keV
peak, which was chosen over the 407-keV peak as it is a strong peak, with no neighbouring
peaks in the vicinity.
One exception to this general method was the 2565-keV state. It is weakly populated, so
much so that the intensity information can only be extracted with a gate on excitation energy
and the trifoil. The 2565-keV state is only populated directly, so measuring the intensity
of the resulting γ rays with a gate on excitation energy will still result in an appropriate
answer. The 1119-keV γ ray can be observed, and its intensity extracted, with a trifoil gate
and an excitation energy gate, such that 1200 < E∗ < 2500keV. However, the 1446-keV γ
ray cannot be fitted so easily due to its proximity to other peaks, despite these gates. Its
intensity appears to be much smaller than that of the 1119-keV γ ray, which is very weak
with I(γ) = 1, so the intensity of the 1446-keV γ ray is noted to be less than that.
5.6.4 Combining the Angular Distributions
Thus far, the proton angular distributions gated on γ rays from the 90◦ and 135◦ clover
in TIGRESS have been treated separately. In this work, the γ-ray angular distribution is
going to be treated as isotropic, but it is interesting to compare the different proton angular
distributions to see if there is any obvious anisotropy due to the γ-ray gating. The following
angular distributions have all been corrected for efficiency, beam current and target thickness,
as well as for the γ branching ratio. The error bars arise due to statistical errors, carried
through and normalised.
It should be noted that the bins towards the edge of the detectors are subject to the possi-
bility of few counts and also larger errors bars from the compounding of statistical effects as
well as a smaller solid angle due to the proximity to the edge of the detectors. These bins are
37◦ and 80◦ for the downstream detector, 96◦ and 142◦ for the upstream detectors and 148◦
and 172◦ for the CD detectors. The distributions in this work have had an angular distribu-
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E∗ (keV) Eγ (keV) T/!T B.R. (%) I(γ)
233 233* 0.724 57.1±1.8 100151 42.9±1.4 75
407
407* 0.658 85.2±1.6 154
323 12.4±0.5 22
174 2.4±0.3 4
1509 1274 ∼ 100 431102 < 10 < 5
1806
1806* 0.664 75.1±4.5 75
1573 18.3±2.6 18
1400 6.6±1.4 7
2118 2118* 0.727 100 95
2193 2193 ∼ 100 321786 < 20 < 4
2225 2225* 0.688 94.2±3.9 82419 5.8±0.5 5
2427 2427* 0.416 47.7±15.6 112020 52.3±18.11 12
2565† 1119* ∼ 100 11446 < 1
2853
2853* 25.0±2.5 5
2771 41.5±3.3 8
2620 33.5±3.0 7
3134 3134* 66.4±4.6 332727 33.6±4.0 17
3509 3509* 0.699 100 143
4303
2185 20.4±1.9 8
2078 32.7±2.5 13
794* 0.708 46.9±3.2 18
4915
2797 31.3±2.1 14
1406 19.2±1.6 8
612* 49.4±2.8 21
5011 3025* 0.748 100 18
Table 5.11: Intensities measured for states in 26Na, normalised to the 233-keV γ ray. An asterisk
next to the γ-ray energy notes which γ ray from the state was measured in singles, and other γ
rays from the same state were calculated from branching ratios. Where a γ ray is seen without
a trifoil gate, a ratio of counts with and without the trifoil (T/!T) was calculated. All other
values of I(γ) have been scaled by the weighted average of this ratio, 0.688, as discussed in the
text. †The 2565-keV state needed to be extracted with an additional gate on excitation energy,
1200 < E∗ < 2500keV, as explained in the text.
tion for the nearby background subtracted from them, which gives rise to the possibility of
negative values.
For the 233-keV state, in Figure 5.48, the agreement is generally very good. There is,
however, a sharp drop off in cross-section at 175◦ in the 90◦ clovers that is not seen in the
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Figure 5.48: The angular distribution of protons with a γ-ray gate on the 233-keV peak at 90◦
and 135◦
135◦ clovers. The shape of the distribution in the region of the upstream detectors is more
defined in the 90◦ clovers, noting in particular the bump at 100◦ and the sharp drop in cross-
section at 140◦. The distribution in the downstream detector does differ, but this is within
the statistical error bars. In the region of the CD detector, the distribution in the 135◦ clovers
suffers a drop at 160◦. This feature is not present in the 90◦ clovers, but it almost seems
unlikely to be a real feature considering the values of the adjacent data points; there is a very
steep increase which then drops down again which could be a false feature.
Figure 5.49 shows the proton angular distribution of the 407-keV state, and again the
agreement between the 90◦ and 135◦ clovers is very good. This state is strongly populated,
so the increase in the statistics reduces the size of the error bars dramatically. The fluctuations
in the angular distribution from the 135◦ clovers display similar characteristics to that of the
233-keV state - namely that it fluctuates whereas the data at 90◦ shows a much smoother
distribution. Once again, there is disagreement at the edge of the downstream detector at
81◦, but these points should be treated with caution.
As discussed in Section 5.6.1, the 1806-keV state is sitting on a large Compton back-
ground. Figure 5.50 shows the angular distributions for the separate clover angles, using the
proton gate between the dashed lines in Figure 5.37. This large amount of background sub-
traction is evident in the downstream detectors, causing large fluctuations and high statistical
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Figure 5.49: The angular distribution of protons with a γ-ray gate on the 407-keV peak at 90◦
and 135◦
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Figure 5.50: The angular distribution of protons with a γ-ray gate on the 1806-keV peak at 90◦
and 135◦
uncertainties. This is particularly evident at the extremes of the downstream detector, with
no counts being registered in the 81◦ bin at 135◦, but some registered at 90◦. The large error
bar in this particular case arises from the statistical error being corrected for a particularly
small solid angle at the edge of the detector. For the upstream detector, there are more counts
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in the 135◦ clovers, but the distribution itself is generally the same, although the feature at
114◦ in the data from the 90◦ clovers is not so visible at 135◦. Once again, the angular dis-
tributions in the CD detectors differ, with the distribution at 135◦ tending to be linear with a
large increase close to 180◦. The distribution from the 90◦ clovers certainly has a decreasing
trend. However, this may be due to statistical fluctuations.
The alternative method of producing the angular distribution of the 1806-keV state,
namely taking a combined angular distribution of the directly-populated 1806-keV state and
subtracting any contribution from the 2225-keV state, produces separate angular distribu-
tions shown in Figure 5.51 (a) and (b). The two figures here correspond to the two different
background gates used, as discussed in Section 5.6.1.
The difference between these background gates and the angular distribution measured
from the assumed-pure 1806keV peak can be seen in Figure 5.52, with (a) being the better
background subtraction and (b) the poorer background subtraction. These data are pooled
together as a whole array. The increased cross-section in Figure 5.52(b) indicates that more
background is present in the gate that otherwise should have been subtracted off. This serves
as an illustration of the importance of appropriate background subtraction when measuring
angular distributions of states that are close together in excitation energy. The difference
between the two methods of obtaining the angular distribution of the 1806-keV state are
shown in Figure 5.53, where the difference of the two angular distributions from the two
methods are plotted against θlab. Here, the differences between the two methods are minor,
but they fluctuate more downstream because of a lower solid angle and fewer statistics due
to the presence of only one detector there. Even though the differences are minor, the more
correct method to adopt is the latter one: to take an angular distribution of the 1806-keV
state from both direct population and feeding from the 2225-keV state, and then subtract a
portion of the 2225keV angular distribution, based on the branching ratio of the decay of
the 419-keV γ ray. The first method makes assumptions about the origin of the counts in the
peaks in Figure 5.38, but it is unclear what proportion of the left-hand peak is contaminated
by feeding from the 1806-keV state. The final angular distribution for the 1806-keV state,
shown in Section 5.7, is from the subtraction method.
The angular distribution for the 2118-keV state, shown in Figure 5.54, also suffers from
large fluctuations in the downstream detectors due to a large background contribution. The
distribution from the upstream detectors both follow a very similar shape, bar an exaggerated
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Figure 5.51: 1806keV angular distribution at 90◦ and 135◦, taken from a combination of the
1806 and 2225keV angular distribution, with the 2225keV feeding subtracted. The background
gate in (a) includes Compton events from higher-lying states and is therefore more representative
than the background subtraction in (b).
point at 114◦ in the 90◦ clovers. This shape bears a striking similarity to that of the 407-keV
state, and this could mean that they have the same ℓ transfer.
The 2225-keV state, in Figure 5.55, is one which could potentially highlight an anisotropic
γ-ray angular distribution. For the 90◦ clovers, there are better statistics in both the proton
gate and in the background gate, leading to much higher statistical error bars. The data for-
ward of 90◦ in SHARC is subject to higher fluctuations due to this increased background.
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Figure 5.52: Comparing angular distributions with differing background subtraction for the
1806-keV state for all TIGRESS. In both plots, the black points are obtained using the E∗ gate
in Figure 5.37, whereas both sets of red points are from the total angular distribution of the
locus, with the contribution of the 2225-keV state subtracted. The background gate in (a) in-
cludes Compton events from higher-lying states and is therefore more representative than the
background subtraction in (b).
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Figure 5.53: The difference between the two methods of obtaining the 1806keV angular distri-
bution
This background, however, is not such an issue in the 135◦ clovers, which implies a degree
of anisotropy in the data. However, this does not affect the shape of the distribution hugely;
the main difference is the slightly higher cross-section in the region of 90−140◦ in SHARC
for γ rays at 90◦.
The 3134-keV state, in Figure 5.56 also looks like it could be affected by an anisotropic
γ-ray angular distribution. The presence of an unmistakable bump at 134◦ for TIGRESS
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Figure 5.54: The angular distribution of protons with a γ-ray gate on the 2118-keV peak at 90◦
and 135◦
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Figure 5.55: The angular distribution of protons with a γ-ray gate on the 2225-keV peak at 90◦
and 135◦
clovers at 135◦ is not at all visible in the 90◦ spectrum, where the distribution from 90−140◦
looks rather flat. A high level of counts in the background gate were present, especially for
data forward of 90◦ in coincidence with γ rays detected at 90◦ in TIGRESS, leading to the
increased size of the error bars. One large discrepancy here is at the proton angle of 81◦, but
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this corresponds to just one count versus no counts in that bin at 90◦ and 135◦, respectively
in TIGRESS. Its cross-section and error bar is so large simply because of the reduced solid
angle in that bin. Due to the way that the data from both halves of TIGRESS are combined,
this data point will be omitted because no counts were present either in the proton or the
background gate at 135◦. It should be noted though that the 3134keV peak is in an area
of high Compton background, as described in Section 5.6.1, but this should not affect the
overall angular distribution if the appropriate background subtraction has been taken.
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Figure 5.56: The angular distribution of protons with a γ-ray gate on the 3134-keV peak at 90◦
and 135◦
The angular distributions of the strongly-populated 3509-keV state are shown in Fig-
ure 5.57. There are slight differences between the two γ-ray angles, namely the sharper
decline of cross-section for the most backward lab angles for the 90◦ clovers, and also a
more exaggerated peak at 70◦. The cross-section overall is slightly higher at 90◦, perhaps
hinting at a slight anisotropy in the γ-ray angular distribution.
In short, these angular distributions are all very similar in shape, within statistical uncer-
tainties. There could be cases for investigation of anisotropic γ-ray angular distribution, and
this comes with the exploration of higher-lying states in Na26 . For the states studied in this
work, it is not unreasonable to assume an isotropic γ-ray angular distribution, so then the
data from the two halves of the TIGRESS array can be combined and analysed as a whole.
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Figure 5.57: The angular distribution of protons with a γ-ray gate on the 3509-keV peak at 90◦
and 135◦
The angular distributions are combined by taking the weighted average, x¯ in Equation 5.7,
with xi being the angular distributions at 90◦ and 135◦ and σi being their associated statistical
errors.
x¯ =
∑ xi/σ2i
∑ 1/σ2i
, with error
√
1
∑ 1/σ2i
(5.7)
These total angular distributions are interpreted in Section 5.7.
5.7 Angular Distributions of states in 26Na
It is informative to examine the structure of Al28 , an N = 15 isotone of Na26 , and the pop-
ulation of states in Al28 via the (d,p) reaction. As shown in Figure 1.3, the simplest model
of Na26 has the d5/2 orbital for protons exactly half full leaving three holes in d5/2, whereas
Al28 has two more protons and therefore a single hole in d5/2. To the extent that the ground
states of Na25 and Al27 have the protons all paired except for the odd d5/2 particle, the same
basic level structure can be expected and with an analogous selectivity. The actual energies
of the levels can be expected to show variations due to residual interactions involving the
additional protons in Al28 , or the additional proton holes in Na26 , which may even affect
the shape, so in detail the two N = 15 nuclei cannot be expected to have exactly the same
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level structure. In Figure 5.58, the energy levels that were strongly populated in Na26 , and
selected for further study in the present work, are plotted and compared with the energy lev-
els that are known for Al28 and with shell model calculations using the WBP interaction for
strong single particle states in Na26 .
The nucleus Al28 has been studied in detail, and in particular it has been studied several
times in (d,p) reactions using a beam of deuterons incident on a stable Al27 target. Magnetic
spectrometer data are available, and γ-ray decay data are available for the states populated
in (d,p) reactions. An example spectrometer spectrum from the work of Maher et al. [90] is
shown in Figure 5.59, to give an indication of the relative strengths for populating states in
Al28 . The lowest negative parity states of spins 2− to 5− [17] have been identified, and also
tentatively spin 6− [91]. Also in Figure 5.58, the approximate associations with particular
neutron single-particle couplings are shown, based on the relative strengths of the states that
are populated in (d,p). It can be seen that two of the lowest states, in each nucleus, arise from
d5/2 protons coupling to an s1/2 neutron, giving spins of 2+ and 3+. Also in each case, two
states from the quartet arising from d3/2 coupling are at low excitation energy, close to the
2+ and 3+. In detail, it is the 1+ and 2+ in the case of Na26 and the 3+ and 2+ for Al28 .
We can expect the analogous states to be populated with similar strengths in the two nuclei.
It is also clear from the data that there is mixing of configurations, for example between the
low-lying 2+ states.
Theoretical cross-sections were calculated from the code TWOFNR [21] using the zero-
range ADWA method for a range of ℓ-transfers at varying energies, spins and parities. For
details about the ADWA Johnson-Soper method, the reader is referred to reference [37].
These cross-sections were calculated for Na25 (d,p) at 5MeV/u, with ground state of Na25
being 5/2 + and the reaction Q-value for the ground state is 3.351MeV, so Q-values for the
higher lying states reduce accordingly. The integration range is from 0− 30fm, in steps
of 0.1fm, using 70 partial waves in the nucleon single-particle radial wave function. Both
the incident deuteron and outgoing proton channels had non-locality corrections applied,
with range parameters of 0.54fm and 0.85fm, respectively. The Chapel-Hill (CH89) phe-
nomenological nucleon-nucleus optical potential [92] was used for the outgoing proton, at
Elab = 13.10MeV, and the suggested 〈p|d〉 vertex constant of D0 =−122.5MeVfm3/2 (and
therefore D20 = 15006.250MeV2 fm3) was implemented, and the 〈d|p〉 vertex is treated as
zero-range. The neutron binding potential is a Woods-Saxon type with radius r = 1.25fm,
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Figure 5.59: 27Al(d,p)28Al spectrum obtained with a split-pole spectrograph at θlab = 5◦. From
Maher et al. [90]
diffuseness a = 0.65fm and the spin-orbit strength of ℓ-sigma is 6MeV. Both the bound state
non-locality and the spin-orbit radius parameter for the valence neutron are zero.
The calculations using these parameters were done for different excitation energies, spins
and parities. Some of these excitation energies, spins and parities may not be exactly the
same as the states populated, but these calculations should still give a good approximation.
For the lowest energy states, the data are compared to a 2+ s-wave at 233keV and a d3/2
transfer to a 407keV 2+ state, in Figures 5.60 and 5.61. The states around 2MeV were com-
pared to s1/2 transfer to 2+, p3/2 transfer to 4−, d3/2 transfer to 4+ and f7/2 transfer to 6−, all
at 2200keV. The highest states in excitation energy were compared to the same ℓ-transfers
and spins and parities as the ∼ 2MeV states, but at an excitation energy of 3200keV. These
are to determine the ℓ-transfer of the state. Additional calculations were then conducted for
the designated spin and parity of the state, which affects the scaling of the calculation. The
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spectroscopic factors of the states are taken from scaling these cross-sections to the angular
distributions measured from the data, from the spin which is inferred. Even though there may
be states with mixing of more than one ℓ, the spectroscopic factors for each transfer cannot
be summed. These different ℓ-transfers produce interference patterns when they combine, so
it is not simply the addition of one ℓ-transfer with another.
5.7.1 Low-lying states
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Figure 5.60: The angular distribution of the 233-keV state in 26Na. The red lines correspond to
theoretical calculations for a 2+ s1/2 state at 233keV and a 2+ d3/2 state at 407keV. The s-wave
is scaled by 0.133.
Of the low lying states in Na26 , it has been possible to extract differential cross sections
for the 233 and 407-keV states, using γ-ray gating as described in Section 5.6.1. The 3+
ground state and isomeric 1+ state could not be analysed using the present methods. Note
that the ground state is known from earlier work to have spin and parity 3+ and that all
shell model calculations agree that there is a low-lying quartet of states with spins 3+, 1+
and two 2+ states in Na26 , as shown in Chapter 2. The 1+ state must arise from coupling
(or transfer, in the case of (d,p)) of a d3/2 neutron and only has a definite assignment to
the 82-keV experimental state based on its population in the β decay of Ne26 [93]. The
differential cross sections for the two states at 233 and 407keV, in Figures 5.60 and 5.61,
respectively, each show a dominance of s-wave transfer, with some evidence of a small d-
wave contribution, and therefore neither of these can be the 1+ state. The two theoretical 2+
states arise from coupling with the s1/2 neutron and d3/2 neutron configurations, respectively.
This work therefore demonstrates for the first time that the 233 and 407-keV states, both of
which must be 2+, are strongly mixed in configuration. Thus, they are each populated with
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a significant s-wave component. The present work also provides the spectroscopic strengths
for the two 2+ states, as summarised in Table 5.14.
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Figure 5.61: The angular distribution of the 407-keV state in 26Na. The red lines correspond to
theoretical calculations for a 2+ s1/2 state at 233keV and a 2+ d3/2 state at 407keV. The s-wave
is scaled by 0.313.
Figure 5.58 includes details of the γ-decay branchings of the states observed and studied
here, in Na26 , and for the strong states in Al28 . In addition, Table 5.12 lists the γ-ray transi-
tions seen in Al28 . Analogous states can be expected to have analogous decays, which may
be moderated by the effect of different transition energies and structural details in the two
nuclei. In most cases, the levels show a general favouring of the decay to the ground state,
which is 3+ in each nucleus. This reduces the amount that can be inferred from the γ-ray
decay characteristics. However, several states do show quite characteristic decay patterns.
The lowest 1+ state in Al28 decays preferentially to the 2+ state from s1/2 coupling, in pref-
erence to the 3+ ground state. The state at 1509keV is the only state in Na26 to show similar
behaviour, and this argues in support of this being a 1+ state of similar structure. However,
the angular distribution of this state is omitted from this work, due to the proximity of its
strongest decay to that of a γ ray arising from a compound nucleus reaction. The 1509-keV
state decays to the 233-keV state via the 1274-keV γ ray, and this cannot be separated from
the 1266-keV γ ray from P31 without the aid of the trifoil.
The spectroscopic factors for populating Na26 states are shown in Table 5.13. Here, the
states with significant spectroscopic factors have been selected, for clarity, and the nature of
the transfer is listed (s-wave or d-wave, p-wave or f -wave, for positive and negative parity,
respectively). One of the three or four strong states expected between 1500 and 2500keV
in the theory is indeed a 1+ state, with a d-wave spectroscopic factor and the energy of
the experimental state (1509keV) is close to the shell model prediction. The shell model
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Initial State Final State
Jpi No. E∗ (keV) Jpi No. B.R.
0+ 1 972 2
+ 1 100
2 3011
1+
1 1372 2+ 1 57.8
0+ 1 42.2
2 1620 2+ 1 93.9
3+ 1 6.1
3 2201 2+ 2 4.8
0+ 1 15.9
2+ 1 79.4
4 2987 2+ 2 50
3+ 3 50
2+
1 30 3+ 1 100
2 1622 2+ 1 7.2
3+ 1 92.8
3 2138 3+ 2 6.8
2+ 1 52.1
3+ 1 40.9
4 2486 2+ 2 11.0
1+ 2 61.0
0+ 1 6.0
3+ 1 22.0
5 3347 3+ 1 100
3+
1 0
2 1013 2+ 1 61.7
3+ 1 38.3
4+
1 2271 3+ 1 100
2 2656 3+ 2 75.2
3+ 1 24.8
5+ 1 2582 4
+ 1 4.8
3+ 1 95.2
2−
1 3875 1+ 1 4.8
1+ 2 15.2
3+ 1 80
3−
1 3591 3+ 2 28.6
2+ 1 11.9
3+ 1 59.5
4−
1 3465 4+ 1 7.0
3+ 2 4.9
3+ 1 88.1
5− 1 4033 4
− 1 51.0
4+ 1 49.0
6−
1 5165 5− 1 100
4− 1 < 7
5+ 1 < 15
Table 5.12: Observed γ rays in 28Al from Reference [17].
energy depends on the interaction employed, and the variation of energy for three USD-
style interactions is shown in Figure 2.2 (relative to the 3+ state; note that this is not quite
the ground state in the shell model calculation, but is the experimental ground state). On
the basis of the excitation energy and the nature of the γ-ray decay, compared to Al28 , the
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Energy (keV) Jpi Coupling S.F Interaction
-182 1+ d3/2 0.2405
USD
0 3+ s1/2 0.6019
5 2+ s1/2 0.2199
231 2+ s1/2 0.1932
1247 3+ d3/2 0.3198
1418 0+ d5/2 0.1565
1648 4+ d3/2 0.5857
1663 2+ s1/2 0.1199
3317 2− f7/2 0.227
sd p f −1h¯ω
3359 3− p3/2 0.147f7/2 0.168
3795 4− p3/2 0.431
4085 1− p3/2 0.297
4348 2− p3/2 0.402
4624 5− f7/2 0.433
5067 3− p3/2 0.45f7/2 0.114
5209 4− f7/2 0.345
5761 4− f7/2 0.244
Table 5.13: Strong states predicted in 26Na, with their predicted spectroscopic factors.
1509-keV state is inferred to be the second 1+ state in Na26 . Note that this agrees with the
assignment from β decay of Ne26 [93], where a state at 1511keV was strongly populated.
The level seen by Sangjin Leeet al. [16] at 1513keV was also inferred to correspond to this
same state.
5.7.2 States around 2MeV
Moving attention to the higher-lying states populated near 2 MeV in Na26 , the experimental
spectroscopic factors indicate several corresponding candidates amongst the theory levels,
with positive parity and spins of 2, 3 and 4. The spin 3+ and 4+ states are predicted to be
the strongest of these. The γ-ray decays do not allow any clear differentiation between the
candidates, to assist association between the Na26 and Al28 levels. The main guide to iden-
tification must come from the predicted and observed spectroscopic factors and the energy
ordering of the levels in the shell model results. This implies that the 1806keV level should
be identified with the second 3+ state in Na26 and the 2225keV level should be identified
with the first 4+ state. The observed γ-ray decays do not contradict these assignments. The
γ-decay of the 1806-keV state populates the 3+ ground state most strongly, with an 18%
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branch to the lowest 2+ state. The 2225-keV state has a 94% branch to the 3+ ground state,
and the only other observed branch is to the 1806-keV state. This is entirely compatible with
the 1806-keV state being 3+ and the 2225-keV state having a 4+ assignment. Figure 5.62
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Figure 5.62: Determining the ℓ-transfer of the 1806-keV state in 26Na. The red lines correspond
to theoretical calculations for a 2+ s1/2 state, a 4− p3/2 state, a 4+ d3/2 state and a 6− f7/2 state,
all at 2200keV.
provides confirmation that the transfer to the 1806-keV state is ℓ = 2. Figure 5.63 compares
ℓ= 2 angular distributions from TWOFNR that have been calculated using a more appropri-
ate excitation energy, 1802 rather than 2200keV, and exploring the difference that the spin
and parity of the state makes to the result. The change of the spin and parity in the calculation
from 4+ in Figure 5.62 to 3+ in Figure 5.63 has changed the magnitude only, by a factor of
2J +1. Therefore, the spectroscopic factor of the 1806-keV state is taken from the scaling of
the 3+ d3/2 transfer in Figure 5.63, which is 0.2. Figure 5.64 shows the angular distribution
of the 2225-keV state, compared to theoretical lines corresponding to ℓ = 0,1,2,3 transfer.
The 2225-keV state shows strong d-wave transfer.
The state at 2118keV in Na26 has a differential cross-section that is most consistent with
a d-wave transfer, but the experimental cross-section shows rapid changes that are inconsis-
tent with the predictions for any transferred angular momentum. Indeed, a dip at 120◦ is
5.7 Angular Distributions of states in 26Na 176
 0.001
 0.01
 0.1
 1
 10
 0  30  60  90  120  150  180
dσ
/d
Ω
 
(m
b/S
r)
θlab (°)
dσ
/d
Ω
 
(m
b/S
r)
d3/2
 0.001
 0.01
 0.1
 1
 10
 0  30  60  90  120  150  180
dσ
/d
Ω
 
(m
b/S
r)
θlab (°)
dσ
/d
Ω
 
(m
b/S
r)
d3/2
Figure 5.63: Comparing the theoretical 1+ and 3+ d3/2 transfer with the 1806-keV state. These
theoretical calculations are for states at 1802keV. The 3+ line is scaled by 0.2.
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Figure 5.64: Determining the ℓ-transfer of the 2225-keV state in 26Na. The red lines correspond
to theoretical calculations for a 2+ s1/2 state, a 4− p3/2 state, a 4+ d3/2 state and a 6− f7/2 state,
all at 2200keV. The d3/2 4+ line has been scaled by 0.4
apparent (see Figure 5.65) which aligns with the dip in s-wave transfer. A reasonable in-
terpretation is that the transfer is predominantly d-wave transfer of a d3/2 neutron, but that
there is another comparable amplitude (possibly s1/2 or d5/2 transfer) and that interference is
observed. The s-wave contribution in Figure 5.65 is scaled by 0.25, whereas the 2+ d-wave
contribution, in Figure 5.66 has been scaled by 0.4. Comparing to the shell model results,
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the next-strongest predicted state is the third 2+, which does indeed have comparable spec-
troscopic factors for d3/2 and s1/2 transfer, as shown in Table 2.2. This could lead to the
tentative assignment of the 2118-keV state being the third 2+ state in Na26 , especially when
observing the way in which it γ-decays only to the 3+ ground state. Analogously, the second
2+ state in Al28 , at 1673keV decays only to the 3+ ground state. However, it is important
to consider the spins and parities of the higher-lying states which decay to the 2118-keV
state. The possible spins and parities of the 4303- and 4915-keV states may rule out a 2+
assignment for the 2118-keV state, but this will be discussed in Section 5.7.3.
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Figure 5.65: Determining the ℓ-transfer of the 2118-keV state in 26Na. The red lines correspond
to theoretical calculations for a 2+ s1/2 state, a 4− p3/2 state, a 4+ d3/2 state and a 6− f7/2 state,
all at 2200keV. There may be a possible contribution from s-wave transfer, which has been scaled
here by 0.25
Before the higher-lying states are examined, a cross-section calculation using TWOFNR
was computed with 2+ being the spin and parity of the 2118-keV state. This can be seen in
Figure 5.66, which is the same shape as the calculation in Figure 5.65 for the d-wave transfer,
but the scaling of the calculation is different. Therefore, when using these theoretical cross-
sections to determine the spectroscopic factor, it is important that this is done using the spin
and parity of what the final state is thought to be.
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Figure 5.66: 2+ d3/2 transfer at 2118keV, scaled by 0.4, compared to the experimental 2118keV
angular distribution.
According to the shell model, no positive parity states above 2.5MeV in Na26 are ex-
pected to be populated very strongly, so the possible negative parity candidates will be dis-
cussed for the higher levels.
5.7.3 Negative Parity States Above 2.5 MeV
The strongest of the states observed near 3MeV is at 3509keV, and has a differential cross-
section that implies p-wave transfer, as shown in Figure 5.67. The lower state at 3134keV,
in Figure 5.68, also possibly shows p-wave behaviour, but is populated significantly more
weakly and the agreement is not conclusive. The 3509-keV state is one of the most strongly
populated states seen in the experiment (shown clearly in Figure 5.17) and must be associated
with a shell model state with a large spectroscopic factor. In addition, it is clearly a state to
be noted, since several of the more highly-lying states γ decay via a cascade through the
3509keV rather than higher energy transitions to the lower levels. This suggests that the
state has a high spin relative to nearby levels, causing it to be favoured in the decay of higher
lying levels with even higher spins; these properties are satisfied by the lowest 4− state,
which is predicted to be the lowest in energy of the p3/2 neutron quartet of states (all of
which are predicted to be strongly populated).
The shell model predicts that two of the states from the f7/2 multiplet will come lower in
energy in Na26 , but will be weakly populated and, crucially, of lower spin (namely 2− and
3−, in Figure 5.58). Comparing the situation in Al28 , the lowest known state with negative
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Figure 5.67: The angular distribution of the 3509-keV state in 26Na. The red lines correspond
to theoretical calculations for a 2+ s1/2 state, a 4− p3/2 state, a 4+ d3/2 state and a 6− f7/2 state,
all at 3200keV. The p-wave contribution has been scaled by 0.5, and other lines have arbitrary
scaling.
parity is the 4− level at 3465keV. As first discussed by Freeman et al. [91], the higher spin
states that are populated in Al28 via (d,p) are also seen to γ-decay through this 4− level. The
4− level in Al28 in turn decays directly to the 3+ ground state, as does the 3509-keV state in
Na26 . It is therefore inferred that the 3509-keV state in Na26 has a spin and parity of 4−.
The state at 3134keV is difficult to assign, because the differential cross-section is dif-
ficult to interpret. Compared to the convincing p-wave assignment to the strong 3509-keV
state, the experimental cross-section is flatter towards 180◦ in the laboratory. The γ-ray
selection means that the data genuinely apply to a single state rather than overlapping, unre-
solved peaks. However, this is a relatively weak state and has had a significant background
subtracted, in order to extract the differential cross-section. If this were a p-wave transfer,
which it looks to be, then the shell model ordering of the levels would be incorrect. The
3509-keV state was deduced to have a 4− assignment because the higher-lying, higher-spin
levels favour it in their γ decay. There are no obvious positive parity candidates in this re-
gion of excitation energy. It is perhaps possible that the 3134keV level corresponds to one
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Figure 5.68: Determining the ℓ-transfer of the 3134-keV state in 26Na. The red lines correspond
to theoretical calculations for a 2+ s1/2 state, a 4− p3/2 state, a 4+ d3/2 state and a 6− f7/2 state,
all at 3200keV.
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Figure 5.69: Ruling out any f -wave contribution to the 3134-keV state. The red lines correspond
to theoretical calculations for a 2− and a 3− f7/2 state, at 3134keV. These theoretical lines have
not been scaled.
of the states (2− and 3−) from the f7/2 multiplet, which are predicted to lie just below the
4− level. Then, the assumption would be that these states have some mixing with the p3/2
multiplet states (of the same spin) and hence both have p-wave and f -wave amplitudes. The
interference of these amplitudes would lead to less distinct angular distribution. The theory
does give spectroscopic amplitudes for the lowest 3− state of approximately 0.15 for both
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p3/2 and f7/2 transfer. The lowest negative parity state overall is predicted to be the 2− from
the f7/2 coupling, with a spectroscopic factor of 0.227 and no significant p3/2 mixing. It
is also important to note that this state γ-decays predominantly to the ground state (which
is why it was selected for study) and then with a 33% branch to the second 2+ state. Fig-
ure 5.69 is a comparison of the 3134-keV state with theoretical calculations for the 2− and
3− f7/2 states at 3134keV. These theoretical lines have not been scaled, since scaling them
to match the data would imply that they have a spectroscopic factor greater than unity, which
is unphysical. Neither match the experimental angular distribution, whereas the 3− p3/2, in
Figure 5.70 looks more appropriate. This is still not an entirely clear angular distribution,
mainly due to its weak population and the background subtracted, but it is not evident that
there is a significant f7/2 contribution as the shell model predicts.
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Figure 5.70: 3− p3/2 transfer at 3134keV, scaled by 0.0909, compared to the experimental
3134keV angular distribution.
There is a more weakly populated state just below, which was not selected for de-
tailed analysis because of the concerns with the background subtraction. This is the level
at 2853keV (see Section 5.6.3) which decays to the first three states in Na26 (3+, 1+ and
2+), with branching ratios 25%, 41% and 34%, respectively. The strong branch to the 1+
state at 82keV is characteristic of this state. Looking at Al28 , the lowest 2− level decays
to the 3+ ground state most strongly, and then more weakly to the two first 1+ states. The
lowest 3− state decays to the ground state most strongly, but with a branch to the first 2+
state (and a fairly strong branch to the second 3+ state, which lies much lower in Al28 than
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in Na26 ). It is therefore inferred that the state at 2853keV is the first 2− state in Na26 and the
state at 3134keV (with interfering f -wave and p-wave amplitudes) is the lowest 3− state.
Three states that lie above 4MeV show characteristic cascade γ decays but were not
selected for extraction of the differential cross-sections due to concerns with background
subtraction. The strongest of these is at 4915keV, with others at 4303 and 5011keV.
The level at 5011keV is seen to exclusively decay to the 1806-keV level (inferred to be
3+), which is the only one of these three higher states that does not decay through the 3509-
keV state. It can be inferred that this state is of relatively low spin, possibly 3− or 4−, given
the nature in which it decays. However, the spin and parity cannot be determined without
measuring the proton angular distribution. A assignment of 3− in this case would arise from
a p3/2 coupling, whereas a 4− would imply a f7/2 coupling. The ℓ-transfer would hopefully
be evident from measuring the proton angular distribution, but it was not completed in this
work due to complications with the background subtraction. It has been noted to require
further work.
The 4303-keV state in Na26 decays strongly to the 2225- and 3509-keV states, inferred
to be 4+ and 4−, respectively, with branching ratios of 32.7 and 46.9%. It has a weaker
branch, of 20.4% to the 2118-keV state, of which the spin is undetermined. In Al28 , the
4033keV 5− state decays almost equally to the first 4+ and 4− states (from Figure 5.58 and
Table 5.12). In addition, the shell model predicts a 5− state with a spectroscopic factor of
0.443 (in Figure 2.4), at 4442keV. It could then be inferred that the 4303-keV state is the
first 5− in Na26 . This would then mean that the initial tentative assignment of 2+ to the
2118-keV state could be ruled out, since a 5− −→ 2+ transition would not be detected, based
on the Weisskopf estimates for such a transition [94]. Then the spin possibilities for the state
at 2118keV are 5+ or 4+, based on the manner in which the 4303-keV state decays. The
way in which the 2118-keV state decays, only to the 3+ ground state, would imply that it is
a 4+. The other 4+ state in the doublet, the state at 2225keV, only decays to the first and
second 3+ states in Na26 .
The characteristic decay of the 4303keV state (showing two pairs of doublet peaks in
the γ-ray spectrum) also appears to be reproduced in the decay of the 4915keV level, so the
4915-keV state also has a branch via the 4303keV level. The 4915-keV state has a 31.3%
branch to the 2118-keV state, and a lesser branch to the 3509-keV level, which was inferred
to be 4−. Shell model calculations predict a 6− f7/2 state, which a spectroscopic factor of
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State (keV) Jpi S.F. Coupling
233 2+ 0.1333 s1/2
407 2+ 0.3125 s1/2
1806 3+ 0.2† d3/2
2118 4+ 0.2 d3/2
2225 4+ 0.4 d3/2
2853 2− -
3134 3− 0.091 p3/2
3509 4− 0.5 p3/2
4303 (5−) -
4915 (6−) -
5011 (3−,4−) -
Table 5.14: Spectroscopic factors for states in 26Na, from the scaling of the theoretical curves
generated by TWOFNR to the data. †The spectroscopic factor for the 1806-keV state arose from
the subtraction of feeding contribution from the 2225-keV state.
0.641. An analogous 6− state in Al28 can be seen at 5165keV, and decays strongly to the
5−, with much weaker branches to the 5− and the tentatively assigned 5+ [91]. Based on
this, the 4915-keV state is assigned to 6−.
Table 5.14 summarises the assigned spins and parities to the states studied in Na26 , as
well the likely coupling. The spectroscopic factors here originate from the scaling of the the-
oretical cross-sections calculated in TWOFNR. For the case of the state at 2118keV, strength
was also seen from an s-wave component. However, the spectroscopic strength from the s-
wave component is not listed here, because the calculation was based on the state being a
2+, rather than a 4+, which affects the scaling of the cross-section, as seen in Figure 5.66.
Any spectroscopic strength seen from the s-wave component cannot simply be added onto
the d-wave component.
5.7.4 Correction for the Angular Aberration of W(θ )
The spectroscopic factors in Table 5.14 are also subject to a correction for relativistic angle
aberration effects, as discussed in Section 2.6.2. This forward-focussing effect, caused by
the relativistic velocity of the recoiling nucleus, results in a systematic lowering of the γ-ray
efficiency as γ rays are focussed past the opening angle of the TIGRESS detectors.
This systematic factor can be calculated by integrating sinθ dθ over the range of TI-
GRESS angles, in the centre of mass frame. The range of angles which TIGRESS spans are
transformed into the centre of mass frame using Equation 2.14, with β = 0.09145 for the
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State (keV) Jpi S.F.
233 2+ 0.144
407 2+ 0.337
1806 3+ 0.216
2118 4+ 0.216
2225 4+ 0.432
2853 2− -
3134 3− 0.0983
3509 4− 0.540
4303 (5−) -
4915 (6−) -
5011 (3−,4−) -
Table 5.15: Final spectroscopic factors for states in 26Na, corrected for the forward focussing of
the emitted γ rays.
recoiling Na26 nucleus. In the laboratory frame, the actual germanium of TIGRESS spans
74◦ to 149◦, which corresponds to 79.1◦ to 151.6◦ in the centre of mass frame. The γ-ray
efficiency is reduced by a factor equal to the ratio of the integral of sinθ dθ for a recoiling
nucleus with β = 0.09145 and β = 0, and was found to be 0.926. Table 5.15 details the
corrected spectroscopic factors for the states measured.
5.8 Final Level Scheme of 26Na
The final level scheme for Na26 is shown in Figure 5.71, complete with spin and parity
assignments and branching ratios. It should be noted that the energies of the states are slightly
different to what have been quoted throughout this work. This is due to correcting for the
kinetic energy of the recoiling Na26 nucleus. Whilst the γ rays seen in this work are detected
at their actual energy, after efficiency and Doppler corrections, the energy of the state is
actually slightly higher than the energy of the γ ray decaying from that state to the ground
state. The recoil energy of the nucleus, T0, can be calculated from the conservation of linear
momentum of the emitted photon and the recoiling nucleus, as shown in Equation 5.8 [95].
T0 =
p20
2M0
=
p20c
2
2M0c2
=
p2γc2
2M0c2
=
E2γ
2M0c2
(5.8)
This effect increases for increasing γ-ray energy. For the 3509-keV γ ray, the recoil
energy of the Na26 nucleus is 2.5keV.
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Figure 5.71: Final 26Na level scheme, showing spins and parities. Branching ratios are shown
in red. The levels marked with an asterisk are tentatively established; it is known that both 1446-
and a 1119-keV γ rays decay sequentially from the 2565-keV state, but the order is undetermined,
and therefore so is the level through which it decays.
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5.9 Observations Compared to Shell Model Predictions
The energies of the negative parity states in Na26 measured in this work agree to the shell
model predictions, in Figure 2.4, to within 100keV. The splitting of the multiplet is not quite
right, however. The gap observed between the f7/2 and s1/2 is approximately right, but
consider that in Figure 2.4, the gap between the sd- and p f -shells was reduced by 0.7MeV
in the s-p-sd-p f calculation. This systematic lowering of the shell gap was also applicable in
the study of Ne25 [66] and Ne27 [45]. The states observed that correspond to a coupling of
d3/2 are systematically lowered by 0.5MeV, but the splitting between the 4+ and 3+ levels
is approximately right. Therefore the shell gap between the sd- and p f -shells is found to
reduce by 1.2MeV.
The USD-A interaction was developed to address the raising of the d3/2 level, but the
WBP was developed specifically for the USD interaction, and therefore the USD-A cannot
be substituted in its place. The results in this work are consistent with the aforementioned
Ne25 and Ne27 work, but offer additional confirmation and data in order to improve the shell
model predictions. The splitting of the multiplet gives specific p-n interaction data, which is
important for the f7/2 level, as this work confirms it to be incorrect.
Chapter 6
Conclusions
The work in this thesis has resulted in new knowledge about the odd-odd nucleus Na26 .
States that are populated very close together in excitation energy, such as the 2119 and
2226keV states, have been resolved through an analysis technique which involves proton-γ-
γ coincidences. The single-neutron transfer has populated states in the f p-shell, as well as
the sd-shell, and theoretical calculations plus comparisons to neighbouring nuclei have made
it possible to identify these states.
In addition to confirming the angular momentum and parity assignments of the two low-
est 2+ states in Na26 , a further five angular distributions were measured, and their spins and
parities assigned, sometimes tentatively, based on the ℓ of the angular distribution and the
way in which the state γ decays. Based on these γ rays and comparisons to the N = 15 iso-
tone, Al28 , the spins and parities of a further three states have been proposed. The branching
ratios have also been measured, and they are in agreement with those available from previous
work, such as S. Lee et al. [16].
The high-intensity beam from ISAC-II in TRIUMF ensured that a significant amount of
statistics were gathered, which were essential for building up a γ − γ coincidence matrix,
and also for the determination of ℓ transfer to the states populated in Na26 . The chemical
composition of the target was monitored throughout the experiment, and was perfectly stable,
thus demonstrating that experiments with light heavy ions such as Na25 are possible at 107
pps using (CD2)n targets.
Using a highly-segmented silicon array such as SHARC was invaluable given the energy
and angle resolution which it provided from being finely pixelated. The energy resolution
in this case was limited by the target thickness of 0.5mg/cm2. A large angular coverage
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both forwards and backwards of 90◦ allowed differential cross-sections to be determined for
transfer over a large range of angles. A dE−E telescope downstream of the target enabled an
elastic scattering angular distribution to be taken over a large range of angles, made larger by
the fact that the energy of any proton or deuteron which punches through the dE detector is
recovered. This angular distribution is critical for determining the integrated beam and target
normalisation factors, which could not be determined so accurately any other way without
a spectrometer. The advantage of doing this normalisation concurrently with the transfer
reaction is that systematic factors such as the dead time in the data acquisition system are
also folded into the normalisation.
The proton and deuteron elastic scattering angular distributions also offered a chance
to test theoretical predictions against the data measured. For the most part, the theoretical
potentials matched the data well, but was not replicated at high angles in the centre of mass
frame. This could be due to an inadequacy in the optical potentials employed, or it could
also be due to the punchthrough, and this needs to be more thoroughly investigated.
Part of the analysis required the accurate determination of the solid angle of SHARC, in
which φ plays an important role given the non-cylindrical nature of SHARC. For an array
like TIARA [9], which is an octagonal barrel, the solid angle spans most of the 2pi range
and this hardly varies with φ , and hence it essentially depends only on θ . However SHARC
is a box, and inherently has a more complicated relationship between θ , φ and solid angle.
Also the areas of PCB within the array need to be taken into account accurately. The large
number of strips in SHARC is highly advantageous, especially for maximising the number
of points possible for the angular distributions. Sadly, broken strips can be an integral part
of any experiment involving silicon strip detectors due to their very fragile nature. Also the
analysis required strips on both sides of the detectors to work properly. The solid angle was
evaluated as a function of θ and φ to allow for the loss of data due to broken strips. This
ensured that the angular distributions were appropriately corrected for the solid angle which
was exposed and taking data correctly.
The TIGRESS array of segmented HPGe clover detectors provided excellent γ-ray de-
tection. The segmentation information was exploited to apply Doppler-shift corrections to
the recorded energies. The detectors were operated with full suppression shields, and escape
suppression was implemented in the offline analysis. If the front shields were removed, then
the detectors could not be mounted close to the target (11cm compared to 14.5cm to the
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front face, in the present work), and for low-multiplicity reactions this would probably be a
better choice, to achieve a significant gain in efficiency. The analysis required the absolute
efficiency for γ-ray detection. The normalisation of the relative efficiency curve (measured
with Eu152 , Ba133 and Co56 standard sources) was achieved using γγ-coincidences recorded
using the Co56 source.
Using γ rays as part of the analysis method was invaluable since the resolution of the
state is much better from γ rays than it is from the protons. The 2119keV state, for example,
has a γ resolution (FWHM) of 34keV from the γ rays and a FWHM of 488keV from the
proton energies. This γ-ray resolution is much lower than the resolution from a stationary
source, which is 3keV at 1.4MeV, due to Doppler broadening, but it still is better than the
resolution from the protons. This enables the energy of the state to be determined from its
γ decays, even if it does not have a ground-state decay. This means, however, that if an
isomeric state is populated, like the 82keV state in Na26 , then it is not possible to detect it
using the protons alone due to the resolution.
A novel and simple method was developed, here, for differentiating between γ rays aris-
ing from direct reactions and those arising from fusion-evaporation and other similar reac-
tions initiated on (primarily) the carbon in the (CD2)n target. This involved a thin plastic
scintillator detector, the ‘trifoil’, mounted in-beam after the target and shielded by a suitable
stopping foil. The beam, and similar fast particles, were recorded in the trifoil and then
transmitted to a shielded beam dump, beyond. Slower, or higher Z, reaction products were
stopped before the trifoil. A completely dead-time free mode of operation was devised, using
the TIG10 system, to digitise the discriminator output from the trifoil.
A great deal of progress was made in understanding the operation of the trifoil. Prior
to this experiment, nothing was known about its efficiency, or even how it could cope being
exposed to beam currents higher than 104 particles per second. The utilisation of a 30 µm
aluminium foil mounted in front of the trifoil allowed for the stopping of compound nucleus
products, whilst still allowing the transmission of the beam and Na26 recoil nuclei. Back-
ground and unwanted γ-ray peaks were reduced to 16 and ∼ 10%, respectively. The γ rays
from the de-excitation of Na26 were positively identified with reasonable efficiency, with ap-
proximately 60% being tagged. The trifoil also served to reduce the smooth background of
charged particles underlying the protons, reducing it by 90%, but also only 80% of protons
are tagged. It should be noted that the tagging of the γ rays arises from proton coincidences
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from all the silicon detectors, whereas the proton tagging arises from a small range in θ , as
detailed in Section 4.3.1. Analysis into the φ and r dependence of the recoil hit on the trifoil
plane was explored in detail, leading to the conclusion that due to the location of the three
photomultiplier tubes at the top of the trifoil, the bottom of the foil was less efficient than
the top or the sides. Based on the kinematics of the detected protons in SHARC, this cor-
responds to hits in UD1 at the top of the SHARC array (parallel and closest to the ceiling).
The trifoil itself withstood 107 particles per second of Na25 beam at 125MeV, although a
dead region in the centre of the foil rapidly developed. The dead region was confirmed to
be no more than a few millimetres in diameter, and had the beneficial effect of reducing the
efficiency for unreacted beam particles. However, the loss in light output arising from the
radiation damage to the very central regions was probably accompanied by a slight loss of
transparency, that will have contributed to the position-dependent efficiency.
Due to its efficiency issues, the trifoil was not used for any quantitative analysis. How-
ever, for qualitative analysis, from both SHARC and TIGRESS, it has been invaluable. Spec-
tra such as Figure 5.17 are much less clear without requiring a trifoil gate. In fact, several
key transitions, such as the 1274 and 3134keV γ rays, would have been completely masked
by compound nucleus peaks which lie directly on top of, or in very close proximity, to these
peaks. For experiments like this that do not have a lot of space downstream of the target, the
trifoil with a stopping foil are invaluable for reducing background and unwanted compound
nucleus products. Of course, this is no substitute for a spectrometer, which brings with it
mass-charge separation at the focal plane and also valuable timing information, which is
something that unfortunately this experiment lacked. Good examples of experiments us-
ing a spectrometer in this way can be found in recent work with TIARA and VAMOS at
GANIL [45]. Currently, TRIUMF are implementing a new spectrometer, EMMA, to work
in tandem with TIGRESS. This will enable more work to be done in this area of the Segrè
chart, in particular with beams such as Na27 , which has a strong contaminant of stable Al27 .
In terms of future work, there is a large amount to do with this data and also in the nearby
mass region. Using the present data, the rest of the populated states in Na26 can be identified,
as well as having their branching ratios calculated. Currently, only strong branches have been
identified, the majority of which have ground-state decays. Figure 5.17 shows the enormous
number of states that have been populated but not yet identified. The further analysis will
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require the development of new techniques in the analysis, almost on a state-by-state basis,
to deal with background (for both γ rays and protons) and overlapping states.
Also, further work into the γ-ray angular distributions should be carried out for this
data and in future transfer experiments. Although it was shown here that the γ-ray angular
coverage was sufficient to avoid distorting the differential cross-sections for the protons, this
requires further study. The angular correlations of the γ rays could, in principle, be exploited
to help identify states and assign spins.
In this area of the nuclear chart close to the island of inversion, the structure of nuclei
can be studied through transfer, particularly nuclides with have not been studied using this
selective method before. As shown in this work, transfer reactions populate a different set of
states to other types of reaction. Further work in this area, and specifically determining the
energy of the d3/2 orbital, and further exploring the evolution of the N = 20 shell gap, will
be invaluable in improving shell model theory.
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