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a b s t r a c t
Let L be a very ample line bundle of degree d on a general curve X of genus g ≥ 2. Here we
prove that if d > g +max
{√
6g, g
h1(L)+2 + 1
}
then L is globally generated, i.e. L embeds X
as a projectively normal curve in PH0(L).
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A very ample line bundle L on a smooth projective curve X is normally generated if the induced morphism X → PH0(L)
embeds X as a projectively normal curve, i.e., if the natural maps SmH0(L)→ H0(Lm) are surjective for everym ≥ 0.
We are going to focus on general curves of genus g ≥ 2. In this case, it is well-known that every line bundle L of degree
greater than 32g + 1 is normally generated: indeed, for general L this fact is shown in [1], the theorem on p. 222, while for
arbitrary L it is established by [2], Theorem 1. The proof in [2] is based on nice vector bundle techniques, which combined
with the recent result [3] on higher rank Brill–Noether theory and the natural notion (6) of generalized Clifford index allow
us to prove that on a general curve every line bundle L of degree greater than g + max
{√
6g, g
h1(L)+2 + 1
}
is normally
generated:
Theorem 1. Let L be a very ample line bundle on a general curve X of genus g ≥ 2 such that either g < (h1(L)+ 2)2 and
deg(L) > max
{
g + 1, g +
√
24g − 23− 1
2
− 2h1(L)
}
,
or g ≥ (h1(L)+ 2)2 and
deg(L) > max
{
g + 1, g +
√
24g − 23− 1
2
− 2h1(L), g + 1
h1(L)+ 2g − h
1(L)+ 1
}
.
Then L is normally generated.
A closely related argument yields the following criterion for normal generation on general curves:
Theorem 2. Let L be a very ample line bundle on a general curve X of genus g ≥ 2 such that
deg(L) > max
{
g + 1, g +
√
24g − 23− 1
2
− 2h1(L)
}
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and consider the embedding X ⊂ PH0(L) = Pr . Then L fails to be normally generated if and only if there exists an integer n with
1 ≤ n ≤ r − 2 and an effective divisor D on X with 2n+ 2 ≤ deg(D) ≤ deg(L)− g + 1 such that
(a) H1(X, L2(−D)) = 0 and
(b) D spans an n-planeΛ ⊆ Pr in which D fails to impose independent conditions on quadrics.
By exploiting the same circle of ideas, we are also able to partially confirm the ‘‘Strong Maximal Rank Conjecture’’ of
Aprodu and Farkas (see [4], Conjecture 5.4):
Theorem 3. Fix integers g, r, d ≥ 0 such that 0 ≤ ρ(g, r, d) ≤ r − 3 and
0 ≤ r − d+ g ≤ 4r + 3−
√
12r2 + 36r − 87
2
.
If C is a general curve of genus g, then every L ∈ Grd(C) is normally generated.
Corollary 1. Under the numerical assumptions of Theorem 3, the determinantal variety
Σ = {L ∈ Grd(C) : SnH0(C, L)→ H0(C, Ln) has not maximal rank}
has the expected dimension, as predicted by [4], Conjecture 5.4.
Notice that if r−d+g = 0, then the claimholds by [4], Proposition 5.7. If instead r−d+g = 1, fromρ = g−(r+1) ≤ r−3
it follows that d ≥ 32g and every L ∈ Grd(C) is normally generated by [2], Theorem 1.
We work over an algebraically closed field of characteristic zero.
2. The proofs
Proof of Theorem 1. By [5], Theorem 4.e.1, the multiplication map
H0(L)⊗ H0(Lm)→ H0(Lm+1)
is onto if h1(Lm−1) ≤ h0(L)− 2. Since deg(L) > g , this condition is satisfied form ≥ 2; hence the normal generation of L is
implied by the surjectivity of
H0(L)⊗ H0(L)→ H0(L2)
or, equivalently, by the injectivity of the dual map
H0(L2)∗ → H0(L)∗ ⊗ H0(L)∗.
As pointed out in [2], proof of Theorem 3, this last map can be identified (up to multiplication by a non-zero scalar) with the
natural map
Ext1(L, ωX ⊗ L∗)→ Hom(H0(L),H1(ωX ⊗ L∗))
sending an extension to the connecting homomorphism that it determines. Hence if L is not globally generated there exists
a non-split extension
0→ ωX ⊗ L∗ → E → L→ 0 (1)
which is exact on global sections. In particular, det E ∼= ωX and
h0(E) = h0(L)+ h1(L) = g + 1− Cliff(L) (2)
since Cliff(L) := d− 2r = d− (h0(L)− 1)− (h1(L)+ d− g). Now, our second numerical hypothesis on deg(L) is fixed such
that
3g − 3−
(
g − Cliff(L)+ 2
2
)
< 0. (3)
Indeed, (3) is equivalent to
−Cliff(L)2 + (2g + 1)Cliff(L)− (g + 1)2 + 7g − 5 < 0
and
Cliff(L) = d− 2(h1(L)+ d− g) = −d− 2h1(L)+ 2g. (4)
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Therefore by [3], Theorem 1.1, and [6], Theorem 4.8(3), on a general curve of genus g there are no stable rank 2 vector
bundles with canonical determinant and h0(E) independent sections. It follows that the above E is not stable, i.e. it has a line
subbundle Awith slope µ(A) ≥ deg(E)/2, so deg(A) ≥ g − 1. From the exact sequence
0→ A→ E → ωX ⊗ A∗ → 0 (5)
we deduce g + 1− Cliff(A) = h0(A)+ h1(A) ≥ h0(E) = g + 1− Cliff(L) according to (2); hence Cliff(A) ≤ Cliff(L). On the
other hand, by (4) we have Cliff(L)+ 2h1(L) = −d+ 2g < g − 1 because deg(L) > g + 1. By putting everything together
we get
deg(A) ≥ g − 1 > Cliff(L)+ 2h1(L) ≥ Cliff(A)+ 2h1(L),
and hence h0(A) ≥ h1(L) + 2. Next, since deg(A) > deg(ωX ⊗ L∗), the natural homomorphism A → L induced by (5) and
(1) is non-zero and A = L(−D) for some effective divisorD on X . If n = dim < D > is the dimension of the linear span ofD in
the projective embedding defined by L, then h0(A) = h0(L(−D)) = h0(L)− n− 1 and from the inequality Cliff(A) ≤ Cliff(L)
it follows that deg(D) = deg(L)− deg(A) ≥ 2n+ 2 ≥ 2. Hence we deduce that n ≥ 1 since L is very ample and we estimate
h1(A) = h0(L(−D))− deg(L)+ deg(D)+ g − 1
≥ h0(L)− n− 1− deg(L)+ 2n+ 2+ g − 1
= h1(L)+ n+ 1 ≥ h1(L)+ 2.
Now, if g < (h1(L) + 2)2 then we have already reached a contradiction, since ρ(A) = g − h0(A)h1(A) < 0 on a
(Brill–Noether) general curve.
Finally, assume g ≥ (h1(L)+ 2)2 and let s := h1(L)+ 1. In this case, it makes sense to introduce
Cliffs(X) = min{Cliff(M) : h0(X,M) ≥ s+ 1, h1(X,M) ≥ s+ 1}
= min{d− 2s : there exists a g sd on X}
=
⌈
sg
s+ 1
⌉
+ s− 2s =
⌈
sg
s+ 1
⌉
− s (6)
since X is (Brill–Noether) general. Our additional numerical hypothesis is fixed such that
Cliff(L) <
h1(L)+ 1
h1(L)+ 2g − h
1(L)− 1
(just apply (4) and (6)); hence Cliff(A) ≤ Cliff(L) < Cliffs(X)with h0(A) ≥ s+ 1 and h1(A) ≥ s+ 1. This contradiction ends
the proof. 
Proof of Theorem 2. If a divisor D as described exists, then we may argue exactly as in [2], proof of Theorem 3, p. 77,
and conclude that L is not normally generated. Conversely, if L is not normally generated, let D = L(−A), where A is
the line bundle obtained in the proof of Theorem 1. Notice that (2) implies Cliff(L) ≤ g + 1 − h0(L) < g − 1, since
h0(L) ≥ deg(L)− g + 1 > 2. Hence deg(A) ≥ g − 1 > Cliff(L) ≥ Cliff(A) and the proof of [2], Theorem 3, pp. 78–79, applies
verbatim, yielding our statement. In particular, we have deg(D) = deg(L)− deg(A) ≤ deg(L)− g + 1. 
Proof of Theorem 3. Let L ∈ Grd(C), such that h0(L) = r + 1 and h1(L) = r − d+ g . Our upper bound on r − d+ g implies
that d > g + 1 and that the condition
ρ(g, r, d) ≤ r − 3 (7)
is stronger than
3g − 3−
(
h0(L)+ h1(L)+ 1
2
)
< 0. (8)
Indeed, (7) is equivalent to
6g ≤ (6r + 6)h1(L)+ 6r − 18, (9)
while (8) holds if and only if
6g ≤ h1(L)2 + (2r + 3)h1(L)+ r2 + 3r + 6, (10)
and the right hand side of (9) is less than or equal to the right hand side of (10) precisely under our numerical assumption
on h1(L).
Now, assume by contradiction that L is not normally generated. Let D be the effective divisor whose existence is ensured
by Theorem 2 and let A := L(−D). Since deg(D) ≥ 2n+2, from h0(L(−D)) = h0(L)−n−1 it follows that Cliff(A) ≤ Cliff(L).
On the other hand, the inequalities on deg(D) provided by Theorem 2 imply that g − 1 ≤ deg(A) ≤ d − 4. Hence the
following Lemma 1 applies and we get the desired contradiction. 
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Lemma 1. Let C be a general curve of genus g and let L ∈ Grd(C) with 0 ≤ ρ(g, r, d) ≤ r − 3 and g − d + r ≤ r2 . If
g − 2 ≤ deg(A) ≤ d− 3 then Cliff(A) > Cliff(L).
Proof. First of all, notice that the assumption ρ(g, r, d) ≤ r − 3 implies
ρ(g, r + 1, d)+ (g − d+ r)+ 4 < 0. (11)
In particular, we have r = rmax(d), where
rmax(e) := max{s : ρ(g, s, e) ≥ 0}.
Since ρ(g, r, d− 1) = ρ(g, r + 1, d)+ (g − d+ 1+ r), from (11) it follows that ρ(g, r, d− 1) < 0; hence
rmax(d− 1) ≤ rmax(d)− 1. (12)
On the other hand, we have ρ(g, r−2, d−4) = ρ(g, r+1, d)+3(g−d+ r+1)− (r−1) < 0 by (11) and the assumption
g − d+ r ≤ r2 . Thus
rmax(d− 4) ≤ rmax(d)− 3. (13)
Finally, if e− 2 ≥ g − 2 then
rmax(e− 2) ≤ rmax(e)− 1. (14)
Indeed, let R := rmax(e) and notice that
ρ(g, R, e− 2) = ρ(g, R+ 1, e)+ g − e < 0.
Now, from (12)–(14) it follows that
rmax(d− n) ≤ rmax(d)−
[n
2
]
− 1
for any n ≥ 3. Hence if deg(A) = d− n then we have
Cliff(A) > d− n− 2rmax(d− n) > d− 2rmax(d) = d− 2r = Cliff(L),
as claimed. 
Proof of Corollary 1. By Theorem 3 we haveΣ = ∅; hence we just need to check that
expdimΣ = ρ(g, r, d)− 1−
∣∣∣∣( r + nn
)
− (nd+ 1− g)
∣∣∣∣ < 0.
Indeed, fixing n = 2 we estimate
expdimΣ ≤ (h1(L)+ 4)r −
(
r + 2
2
)
− h1(L)− 6.
If h1(L) = 0, 1 we deduce expdimΣ < 0 for every r ≥ 3. If instead h1(L) ≥ 2, the same conclusion follows by taking into
account the inequality
h1(L) ≤ 4r + 2−
√
12r2
2
= 2r −√3r + 1 < r
3
+ 1.
Hence expdimΣ < 0 for any n ≥ 2 and the proof is complete. 
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