We define a notion of 'genericity' for endomorphisms, and give basic properties and some examples.
Introduction
The notion of a 'generic' automorphism of a homogeneous structure was introduced in [19] . This word has been applied to automorphisms in some different, but related ways, for instance also by Lascar in [12, 13] , and some comparisons between the different definitions is given in [20] . The definition is that an automorphism is generic if it lies in a comeagre conjugacy class. This was mainly applied to (countable) homogeneous structures, where this means that any isomorphism between finite substructures extends to an automorphism.
The goal of this paper is to extend the notion to other contexts, specifically to endomorphisms. The definition carries over straight away, but we have to explain and make sense of the word 'comeagre'. This is used for a set in a complete metric space which contains a countable intersection of dense open sets, and in the case originally studied, it is well known that the automorphism group of any countable structure carries a natural metric, under which it is complete, and so the definition makes sense.
Let Ω be a countably infinite set. Then we write Ω Ω for the set of all functions from Ω to itself. This is a monoid under the natural operation of composition. In addition, it is a topological space under a topology arising from a complete metric, so we may apply the notions of Baire category. Specifically, if {x n : n ∈ ω} is some fixed enumeration of Ω, then we may define the distance between two members f and g of Ω Ω to equal 1 2 n where n is the least such that f (x n ) = g(x n ) (if any, and 0 if f = g). This makes Ω Ω a complete separable metric space whose topology is generated by basic open sets of the form [p] = {g ∈ Ω Ω : p ≤ g} (where p ≤ g here means that p is a restriction of g). Now suppose that Ω carries some first order structure. The principal examples we shall discuss in this paper are the random graph and the rationals as an ordered set (though we shall also consider the trivial structure on a countably infinite set, and the countable dense circular order), and these will be written Γ and (Q, ≤) respectively. Note that in the latter case, we definitely opt for the reflexive relation ≤ rather than the strict relation <. This is because, when considering homomorphisms, they are not equivalent. A homomorphism is required to respect the relations named in the signature, but not necessarily their negations. Thus a homomorphism of Γ must map edges to edges, but is allowed to map a non-edge to an edge, or even to a point, and for Q, a < b are allowed to be mapped to the same point (but then, all points in between must also be mapped to this point).
If we use a script letter A for a structure, then its domain will be denoted by the corresponding Roman letter A. 'Substructure' will be indicated by ≤, and if a ⊆ A, then we may abuse notation by also using a for the substructure induced on a. Note that in this paper (unlike [19] ) we write actions of maps on the left of their arguments. where n is least such that f (x n ) = g(x n ) or f −1 (x n ) = g −1 (x n ) (if any, and d(f, f ) = 0) under some enumeration of A, but it is harder to give the explicit metric for Epi(A).
In [2] the usual notion of homogeneity (otherwise known as 'ultrahomogeneity') is generalized to the homomorphism situation (and some results about these notions are given in [1, 7, 15, 16] ). A structure A is said to be HH-homomorphism-homogeneous (abbreviated to just 'HH') if every finite partial homomorphism of A extends to a homomorphism of A (and similarly for MM; the usual notion of homogeneity may then be written as II to fit this pattern). Here by a finite partial homomorphism of A is meant a homomorphism p from a finite subset of A to A, and similarly for finite partial monomorphism or isomorphism. We may write P for the family of finite partial homomorphisms, monomorphisms, or isomorphisms respectively, and [p] stands for the set of all homomorphisms, monomorphisms, or isomorphisms extending p. Since we here consider monoids which were not treated in [2] , namely Epi, Bi, and Emb, we get further notions of homomorphism-homogeneity, explored in [14] . Abbreviating endomorphism, epimorphism, monomorphism, bimorphism, embedding, and automorphism by H, E, M, B, I, and A, we have, apparently at any rate, 18 notions to consider. For instance, A HE-homomorphism-homogeneous means that every finite partial homomorphism of A extends to an epimorphism, and IA is another way of expressing usual 'homogeneity'. In fact some of them are equivalent, but we do not go into that here, and instead examine the situation just for generics, where there is quite a lot that we are able to say, at least for some well-known structures.
General conditions for the existence of generics
In this section we develop necessary and sufficient conditions for generics to exist in the various monoids, based on the sufficient condition given in [19] , and the modification which gives a necessary and sufficient condition in [9, 8] . First however we make an easy observation on the connection between Emb(A) and Aut(A) under the assumption of homogeneity (presumably this does not hold without that assumption).
Theorem 2.1. If A is homogeneous (that is, IA), then any generic member of Emb(A) is an automorphism (and is generic as an automorphism). Similarly, if A is MB or HE then any generic member of Mon(A), End(A) lies in Bi(A), Epi(A) respectively (and is generic as a bimorphism or epimorphism).
Proof: Let g ∈ Emb(A) be generic. Then there are countably many dense open sets D n such that D n is contained in the conjugacy class of g. For a ∈ A let E a = {e ∈ Emb(A) : a ∈ range(e)}. We show that E a is a dense open subset of Emb(A). For openness, let e ∈ E a . Then for some b, e(b) = a. If p = {(b, a)} then e ∈ [p] ⊆ E a as required. For density, let p be a finite partial embedding of A. Then p is also a finite partial automorphism, so by homogeneity extends to an automorphism f say. Clearly f ∈ E a and so
By the Baire category theorem, n∈ω D n ∩ a∈A E a = ∅. Let f lie in this set. Then a ∈ range(f ) for every a, so f ∈ Aut(A). As f ∈ D n , f is conjugate to g. Hence g is also an automorphism.
Finally we have to see that g is generic as an automorphism. Now every member of D n is conjugate to g, and hence so is every member of D n ∩ Aut(A). So it suffices to show that each D n ∩ Aut(A) is a dense open subset of Aut(A). First for openness, let f ∈ D n ∩ Aut(A). Then as D n is an open subset of Emb(A), there is a finite partial embedding p of A such that p ≤ f and every embedding of A extending p lies in D n . Hence every automorphism of A extending p lies in D n ∩ Aut(A). For density, let p be any finite partial automorphism of A. Then p is also a finite partial embedding, so as D n is dense, there is an embedding f extending p lying in D n . Since D n is open, there is a finite restriction q of f extending p such that every embedding of A extending q lies in D n . By homogeneity of A, there is an automorphism of A extending q, and this is an extension of p lying in D n ∩ Aut(A). This establishes that D n ∩ Aut(A) is a dense open subset of Aut(A) as required.
The proofs for the other two cases are similar and are omitted. 2
Now the natural family of finite approximations to an automorphism of A consists of the family P of pairs of the form (a, p) where a lies in the age of A and p is a partial automorphism of a. There is a clear sense in which we may write (a, p) ≤ (b, q), namely provided a is a substructure of b, and q is an extension of p. (A slightly stronger requirement would be that p equal the restriction of q to a.) It is natural to attempt to apply to these approximations the same notions that arise in Fraïssé's Theorem, namely the joint embedding and amalgamation properties. In any non-trivial cases, the amalgamation property fails when applied to the whole of P , roughly speaking because inside a it is possible to find p such that it can be completed to an automorphism in more than one essentially different way. Therefore the existence of a generic automorphism cannot possibly be equivalent to the truth of the amalgamation property for P . Rather in [19] , it was shown that P having a cofinal subset closed under conjugacy, and which has the amalgamation property gives a sufficient condition. It was left open whether this, or a modification, would be necessary and sufficient, and this was solved, independently, in [8, 9] . The solution was that there is a generic automorphism if and only if P satisfies an (apparently) weaker condition, called in [9] the weak amalgamation property WAP, and in [8] the 'almost amalgamation property' (so the extra condition that the class be closed under conjugacy turned out to be unnecessary). The definition is that P is said to satisfy the WAP if any (a, p) ∈ P has an extension (b, q) such that for any (c 0 , r 0 ), (c 1 , r 1 ) ≥ (b, q) there are (d, s) and embeddings of (c i , r i ) into (d, s) such that the composites of the three maps from (a, p) to (d, s) via (c 0 , r 0 ) or (c 1 , r 1 ) are equal. Under these circumstances we say that (c 0 , r 0 ) and (c 1 , r 1 ) have been amalgamated over (a, p). To make what follows easier to read, let us say (slightly inaccurately) that an extension (b, q) of (a, p) in P is amalgamable if any two of its extensions can be amalgamated over (a, p).
Since the proofs given in [8, 9] didn't depend on the precise definition of the partial order on P (that is, in the above notation, whether q should just be required to be an extension of p, or that p should equal q a), we may regard our use of P in this section, where we specify a finite structure a such that p is a partial automorphism of a, as 'the same' as P given in section 1, where it just consisted of the map on its own. It is important that a be included in (a, p), as we need to have a structure of the correct similarity type on which p can act; if p is already a finite partial automorphism of A then we may take a to be dom p ∪ range p. When discussing other monoids, we still use the same letter P to stand for the natural family of finite approximations. Thus for instance, in Epi(A), P will stand for the family of pairs (a, p) where a is isomorphic to a finite substructure of A, and p is a partial endomorphism of a, partially ordered by letting (a, p) ≤ (b, q) if a is a substructure of b, and q is an extension of p.
In fact Kechris and Rosendal give additional information in their paper, and also analyze the situation for automorphisms whose conjugacy class is dense (not necessarily dense open). They show that such elements exist if and only if P has the joint embedding property. So in the remainder of this section we do two jobs; first we give necessary and sufficient conditions for homomorphisms in the various monoids to lie in a dense conjugacy class, and then move on to the similar results for comeagre conjugacy classes (the generic case). In both cases our arguments are simple adaptations of those in [9, 8, 19] . Note that in Theorems 2.2 and 2.3 we need to assume that A is IA, in addition to HE or MB, since at various points in the proof we need to extend partial isomorphisms to automorphisms (which will be conjugacies). Theorem 2.2. If A is IA and HE, then there is a dense conjugacy class in Epi(A) if and only if P has the joint embedding property. The analogous statement holds for the monoid Bi(A) under the assumption that A is IA and MB.
Proof: We just prove the result in the first case, since the two cases are just the same (and are both simple adaptations of the method from [9] ).
First suppose that f lies in a dense conjugacy class, and we show that P satisfies the joint embedding property. Let (a, p), (b, q) ∈ P , where we may assume that a and b are substructures of A. Since A is HE, p and q may be extended to epimorphisms of A, so by density of the conjugacy class of f , there are automorphisms g, h such that p ≤ g −1 f g and q ≤ h −1 f h. One checks that (ga, gpg −1 ), (hb, hqh −1 ) are isomorphic to (a, p) and (b, q) respectively, and since they are both restrictions of (A, f ), their union is a member of P , giving what is required.
Conversely, assume the joint embedding property for P , and we find an epimorphism with dense conjugacy class. For each finite partial homomorphism p of A, let D p = {f ∈ Epi(A) : (∃g ∈ Aut(A))gpg
Then we see that D p is dense open. Openness follows from the fact that as gpg −1 is finite, verification that f ∈ D p only depends on finitely many values. For density, suppose that q is a given finite partial homomorphism of A, and let a = dom(p) ∪ range(p) and b = dom(q) ∪ range(q), so that (a, p), (b, q) ∈ P . Then by the joint embedding property, there are isomorphisms ϕ, ψ from a, b respectively into c such that (ϕa, ϕpϕ −1 ), (ψb, ψqψ −1 ) ≤ (c, r) ∈ P . By changing ϕ and ψ if necessary we may suppose that c is a substructure of A, and as A is HE, r may be extended to h ∈ Epi(A). As A is IA, ϕ and ψ may be extended to automorphisms ϕ , ψ . Let
Since every D p is dense open, the intersection of all the D p is non-empty, and any member of this intersection has a dense conjugacy class. 2 Theorem 2.3. If A is IA and HE, then Epi(A) has a generic member if and only if P has the joint embedding property and the weak amalgamation property, and similarly for Bi(A) assuming that A is IA and MB.
Proof: First suppose that M = Epi(A) has a generic member. Then M has a dense conjugacy class, so by Theorem 2.2, P has the JEP. Next we show that P has the WAP. Suppose not, for a contradiction, and let (a, p) be chosen to violate the definition of WAP. This means that (a, p) has no amalgamable extension. We assume that a ≤ A.
Our strategy is to work in the product M 2 and to produce a pair (g, h) of generic epimorphisms which are however not conjugate, which will give a contradiction. Since M has a generic, there is a countable family of dense open subsets D n of M such that all members of n∈ω D n are generic. Now working in M 2 , we let D n = {(g, h) ∈ M 2 : g, h ∈ D n } and for each embedding θ of a into A we let
Clearly D n is dense open and we show that E θ is too. Openness of E θ is clear, since membership in E θ only depends on finitely many points of A, so we concentrate on density. Let (p 0 , p 1 ) be any pair of finite partial endomorphisms of A. We shall find epimorphisms g, h such that p 0 ≤ g, p 1 ≤ h, and (g, h) ∈ E θ . If for some x ∈ dom p ∩ dom p 0 , px = p 0 x then we take any epimorphisms g ≥ p 0 and h ≥ p 1 (which exist since A is HE) and vacuously (g, h) ∈ E θ since p ≤ g is necessarily false. Next if for every extension k of θ to an automorphism of A and all epimorphisms g ≥ p ∪ p 0 and h ≥ p 1 , kgk −1 = h, then any such choice of g, h will serve. Otherwise, suppose that such k, g, h are chosen so that
which cannot be amalgamated over (a, p). Since A is IA and b ≤ A, we may assume that c 0 and c 1 are substructures of A. As A is HE there are g , h ∈ M extending r 0 and kr 1 k −1 respectively.
by k and (c 1 , r 1 ) by k, then this gives an amalgamation over (a, p) since k, k both extend θ, so agree on a.
Since all D n and E θ are dense open, and θ only takes countably many values, there is some (g, h) lying in n∈ω D n ∩ {E θ : θ an embedding a → A}. Furthermore, (g, h) may be chosen so that p ≤ g. Since g, h ∈ n∈ω D n they are generic, so for some k ∈ Aut(A), kgk
Conversely, assume that P has the JEP and WAP. We find countably many dense open sets all members of whose intersection are conjugate, giving the desired comeagre conjugacy class.
For each (a, p) ∈ P such that a ≤ A let
and for each (
First we show that for any (a, p) ∈ P where a ≤ A, D(p) and E((a, p)) are dense open, and for
The fact that they are open follows since in each case membership may be determined on a suitable finite subset of A. Density of D(p) follows from the JEP, and of E((a, p)) from the WAP.
To see that
is an amalgamable extension of (a 1 , p 1 ) and a 3 is a substructure of A, consider an arbitrary finite partial endomorphism p, and let g be an epimorphism extending it (by HE). If p 2 ≤ g then automatically g ∈ F ∩ [p], so we assume that p ≤ g . Hence q = p 2 ∪ p is a function, and we let b = a 2 ∪ dom q ∪ range q. Then (a 2 , p 2 ) ≤ (a 3 , p 3 ), (b, q), so as (a 2 , p 2 ) is an amalgamable extension of (a 1 , p 1 ) there are (c, r) ∈ P and embeddings θ 1 : (a 3 , p 3 ) → (c, r) and θ 2 : (b, q) → (c, r) which agree on a 1 . Thus
2 rf 2 is a finite partial endomorphism, so can be extended to an epimorphism g.
Since we have countably many dense open sets, we can consider their intersection, and it is required to show that any two members g 1 , g 2 of this intersection are conjugate. Let Q be the family of triples of the form (θ, (a, p), (b, q)) such that (a, p), (b, q) ∈ P with a, b ≤ A, p ≤ g 1 , q ≤ g 2 , and θ is an isomorphism from a to b such that θpθ −1 = q. We use back-and-forth and choose a sequence of members (
We
have been chosen for i ≤ n where n ≥ 1 satisfying the above properties. For the back-and-forth we let x be the mth member of A in some fixed enumeration where 2m = n if n is even and 2m + 1 = n if n is odd. If n is even we extend to the (n + 1)th step so that x ∈ dom p n+1 ∩range p n+1 and if n is odd we extend so that x ∈ dom q n+1 ∩range q n+1 . We just do the former. Since g 1 ∈ E((a n ∪{x, g 1 x, g
with a n+1 ≤ A. Let f be an automorphism extending θ n . Then (a n , p n ) is an amalgamable extension of (a n−1 , p n−1 ), and hence, applying θ n , (b n , q n ) is an amalgamable extension of (b n−1 , q n−1 ).
, and θ n+1 = hf a n+1 . To see that θ n a n−1 ≤ θ n+1 , let y ∈ a n−1 . Then θ n+1 y = hf y = hθ n y = θ n y since h fixes b n−1 = θ n a n−1 pointwise. This gives the induction step.
It is clear that a i = b i = A since the back-and-forth has specifically ensured that this is true. Since θ 1 a 0 ≤ θ 2 a 1 ≤ θ 3 a 2 ≤ . . ., we can define θ to be the union of all the θ n+1 a n , and this is an automorphism of A such that θg 1 θ −1 = g 2 , establishing that g 1 and g 2 are conjugate, as required. 2
The trivial structure
In this section, we describe the generics in Epi(Ω). This is particularly instructive, since it leads on to a similar, but more complicated characterization for Γ. For Ω, Aut and Bi coincide, as do Emb and Mon, so we just have four monoids to consider. But by Theorem 2.1, any generic member of Emb(Ω) lies in Aut(Ω) (and we know what these are from [19] ) and any generic member of End(Ω) lies in Epi(Ω), so it is just this case that we treat. (After writing this, we found that the first part of the following theorem is also given in [22] , Theorem 3.)
In Ω Ω , we have the notion of an orbit of f , which is defined to be an equivalence class under the relation x ∼ y if there are m, n ∈ N such that f m x = f n y. If there is some x in an orbit which is fixed by f k for some k > 0, then we say that it cycles, and then the whole orbit consists of n∈N f −n x for any x in its cycle, and we can describe this as consisting as the cycle itself, together with all the elements not in the cycle, which are arranged in 'trees' leading into the points of the cycle. If there is no cycle in the orbit, then it consists of a single tree with outdegree 1 at all vertices. We can view each orbit as a connected directed graph where there is an edge from x to f x for each x, and when describing the structure of the orbits, we refer to this digraph when required without further mention. The particular orbit pattern which captures what happens for generic members of End(Ω) is the disjoint union of some finite number k of copies of ω <ω , where this denotes the set of finite sequences of natural numbers, viewed as a digraph in which (σ ∧ (i), σ) is an edge for each σ ∈ ω <ω and i ∈ ω, and the k copies of the empty sequence form a cycle of length k. Formally, this digraph is equal to k × ω <ω , where ((i, σ), (j, τ )) is an edge if and only if σ = τ = the empty sequence and j = i + 1 or j = 0 and i = k − 1, or i = j and for some k, σ = τ ∧ (k). Let us call this a generic k-cycle.
Theorem 3.1. (i) An element g of End(Ω) is generic if and only if all its orbits are generic k-cycles for some finite k, and every k arises infinitely often.
(ii) An element of Emb(Ω) is generic if and only if it lies in Sym(Ω) and is generic as a member of Sym(Ω) (which as shown in [19] means that it has no infinite cycles, and has infinitely many cycles of each finite length).
Proof: (i) It is clear that all elements of End(Ω) all of whose orbits are generic k-cycles for some finite k, and such that each such k arises infinitely often, are conjugate, since the two corresponding digraphs are isomorphic, and an isomorphism between the digraphs provides the desired conjugacy (and note that such an element also lies in Epi(Ω)). So it suffices to show that the family of endomorphisms having this orbit pattern is comeagre. As in the corresponding proof in [19] , we find countably many dense open sets whose intersection is contained in (equals actually) the given set.
For x ∈ Ω, let D x be the set of members f of Ω Ω such that for some i > j ≥ 0,
, and given any f ∈ Ω Ω and finite subset A of Ω, we can alter f outside A to ensure that the result lies in D x , to establish density.
Next consider E k,m = {f ∈ Ω Ω : f has at least m orbits of cycle-length k}. As in [19] , this is dense open, so g lies in it.
Finally let F x,m = {f ∈ Ω Ω : |f −1 {x}| ≥ m}, which is also easily seen to be dense open. We have therefore found countably many dense open sets, and their intersection is precisely equal to the set of all members of End(Ω) having the stated orbit pattern.
(ii) This follows at once from Theorem 2.1. 2
The ordered rationals
To explain what happens in this case, we have to recall some standard material about orderpreserving permutations of the rationals, and we also have to give corresponding information about endomorphisms. Now if g is an automorphism of (Q, ≤) (or indeed any linearly ordered set, usually though assumed to be doubly homogeneous), then we define an orbital to be the convex closure of an orbit. Thus it is a subset of Q of the form {y ∈ Q : ∃m, n ∈ Z(g m x ≤ y ≤ g n x} for some x, and this set is the orbital containing x. Since g is order-preserving, there are three possibilities for an orbital X: for all x ∈ X, x < gx; for all x ∈ X, gx < x; and gx = x where X = {x}. In these cases we say that the orbital has parity +1, −1, and 0 respectively. Since all orbitals are convex, the family of all orbitals of g receives a natural linear ordering, and together with the assignment of ±1 and 0 it becomes a '3-coloured' linear order. The family of all orbitals, together with this colouring, is called the orbital pattern of g. A standard result on ordered permutation groups says that two automorphisms of Aut(Q, ≤) are conjugate if and only if they have isomorphic orbital patterns, see [4] Theorem 2.2.5 for example.
For endomorphisms, one can attempt to carry out a similar kind of analysis, though for now we just restrict attention to the way that things work out for generics. We want to describe the behaviour of a generic on a typical convex subset of Q. This will be a little like the non-trivial orbitals in what we have just described, but there will only be one kind in this instance. Let Q =0 = Q <0 ∪ Q >0 be the set of non-zero rationals, expressed as the union of the sets of negative and positive rationals, and consider X = n>0 Q =0 × Q n−1 ∪ {0} (where this is of course a disjoint union). By describing this set as a family of finite sequences, we are intending to make it easier to describe a natural order-homomorphism (and of course, we must also say what the ordering is). The map g on X is given by deletion of the final entry, for sequences of length greater than 1, and all sequences of length 1 are mapped to 0 (including 0 itself). The ordering is given as follows:
and inside each block the ordering is lexicographic. The fact that x ≤ y ⇒ g(x) ≤ g(y) is clear. The effect of the map is to send each non-zero block one step toward the middle, and 0 is fixed. We describe a linear order isomorphic to this X under the action of g as a typical block.
Theorem 4.1. (i) An element g of End(Q, ≤) is generic if and only if Q can be written as q∈Q X q where each X q is a typical block under the restriction of g, and q < r ⇒ X q < X r .
(ii) An element of Emb(Q, ≤) is generic if and only if it lies in Aut(Q, ≤) and is generic as a member of Aut(Ω) (which as shown in [19] means that its family of orbitals is a densely {0, ±1}-coloured linear order without endpoints, where orbitals are coloured by their parity, in which between any two distinct points, all three colours occur).
Proof: (i) We first remark that elements of the form described exist. This is because the ordering
. . certainly exists and is countable, and hence Q copies of it is a countable dense linear ordering without endpoints, so isomorphic to Q. Furthermore, they are clearly all conjugate.
The main point therefore is to find countably many dense open subsets of End(Q, ≤) such that any member of their intersection has this special form. We remark that epimorphisms g of 'this special form' may be characterized thus: g has fixed points ordered in type Q, and each fixed point lies in a unique typical block. We therefore first find countably many dense open sets such that any member of their intersection has fixed points ordered like Q, and then show that each such point lies in a unique typical block, so that the union of all these typical blocks equals the whole of Q.
First let D a = {g ∈ End(Q, ≤) : (∃x, y)(x < a < y ∧ gx = x ∧ gy = y} for each a ∈ Q, and for each a < b in Q, let D ab = {g ∈ End(Q, ≤) : ga = a ∧ gb = b → (∃x ∈ (a, b))gx = x}. Now each of these is open, since if g ∈ D a , there are x and y witnessing the truth of the formula, and any endomorphism agreeing with g on x and y lies in D a , and if g ∈ D ab where a < b, if ga = a or gb = b then any endomorphism agreeing with g on a and b lies in D ab , and if ga = a and gb = b then there is x witnessing the truth of the formula, and any endomorphism agreeing with g on a, x and b lies in D ab . Next we verify openness. Let p be a finite partial homomorphism of (Q, ≤), and let x, y be such that for all points z of dom(p) ∪ range(p) ∪ {a}, x < z < y. Then p ∪ {(x, x), (y, y)} is an extension of p lying in D a , giving openness of D a . Now considering a < b, first extend p if necessary so that pa and pb are both defined. If pa = a or pb = b then already p ∈ D ab . If pa = a and pb = b, let y be the greatest point of [a, b] such that for some m > 0, p m y is defined and equals a, and let z be the least point of [a, b] such that for some m > 0, p m z is defined and equals b. Since p is order-preserving, y < z and if y < x < z where x is strictly less than every member of (
Any g lying in all the dense open sets so far has fixed points ordered like Q. To define 'block', we first let E a = {g ∈ End(Q, ≤) : (∃x)gx = a}, any g lying in all of these sets is surjective; F a = {g ∈ End(Q, ≤) : (∃n ≥ 0)g n+1 a = g n a}, any g lying in all of these sets lies in the block of some fixed point; G a = {g ∈ End(Q, ≤) : ga = a → ∃x∃y(x < a < y ∧ gx = gy = a}, if g lies in all these sets then the inverse image of any fixed point a is an interval I a such that a is in the interior of I a ;
H ab = {g ∈ End(Q, ≤) : gb = a → ∃x∃y(x < b < y ∧ gx = gy = a}, saying that I a is open, and so is the inverse image of every point.
We omit the verification that all these sets are dense open. Clearly any endomorphism lying in all these dense open sets is of the form stated.
(ii) We use Theorem 2.1, together with the characterization of generic members of Aut(Q, ≤) given in [19] . 2 
The random graph
We now look at the random graph. Here things become more complicated, because, even the existence of a single generic requires some labour, and we begin by examining this. They key issue concerns so-called 'extension lemmas'. The one which was established (implicitly) in [19] is that if p is a finite partial automorphism of a finite graph, then there there is an automorphism of a finite graph containing the originally given one extending p. This was isolated by Lascar as the key ingredient in showing that there exist 'mutual' generics, required in the proof of the small index property for Γ [5] , and Hrushovski proved the relevant result, namely that given any finite graph ∆, there is a finite graph ∆ containing ∆ such that every partial automorphism of ∆ can be extended to an automorphism of ∆ .
Lemma 5.1. If p is a partial endomorphism of a finite graph ∆, then there is a finite graph ∆ containing ∆, and an endomorphism of ∆ extending p.
Proof:
We may assume that p is not an isomorphism, since in that case we could use the result from [19] to extend to an automorphism of some ∆ .
Let D be the orbit digraph of p on ∆, that is the digraph having a directed edge from each member x of dom(p) to px, so that each vertex of D has outdegree 1 or 0, and write D = i<k D i , where the D i s are the connected components of D, that is, the orbits of p on ∆. For each i < k, let ∆ i be the induced subgraph of ∆ restricted to the (vertices in the) orbit D i , and let p i = p ∆ i . Note that ∆ and D have the same sets of vertices, for which we must view points not lying in the domain or range of p as lying in singleton orbits.
Then each D i is either a directed tree with one sink at the root (including as a degenerate case, the singletons just mentioned), which we call v i , or a directed cycle with directed trees feeding in. Note that if D i has a cycle, then p i is defined on the whole of ∆ i ; and if not it is defined everywhere except on the root (sink).
For each i < k for which the orbit D i cycles, let ∆ i = ∆ i and q i = p i (and let X i ⊆ ∆ i be the induced subgraph on which p i cycles).
For each i < k for which the orbit D i does not cycle, we find (∆ i , q i ) > (∆ i , p i ) such that q i contains a cycle as follows. For each vertex u ∈ D i , let f (u) = d(u, v i ), the (arc) length of the unique directed path from u to v i in D i , and let n i = 1 + max f , where max f is the length of the longest directed path to v i in D i . We let ∆ i be obtained from ∆ i by adding a set X i = {x 1 , . . . , x ni } of new vertices, all pairs of which are adjacent, and where the edges between ∆ i and X i are given by u ∼ x j if f (u) + j < n i . Now let q i be the map given by q i u = p i u for u ∈ ∆ i − {v i }, q i v i = x 1 , qx j = x j+1 for each j ≤ n i − 1, and q i x ni = x 1 . Then q i is an endomorphism of ∆ i , with a cycle on X i . To see that it preserves the graph relation, note that it clearly preserves it on each of ∆ i and X i separately, so we just need to consider u ∈ ∆ i and x j ∈ X i , and show that if u ∼ x j then q i u ∼ q i x j . Since u ∼ x j , f (u) + j < n i . Hence if u = v i then f (u) = 0, so that j < n i , and q i (u) = x 1 , q i (x j ) = x j+1 = x 1 , and these are joined by definition. If however u = v i , then f (u) > 0, and f (q i u) = f (p i u) = f (u)−1, so that f (q i u) + (j + 1) < n i and q i u ∼ x j+1 = q i x j as required.
Finally let ∆ = i<k ∆ i , where all vertices of ∆ i are joined by an edge to all vertices of X j , for j = i, and for which the orbit on D j does not cycle, and let q = i<k q i . Then q is an endomorphism of ∆ ⊇ ∆ which extends p. 2 This lemma is a key point in establishing the existence of generic endomorphisms in this case, but more is required than for automorphisms, as the orbit structure will be much more complicated. As 'unars' (that is, structures with a single unary function) the orbits will have the same pattern as in Theorem 3.1 (by the same proof), but this time there is a graph structure to consider too. Given a finite approximation to an orbit, which we can assume is closed under the action of the endomorphism (and hence cycles), we can always extend by putting in non-edges further out from the cycle. Of course, any two members of g −1 (x) must necessarily be joined by a non-edge (since if they were joined by an edge, they could not be collapsed to a single point). However, we can join other pairs of vertices by non-edges, even if they are farther apart in the unar. It is much harder to join vertices by an edge, and this can only be done if their images are or can be joined by an edge. Generically therefore, we expect there to be many non-edges. Pinning down the possibilities seems to be quite involved, and so we resort to a subsidiary Fraïssé construction to give what we want. For any positive integer k and graph γ on k = {0, 1, 2, . . . , k − 1} which is preserved by the cyclic permutation of k (+1 mod k), let P γ be the family of all pairs (X, p) such that X is a graph extending γ, and p is an endomorphism of X extending the cyclic permutation on k.
Lemma 5.2. For any k and graph γ on k preserved by the cyclic permutation of k, P γ is an amalgamation class.
Proof: Note that in this instance, the 'empty' structure does not lie in P k , since we must always have k at least (and the graph and action of p on it), but this doesn't matter, and k performs the role of the empty structure. Thus joint embedding will follow from the amalgamation property as usual, by amalgamating over k. The hereditary property also holds, recalling that by definition, substructures have to be closed under the action of p. So we can concentrate on amalgamation. Letting A, B, C be an amalgamation diagram, where there are embeddings of A into each of B and C, and A, B, C ∈ P k , by replacing by isomorphic copies, we may suppose that A is a substructure of B and C, and furthermore that A = B ∩ C. The amalgam will have domain B ∪ C, and there is no choice over the action of the map, since it is already defined on each of B and C separately. All that is necessary is to specify the graph structure, specifically, to say how members of B − C and C − B are joined. The decision is that no new edges are added, and this clearly ensures that the map on B ∪ C is an endomorphism, as required. (It is possible that we would be able to insert some new edges, but we cannot be sure.) 2
Motivated by this lemma, we say that a generic k-cycle of the endomorphism g (as defined in section 3) is a generic graph orbit of g if it is Fraïssé-generic corresponding to the family P k , where the graph structure and action on k are induced by Γ and g respectively. The crucial point is that there are only countably many generic graph orbits 'up to isomorphism'. If there were uncountably many, then this would rule out the existence of generic endomorphisms. (ii) There is no generic element of Mon(Γ).
(iii) An element of Emb(Γ) is generic if and only if it lies in Aut(Γ) and is generic as a member of Aut(Γ) (which is characterized explicitly in [19] ).
Proof: (i) The fact that any two elements as stated are conjugate is established by back-and-forth. For suppose that g and g have the form described, and let Q be the family of all finite partial isomorphisms q of Γ taking a subset of Γ closed under g to a subset closed under the action of g , and carrying the action of g to that of g (meaning that for x in the domain, qg(x) = g q(x)). The rather involved condition in the statement of (i) was specifically designed to make the back and forth steps possible. Notice that the fact that all orbits of g and g have finite cycles is used here in an essential way, and this ensures that we can close up under their actions and obtain endomorphisms of finite substructures.
As usual our main job is to find suitable dense open sets whose intersection contains precisely endomorphisms of the type described. Some of these are similar to those in Theorem 3.1(i). For x ∈ Γ, let D x be the set of members f of End(Γ) such that for some i > j ≥ 0, f i x = f j x. This is a dense open subset of End(Γ). Openness is shown as before, and density follows by appeal to Lemma 5.1. If g lies in all these sets, then all orbits of g cycle.
Next for each graph γ on k = {0, 1, 2, . . . , k − 1} preserved by cyclic permutation, consider E γ,m = {f ∈ End(Γ) : f has at least m orbits of cycle-length k whose action on the k-cycle is isomorphic to γ by an isomorphism respecting the cycle structure}. This is easily seen to be dense open, and if g also lies in all these sets, then it has infinitely many orbits corresponding to each γ.
Next, we have to ensure that all the orbits are generic graph orbits. For this, first for each x ∈ Γ, k and γ as in the previous paragraph, and (X, p) ∈ P γ , let F x,(X,p) = {f ∈ End(Γ) : x lies in an orbit of f which cycles as a copy of γ → (X, p) embeds in that orbit}.
Clearly F x,(X,p) is open. To see that it is dense, let f ∈ End(Γ) be arbitrary, and Y be a finite subset of Γ. Then by altering f outside Y , using Lemma 5.1, we may assume that the orbit of x under f cycles. If it does not cycle in a graph of length k isomorphic to γ, then automatically f ∈ F x,(X,p) . Otherwise, as in the proof of Lemma 5.2, we may alter f outside Y preserving the action on i∈ω f i x to ensure that (X, p) embeds. If g lies in all these sets, then the orbit of x must embed all members of the relevant 'age'.
To ensure homogeneity of the orbit containing x, we may find a dense open set corresponding to each instance of the amalgamation property. Namely, for each amalgamation diagram D in age(P γ ), let a corresponding G D comprise all those endomorphisms of Γ such that if x lies in an orbit which cycles as γ, and an embedding of D in the orbit of x is given, then they can be amalgamated in the orbit. An argument similar to that for F x,(X,p) shows that G D is dense open. If f lies in all these dense open sets as well, then its orbits are all generic graph orbits.
Finally let A ∪ B be a finite graph such that A ∩ B = ∅, B ⊆ Γ, and let p ∈ End(A ∪ B). We let H (A,B,p) be the family of all endomorphisms g of Γ such that either gB ⊆ B, or p does not extend g B, or there is A ⊆ Γ − B and an isomorphism from A ∪ B to A ∪ B fixing B pointwise and carrying the action of p on A ∪ B to that of g on A ∪ B. Then H (A,B,p) is clearly open (since membership of this set depends on just finitely many points). To see that it is dense, let g ∈ End(Γ) and finite X ⊆ Γ be given, and assume that A ∩ Γ = ∅. If gB ⊆ B, or p does not extend g B then automatically g ∈ H (A,B,p) , so we now suppose that gB ⊆ B and g B ⊆ p. Turn A ∪ Γ into a graph extending A ∪ B by adding no new edges. By Lemma 5.1 there is a finite graph B ⊇ B ∪ X ∪ gX contained in Γ and an endomorphism q of B extending g B ∪ X. As (A ∪ B) ∩ B = B, p and q agree on B, and we added no new edges in forming A ∪ Γ, p ∪ q is an endomorphism of A ∪ B . By genericity of Γ there is an isomorphism θ taking A ∪ B into Γ fixing B pointwise. Let A = θA and let h be an endomorphism of Γ extending θ(p ∪ q)θ −1 = θpθ −1 ∪ q. Then h ∈ H (A,B,p) and h agrees with g on X, giving density of H (A,B,p) .
We have therefore found countably many dense open sets, and their intersection is precisely equal to the set of all members of End(Ω) having the stated orbit pattern.
(ii) We use ideas from a proof in [20] of a theorem due to Hodkinson that there are no mutually generic pairs in Aut(Q, <). The intuition is that we can show that there is a property of any generic member g of Mon(Γ) which has to be able to take 2 ℵ0 values, but g can only exhibit countably many of these. Officially, the proof is done by a diagonalization.
Let us remark on the cycle structure that any generic member g of Mon(Γ) would have to have. For a start, it is easy to see that g must be a permutation of Γ (that is, onto), since no finite approximation can exclude any particular point of Γ from the range of g. Now as for Aut(Γ), there will have to be infinitely many finite cycles of all possible finite lengths, and with all possible (compatible) graph structures, and so on. The key new remark in this case, is that there must also be infinite cycles. For any finite approximation can always be extended to include points a, b, c such that ab is a non-edge and bc is an edge, and a is mapped to b, and b to c. But in any extension of such a partial map, a cannot now lie in a finite cycle, as this would mean that under some iterate of g, the edge bc is mapped to the non-edge ab, which is not allowed (it is allowed to create an edge, but not to destroy one). Hence g has at least one infinite cycle (infinitely many of them, actually). Now the key idea in our argument is that there are uncountably many 'patterns' which can be exhibited by infinite cycles realized by a generic member of Mon(Γ), but there is only 'room' for countably many, and so this situation is contradictory. We actually do this by an explicit diagonalization. First we explain what is meant by a 'pattern' in this context. Let a lie in an infinite cycle of g ∈ Mon(Γ). Then for each r > 0 there is a least k ∈ Z which we write as k(r) such that g k a is joined by an edge to g r+k a. In fact for any monomorphism there is such a k provided we allow it to have values in ±∞, but for a generic, k(r) is necessarily finite. This is because each finite partial monomorphism p has an extension in which for some but not all values of k, p k a is joined to p r+k a (and as g must preserve edges, if this holds for some value of k, then it holds for all greater values). Here k is therefore a function from the set of positive integers to Z, and so we expect that it could take 2 ℵ0 values. We refer to these functions as patterns, and the ones which arise for g are said to be exhibited by g. Now it is clear that any two generic monomorphisms must exhibit the same patterns (since the conjugating element must preserve everything about them), and using this observation, we are now able to reach a contradiction. Since g is generic, there are dense open subsets D n of Mon(Γ) such that the conjugacy class of g contains n∈ω D n . In particular this means that all members of n∈ω D n are generic. Let F be the set of functions which are exhibited by g, and let {(f n , x n ) : n ∈ ω} enumerate all ordered pairs whose first co-ordinate lies in F and whose second co-ordinate lies in Γ. We now construct another generic h as follows in countably many steps, h = n∈ω p n where
are not (and these are all defined) and k = f n (r). To see that this is possible, note that as p 2n+1 is finite, the partial cycle containing x n is finite (possibly empty). If it is already a cycle, then no extension is necessary. If not, then we can extend (taking r to be greater than the length of the partial cycle containing x n ) so that the stated condition holds for some k = f n (r). Now let h be the union of all the p n . Extensions of the second kind ensure that h is defined on the whole of Γ, and as h ∈ n∈ω D n , it is generic. However, by construction, h exhibits a pattern which does not lie in F. (In fact, none of the patterns exhibited by h lie in F.) Since, by our remark above, the family F is the same for any generic, this gives the desired contradiction.
(iii) Once more we appeal to Theorem 2.1. 2
We remark that in Theorem 5.3 we have given a non-existence proof for generic monomorphisms very much in the style of the one for pairs in Aut(Q, ≤) presented in [20] (a result originally proved by Hodkinson using games). Now that we have a necessary and sufficient condition for the existence of generics of all types in Theorem 2.3, we can obtain this result much more simply, avoiding diagonalization. It just suffices to note that WAP fails for P . For consider a finite graph with vertices x 0 , x 1 , x 2 in which x 1 x 2 is an edge but x 0 x 1 is not (and whether x 0 x 2 is or not doesn't matter). Then the map p taking x 0 to x 1 and x 1 to x 2 is a finite partial monomorphism. If Mon(Γ) had a generic member, then by Theorem 2.3, P would have to fulfil the WAP, and so there would be an amalgamable extension (b, q) of (a, p) in P , where a = {x 0 , x 1 , x 2 }. Let {x i : m ≤ i ≤ n} be the orbit of x 0 under q. Then all x i must be distinct, since q must preserve the edge x 1 x 2 so that x i x i+1 is an edge if and only if 1 ≤ i < n. We can now form two extensions of (b, q) of the form (c j , r j ) where c j = {x i : m ≤ i ≤ n − m + 1} for j = 0, 1 and x 0 , x m−n+1 are joined in c 0 but not in c 1 , and these cannot be amalgamated over (a, p). (This is essentially the same as the diagonal argument.)
Presumably one can find a similar revised proof for Theorem 2.4 in [20] , but we have not worked out the details of this.
Other structures
The situation regarding generics in the countable dense circular order was remarked on in [19] , namely, there are no generics, but ℵ 0 conjugacy classes of local generics. We here recall what this means, and investigate what happens for the other monoids. The structure was also studied in [21] . We also consider 2-transitive trees as described in [3] . These are not homogeneous, but in a slightly enlarged language, some of them are, so we can attempt to describe generics here too.
The countable dense circular order (C, R) may be axiomatized by a ternary relation, and as for Q we have to decide whether to use the strict or reflexive relation. Since if we use the strict relation we get nothing new (since any endomorphism is 1-1) we work with the reflexive relation, which we write as R. We may take the domain to comprise all complex numbers of the form e iθ for rational θ, where R(a, b, c) if the anticlockwise arc from a to c round the circle passes through b. In accordance with the remark just made, R(a, a, c) and R(a, b, b) are always regarded as holding. Some results about this structure are given in [21] , in particular, a characterization of the conjugacy classes of its automorphisms. None of these are generic, and this is because there are countably many pairwise incompatible behaviours, which can be guaranteed by finite partial automorphisms. For instance, a map which just fixes a single point is incompatible with one which interchanges two distinct points. We say that an automorphism is locally generic if its conjugacy class is comeagre on some non-empty open set, and then we can see that (C, R) has exactly ℵ 0 conjugacy classes of local generics, which are determined by finite cycle-types and 'winding number'. See [19] .
As for the ordered rationals, Mon = Emb and Bi = Aut. For this we have to show that any monomorphism g preserves ¬R. Suppose therefore that ¬R(a, b, c) . Then a, b, c are distinct, and as R is 'total', R(a, c, b). As g preserves R, R(ga, gc, gb), and from this it follows that ¬R(ga, gb, gc). By analogy with the earlier results, we only need to try to characterize locally generic epimorphisms. Now we can consider the same family of finite maps which serve as representatives of the conjugacy classes of local generics in Aut(C, R), namely p mn for 0 < m < n where m and n are coprime, whose domain is a subset {x i : i < n} of C of size n in anticlockwise enumeration, defined by p mn (x i ) = x j where j ≡ i + m mod n. These are partial automorphisms, so are also partial endomorphisms, and indeed are still incompatible as endomorphisms, and they constitute a complete list of representatives of locally generic epimorphisms. We can describe what these epimorphisms are by an adaptation of the method from [19] using the generic epimorphisms of (Q, ≤) given in section 4. Instead of taking Q copies of Q, we take a circular order consisting of C copies of Q. We regard each copy of Q as a typical block. Given any locally generic automorphism of C we can then determine a corresponding locally generic epimorphism of C copies of Q which permutes the copies of Q in exactly the same way and which acts on the copies as typical blocks. Since C copies of Q is isomorphic to C this provides a corresponding locally generic epimorphism of C.
As a final example, we consider trees, otherwise know as 'semilinear orders', which we take to be partially ordered sets (T, <) such that any two elements have a common lower bound, and for any element, the points below it are linearly ordered. (We could also consider (T, ≤), which would be more involved, since 'collapse' along a branch is possible, as well as across different ones; (T, <) is already rich enough to illustrate what we want to show.) An extensive study of the possible structure of trees with appropriate transitivity assumptions was carried out by Droste in [3] , and he classified those which are 2-transitive, meaning that for any two isomorphic 2-element substructures, there is an automorphism taking the first to the second. In non-trivial cases, the maximal chains are ordered like Q, and they are of two possible types, 'positive' and 'negative', where the ramification points lie in the structure, or do not do so (in which case they lie in its 'completion', so can be specified by lower cuts), and the ramification order is fixed, but may be any integer ≥ 2 or ℵ 0 . We write T + k , T − k for the countable 2-transitive tree of ramification order k and of positive or negative type respectively.
Our reason for studying the T ± k particularly is that none of them are IA [3] (since not all 4-element antichains are in the same orbit of Aut(T, <)), but the ones of negative type are HH, as is shown in [1] . This is slightly misleading however, since each T ± k is still ℵ 0 -categorical, and an expansion of it is homogeneous, namely the one where we view it as a lower semilattice. In the case of positive type this is easy to describe; the required expansion in the negative case is a little harder, since the meets are ramification points, which do not lie in the original structure, so have to be represented via an interpretation. In all cases we get generic automorphisms, which shows therefore that a structure does not have to be homogeneous in order for it to have generic automorphisms (though a closely related (biinterpretable) structure is homogeneous).
We first attempt to give an informal description of what a generic automorphism g of (T, <) would have to be like. For ease we focus on 2-transitive trees of positive type and infinite ramification order. Since the structure is not homogeneous, we must either work with the lower semilattice in mind, or else restrict attention to partial automorphisms which can be extended to automorphisms, which we do now without mentioning it explicitly. First note that any finite partial automorphism can be extended to one with a fixed point, and so it follows that there must be some point x 0 fixed by g, and hence S = {x ∈ T : x < x 0 } is fixed setwise. Since S is order-isomorphic to Q, the action of g on S will be as described in Theorem 4.1(ii). On an orbital of S of non-zero parity, the cones must be correspondingly permuted, and g must induce an isomorphism between these cones, and this completely specifies the action of g on these up to conjugacy. An orbital of S of parity 0 is a fixed point, and here, g must permute the cones (and similarly those at x 0 ), and clearly it acts like a generic member of the infinite symmetric group, that is to say, with infinitely many finite cycles of each possible finite length (and no infinite ones). Furthermore, for a cone C which lies in a cycle of length k, g k fixes C setwise; the powers of g carry the action on C to the other cones in the cycle, and finally, each cone is isomorphic to the whole of T , and so the action of g k on C is isomorphic to that of g on T . Once we have chosen the action of g k on one such cone, its action on each other cone in the cycle is carried to it by the relevant power of g.
This description of g is fine as far as it goes. It is however 'recursive', in that in describing what g is, we have also assumed that we know what it is on subtrees (cones), so for a fuller description, one should unravel this. This seems very involved, and instead, we shall at least demonstrate that generic automorphisms exist by verifying that P has a cofinal subset with the AP. Now, unlike for the generic partial order [11] , it can be checked that any finite partial automorphism can be extended to one in which all points 'spiral'. Here a point a spirals under the action of p if for some integers m < n, p m a and p n a are defined and are comparable (p m a < p n a or p m a = p n a or p m a > p n a). Therefore, the family of all finite partial automorphisms such that all points of its domain and range spiral is cofinal. To find our desired cofinal subset having AP we have to refine this somewhat.
If a spirals, we say it has parity +1 if for some i < j, p i a and p j a are defined and p i a < p j a. Similarly for parity −1 or parity 0 if for some i < j, p i a > p j a, p i a = p j a respectively. First we note that no a can have more than one parity. For suppose for instance that p i a < p j a and p i a ≥ p j a where i < j and i < j . Choose such i, j, i , j so that j − i and j − i are as small as possible. Since p is a partial automorphism, we may suppose that i = i , and this gives p j a ≤ p i a = p i a < p j a, so j = j . If j < j then j − j < j − i = j − i, contrary to minimality of j − i, and if j < j then j − j < j − i = j − i , contrary to minimality of j − i . Next let the spiral length be the smallest value of j − i for which i < j and p i a and p j a are comparable. Finally, we take for our cofinal subset of P all those finite partial automorphisms p of (T, <) such that all members of the domain or range of p spiral, and such that if a < b in dom p ∪ range p, if a and b spiral with the same parity and same spiral length, then there is c ∈ dom p ∪ range p such that a < c < b which either spirals with different parity from a and b, or with different spiral length. Then as in [11] , one sees that this is a cofinal subset of P having the amalgamation property. The key step is to show how to extend a finite partial automorphism to one such that all points of its domain spiral (c.f. Lemma 5.1).
We remark that though we were principally thinking here of the case of positive type and infinite ramification order, the same methods apply in negative type and/or finite ramification order. In the latter case, when we come to the description about the cones at a fixed point, we just have to say that for some such, the cones will both be fixed, and for some they will be permuted, and all possible ways of doing so will occur throughout the tree. So the generic behaviour is exhibited overall, but not at each individual vertex.
Concluding remarks
In conclusion we mention some questions which we have so far been unable to resolve. In the first place, we have examples where two of the three relevant monoids, Aut, Bi, and Epi, are equal (the trivial structure and the ordered rationals), and where there are generics in each, and we also have an example (the random graph) in which all three monoids are distinct but there are generics in just two of the three. Presumably there are examples in which all three monoids are distinct, and they all have generic members, but we have not as yet found any such. We had hoped that trees would provide such an example, and they may still do so. Analysis of the situation for Bi or Epi could however be complicated, partly in view of the argument used to show that (T, <) is not IA. We cannot any more add the operation ∧ to the signature, and this is because any endomorphism which preserves < and ∧ must, as one easily sees, be an embedding. So we attempt to work without ∧. Now restrict attention to T = T We may now map {x ∈ T : x < a i for some i} onto C = {x ∈ T : x < b i for all i}, even by a monomorphism (since the chains between a 1 ∧ a 3 and the a i may be 'interleaved' to map to C since incomparability is allowed to be destroyed). The map p sending a i to b i may now be extended to a bimorphism of T (at least assuming k = ℵ 0 ) by finding other chains above a 1 ∧ a 3 to map to the chains (b 1 ∧ b 4 , b i ) . Full details of the proof that (T, <) is MB (and HE) are omitted; see [14] .
In section 5.3 we showed that Mon(Γ) has no generics by a diagonalization argument, and then remarked that this could alternatively be derived by appealing directly to the necessary and sufficient conditions given in Theorem 2.3. Presumably it is also possible to show that there are no mutual generics in Aut(Q, ≤) from the same theorem; a proof using diagonalization was given in [20] .
In practice, where we want to verify the existence of generics, without spelling out explicitly what they are like, as in [11] for instance, we have used the existence of a cofinal subset of P having the amalgamation property. This raises the question of whether there are cases in which WAP really must be used; in other words, does the existence of a cofinal subset having AP follow from WAP? We remark in passing that the extra condition required in [20] that the cofinal subset of P having AP should also be closed under conjugacy is actually unnecessary, since it is easy to check that if P has a cofinal subset with AP, then the family of all those (a, p) ∈ P such that any two extensions of (a, p) in P can be amalgamated over (a, p) is itself cofinal, with AP, and as it is also definable (since we have defined it), it is also closed under conjugacy.
These questions are rather technical. The question we would really like to know the answer to is whether the generic partial order has two mutual generics. The likelihood is that if this could be established, then one could also show that it has 'ample generics' in the sense of [9] , and the small index property would follow. But this seems quite difficult. The generic partial order shares some features both of the ordered rationals (as its maximal chains have that order-type) and the trivial structure (its maximal antichains), but the relation between the two is quite complex as shown in [11] . Related to this, one would also like to know if there are connections between the small index property and the existence of single generics.
Finally, we propose that the body of literature on automorphism groups (small index property, simplicity, cofinality) should have some counterpart for the case of the monoids, though exactly what this is is not clear. And, although the monoids we have studied seem the most natural, are there others which one should also take into account for other purposes, and do similar constructions apply to them?
