A short proof of backward uniqueness for some geometric evolution
  equations by Kotschwar, Brett
ar
X
iv
:1
50
1.
00
94
6v
1 
 [m
ath
.D
G]
  5
 Ja
n 2
01
5
A SHORT PROOF OF BACKWARD UNIQUENESS FOR SOME
GEOMETRIC EVOLUTION EQUATIONS.
BRETT KOTSCHWAR
Abstract. We give a simple, direct proof of the backward uniqueness of so-
lutions to a class of second-order geometric evolution equations including the
Ricci and cross-curvature flows. The proof, based on a classical argument of
Agmon-Nirenberg, uses the logarithmic convexity of a certain energy quantity
in the place of Carleman inequalities. We also demonstrate the applicability
of the technique to the L2-curvature flow and other higher-order equations.
1. Introduction
The invariance of a curvature flow ∂
∂t
g = E(g) on a smooth manifold M under
the action of Diff(M) has the important consequence that the isometry group of a
solution remains unchanged within any class in which the uniqueness of solutions
forward and backward in time is assured. An operator E with such an invariance,
however, is never strongly elliptic, and so these same questions of uniqueness are
not merely consequences of standard parabolic theory.
Whereas the problem of forward uniqueness for curvature flows can often be
converted to one for a strictly parabolic system by the means of DeTurck’s trick
(see, e.g., [H], [CZ], [BH2]), the ill-posedness of terminal-value problems for par-
abolic equations prohibits the application of this same technique to the problem
of backward uniqueness. This is discussed in some detail in [Ko1] in the context
of the Ricci flow. In that paper we show that, nevertheless, the problem can be
recast as one for a prolonged system to which the usual method of weighted L2
(Carleman-type) estimates can be extended.
The Carleman inequality approach to problems of backward uniqueness, which
originates in the classical work of Lees and Protter [LP], [Pr], is extremely robust
and is the basis of a vast literature of results on the unique continuation of solutions
to parabolic equations; for a picture of the current state-of-the-art, we refer the
reader to [E], [EF], [EKPV], [ESS], [EV], [F], [KT], [So], [T], and the references
therein. For the global problem of backward uniqueness, however, the simplest
approach is perhaps still the energy-quotient/logarithmic-convexity technique of
Agmon and Nirenberg [AN1], [AN2]. This approach dates to a few years after [LP]
and has since been clarified and extended by a number of authors (see, e.g., [BT],
[G], [Ku1], [Ku2], [O]). The analysis of the basic energy quotient on which it is
centered is related in turn to that of the parabolic frequency quantities of Poon
[Po] and others (e.g., [EKPV]).
The primary purpose of this paper is to show that this energy quotient technique
can also be applied to backward uniqueness problems for geometric flows once they
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have been appropriately reformulated. In Section 2, we use this technique to give a
shorter and more transparently quantitative proof of the general backward unique-
ness theorem for systems of mixed differential inequalities in [Ko1]. In Section 3,
we discuss the application of this result to the problem of backward uniqueness for
the Ricci and cross-curvature flows. In Section 4, we use this technique to prove
a backward uniqueness theorem for solutions to the fourth-order L2-curvature flow
and discuss extensions to a class of of higher-order equations.
We have already mentioned the connection of uniqueness results for geometric
flows to the preservation of the isometry group of a solution: for such flows, a
backward uniqueness theorem implies that solutions do not acquire new isometries
during their smooth lifetimes. There are a number of other qualitative properties of
geometric flows, however, which, when suitably formulated, amount to statements
of backward uniqueness for some system associated to the flow. Among them, for
example, are the impossibility of a classical solution to the Ricci flow becoming
spontaneously Einstein or self-similar at some point in its evolution [Ko1] or ac-
quiring a novel Ka¨hler or local product structure [Ko2]. A backward uniqueness
problem (albeit a somewhat nonstandard one – see [ESS]) is also at the heart of our
our recent work [KW] with Lu Wang on the asymptotic rigidity of shrinking Ricci
solitons. The connection between this particular type of problem of elliptic unique-
continuation-at-infinity and backward uniqueness was first illustrated by Wang in
[W1] (cf. [W2]) in the context of the mean curvature flow.
2. A general backward uniqueness theorem for second-order systems
2.1. Definitions and conventions. In this section, M = Mn will denote a con-
nected smooth manifold equipped with a smooth family g(τ) of Riemannian metrics
defined for τ ∈ [0,Ω]; the Levi-Civita connection and volume density of g(τ) will be
denoted by ∇ = ∇(τ) and dµ = dµg(τ), respectively. Let X and Y be smooth vector
bundles over M equipped with their own smooth families of bundle metrics. To
avoid having to introduce separate notation for these metrics, we will regard X and
Y as orthogonal subbundles of the bundle W = X ⊕Y relative to the single family
of metrics γ = γ(τ) onW . We will write ∂τg + b, ∂τγ + β, and B + trg(b) = g
ijbij .
We will also assume that X is equipped with a smooth family of connections
∇ˆ = ∇ˆ(τ) compatible with γ(τ), and use ∇ˆ to denote also the family of connections
induced by ∇ and ∇ˆ on tensor products of the bundles TM and T ∗M with X .
With this convention, we introduce the elliptic operator  + Λij∇ˆi∇ˆj for some
smooth, symmetric positive definite family of sections Λ = Λ(τ) of T 20 (M). Here
and elsewhere we use the convention that repeated Latin indices denote a sum from
1 to n. Finally, we define the backward and forward parabolic operators
LB + ∂τ ++∇iΛ
ij∇j , LF + ∂τ −−∇iΛ
ij∇j
acting on smooth families of sections of X .
2.2. Integral identities. The main ingredients of the proof of Theorem 3 below
are the integral identities and inequalities in the next two lemmas. Except for some
ultimately insignificant error terms arising from the time-dependency of the metrics
and connections involved, these identities are essentially specific instantiations of
those in Agmon-Nirenberg [AN1, AN2] (see also [Ku1], [Po]).
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For τ ∈ [0,Ω], we will let (·, ·) denote the L2(dµg(τ))-inner product induced by
γ(τ) on W , that is,
(U, V ) +
∫
M
〈U, V 〉γ(τ) dµg(τ),
and use ‖·‖ to denote the associated norm. To reduce the clutter in our expressions,
we will use an unadorned norm | · | to denote all fiberwise norms induced by g and γ
on the various bundles we will encounter below; the context will determine the norm
unambiguously. For smooth compactly supported families of sections X = X(τ)
and Y = Y (τ) of X and Y, respectively, we define
E + E(X,Y ) + ‖X‖2 + ‖Y ‖2, F + F(X),+
∫
M
|∇ˆX |2Λ dµ
where |∇ˆX |2Λ + Λ
ij〈∇ˆiX, ∇ˆjX〉.
Lemma 1. Suppose X and Y are smooth families of sections of X and Y on
[0,Ω] such that, for all τ , suppX(·, τ) and suppY (·, τ) are contained in some fixed
compact subset of M . Then,
d
dτ
E(X,Y ) = 2F(X) + 2 (LBX,X) + 2 (∂τY, Y ) + I1(X,Y )
= (LBX,X) + (LFX,X) + 2 (∂τY, Y ) + I1(X,Y ),
(1)
F(X) =
1
2
((LFX,X)− (LBX,X)) ,(2)
d
dτ
F(X) =
1
2
(
‖LFX‖
2 − ‖LBX‖
2
)
+ I2(X, ∇ˆX),(3)
for all τ ∈ [0,Ω], where
I1(X,Y ) +
∫
M
(
β(X ⊕ Y,X ⊕ Y ) +
B
2
(|X |2 + |Y |2)
)
dµ,
I2(X, ∇ˆX) +
∫
M
(
∂τΛ
ij〈∇ˆiX, ∇ˆjX〉+ 2Λ
ij
〈[
∂τ , ∇ˆi
]
X, ∇ˆjX
〉
+ Λijβ(∇ˆiX, ∇ˆjX) +
B
2
|∇ˆX |2Λ
)
dµ.
Proof. The identities in (1) follow from differentiating under the integral sign and
writing the term involving ∂τX in two ways. Writing∫
M
2 〈∂τX,X〉 dµ =
∫
M
2
〈
LBX −X −∇iΛ
ij∇ˆjX,X
〉
dµ
and integrating by parts yields the first, while writing∫
M
2 〈∂τX,X〉 dµ =
∫
M
〈LBX + LFX,X〉 dµ
yields the second.
For equation (2), we simply integrate by parts to obtain
F(X) = −
∫
M
〈
X +∇iΛ
ij∇ˆjX,X
〉
dµ =
1
2
∫
M
(〈LFX,X〉 − 〈LBX,X〉) dµ.
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For equation (3), we differentiate under the integral sign to obtain
d
dτ
F(X) = 2
∫
M
Λij
(〈
∇ˆi∂τX, ∇ˆjX
〉
+ Λij
〈[
∂τ , ∇ˆi
]
X, ∇ˆjX
〉)
dµ
+
∫
M
(
∂τΛ
ij〈∇ˆiX, ∇ˆjX〉+ Λ
ijβ(∇ˆiX, ∇ˆjX) +
B
2
|X |2
)
dµ.
Rewriting the first term as
2
∫
M
Λij
〈
∇ˆi∂τX, ∇ˆjX
〉
dµ
= −2
(
∂τX,X +∇iΛ
ij∇ˆjX
)
=
1
2
(
‖LFX‖
2 − ‖LBX‖
2
)
then yields the desired identity. 
The key step in the proof of Theorem 3 backward uniqueness theorem is to bound
the frequency/energy-quotient quantity F/E , which controls the rate of vanishing
of log E . The following inequality (which follows [AN1], [AN2], [Po]) is the basis of
this bound.
Lemma 2. Suppose that E(τ) > 0 on (a, b) and that X(·, τ) and Y (·, τ) have
support in some fixed compact subset of M for each τ . Then N = F/E satisfies
−
(
‖LBX‖
2 + ‖∂τY ‖
2
2E
)
+
I
E2
≤ N˙ ≤
‖LFX‖
2 + ‖∂τY ‖
2
2E
+
I
E2
(4)
where I + I2(X, ∇ˆX)E − I1(X,Y )F .
Proof. Now, N˙ = (F˙E − E˙F)/E2 and, by (3), we have
F˙E =
1
2
{(
‖LFX‖
2 − ‖LBX‖
2
)
‖X‖2 +
(
‖LFX‖
2 − ‖LBX‖
2
)
‖Y ‖2
}
+ I2E ,
while, by (2) and (3), we have
E˙F =
1
2
{
(LFX,X) + (LBX,X) + 2(∂τY, Y )
}
·
{
(LFX,X)− (LBX,X)
}
+ I1F
=
1
2
{
(LFX,X)
2 − (LBX,X)
2
}
+ (∂τY, Y )
{
(LFX,X)− (LBX,X)
}
+ I1F .
Thus, taken together, we have
N˙ =
‖LFX‖2‖X‖2 − (LFX,X)2
2E2
+
(LBX,X)2 − ‖LBX‖2‖X‖2
2E2
+
{
‖LFX‖2 − ‖LBX‖2
2E2
}
‖Y ‖2 +
{
(LBX,X)− (LFX,X)
E2
}
(∂τY, Y )
+
I2E − I1F
E2
.
(5)
Now,
1
2
‖LFX‖
2‖Y ‖2 − (LFX,X)(∂τY, Y ) ≥ −
1
2
‖∂τY ‖
2‖X‖2,(6)
and
1
2
(LBX,X)
2 + (LBX,X)(∂τY, Y ) ≥ −
1
2
‖∂τY ‖
2‖Y ‖2,(7)
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thus, since the first term in (5) is nonnegative, we have
N˙ ≥ −
(‖LBX‖2 + ‖∂τY ‖2)(‖X‖2 + ‖Y ‖2)
2E2
+
I
E2
,
which is the left-hand inequality in (4).
The right-hand inequality in (4) can be obtained in the same way, using the
non-positivity of the second term in (5) and substituting the inequalities
−
1
2
‖LBX‖
2‖Y ‖2 + (LBX,X)(∂τY, Y ) ≤
1
2
‖∂τY ‖
2‖X‖2,
and
−
1
2
(LFX,X)
2 − (LFX,X)(∂τY, Y ) ≤
1
2
‖∂τY ‖
2‖Y ‖2,
in place of (6) and (7), respectively. 
2.3. A general backward uniqueness theorem. The following theorem is a
slight generalization of one proven in [Ko1] using Carleman-type estimates. We
now give a simpler proof. The notation
[
∂τ , ∇ˆ
]
denotes the family of sections
∂τ ∇ˆ − ∇ˆ∂τ ∈ C∞(T ∗M ⊗ End(X )).
Theorem 3 (cf. [Ko1], Theorem 3.1). Assume that (M, g(τ)) is complete for all
τ ∈ [0,Ω], and let r0(x) = dg(0)(x, x0) for some fixed x0 ∈ M . Suppose that
Λ(τ) ∈ C∞(T 20 (M)) satisfies the lower bound λg
ij ≤ Λij for some λ > 0 and,
together with g and ∇ˆ, the uniform bounds
(8) sup
M×[0,Ω]
{
|b|+ |∇b|+ |Λ|+ |∇Λ|+ |∂τΛ|+
∣∣∣[∂τ , ∇ˆ]∣∣∣+ |Rm |} ≤ L0,
for some λ, L0 > 0. Then, if the smooth families of sections X(τ) ∈ C∞(X ) and
Y (τ) ∈ C∞(Y) vanish identically for τ = 0, satisfy the growth condition
(9) sup
M×[0,Ω]
e−L1(r0(x)+1) {|X |+ |∇X |+ |Y |} <∞,
and the system of inequalities
|∂τX +X | ≤ C0 (|X |+ |∇X |+ |Y |) , |∂τY | ≤ C0 (|X |+ |∇X |+ |Y |) .(10)
on M × [0,Ω], they must vanish identically.
We first give the proof in the technically simpler case that M is compact.
Proof. (Compact Case.) The quantities E = E(X,Y ) and F = F(X) are differen-
tiable on [0,Ω] and E(0) = 0. Consequently, the set A = { τ ∈ (0,Ω] | E(τ) > 0 }
is open; if A = ∅, there is nothing to prove. Otherwise, writing α = inf A, there
is ω > α such that E(τ) > 0 on (α, ω]. Note that, since E(0) = 0, we must have
E(α) = 0. On (α, ω], we define N + F/E as in the preceding section.
By Lemma 2, the derivative of N satisfies
(11) N˙ ≥ −
(
‖LBX‖2 + ‖∂τY ‖2
2E
)
+
I
E2
,
where I = I2E − I1F and I1, I2 are the error terms appearing in Lemma 1. Since
M is compact, and ‖∇ˆX‖2 ≤ λ−1F , there is a constant C = C(λ, L0) such that
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I2 ≥ −C(E + F) and I1 ≤ CE on [0,Ω]. Thus, using (10), for a further enlarged
C > 0 depending on C0, we have
N˙ ≥ −C(N + 1).
It follows that N (τ) ≤ eCω(N (ω) + 1) + N0 for all τ ∈ (α, ω].
On the other hand, using (10) with the first identity in (1) and the compactness
of M , we have
E˙ ≤ CE + 2F + ‖LBX‖
2 + ‖∂τY ‖
2 ≤ C(E + F)
on (α, ω] for some C = C(λ,C0, L0). It follows that
˙̂
log E ≤ C(N0 + 1), whence
E(ω) ≤ E(τ)eC(N0+1)(ω−τ) for any α < τ ≤ ω. Sending τ ց α, we conclude that
E(α) > 0, a contradiction. Therefore A = ∅ and E(τ) ≡ 0 on [0,Ω]. 
2.4. Noncompact case. The crux of the proof in this case is again Lemma 2; we
will just need to cut-off the sections X and Y in space and condition them with a
suitably rapidly decaying function to ensure the finiteness of the various integral
quantities and the validity of the manipulations we need to perform.
First, we observe that, under the assumptions of Theorem 3, Rc(g(0)) is bounded
below and |b(x, τ)| ≤ L0 on M × [0,Ω]. Therefore, the metrics g(τ) are uniformly
bounded and, by the Bishop-Gromov theorem, there is a constant V0 = V0(n, L0,Ω)
such that
(12) volg(τ)(Bg0(x0, r)) ≤ V0e
V0r
for any x0 ∈M , r > 0, and τ ∈ [0,Ω].
Next, we record a slight extension to a lemma from [ChRF] (cf. [Ta]) concerning
the existence of smooth distance-like functions with controlled derivatives up to a
certain prescribed order.
Lemma 4. Let m ≥ 0 and (M, g(τ)) be a smooth family of complete Riemannian
manifolds with ∂τg = b. Assume that there is a constant L such that
sup
M×[0,Ω]
m−1∑
k=0
|∇(k)b| ≤ L, sup
M×[0,Ω]
m−2∑
k=0
|∇(k) Rm | ≤ L.
Then, there exists a smooth function ρ : M → (0,∞) and positive constants C1 =
C1(n, L,Ω), C2 = C2(n,m,L,Ω) such that
C−11 (1 + r0(x)) ≤ ρ(x) ≤ C1(1 + r0(x)), sup
M×[0,Ω]
m∑
k=0
|∇(k)ρ| ≤ C2.(13)
Here, as before, r0(x) = dg(0)(x, x0) for some fixed point x0 of M , and | · | = | · |g(τ),
∇ = ∇g(τ), and Rm = Rm(g(τ)).
Proof. In Section 26.4 of [ChRF] it is shown that, under the assumptions on the
curvature tensor alone, there is a smooth function ρ satisfying the first condition
in (13) and the second condition at τ = 0. The uniform bound on |b| then implies
the uniform equivalence of the metrics g(τ) and the bounds on |∇ρ|g(τ) for all τ .
We can then control |∇(k)ρ|g(τ) for 1 < k ≤ m inductively with bounds on ∇
(l)ρ
and ∇(l)b for l ≤ k − 1, since the latter quantities control the evolution of the
connection. 
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2.4.1. Proof of Theorem 3 in the noncompact case. We will use a cut-off argument to
bound a localized version of N = F/E with some additional error. Our assumptions
do not, a priori, preclude the possibility thatX(τ0) and Y (τ0) may vanish identically
on some open set at some τ0, so we must choose the size of the support of our cut-off
function with a little care.
Proof. Define BR + Bg(0)(x0, R) and let ρ be the function guaranteed by Lemma
4 with m = 2. Using ρ we can construct a cut-off function φR ∈ C∞c (M, [0, 1])
satisfying
φR ≡ 1 on BR, suppφR ⊂ B2R, sup
M×[0,Ω]
{|∇φR|+ |∇∇φR|} ≤ C3.
As we have observed in (12), there exists a constant V0 such that volg(τ)(BR) ≤
V0e
V0R for all τ . Define B = max{L1, V0}, and put
X˜ + e−3BρX, Y˜ + e−3BρY, X˜R + φRX˜, Y˜R + φRY˜ .
Then, X˜R(·, 0) = 0 and Y˜R(·, 0) = 0 for any R > 0,
sup
R>0
sup
M×[0,Ω]
e2Bρ
{
|X˜R|+ |∇ˆX˜R|+ |Y˜R|
}
< C4,
and ∣∣∣∂τ X˜ +X˜R∣∣∣+ ∣∣∣∂τ Y˜R∣∣∣ ≤ C(|X˜R|+ |∇ˆX˜R|+ |Y˜R|) + Ce−2BRχsupp∇φR(14)
for some C which depends on n, B, C0, C3 and C4, but is independent of R.
The energy quantities E + E(X˜, Y˜ ), F + F(X˜), ER + E(X˜R, Y˜R), and FR +
F(X˜R) are then well-defined and differentiable on [0,Ω]. As before, the set A =
{τ ∈ (0,Ω] | E(τ) > 0} is open, and, if it is nonempty, we can find 0 ≤ α < ω ≤ Ω
such that E(τ) > 0 on (α, ω] and E(α) = 0.
Now fix a ∈ (α, ω). We will continue to use C to denote a sequence of large
constants that may depend on the parameters in the assumptions of Theorem 3
but are independent of a and R. Note that there is Ra ≥ 1 such that ER(τ) > 0 for
all τ ∈ [a, ω] provided R ≥ Ra. Using (14) and that volg(τ)(supp∇φR) ≤ Ce
2BR,
we have
‖LBX˜R‖
2 + ‖∂τ Y˜R‖
2 ≤ C(ER + FR) + Ce
−2BR.
Using this inequality and controlling I via (8) as in the compact case, Lemma 2
implies that NR + FR/ER satisfies
N˙R ≥ −C(NR + 1) + Ce
−2BRE−1R .
and hence that
d
dτ
(
eCτ (NR(τ) + 1)
)
≥ −CeCτ−2BRE−1R (τ),
on [a, ω] for all R ≥ Ra. Since NR(ω) → N (ω) as R → ∞, we have NR(ω) ≤ N0
for some N0 and this implies the estimate
NR(τ) + 1 ≤ e
C(ω−τ) (NR(ω) + 1) + Ce
−2BR
∫ ω
τ
eC(s−τ)E−1R (s) ds
≤ C(N0 + 1) + Ce
−2BR
∫ ω
τ
E−1R (s) ds,
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for τ and R in the same range. We must control the new error term. Define
QR(τ) +
∫ ω
τ
E−1R (s) ds, and observe that QR(τ) ≤ QR(a) <∞ and
lim
R→∞
QR(τ) =
∫ ω
τ
E−1(s) ds <∞
on [a, ω] for all R ≥ Ra. Also, define PR,a + N0 + 1 + e
−2BRQR(a) and note for
later that limR→∞ PR,a = N0 + 1, a finite nonzero limit independent of a.
If we apply the first identity in (1) to E˙R and use (14) again with our above
inequality for N˙R, we then have
d
dτ
{
e−CPR,aτER(τ)
}
≤ Ce−CPR,aτ−2BR
on [a, ω] and hence
e−CPR,a(ω−a)ER(ω) ≤ ER(a) +
e−2BR
PR,a
(
1− e−CPR,a(ω−a)
)
.
for all R ≥ Ra. Sending R→∞, we obtain
e−C(N0+1)(ω−a)E(ω) ≤ E(a)
which implies E(ω) = 0 upon sending aց α. Therefore we must have A = ∅. 
3. Applications to geometric flows: the prolongation procedure
As we have already mentioned, the lack of short-time existence for backward
parabolic problems means that the problem of backward uniqueness for geometric
flows such as the Ricci flow cannot be simply reduced to one for an associated
strictly parabolic system by a standard implementation of the DeTurck trick. In our
prior work on the Ricci flow [Ko1], [Ko2], and building on an idea of Alexakis [Al]
(see also [WY]), we demonstrated that, appropriately reformulated, the problem
can nevertheless be attacked by essentially the same methods for strictly parabolic
equations.
The philosophy behind this reformulation is that the curvature tensors (and their
covariant derivatives) associated to the solutions of geometric flows often themselves
satisfy strictly parabolic equations. Since the elliptic operators in these curvature
equations typically depend in a nonlinear fashion on the solution metrics, the dif-
ference of the curvature tensors associated to two different solutions will not, in
general, satisfy a strictly parabolic equation itself. Nevertheless, it is possible in
many cases to add logically redundant lower-order differences of the metric and
higher-order differences of the covariant derivatives of the curvature tensors to ob-
tain a prolonged system which satisfies a closed and effectively parabolic system of
inequalities. We illustrate this procedure now on three examples: on the Ricci and
cross-curvature flows in this section, and on the L2-curvature flow in the next.
3.1. The Ricci flow. Assume that g and g˜ are complete solutions of uniformly
bounded curvature to the Ricci flow
(15)
∂
∂t
g = −2Rc(g)
on M × [0,Ω] which agree at t = 0. For our first example, we will review the
construction in Section 2 of [Ko1]. It will be convenient to define τ = Ω − t and
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consider g = g(τ) and g˜ = g˜(τ) as solutions to the backward Ricci flow with
g(0) = g˜(0).
The difference X(k) = ∇(k) Rm−∇˜(k)R˜m of the curvature tensors will satisfy an
equation of the form
(∂τ +∆)X
(k) = (∆˜−∆)∇˜(k)R˜m + P k2 (Rm)− P˜
k
2 (R˜m)
where P kl (U) (respectively, P˜
k
l (U)) represents a linear combination of terms formed
by contraction by g (respectively, g˜) from tensor products of the form ∇(i1)U ⊗
∇(i2)U ⊗ · · ·⊗∇(il)U (respectively, ∇˜(i1)U ⊗∇˜(i2)U ⊗ · · · ⊗ ∇˜(il)U) where i1+ i2+
· · ·+ il = k.
The key observation is that, for all k, the first term on the right-hand side can
be expressed as a polynomial of the form
(∆− ∆˜)∇(k)R˜m = Y (0) ∗g T0 + Y
(1) ∗g T0 + Y
(2) ∗g T3
where Y (0) = g− g˜, Y (1) = ∇−∇˜, Y (2) = ∇Y (2) and the Ti are (bounded) catch-all
factors involving Y (1) and ∇˜(l)R˜m for l = 0, 1, 2, . . . , k + 2. The quantities Y (i),
in turn, for i = 0, 1, 2, can be controlled in an ordinary differential sense by X(0),
X(1) and ∇X(1). Thus we add X(1), Y (0), Y (1), and Y (2) to our original system
consisting of X(0) to obtain a closed system of inequalities.
This is made precise in [Ko1], where it is shown that, if two solutions g and g˜
agree at τ = 0 then, for each δ > 0, the family of sections X = (X(0), X(1)) and
Y = (Y (0), Y (1), Y (2)) of X + T 13 (M)⊕T
1
4 (M) and Y + T
0
2 (M)⊕T
1
2 (M)⊕T
1
3 (M),
together satisfy the system
|∂τX +∆X | ≤ Cδ(|X |+ |Y |), |∂τY | ≤ Cδ(|X |+ |∇X |+ |Y |)
on any [0,Ω− δ]. Here the dependence of the constants Cδ on δ is an artifact of the
use of Shi’s estimates [Shi] to bound the coefficients (and can be eliminated if M is
compact). These coefficients depend on the derivatives of the curvature tensors of
the solutions of up to third-order, and under the assumption of bounded curvature,
Shi’s estimates ensure that these derivatives are bounded uniformly for t ∈ (δ,Ω],
that is, for τ ∈ [0,Ω− δ). To prove that g ≡ g˜, we apply Theorem 3 to the above
system on M × [0,Ω − δ] for any fixed δ, and then send δ ց 0. We obtain the
following result.
Theorem 5 (Theorem 1.1, [Ko1]). If g and g˜ are complete solutions to (15) with
uniformly bounded curvature, then g(Ω) = g˜(Ω) implies that g ≡ g˜ on [0,Ω].
In [Ko3], we prove that a complete solution to the Ricci flow of bounded curvature
is in fact analytic in time for t > 0 (see also [Sha] for a related result).
3.2. Cross-curvature flow. On a closed Riemannian three-manifold (M3, g) of
sectional curvature of negative (respectively positive) sign, the Einstein tensor Eij =
Rij − (R/2)gij is negative (respectively positive) definite. Write Eij = gikgjlEkl.
If V = Vij is the two-tensor satisfying VikE
kj = δji and P = det(E
i
j), the cross-
curvature tensor of g is defined to be the tensor
Ξij + PVij = −(1/2)E
pqRpijq .
For such manifolds, Hamilton and Chow [CH] define the cross-curvature flow as
the evolution equation
∂tg = −2σΞ(g),(16)
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for a family of metrics g(t) where σ = ±1 depending as the sectional curvature of
g(0) is positive or negative. Short-time existence for the flow is proven in [Bu].
As an equation for the metric, (16) is fully nonlinear, however, the parabolic
portion of the prolonged system we derive will be effectively quasilinear. For our
purposes, the key is that the curvature quantities associated to the solutions satisfy
strictly parabolic equations with respect to the family of strongly elliptic operators
 + −σEij∇i∇j . (Since ∇iEij = 0, these operators are even self-adjoint.) In
particular (see Lemma 17 of [Ko4]), the tensor V satisfies the equation
∂tVij = Vij + (E
alEkb − 2EabEkl)∇kVai∇lVbj − Pg
kl(VikVjl + VijVkl).
with analogous equations for its covariant derivatives ∇(k)V .
Neglecting the constant σ, the difference of the operators  and ˜ satisfy a
formula of the form
(− ˜)W = Eab∇a
(
(∇b − ∇˜b)W
)
+ Eab(∇a − ∇˜a)∇˜bW + (E
ab − E˜ab)∇˜a∇˜bW
= Y (1) ∗ T1 + Y
(2) ∗ T2 +X
(0) ∗ T3
where X(0) + V − V˜ , Y (1) + ∇ − ∇˜, Y (2) + ∇Y (1) and the Ti denote bounded
tensors depending on g, g˜ and W . (For the third term on the right, we have used
the identity Eab − E˜ab = −EakE˜blVkl.)
Defining X(1) + ∇V − ∇˜V˜ and Y (0) + g − g˜, and carrying out computations
either contained in or similar to those in our paper [Ko4], one can verify that there
is a constant C such that X = (X(0), X(1)) and Y = (Y (0), Y (1), Y (2)) satisfy
|∂τX +X | ≤ C(|X |+ |∇X |+ |Y |), |∂τY | ≤ C(|X |+ |∇X |+ |Y |)
on M × [0,Ω]. The following theorem is thus a consequence of Theorem 3 above,
taking Λij = −σEij .
Theorem 6. If g, g˜ are solutions to (16) on M3 × [0,Ω] with either positive or
negative sectional curvature and g(Ω) = g˜(Ω), then g(t) = g˜(t) for all t ∈ [0,Ω].
4. The L2-curvature flow and higher-order equations
The L2-curvature flow, introduced by J. Streets in [St1], is the negative gradient
flow of the functional g 7→
∫
M
|Rm(g)|2 dµg. The metric evolves according to the
fourth-order equation
(17) ∂tgij = 2
(
∆Rij −
1
2
∇i∇jR
)
+2RpqRipqj−R
p
iRpj+R
pqr
i Rjpqr−
1
4
|Rm |2gij ,
and the curvature tensor and its covariant derivatives satisfy a strictly parabolic
equation of the form
(18) ∂t∇
(k) Rm = −∆(2)∇(k) Rm+P k+22 (Rm) + P
k
3 (Rm).
See Proposition 4.3 in [St1]. For our purposes, the key aspect of this equation is
that its principal part, the tensor bi-Laplacian, is a symmetric operator. Moreover,
the following result of Streets [St2] guarantees the instantaneous boundedness of all
derivatives of the curvature under the assumption of a uniform curvature bound.
Theorem ([St2], Theorem 1.3). If (Mn, g(t)) is a complete solution to (17) with
|Rm | ≤ K on M × [0,Ω], then, for any m ≥ 1,
(19) sup
M×[0,Ω]
t
m+2
4 |∇(m)Rm |g(t) ≤ C
BACKWARD UNIQUENESS FOR SOME GEOMETRIC EVOLUTION EQUATIONS 11
for some C = C(m,n,K).
The main result of this section is the following theorem.
Theorem 7. Suppose g(t) and g˜(t) are smooth complete solutions to (17) on M ×
[0,Ω] of uniformly bounded curvature. If g(Ω) = g˜(Ω), then g ≡ g˜ for all t ∈ [0,Ω].
4.1. Prolongation. Given two complete solutions g and g˜ of bounded curvature
on M × [0,Ω] which agree at t = Ω, the prolongation procedure can be carried out
essentially as in the preceding sections. The difference of the bi-Laplacians ∆(2) and
∆˜(2) is controlled by the difference g− g˜ of the metrics and its covariant derivatives
of up to fourth order. The evolutions of these quantities, in turn, are controlled by
the difference of the covariant derivatives of Rm and R˜m of up to sixth order.
Specifically, if we define X(k) + ∇(k) Rm−∇˜(k)R˜m and Y (0) + g− g˜, Y (1) + ∇−
∇˜, and Y (k) + ∇k−1Y (1) for k = 2, 3, . . ., then the estimate (19) and a computation
(see, e.g., Lemma 7 of [Ko4]) shows that, for all 0 < δ < Ω, the sections X +
(X(0), X(1), . . . , X(4)) and Y + (Y (0), Y (1), . . . , Y (4)) satisfy
(20) |∂τX −∆
(2)X |+ |∂τY | ≤ C
2∑
p=0
|∇(p)X |+ C|Y |,
for some constant C = C(δ) on (δ,Ω].
4.2. Proof of Theorem 7. The argument is essentially the same as that for The-
orem 3, so we will focus here on the differences. We first fix δ ∈ (0,Ω), so that, in
view of the bounds (19), the curvature tensors of g and g˜ and all of their deriva-
tives are uniformly bounded for τ ∈ [0,Ω′] where Ω′ = Ω− δ. We will work on this
interval, using g(τ) as a reference metric and defining X and Y as in the preceding
section.
Under our assumptions, thanks to (19), the speed of the family of metrics g(τ)
is uniformly bounded, so the metrics g(τ) are uniformly equivalent on [0,Ω′] and
equation (12) is therefore again satisfied for some V0 > 0. We can also again apply
Lemma 4 to obtain a smooth, proper exhaustion function ρ with uniform bounds
on its ∇g(τ)-covariant derivatives of order up to 4. Then, if M is noncompact, we
can replace X and Y with e−BρX and e−BρY where B = B(n, V0) > 0 is chosen
sufficiently large to ensure that X and Y and all of their (bounded) derivatives
are L2(dµg(τ))-integrable for each τ . This will ensure the validity of the integral
operations we will perform in what follows. Moreover, equation (20) (with an
enlarged constant C) will still hold for these modified X and Y .
Next, we define the quantities
E(X,Y ) + ‖X‖2 + ‖Y ‖2, F + ‖∆X‖2, N + F/E
(the latter being defined only when E > 0) and the backward and forward parabolic
operators
LB + ∂τ −∆
(2), LF + ∂τ +∆
(2).
A computation analogous to the first identity in (1), using the boundedness of
∂τg together with equation (20), yields
E˙ ≤ CE + 2F + C
2∑
p=0
‖∇(p)X‖2(21)
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for some C.
We will need two basic inequalities to proceed. First, with an induction argument
using the identity ‖∇(l)X‖2 = −(∇(l+1)X,∇l−1X), we obtain the following simple
interpolation statement: for all ǫ > 0, and for all 0 ≤ l < k, there exists C =
C(ǫ, k, l) such that
(22) ‖∇(l)X‖2 ≤ C‖X‖2 + ǫ‖∇(k)X‖2
for all τ ∈ [0,Ω′]. Second, the commutation formula [∆,∇]X = ∇X ∗ Rm+X ∗
∇Rm implies that
‖∆X‖2 = −(∇aX,∇a∆X) = ‖∇
(2)X‖2 + (∇X ∗ Rm+X ∗ ∇Rm,∇X),
and hence, with (22), that, for any ǫ > 0, there is a constant C = C(ǫ) such that
(23) − C‖X‖2 + (1− ǫ)|∇(2)X‖2 ≤ ‖∆X‖2 ≤ (1 + ǫ)‖∇(2)X‖2 + C‖X‖2
for all τ ∈ [0,Ω′]. Applying these inequalities to (21), we obtain that E˙ ≤ C(E+F)
on [0,Ω′].
Assume now that A = { τ ∈ (0,Ω′] | E(τ) > 0 } is nonempty. As before, there
are 0 ≤ α < ω ≤ Ω′ such that E(α) = 0 and E(τ) > 0 for all τ ∈ (α, ω]. We have
˙̂
log E ≤ C(N + 1) on (α, ω], so the problem again is to bound N (τ).
Since ∆(2) is self-adjoint, the terms in the derivative N can be organized ex-
actly as in the proof of Theorem 3. The only new terms are those coming from
([∂τ ,∆]X,X) in the equation for F˙ , but these can be controlled using (19) and the
inequalities (22), (23):
([∂τ ,∆]X,∆X) ≥ −C‖∆X‖(‖X‖+ ‖∇X‖+ ‖∇
(2)X‖)
≥ −C(‖X‖2 + ‖∆X‖2).
Thus we obtain
E˙ ≤ CE + (LFX,X) + (LBX,X) + 2(∂τY, Y )
F =
1
2
((LFX,X)− (LBX,X))
F˙ ≥ −C(E + F) +
1
2
(
‖LFX‖
2 − ‖LBX‖
2
)
and, therefore, again a differential inequality of the form
N˙ =
F˙E − E˙F
E2
≥ −C(N + 1)−
1
2E
(
‖LBX‖
2 + ‖∂τY ‖
2
)
.
in which, using (22), (23), and the structural condition (20), the last term can be
bounded below by −C(N + 1). The rest of the argument is identical: we obtain
that N (τ) ≤ C(N (ω) + 1) + N0 and conclude that E(ω) ≤ eC(N0+1)(ω−τ)E(τ) on
(α, ω]. Sending τ ց α implies that E(ω) = 0, from which we conclude that A = ∅,
i.e., E ≡ 0 on [0,Ω′]. The theorem follows by sending δ ց 0.
4.3. Other higher-order equations. The proof we have above extends easily,
for example, to equations of the form
(24) ∂tg = 2(−1)
k+1∆(k) Rc+P k−1(Rm)
for k ≥ 1 on compact manifolds (or, in the noncompact case, to complete solutions
with appropriate bounds on the derivatives of curvature). Here P r(Rm) denotes a
polynomial expression consisting of a finite number of terms of the form P lm(Rm)
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with l ≤ r and m ≥ 0. The well-posedness of these (and a much broader class of
equations) has been considered in [BH1, BH2]. We sketch the argument below.
The curvature tensor of a solution g to (24) will evolve according to an equation
of the form
∂tRm = (−1)
k∆(k+1) Rm+P k+1(Rm),
where it is convenient, but not crucial, for us that the leading part of the equation
is exactly a power of the tensor Laplacian. The symmetry and strong ellipticity
of the operator is all that we use. (These two conditions even can be weakened
somewhat further: see, e.g., [AN1], [AN2], [Ku2]).
Given two solutions g(τ) and g˜(τ) to (24) for τ ∈ [0,Ω] on a closed manifold
M (or satisfying otherwise suitable bounds on the derivatives of curvature), and
defining X(l) and Y (l) as before, the sections X + (X(0), X(1), . . . , X(3k+1)) and
Y + (Y (0), Y (1), . . . , Y 2k+2) will satisfy the following analog of (20),
(25)
∣∣∣∂τX + (−1)k∆(k+1)X∣∣∣+ |∂τY | ≤ C
(
k+1∑
p=0
|∇(p)X |+ |Y |
)
.
Defining
E(X,Y ) + ‖X‖2 + ‖Y ‖2, F(X) +
{
‖∆(m)X‖2 if k = 2m− 1
‖∇∆(m)X‖2 if k = 2m
,
one can then argue as before to concude that, if E does not vanish on (0,Ω], there
is a constant C such that E(τ2) ≤ eC(τ2−τ1)E(τ1) for all 0 < τ1 ≤ τ2 ≤ Ω. In
fact, using the interpolation inequalities, one can obtain a similar inequality for the
simpler quantity E˜ + ‖X(0)‖2 + ‖X(3k+1)‖2 + ‖Y (0)‖2 + ‖Y (2k+2)‖2.
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