dissipation causes the interface to stop slipping at the next lattice site (or sometimes multiples thereof [7] ) and the process repeats.
The PT model has recently been extended to include thermal energy, referred to as the PTT model, leading to the prediction that static friction will increase with decreasing temperature and increasing scanning speed (the speed at which the sample is translated with respect to the fixed end of the cantilever). The speed dependence of friction has been studied using AFM [8] [9] [10] [11] [12] [13] , but in only one case [8] was stick-slip behavior resolved. Although not all findings from those reports agree with each other, the trend of increasing friction as a function of velocity is explained as thermal energy assisting in overcoming local energy barriers: faster scanning reduces the time in which thermal energy has to provide this assistance and so static friction is higher. However, validating models quantitatively, understanding how energy is dissipated, and describing the atomic-level processes by which slip occurs dynamically at the interface are beyond the capabilities of the PTT model and are challenging because of the inaccessibility of the buried interface in experiments. Therefore, stick-slip is often considered using molecular dynamics (MD) simulations, which provides a means of directly observing atomic interactions within the interface [14, 15] . However, the scanning speeds of AFM and MD have yet to overlap.
This issue results from: (a) the femtosecond time steps used in standard MD to capture atomic motion which limit the time duration that can be simulated, constraining the simulations to high scanning speeds (>10 -1 m/s); and (b) the far slower scanning speeds (<10 -5 m/s) of AFM experiments which are typically constrained by mechanical and data acquisition limits. This discrepancy limits the ability to reliably compare results from AFM and MD.
Here, the gap between experiments and simulations was closed for the first time by using parallel replica dynamics (PRD) to slow down MD simulation scanning speeds, and by improving the AFM apparatus to obtain higher experimental scanning speeds, while resolving stick-slip behavior in both. Other parameters, namely environment (vacuum), materials (a gold sample and a SiO 2 tip), contact area, temperature, normal and lateral stiffnesses, and load, were also matched as closely as possible. Single stick-slip events were observed across 10 orders of magnitude of speed. However, the mean friction force at the same scanning speed was consistently higher in experiments than in simulations, and the trends fit to the thermally activated PTT model do not overlap. To identify sources of the discrepancy, the measured and predicted friction trends were analyzed by comparing the corresponding physical parameters in the PTT model.
Experiments were conducted in an ultra-high vacuum (UHV) AFM (RHK 750, RHK Technology Inc.) at room temperature and a pressure of ~6×10 -10 Torr. Gold samples were prepared by thermal evaporation of bulk gold onto freshly cleaved muscovite mica [16] , flame annealed in air to produce (111) terraces, inserted in the fast entry lock of the UHV system, and subsequently baked at 160 °C for 8 hours before insertion into the main UHV AFM chamber.
The cleanliness and the quality of the surface were confirmed by observing the Au ( were used (called Tips 1 and 2 subsequently). Transmission electron microscopy (TEM) imaging confirmed the tips to be terminated in amorphous silicon oxide. The cantilevers were calibrated using the beam geometry method [27] . Friction signals were converted to forces using the procedure described in Ref. [28] . All data was acquired at an applied load of 0.0±0. and DMT for Tip 2) and the materials' elastic constants (E = 78 GPa and ν = 0.44 for gold [30] , and E = 55.6 GPa and ν = 0.16 for SiO 2 [31] ), the contact radii were calculated to be 1.2±0.2 nm and 0.8±0.5 nm for Tips 1 and 2, respectively. From the slope of the friction trace during the "stick" phase of scanning, the effective lateral stiffness was determined to be 5.4±0.7 N/m and 5.5±0.9 N/m for Tips 1 and 2, respectively. Figure 1 shows the mean experimental friction vs. scanning speed for both tips, with an inset showing a friction loop acquired at a scanning speed of 5.8 μm/s. Single atomic stick-slip events were resolved up to speeds ~10 μm/s, after which the number of data points per event were insufficient. For both data sets, the expected near-logarithmic increase in friction with speed is observed from the minimum scanning speed (~1.7 nm/s), until a plateau occurs at ~1-10 μm/s. The data was fit to the PTT model [9, 13] using the equation:
where F L is the mean static friction force, v is the scanning speed, T is the temperature, k B is
Boltzmann's constant, F c is the mean static friction force at zero kelvin, β is a parameter related to the shape of the lateral potential profile that governs the rate of increase of friction with speed at low speeds, and v 0 is a characteristic speed given by 0 2 0 B / 3 tot c , where f 0 is the characteristic slip attempt frequency, and k tot the total lateral stiffness of the system [9, 32, 33] .
For a sinusoidal potential with periodicity a and a barrier height E 0 : c 0 / and 3 c / 2√2 . The three parameters, β, f 0 , and F c , were obtained by fitting the data to the PTT model. F c was determined first as an average of the data points in the plateau. Then β and f 0 were fit to the data at all scanning speeds with their resulting values (Fig. 1, caption) differing between the two tips by factors of 1.9 and 6.5 respectively. These are reasonable given the differences in the two tip sizes and shapes; a more complete discussion is provided in the SM [17] .
Complementary simulations consisted of the apex of an amorphous SiO 2 AFM tip scanning over a Au(111) surface with dimensions of 10×10×5 nm 3 (length × width × thickness).
The key achievement here is the implementation of PRD, necessary to increase the duration of the simulations thereby decreasing the scanning speeds [34, 35] , with a 0.1 nm transition criterion and 10 ps between transition checks. Speeds as low as 25 μm/s were achieved. The PRD method was optimized by the use of a truncated cone-shaped tip as it was highly stable, minimizing the number of atomic transitions not related to slips. The effective lateral contact stiffness of the deviating from the predicted plateau. The unphysically high friction at high speeds is consistent with previous observations, although no physical explantation was provided [8] . The present simluations reveal that it is associated with surface wear, quantified empirically as the the root mean square surface roughness, which was observed to increase dramatically at these speeds ( Figure S-3) . The high speed data was excluded from subsequent analyses, enabling isolation of The discrepancy in F c may have three origins: differences in tip shape, scanning direction, and contact area. First, a truncated cone-shaped model tip was used to optimize the PRD simulations; this differs from the hemispherical experimental shape indicated by TEM images (Figure 1, inset) . The influence of tip geometry was investigated by simulating a hemispherical tip with the same approximate contact radius as that of the truncated cone; these simulations were performed only at fast scanning speeds (i.e. using MD, not PRD). The change to a hemispherical model tip increased friction only slightly (~6%) (Fig. S-4) , an amount within the uncertainty of the contact mechanics calculations, indicating that geometry cannot explain the experiment-simulation difference. Second, the scanning direction was [110] in the experiments and [100] in the simulations. However, MD simulations run over a range of scanning directions produced only a ~4% change in mean friction force ( Fig. S-5 ). Therefore, scanning direction was also unlikely to contribute to the discrepancy. Finally, the effect of contact area was evaluated. Recall that the simulation contact area was designed to match a value estimated from experiments, where that estimate was based on a continuum model, a limitation imposed by being unable to directly measure contact area experimentally [29] . To test the sensitivity of F c to contact area, simulations with truncated cone-shaped tips having different circular contact radii were conducted. Friction increased linearly with contact area (Fig. S-6 ), consistent with previous theoretical [15] and experimental observations [36, 37] . The linear relationship between friction and contact area suggested that increasing the model simulation contact radius from 1.0 nm to 2.2 nm, which also increases the mass of the tip from 5.79×10
-23 kg to 9.70×10 -23 kg, should result in good agreement between simulation and the low-speed friction trend from experiment ( Figure 3 : MD simulation data, red diamonds; extrapolated PRD data, hollow blue circles). This contact radius (2.2 nm) is consistent with the experimental estimation, and certainly feasible given the limitations of using a continuum model to describe nanoscale contact [38, 39] and the large error associated with determining the tip radius. This suggests that the contact area may contribute to the observed difference in friction between experiment and simulation. However, such a shift will not resolve the complete disagreement in the onset speed of the plateau.
The experiment-simulation discrepancy can only be fully resolved by addressing the difference in attempt frequency, f 0 . Mass (inertia) may be one cause of this difference, as discussed previously [8] . However, unlike the previous study, here no extrapolation of the data to fit the PTT model was necessary. Furthermore, the possibility of effects due to surface contamination can be excluded since the experiments were performed in UHV. We therefore can compare the results with confidence. In analyzing the tip masses, the tip apex in MD/PRD simulation is only comprised of a few thousand atoms, significantly smaller than the AFM tip or the cantilever, both of which exhibit thermal vibrations that can produce slip attempts. For a harmonic system, the attempt frequency will be related to the structure's effective mass, m, by , where k is the spring stiffness. This expression, with the fit values of f 0 from experiment and simulation and the known simulation tip mass, predicts an effective experimental tip mass of exp~1 0 -11 kg, corresponding to a volume of ~4×10 -15 m 3 (assuming a density of 2.6 g/cm 3 [40] ). While it is not exactly known how much of the tip actually contributes to thermally activated friction, the calculated volume is consistent with that of a real AFM tip, estimated to be ~7×10 -16 m 3 based on the TEM tip images and the use of a method of disks from the tip profile [41] . This range of masses cannot be directly tested using MD simulations given the size-scale limitations of the model. However, simulations of tips scanning at 1 m/s with artificially increased atom masses showed that friction increased with mass ( Fig. S-7 ), consistent with our numerical solutions of the PTT model (higher mass reduces f 0 ; fewer slip attempts per unit time lead to higher mean friction, similar to the effect of scanning faster). Thus, the small model tip mass provides one explanation for the difference between simulation and experiment.
However, within the range of contact areas, tip masses, and scanning speeds explored in the simulations, the experimentally observed friction plateau is not reproduced. Physically, the plateau represents attaining a high enough scanning speed that available vibrations of the atoms at the end of the tip apex no longer have enough time assist in overcoming the local interfacial potential energy barriers [42] . In the PTT model, only those thermal vibrations of the tip apex are considered. However, other thermal noise sources, such as thermally induced vibrations of the cantilever, or athermal instrument noise, such as mechanical vibrations of the AFM apparatus and electronic 60 Hz noise, are not included despite the fact that they too can lower the activation barrier to slip by adding energy into the contact [42, 43] . Both athermal and thermal noise sources are inherent in every experiment, but not fully captured in simulations. By applying the master equation method [44] , the influence of both noise sources can be captured simultaneously via numerical modeling. In this approach, both noise sources are specified in the model, with the magnitude of the athermal noise vibration to be modeled determined by calibrating its amplitude in the experiment with respect to the amplitude of the cantilever's thermal noise (as determined in a power spectrum of cantilever signal). This analysis indicates that two transition points can occur: a plateau-like reduction in slope at low speed determined by low frequency instrument noise, and a plateau at high speed due to higher frequency thermal noise [43] (Fig. S-8 to an effective temperature of 1800 K based on the equipartition theorem [45] , thus, the noise observed in the experiment is likely a combination of the thermal noise from the AFM cantilever oscillating at its first lateral resonance and athermal noise associated with the mechanical vibrations of the AFM apparatus. This modeling is the only current mechanism by which the low-speed friction plateau observed in experiments and the high-speed friction plateau observed in simulations can be linked.
In summary, the speed dependence of atomic stick-slip friction between silica AFM tip apexes and atomically-flat gold surfaces has been studied using optimally-matched AFM experiments and MD simulations with overlapping scanning speeds. For both experiments and simulations, the friction vs. scanning speed trend matches that predicted for thermally activated slip, but the magnitude of forces and the onset speed of the friction plateau disagree. Analysis of the PTT parameters corresponding to the simulation and experiments indicates that the interfacial potential shape parameters match well, small differences in the mean athermal friction force may contribute, but vastly different attempt frequencies are at play. The magnitude of the friction forces can be explained by differences in contact area, but the onset of the plateau requires justifying the discrepancy in the attempt frequency. This can be attributed to noise from the thermal vibrations of the cantilever or other athermal noise sources within the instrumentation.
This study thus bridges the gap between atomic scale friction mechanisms and those observed for real mechanical systems by observing atomic stick-slip over nine orders of magnitude. Across this range, stick-slip is observed to follow the PTT model: the tip resides in and then escapes from local potential energy minima, due to the applied shear force assisted by vibrations. This validates using the rich array of data available from MD simulations to interpret AFM experimental results.
