Abstract
Orchestration of diverse synaptic plasticity mechanisms across different timescales produces complex cognitive processes. To achieve comparable cognitive complexity in memristive neuromorphic systems, devices that are capable to emulate short-and long-term plasticity (STP and LTP, respectively) concomitantly are essential. However, this fundamental bionic trait has not been reported in any existing memristors where STP and LTP can only be induced selectively because of the inability to be decoupled using different loci and mechanisms. In this work, we report the first demonstration of truly concomitant STP and LTP in a three-terminal memristor that uses independent physical phenomena to represent each form of plasticity. The emerging layered material Bi2O2Se is used in memristor for the first time, opening up the prospects for ultra-thin, high-speed and low-power neuromorphic devices. The concerted action of STP and LTP in our memristor allows full-range modulation of the transient synaptic efficacy, from depression to facilitation, by stimulus frequency or intensity, providing a versatile device platform for neuromorphic function implementation. A recurrent neural circuitry model is developed to simulate the intricate "sleep-wake cycle autoregulation" process, in which the concomitance of STP and LTP is posited as a key factor in enabling this neural homeostasis. This work sheds new light on the highly sophisticated computational capabilities of memristors and their prospects for realization of advanced neuromorphic functions.
Synaptic plasticity is the cellular foundation of memory and learning. [1] There are two types of plasticity that are concomitant but act over different timescales: short-term plasticity (STP), which modulates the synaptic transmission efficacy dynamically at the conveying transients but leaves the efficacy unchanged during steady-state transmission; and long-term plasticity (LTP), which, in contrast, renders stable changes in the synaptic transmission efficacy. The STP and LTP have different computational uses: STP has profound effects on motor control, speech recognition and working memory, while LTP is essential to encoding of spatial information. [2] In many if not all cases, a single plasticity is not sufficient to account for the intricate developmental and learning mechanisms, and orchestration of the STP and LTP is required to support the maximally adaptive behaviour and sophisticated cognitive functions. [3, 4] Inspired by the neural mechanisms, the semiconductor research community has envisioned new computational capabilities based on neuromorphic computing with the aim of charting a new path beyond the decades-old approach to computing based on the Von Neumann architecture as implemented with transistor-based processors. [5, 6] Since the seminal discovery of the memristive behavior, which had been predicted for use in emulation of synaptic plasticity, extensive studies of memristors have been performed using various material systems, where strengthening and weakening of the synaptic connection have been mimicked using the electrically, magnetically, thermally or optically tunable resistance of the materials. [7] [8] [9] STP and LTP have been demonstrated selectively in different devices: STP has been achieved using the device volatility, where a temporal change in the resistance decays rapidly to the baseline value, while LTP has been achieved via a more prolonged change in the resistance. Irreversible transitions from STP to LTP have also been demonstrated, thus emulating the memory consolidation. [10] [11] [12] [13] [14] [15] [16] [17] However, the basic trait of biological synapses where the STP and the LTP are concomitant has not yet been demonstrated in any existing devices.
Recently, crossbar arrays of memristors that provide network complexity have been used to perform basic cognitive functions, including pattern recognition, which were solely reliant on the steady changes in the device resistance (LTP). [18] [19] [20] [21] [22] Use of the computational potential of STP is expected to improve the capability of these arrays to perform higher-level cognitive functions. However, this remains challenging because the STP and LTP are induced selectively rather than concomitantly in existing devices. In biological synapses, it is widely accepted that the STP and LTP are expressed using different subcellular mechanisms over different timescales. For example, in CA1 synapses in the mammalian hippocampus, LTP is dependent primarily on modification of postsynaptic NMDA receptors, while STP is caused by an increase in the probability of transmitter release at presynaptic terminal, usually due to the residual and transient elevation in presynaptic Ca 2+ . [23, 24] In current memristors, however, the STP and LTP are selectively induced by controlling the degree of device volatility that is virtually of the same physical origin, in contrast to biological systems. For example, Ohno et al reported the selective induction of STP and LTP in a single device, in which both types of plasticity occurred in the Ag2S electrolyte as a result of the electrochemical reaction of the Ag + /Ag pair. [16] Du et al used a single state variable to mimic both the STP and LTP mechanisms. [25] In these cases, STP simply becomes a reversible form of LTP. Wang et al mimicked the STP and LTP mechanisms using the diffusion and drift of the nanoparticles, respectively, but used two separate devices. [12] In this work, we report the first demonstration of truly concomitant STP and LT P in a threeterminal memristor. The design philosophy is as follows: during device operation, voltage bias from the metal gate terminal either attracts or repels charge carriers in the semiconducting channel, thus modulating the channel resistance. The resulting resistance state is volatile because it cannot be maintained after the gate bias ceases. This is analogous to the transient nature of STP. The gate bias can also affect the electronic structures of the gate dielectric and/or the dielectric-semiconductor interface. Phenomena including charge trapping by the border traps or ambient molecules and polarization flipping (of ferroelectric gate dielectrics) under the influence of the gate bias have been reported in numerous studies. [26] [27] [28] [29] [30] [31] [32] [33] These changes in the electronic structures can often be sustained in the absence of a gate voltage and can thus modulate the channel resistance in a nonvolatile manner. This is analogous to the prolonged nature of LTP. Several works have reported LTP based on these mechanisms. [33, 35] From these perspectives, three-terminal memristors are desirable for decoupling of the STP and LTP through use of different functional regions and physical mechanisms, thus being a naturally suitable medium in which STP and LTP can be induced concomitantly and expressed independently. In the study of three-terminal organic synaptic devices by Burgt et al., similar physical origins of the selective STP and LTP effects have been recognized. [36] Three-terminal structure has generic utility in conventional electronics.
From other performance and functionality viewpoints, decoupling of the control terminal and the transduction terminals in three-terminal memristors produces improved state retention and energy efficiency and enables performance of concurrent read and write operations. [36, 37] In designing the three-terminal memristor, we use the air-stable, high-mobility semiconducting layered Bi2O2Se as the channel material, thus potentially enabling fast synaptic information processing and ultrathin device fabrication. [38] Hall mobility of Bi2O2Se is ultrahigh ~18000 cm 2 V -1 s -1 at cryogenic temperature. [38] This value is comparable to what is observed in graphene grown by chemical vapour deposition and at the LaAlO3-SrTiO3 interface. [39, 40] The room temperature Hall mobility is ~200 cm 2 V -1 s -1 . [38] In addition to mobility advantage, its air-stability makes it a strong contender to typical Van der Waals stacked layered materials such as MoS2, black phosphorus and InSe. [41] [42] [43] For the first time, Bi2O2Se is demonstrated to be a promising material for neuromorphic computing.
A chemical synapse is illustrated schematically in figure 1(a) . This synapse passes information unidirectionally from a presynaptic neuron to a postsynaptic neuron and is thus asymmetric in both structure and function. The presynaptic terminal contains neurotransmitters, while the postsynaptic terminal contains neurotransmitter receptors. The arrival of a nerve impulse from the presynaptic neuron triggers the release of neurotransmitters into the cleft between the pre-and postsynaptic terminals. Some of these neurotransmitters then bind to the receptors and liaise with the postsynaptic neuron to allow the signals to be conveyed in the neural circuits. The synaptic transmission efficacy can be altered by the preceding activities, and this is known as the synaptic plasticity. As mentioned earlier, the STP and LTP occur at the pre-and postsynaptic terminals, respectively.
The cross-sectional structure of the Bi2O2Se three-terminal memristor is shown in figure 1(b) .
To mimic signal transmission through a synapse, the vertical gate stack of the Bi2O2Se device acts as the presynaptic terminal that receives the presynaptic input signal in the form of the gate voltage (Vg), while the in-plane channel under a constant source-drain bias (Vds=100 mV) acts as the postsynaptic terminal that transmits the postsynaptic output signal, i.e., the postsynaptic current (PSC), in the form of the source-drain current (Ids) and in response to Vg.
An optical image of the device is shown in figure 1(c) . The channel length of the device is dielectric is deposited at a relatively low temperature, the concentration of the randomly distributed fixed charges is expected to be high in HfO2. Oxygen vacancy (Ov) is commonly considered as a fixed charge center in HfO2. Based on the previously reported defect chargestate transition levels, the most stable defect states are in the sequence Ov +1 and Ov 0 for increasing Fermi energy when the Fermi energy is taken to be in the Bi2O2Se band gap and the calculated band offsets are used. [44] Specifically, the transition level E+1/0 is situated close to the conduction band minimum of Bi2O2Se. For Ov +1 , occurrence of unoccupied electron states in HfO2 band gap enables electron trapping (detrapping) in (from) HfO2 by which the addition (loss) of an electron causes a transition from Ov +1 (Ov 0 ) to Ov 0 (Ov +1 ). [45] [46] [47] This provides an electron trapping/detrapping energy level corresponding to E+1/0. The proposed charge trapping/detrapping mechanism is shown schematically in figure 1(g). It is worth pointing out that the charge trapping/detrapping mechanism is inherently slow compared with other mechanisms, such as ferroelectric switching which could be used to boost the operation speed of our device toward nanosecond scale comparable to state-of-the-art high speed two-terminal memristors.
[17, [48] [49] [50] [51] [52] [ 48, 53, 54] This could be even more significant in our Bi2O2Se device because of its strong n-type properties. [38] Unlike the LTP, the STP acts primarily to modify the synaptic transmission efficacy dynamically at the conveying transients but leaves the efficacy unchanged during steady-state transmission. We perform pulse train measurements (see Methods) and find that the transient synaptic efficacy can be modulated over the full-range from depression to facilitation via the concerted action of the STP and LTP. Significant short-term effect at a timescale longer than the normal dielectric relaxation time may indicate the involvement of certain slow ion processes that mediate the channel modulation. In this regard, the movement of interfacial Se anions are most likely because they are stabilized by weak electrostatic interaction and Se vacancies are shallow n-type donors. [55] The results of the alternating positive/negative Vg pulse train measurements are shown in figure S4 , showing symmetric and stable multi-level resistive switching behaviour. Lowervoltage operation of our device is shown in figure S5 . STf/LTd and STd/LTp effects are observed under positive and negative pulse train measurements with low pulse intensity of 10 mV and 100 mV, respectively, comparable to state-of-the-art low-voltage synaptic devices. [36] This implies the potential for low-power neuromorphic applications. Compared with STf effect, STd under negative gate voltage is less significant (higher pulse intensity required). We attribute this asymmetry to more (less) accumulated (depleted) electrons under the preceding positive (negative) gate bias of a given intensity and therefore less (more) complete recovery of channel carrier density on the arrival of the subsequent pulse in a given time interval, as can be deduced from the transconductance of our n-type device in the depletion mode (see figure 1(d) ). therefore an increase in PSCmax with increasing numbers of pulses is observed. Figure 3(b4) shows the percentage change in the nth PSCmax relative to the first PSCmax for each pulse interval. A transition from depression to facilitation is clearly observed as the frequency increases. The timescale of this STf effect is estimated to be hundreds of milliseconds (see figure S6 ). The pulse interval-dependent working mechanisms of the device under this specific +6 V pulse intensity condition are shown pictorially in figure S7 .
A further increase in pulse intensity to +10 V leads to new frequency-dependent synaptic transmission behaviour. From figure 3(c1)-(c3) , we see that PSCmax increases with increasing numbers of pulses, even under low frequency conditions. This is attributed to the strongly enhanced STf. The strong Vg pulse produces large numbers of residual electrons that are instantaneously available on the arrival of the subsequent pulse. The pulse width is fixed at 50 ms.
To demonstrate the sophisticated computational capabilities of our memristor, which uses its orchestrated LTP and STP to enable full-range modulation of the transient synaptic efficacy from depression to facilitation by stimulus frequency, the intricate neural process that underlies "sleep-wake cycle autoregulation" is simulated. Despite of the importance of this neural function, the mechanisms behind it are only partially understood. Inspired by a recent finding in fruit flies that recurrent neural circuitry exists to balance sleep need, we propose a heuristic recurrent neural circuit model (figure 4a) in which the concomitance of the synaptic LTP and STP is posited as a key factor in enabling this neural homeostasis. [56] The model STf concomitantly under the application of a positive gate voltage, and it is expected that they will conversely show LT P and STd under a negative gate voltage. Ne1 is specifically designed to have dual firing thresholds with opposite polarities so that it fires if the membrane potential exceeds either of the two thresholds. In addition, the polarity of the Ne1 firing spikes is reversed before they reach Sy2 so that the expressed plasticity of Sy2 is always opposite to that of Sy1. Similar to Ne1, Ne2 also has dual thresholds with opposite polarities. Unlike Ne1, however, the Ne2 firing spikes are unipolar so that they always counteract the external stimuli.
The "sleep-wake cycle autoregulation" process is simulated (figure 4c) using a recurrent spiking neural network. Specifically, the external sunlight stimulus changes chronologically from strong during the daytime, to medium as dusk approaches, and eventually becomes low Electrical characterization: Electrical characterization is performed using a Keysight B1500A semiconductor cell analyzer, which is supplemented with a B1530A waveform generator/fast measurement unit (WGFMU) that is used to perform the pulse measurements. All electrical measurements are performed at room temperature and under an ambient atmosphere. where kTF is the reciprocal Thomas-Fermi screening length. However, it is advantageous to maintain the exact XC energy for the homogeneous electron gas (HEG). Therefore, a local contribution is also required so that the total XC energy in the screened exchange method is sX sX sX nl loc E E E  where the local part is parameterized using Perdew's expression for the local density approximation (LDA). As a result, sX-LDA ensures that both the LDA and HF limits are correct for the HEG at long and short screening lengths. sX-LDA improves the calculated band gap of a wide range of semiconductors and insulators compared to the LDA.
Hybrid density functional calculation:

Spiking neural network simulation:
To establish the neural dynamics, we adopt the leaky integrate-and-fire (LIF) model. The membrane voltages V1 and V2 for Ne1 and Ne2, respectively, are given by where Erest is the resting membrane potential that is common to both neurons, I1 and I2 are the corresponding input currents, is the membrane voltage decay constant that is common to both neurons, kg is the conductance constant that is common to both neurons, ti is the time when the ith firing occurs, Eg is the equilibrium membrane potential that is common to both neurons, and g1 and g2 are the conductances of Sy1 and Sy2, respectively. These conductances, g1 and g2, respectively, are described by where τ1 and τ2 are the corresponding conductance constants, respectively, and k1 used to describe the effects of the LTP and STP, respectively Upon reception of a firing spike, the synaptic conductance will be either transiently facilitated (STf) or depressed (STd). This short-term effect is manifested in the Dirac function δ(x). Additionally, because of the concomitant LTP, the synaptic conductance will also be steadily potentiated (LTp) or depressed (LTd) to a certain extent. This long-term effect is handled using the Heaviside function. Because of the existence of the short-term effects, the synaptic conductance, after modulation, will gradually decay to a new baseline value that is determined by the LTP effect.
Unlike biological neurons and therefore unlike the canonical LIF neuron models, our neuron model has dual thresholds and a reversed spike polarity (for Ne1), as described in the main text. A membrane potential that exceeds either of the two thresholds, denoted by th+ and th-, will cause firing of the neuron. After firing, the neuron membrane potential is reset to Erest.
We used the Euler method to solve the required differential equations. The values of the different parameters used in the simulations are listed in table 1. 
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The authors declare no conflict of interest. When a positive gate voltage pulse is applied, free electron carriers are accumulated, thus increasing the channel conductivity. After the gate voltage pulse elapses, the channel conductivity gradually decreases as a result of the recovery of the steady-state carrier density. In the strong pulse intensity case, the channel conductivity on the arrival of the next gate voltage pulse may be higher than that during the preceding pulse, and this is attributed to the presnece of residual electrons. A stronger pulse causes more electrons to be accumulated and therefore more residual electrons are present. This is the electronic basis of the STf. In addition to this transient effect, the possible charge trapping in the border traps, which occurs on the arrival of the gate voltage pulse, has a lasting effect of reduction of the number of electrons in the steady state. This is the electronic basis of the LTd. In the weak pulse intensity case, the STf effect may be so weak that the LTd effect is predominant. In order to obtain the timescale of STP, it has to be decoupled from LTP, which is inherently difficult. A postulation is made here: the STP effect is negligible in the case of 1s pulse interval. This is from the observation of the recovery of depression effect (see figure 2(b3) ).
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Based on this postulation, the STP effect can be extracted by subtracting the current values under 1s interval pulse measurement. We follow the wisdom of Burgt et al. [1] who performed data fitting to obtain the dependence of paired pulse facilitated post-synaptic current on pulse interval. In this way, a pair of time constants for our STP effect are obtained to be 148 ms and 494 ms. These values are of the same order as those of Burgt et al. who obtained approximately equivalent values to those measured in biological synapses. In addition, our time constants are below 1s, in consistence with our initial postulation.
S7. Pulse interval-dependent working mechanisms of Bi2O2Se synaptic device under the specific +6 V pulse intensity condition.
In the short pulse interval case, the channel conductivity upon arrival of the next gate voltage pulse may be higher than that which occurred during the preceding pulse, and this is attributed to the presence of residual electrons. Shorter the pulse lengths cause more residual electrons to be present. This is the electronic basis of the STf. In addition to the transient effect, the possible charge trapping in the border traps, which occurs upon arrival of the gate voltage pulse, results in a lasting effect of the reduction in the number of electrons in the steady state. This is the electronic basis of the LTd. In the long pulse interval case, the STf effect may be so weak that the LTd effect is predominant. a b c
Figure S7
Mechanisms for the concomitant long-term and short-term modulation of the transmission efficacy in Bi2O2Se synasptic device under (a) high, (b) median and (c) low frequency pulse stimuli. The pulse intensity is +6 V in all cases. Becuase the pulse intensity is the same for all three cases, we assume that the same number of free electron carriers are increased upon pulse arrival because of the gate field effect, and that the same number of electrons are trapped.
S8
. Simulated "sleep-wake cycle autoregulation" function under the circumstances of enemy invasion during sleep.
Figure S8
Recurrent spiking neural network simulation of "sleep-wake cycle autoregulation" in the case of enemy invasion during sleep. Wake-up and locaomotion are immediately triggerred because of the STf effect of Sy1. The changes in membrane potentials of Ne1 and Ne2, in synaptic weights of Sy1 and Sy2, and the spiking activities of Ne1 and Ne2 in response to external stimuli are presented. Enemy invasion (stimuli with higher frequency than that of the background) immediately triggers locomotion, as indicated by sudden occurrence of spiking for Ne1 at midnight.
