The general case where the time specific effect in a two way model follows an arbitrary ARMA process has not been considered previously. We offer a straightforward maximum likelihood estimator for this case. Allowing for general ARMA processes raises the issue of model specification and we propose tests of the null hypothesis of no serial correlation as well as tests for discriminating between different specifications. A Monte-Carlo experiment evaluates the finite-sample properties of the estimators and test-statistics.
Introduction
Following the influential work of Lillard and Willis (1978) there has been a continued interest in error component models which allow for dynamics in the form of a serially correlated error component. Similar to Lillard and Willis, Anderson and Hsiao (1982) , MaCurdy (1982) and Baltagi and Li (1991, 1994) consider a oneway error component model with individual specific effects and serially correlated idiosyncratic errors. King (1986) specific effects and independent idiosyncratic errors whereas Magnus and Woodland (1988) consider a multivariate panel data model where both the time specific effects and the idiosyncratic errors are correlated. See Baltagi (1995, ch. 5 ) for a review of the literature.
In this paper we consider the two way random effects model with serially correlated time specific effects. That is, the serially correlated component is common to individuals and can be taken to represent common or macro effects not accounted for by the explanatory variables. More specifically, the model of interest is y it = α + x it β + ε it
(1) ε it = µ i + λ t + ν it with λ t an ARMA(p, q) process,
This model introduces the empirically plausible phenomena of some factors affecting all individuals observed in the same time period and that these factors tend to persist over time. Examples of such factors are numerous and include business cycles, oil price shocks and economic policies that tend to persist during several of the periods for which the data are collected. Whereas this model has not been considered in this generality previously, Revankar (1979) studied the special case where λ t follows an AR(1) process and gave a GLS estimator. The Revankar GLS estimator is rather cumbersome, the data must be transformed twice and GLS estimation with an N T × N T variance matrix is still required for the transformed model. We offer a computationally straightforward maximum likelihood estimator for the general case where λ t follows an arbitrary ARMA processes. To our knowledge there are no previous results on model selection and specification testing for this model. We consider the model selection problem and give tests for autocorrelation in λ t as well as tests that allow us to discriminate between specifications of the ARMA process.
The organization of the paper is as follows. Section 2 presents the maximum likelihood estimator of the model. Section 3 derives the specification tests. Section 4 contains results from a Monte-Carlo experiment and section 5 concludes.
The maximum likelihood estimator
In matrix form the two way model (1) is written as
..., λ T ) and ι N is a vector of ones of dimension N . Throughout we will maintain the assumption that
u , independent of each other and X. In addition we assume that the ARMA process (2) is stationary and is strictly invertible and that the AR and MA polynomials contain no common roots.
The covariance matrix of the combined error term is given by
where J T = ι T ι T a T × T matrix of ones and Ψ is the covariance matrix of the ARMA process (2) with unit innovation variance. Direct inversion of Σ is clearly impractical even for panels of moderate size and the usual spectral decomposition "tricks" employed in the panel data literature are not directly applicable here. For maximum likelihood estimation to be practical convenient expressions for Σ −1 and |Σ| must be found. To this end, let
be the covariance matrix of the one-way model with individual specific effects. This allow us to write Σ in the form
which gives a convenient expression for the inverse (Dhrymes 1984 , p. 39 )
where
We obtain the determinant of Σ in a similar fashion as
Using these results we have the log-likelihood function as
where γ is the vector of covariance parameters, σ
Evaluating the likelihood requires numerical calculation of the determinant and inverse of the
* which for the modest time series dimensions common in panel data applications is both speedy and accurate 1 .
Specification tests
For the purpose of specification testing we concentrate on the empirically most relevant AR(1),
and MA(1),
specifications for λ t . Generalizing the testing procedures to higher order ARMA processes is straightforward.
Testing for autocorrelation in λ t
The LM-test of the null hypothesis H 0 : ρ = 0 against ρ = 0 in the AR (1) specification is given by
where I 4,4 is the (4, 4) element of the inverse information matrix for the variance parameters, I γ,γ , evaluated at the null hypothesis λ t = u t ∼ N (0, σ 2 u ). Since the information matrix is block-diagonal between δ and γ it is sufficient to obtain this block. See Karlsson and Skoglund (2000) for details.
Analogously with tests for autocorrelation in the standard regression setting (e.g. Godfrey 1978) ξ 1 is also the LM-test against an MA(1) alternative. This follows since the score vectors and information matrices for the AR(1) and MA(1) specifications are identical under the respective null hypotheses.
The hypothesis of no autocorrelation can, of course, also be tested using Wald or LR-tests. In addition to requiring the use of slightly more complicated estimators, these tests require the choice of a specific alternative. In general we expect Wald or LR-tests against the correct alternative to have more power than the LMtest and the Wald or LR-tests against the wrong alternative to have lower power than the LM-test. 1 If an analytic inverse and determinant is available for Ψ it is more convenient to work with σ −2 u Ψ −1 + N A * (line 2 of (3), 1 of (4)) since the computations are much more efficient for symmetric positive definite matrices than for general matrices.
Testing AR(1) vs. MA(1)
Having rejected the null of no serial correlation using one of the tests discussed in the previous section, the next step is to decide how to model λ t . In this section we develop formal tests which allow us to discriminate between the AR(1) and MA(1) specifications. Testing is complicated by the hypotheses being non-nested and test results will frequently be inconclusive. Model choice can then be based on less formal criteria, such as comparison of p-values or information criteria. Note that in the case of AR(1) vs. MA(1), the choice of information criteria to use is irrelevant since they all boil down to a simple comparison of the likelihoods for the two specifications.
In order to develop formal tests we nest the two hypothesis in the comprehensive ARMA(1,1) specification for λ t . Since estimation of the comprehensive model is complicated we do not consider Wald or LR-tests and concentrate on LM-tests. The test of the hypothesis that the true process for λ t is AR(1) then corresponds to testing H 0 : θ = 0 in the ARMA(1,1) specification. We will refer to this test as the LM-AR test. Correspondingly, testing the null that the true process for λ t is MA(1) is equivalent to testing H 0 : ρ = 0 in the ARMA(1,1) specification. We refer to this test as the LM-MA test.
Using the standard block diagonality between regression and variance parameters we have the test statistic for H 0 : τ = 0 as
where τ is θ if the null hypothesis is AR(1) and ρ if the null hypothesis is MA(1) and I τ τ is the appropriate element of the inverse information matrix for the variance parameters, evaluated under the null hypothesis.
2
The LM-tests are relatively complicated and as an alternative we consider two tests which can be computed using only the within estimates of the standard twoway model. These tests are based on the same ideas as the BGT tests of Baltagi and Li (1995) , to test implications of the process for λ t being AR(1) or MA(1).
Let λ t be the dummy variable estimates of λ t . Then
is a consistent estimator of ζ j = cov(λ t , λ t−j ). Under the null of MA (1) (1) is thus given by
2 The elements of the score and the information matrix evaluated under the null hypothesis are given in Karlsson and Skoglund (2000) .
Under the alternative of AR(1), ζ 2 > 0 and we reject in the right tail only in order to maximize power. We refer to the test (9) as the BGT-MA test.
Let η j = corr (λ t λ t−j ), under the null hypothesis of an AR(1) process
whereas under the alternative of an MA(1) process η 2 = 0. The test statistic
is asymptotically N (0, 1) under the null hypothesis and we reject in the left tail in order to maximize power against MA(1). We refer to the test (10) as the BGT-AR test. To get a test for which size approaches one asymptotically when |η 1 | > 1/2 and the true process can not be an MA(1) we may also accept the null hypothesis if
as in Baltagi and Li (1995) .
Monte-Carlo study

Design
We generate data from the two way model
where α = 0, β = 1 and with λ t an AR(1) or MA(1) process. The regressor, x it is generated as
where η it is iid N (0, 1) and is held constant over the replicates of y it . The variance parameters takes the values as σ Due to the large amount of output from the simulation experiment it is necessary to conserve on space. We only present results for the sample size N = 20, T = 50 and σ 2 µ = σ 2 ν = 1/3. A more detailed discussion of the simulation results is in Karlsson and Skoglund (2000) and a full set of results can be obtained on request.
Parameter estimates
The bias of the parameter estimates is small and the only potentially troublesome parameter to estimate is θ. The estimated variance of θ is very large for estimates close to one, which comes from the fact that the information matrix is singular at |θ| = 1. Restricting |θ| below one led to serious convergence problems. Instead estimates above one in absolute value are transformed back to the invertibility region by taking 1/ θ as the estimate and adjusting the variance estimate, σ 2 u , accordingly. The near singularity of the information matrix close to the invertibility boundary is however still reflected in the poor performance of the information matrix estimate of the variance.
We experienced some convergence problems with the MA(1) model when the true model was AR(1) with |ρ| = 0.8 4 . This is not too surprising since the MA(1) model cannot match the moments of the AR(1) process for high values of |ρ|.
Hypothesis tests
In each replicate we compute the LM-test of the null of no serial correlation as well as the LR and Wald-tests of the null of no MA(1) or AR(1). The Wald-tests are computed using a numerical approximation to the Hessian. Wald-tests based on the information matrix failed in the MA(1) model for |θ| = 0.8 due to near singularity of the information. In addition we compute the tests for discriminating between the two specifications i.e. the LM-MA, LM-AR as well as the BGT-MA and BGT-AR tests.
In reporting our Monte-Carlo results for the test-statistics we use the graphical methods advocated by Davidson and McKinnon (1998) . The size discrepancy graphs plot the difference between estimated size and nominal size against the nominal size of the tests. The size-power graphs plot power against the nominal size of the tests.
Tests of the null hypothesis of no serial correlation
Size Figure 1a shows the nominal size (x-axis) and size discrepancy (y-axis) with 95% Kolmogorov-Smirnov "confidence bands" for the LR, Wald and LMtests. For N = 20, T = 50 the size properties are very good for the LM-test and the Wald and LR-tests against an AR(1) alternative. When testing against an MA(1) alternative the LR and, especially the Wald test suffer from size distortion and are sensitive to the choice of variance parameters.
For smaller sample sizes the Wald and LR-tests against the alternative of MA(1) have serious size problems and are sensitive to the choice of variance parameters. Due to the size problems with these tests they will not be considered further. This is in contrast to the LM-test and Wald and LR-tests against an AR(1) alternative which performs reasonably well even for the smaller sample sizes. With smaller N or T the power is obviously lower, but it is also more sensitive to the choice of variance parameters. As for N = 20, T = 50 the LR-test typically has the highest power. Still, the power differences between the tests and the models are relatively small. Figure 2a shows the size discrepancy of the BGT-AR and LM-AR tests for N = 20, T = 50. The BGT-AR test is undersized at usual significance levels and the size is also sensitive to the choice of variance parameters. A low σ variance parametrization. For |ρ| = 0.8 the LM-AR test is slightly undersized but still performs much better than the BGT-AR test. Due to the size distortion in the BGT-AR test we refrain from doing power comparisons. While the tests could be size adjusted for the sake of the comparison, this is of limited practical relevance and we merely note that the tests have little power for the smaller sample sizes. Figure 2b shows the size discrepancy of the BGT-MA and LM-MA tests for N = 20, T = 50. The BGT-MA test is insensitive to the choice of variance parameters, but severely undersized with the more severe cases occurring for positive θ. Given the sign of θ, the size of the BGT-MA test appears to be unaffected by the magnitude of θ. The LM-MA test is also undersized but not by as much as the BGT-MA test, on the other hand it is slightly more sensitive to the variance parametrization for |θ| = 0.8. The LM-MA test also has better size properties for negative θ.
Tests for discriminating between the AR(1) and MA(1) specifications BGT-AR and LM-AR tests
BGT-MA and LM-MA tests
The size of the LM-MA test is quite sensitive to the choice of variance parameters and undersized for smaller sample sizes. The BGT-MA test continues to be insensitive to the choice of variance parameters. The size distortion is however still greater than for the LM-MA test.
Conclusions
In this paper we have derived a straightforward maximum likelihood estimator of the two-way model with a serially correlated time-specific effect. Monte Carlo simulations demonstrate that the MLE has good small sample properties for common sample sizes.
When testing for the null of no serial correlation we recommend the LM, Wald (based on the Hessian) and LR-tests against an AR(1) alternative since they have the best size properties. Furthermore the power loss compared to the corresponding Wald and LR-tests against MA(1) is small. In practice the LM test may be preferred since it is simple to compute, requiring only estimation under the null hypothesis of the standard two-way model.
To discriminate between the AR(1) and MA(1) process we have considered LM-tests as well as BGT-tests requiring only the within estimates of the standard two-way model. The BGT-tests have poor size properties and can not be recommended whereas the LM-tests perform quite well in the simulations.
