Abstract-Large scale shadows from buildings in a city play an important role in determining the environmental quality of public spaces. They can be both beneficial, such as for pedestrians during summer, and detrimental, by impacting vegetation and by blocking direct sunlight. Determining the effects of shadows requires the accumulation of shadows over time across different periods in a year. In this paper, we propose a simple yet efficient class of approach that uses the properties of sun movement to track the changing position of shadows within a fixed time interval. We use this approach to extend two commonly used shadow techniques, shadow maps and ray tracing, and demonstrate the efficiency of our approach. Our technique is used to develop an interactive visual analysis system, Shadow Profiler, targeted at city planners and architects that allows them to test the impact of shadows for different development scenarios. We validate the usefulness of this system through case studies set in Manhattan, a dense borough of New York City.
INTRODUCTION
A rapid increase in the urbanization of the world's population [1] has resulted in the need for cities to densify to equitably meet the rising housing demands while still maintaining the environmental quality of public spaces such as streets and parks. A key quantity that plays a crucial role in defining this quality is the impact of shadows from buildings. In particular, shadows can potentially infringe on the "right to light" of other citizens in the community through the occlusion of direct sunlight by shading public spaces. This can not only inhibit vegetation growth but also reduce solar energy potential. On the other hand, shadows can also be beneficial by reducing the urban heat island effect that paved surfaces create, or by providing a comfortable environment for park goers. It is therefore important to maintain a balance in the amount of shadows cast with the development of a city.
This requires extensive analysis to be performed to allow for amiable negotiations between the various stakeholders including the city council, the urban designers and developers, and other government agencies. However, in practice there is little analysis of cast shadows being done to test the impact of new development primarily due to the non-availability of the necessary tools. While cities do perform shadow analysis, the time and cost involved limits it mostly to a small and discrete set of times and very specific instances (e.g. see [2] , [3] ). It is therefore crucial that efficient and interactive tools are within purview of stakeholders since this allows for 1) a more comprehensive analysis; and 2) democratization of the planning process -making these results accessible and allowing the general public to visualize various scenarios will also help them contribute to the dialogue around new policies. Interactivity in such analysis also helps architects and developers quickly iterate over several possible designs when working on a project.
The computation of shadows is one of the most popular topics of research in the computer graphics domain. Due to its importance in realistic rendering, several techniques have been proposed for computing shadows both in real-time, as well as offline [4] , [5] . These techniques were designed to support a variety of scenarios involving the scene as well as lighting options. All of these techniques, however, typically consider only scenes with a fixed set of light(s). Orthogonal to these techniques, we are interested in quantifying shadows over multiple time periods of interest. In particular, we are interested in quantifying the amount of time a given location is in shadow over the given time periods. This requires the accumulation of shadows involving different time periods of varying lengths. In addition, we are also interested in measuring how proposed developments can affect the accumulation of shadows in its neighborhood.
While none of the existing techniques directly support the accumulation of shadows over time, they can still be extended to accumulate shadows. The most straightforward approach, also followed by currently used tools [6] , [7] , is to explicitly identify shadows for each time step of a given interval. The direction of sun light depends not only on a city's location, but also on the time of the year. This makes the shape of shadow highly dependent on the day and time, requiring shadows to be computed for potentially several thousand time steps depending on the temporal resolution. Combining this with the scale of a city, which is typically spread over a wide area consisting of thousands of buildings, makes it computationally expensive to be performed at a suitably high resolution. More importantly, this increased complexity also hampers the interactivity of the analysis pipeline. For example, to accumulate shadows in a 3-hour period over a week at a time resolution of 1 minute would require shadows to be computed for 1260 light positions. Doing this for larger time periods spanning several months (such as summer or winter) at high resolutions is not practical.
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Another option is to pre-compute all possible shadows, or appropriate data structures such as shadow maps or shadow volumes, and use this for the analyses. However, as mentioned above, we are interested in exploring the impact of new constructions with respect to the shadow. This requires interactively testing and iterating over several designs, and any pre-computation based approach will not be able to efficiently handle such scenarios, since the data structures will have to be recomputed based on the new set of conditions.
A third option is to model the given time interval as a set of directional lights. This approach requires the ability to support several thousand to tens of thousand light sources. However, existing techniques are catered towards only a small number of light sources, making such an extension non-trivial. Contributions. In this paper, motivated by problems faced by architects and city planners, we take the first step at interactively accumulating shadows over time. We first define two shadow accumulation quantities to effectively quantify the accumulation of shadows over time. We then propose a simple approach to efficiently accumulate shadows over time, and which can be used to speed up existing shadow techniques. Our shadow algorithms are then used to develop an interactive visual exploration system targeted at city planners and architects. Our contributions are summarized as follows:
• We propose a simple approach to accumulate shadows that implicitly tracks the movement of shadows. It is accomplished by taking advantage of the properties of sun movement within short time intervals.
• Our proposed approach is used to extend two common shadow techniques -shadow maps and ray tracing, to efficiently accumulate shadows. In particular, we present shadow accrual maps which extend standard shadow maps to accumulate shadows over time, and inverse accrual maps which use ray tracing to identify shadow movement, thus allowing shadows to be accumulated by simply drawing a set of lines.
• Making use of the coherency in the sun directions, we design optimizations that allow for the interactive accumulation of shadows over large time intervals.
• We show experimental evaluation demonstrating the accuracy and performance of our technique. We show that on average, the shadow accumulation using shadow accrual maps performs around an order of magnitude faster than a naive baseline.
• We develop Shadow Profiler, an interactive visual analysis system targeted at city planners and architects to explore shadows in a city, and test the impact of multiple scenarios.
• We show the utility of Shadow Profiler through case studies set in Manhattan, New York City. The case studies evaluate accumulated shadows over Central Park to study a set of supertall towers currently under construction that has generated intense public debate.
RELATED WORK
We briefly survey existing literature from three categories: visual analytics in the context of cities, the study of shadows in urban design, and shadow computation techniques from computer graphics. Urban visual analytics. Multiple visual analytics systems have been proposed to interactively explore and analyze urban data [8] . These systems are primarily designed to analyze urban data generated by the urban environment. For example, there are individual visual analytics systems in transportation and mobility [9] , [10] , [11] , [12] , air pollution [13] , real-estate ownership [14] , [15] and public utility service problems [16] . There are also tools developed to multiple urban data sets [17] , [18] . We refer the reader to Zheng et al. [19] for a comprehensive survey on visual analytics approaches in urban computing. Recently, several software platforms have also emerged that aim to use urban data sets together with city geometry to help inform the decision making process in the development of cites. They are aimed at a range of stakeholders (architects, city planners, developers, and the general public), such as Place I Live [20] , Transitmix [21] , Flux [22] , ViziCities [23] , ArcGIS [24] , Urbane [18] , and Vis-A-Ware [25] . Of these only Urbane, Vis-AWare and ArcGIS support computing impact based on measures such as visibility and sky exposure. While ArcGIS also supports the computation of shadows, it does not have the ability to accumulate shadows and visualize this accumulation.
Shadows in urban design. Sunlight exposure has been a core consideration in building design since early architectural studies. The seminal work of architect Ralph L. Knowles in which he proposed the concept of a solar envelope [26] has been hugely influential on studies involving the impact of shadows, and more generally solar access. This was further explored in the following decades, by Knowles [27] , [28] , and others [29] , [30] , [31] , [32] , [33] , stressing the importance of solar access in the urban context.
In the specific context of shadows, Richens and Ratti [34] , [35] , [36] proposed a technique that computes shadow information based on digital elevation models (DEM) and used it as a parameter to generate and evaluate urban models. Shadows computed using DEM have also been incorporated into urban climate models [37] , [38] , [39] , [40] . However, in all these cases, the computed shadow information is approximate since DEMs are not only limited by the resolution of the images, they also do not capture the actual shape of the buildings. Solar potential analysis also makes use of shadow information to improve the modeling of solar radiation, as well as assess photovoltaic energy-potential of urban environments [41] . These approaches also explicitly identify shadows for each time step of interest either through shadow maps [42] or using ray casting [43] , [44] . Having an efficient approach to compute and accumulate shadows will greatly help in improving these models.
Shadow computation techniques. The computation of shadow information has been extensively explored in computer graphics. We refer the reader to two recently published books by Eisemann et al. [4] and Woo et al. [5] for a detailed survey on recent shadow computation techniques. Real-time shadow computation can be broadly divided into two categories -shadow map based techniques and shadow volume based techniques. The first group encodes shadow information of the scene geometry onto an image, which is later used when rendering the scene. Because the shadow information is discretized as an image, shadow map based approaches are constrained by the image resolution. Several solutions have been proposed to overcome this problem that include using multiple shadow maps [45] , [46] , pre-computing and storing high-resolution maps [47] , [48] , and deforming the light projection matrix in order to increase the texel density near the view camera [49] , [50] . Sintorn et al. [51] proposed a shadow mapping technique that maintains a list of points (from the camera's POV) corresponding to each pixel of the shadow map to avoid the aliasing artifacts. Lokovic and Veach [52] stored multiple depth values as a parametric function to compute shadows for dense translucent objects such as hair and fur. The proposed shadow accrual map also uses an approach of storing multiple depth values, but the method for computing this is different since it has to consider different time steps. Scherzer et al. [53] presented a detailed survey on shadow map based techniques.
Shadow volumes based techniques, on the other hand, do not perform any discretization of the scene. Instead, it uses the geometry of the scene to create volumes of shadows in space. We refer the reader to Kolivand et al. [54] for a survey on shadow volume approaches. Recently, Sintorn et al. [55] proposed a shadow volume technique that assigns a volume for each triangle in the scene. However, since this requires pre-computation, impact computation in real-time becomes difficult. As mentioned in Section 1, accumulating shadows using any of the above techniques requires explicitly computing shadows at each time step, making it an expensive process.
With the current progress of massively parallel architectures, another approach that has become popular for computing shadows is ray tracing. Djeu et al. [56] used volumetric occluders to accelerate the tracing of rays for shadows. Kalojanov et al. [57] stored the scene using a two-level grid to enable interactive ray tracing using GPUs. Feltman et al. [58] proposed a cost estimator for shadow ray traversal, and used it to indicate early ray termination. Nah et al. [59] proposed a surface method traversal order that accelerates shadow ray tracing.
Soft shadowing techniques [51] , [60] , [61] , [62] can be used to obtain the desired visual effect of shadow accumulation, by considering samples to correspond to the time steps. This still boils down to explicitly computing shadows at each of the time steps. Also, using all of these techniques, it is not possible to quantify the shadow contribution with respect to the source, which is important for analysis.
To the best of our knowledge, the only approach that computes shadows over time of day was proposed by Fernando [61, Chapter 13] , which pre-computes occlusion interval maps that store for each point the time steps when they are visible to light. This is a costly pre-computation, which cannot be easily adjusted to interactively compute impact with changes to the scene. Orthogonal to these techniques, our approach uses the property of shadow movement over time to accumulate shadows in real-time. Moreover, our approach can be used to extend any of the above techniques to speedup shadow accumulation.
TEMPORAL SHADOWS
In this section we first formally define two measures to quantify shadow accumulation followed by describing the key property of temporal shadows, that form the basis of our shadow accumulation techniques.
Shadow Accumulation
A given location can be in shadow at different times of a given day. Our goal is to measure the quantity of shadow at these locations. In particular, we are interested in the following quantities which define two different aspects of a shadow with respect to a location: Gross Shadow: measures the total time that a given location is in shadow during a given time interval. When computed over multiple days, we compute the gross shadow as the average time per day that location is in shadow. For example, consider the shadows with respect to two towers in Figure 1 for a 3-minute interval 1 . Point Fig. 1 . Shadow accumulation is measured as either gross shadow or continuous shadow. In the above example, the point p 2 has both measures equal to 2 minutes in the 3-minute interval. The point p 3 , on the other hand, is continuously in shadow for only a minute, even though it is in shadow for 2 minutes in this interval. p 1 is in shadow for the entire time interval, while points p 2 and p 3 are in shadow for 2 minutes of the interval. Continuous Shadow: measures the maximum time that a given location is continuously in shadow during a given time interval. When computed over multiple days, it is equal to the maximum continuous duration over all days. Again, consider the example in Fig. 1 . Points p 1 and p 2 are continuously in shadow for 3 and 2 minutes respectively, which is the same as the total time (gross shadow) they are in shadow. On the other hand, even though p 3 is in shadow for 2 minutes, by having no shadow at 12:01 PM, it is continuously in shadow only over 1-minute intervals.
Properties of Temporal Shadows
One way to accumulate shadows in a given time interval is to compute shadows at each time step of this interval and combine them. However, as mentioned earlier, this is a costly operation and is not interactively feasible even when the accumulation is done only over a single week. Rather than tracking the movement of the sun (directional light source) over time, the key idea behind our technique is to alternatively track the movement of the shadow itself in order to accumulate them. For the remainder of the paper we assume the light source as directional.
Consider the time interval [t 1 ,t n ]. Given a relatively short time interval, the movement of the sun during this interval can be considered to be linear. To validate this assumption in practice and to identify an appropriate time interval, we compare the actual sun direction with the interpolated direction over different interval sizes. In particular, we first choose 1000 random time steps covering the entire year. This ensures that directions from different times of the day as well as different seasons are well covered. Given a time interval of n minutes, we compute the cosine between the actual sun direction at each minute and the direction obtained by interpolating between the directions at the start and end of that interval. A value close to 1 indicates that the two direction vectors are the same. Table 1 shows the mean, standard deviation, and median of the cosine values with different interval sizes ranging TABLE 1 Mean (µ), standard deviation (σ ) , and median of the cosine value between the actual direction of sun light (in NYC) and the direction obtained by linearly interpolating between different time interval sizes.
Note that the linear approximation starts diverging from the actual direction only when the interval size is greater than an hour. , each point p 1 in shadow at t 1 is mapped to the point p n , the location of shadow at t n due to the same shadow source, s.
from 5 minutes to 4 hours. Note that the linear assumption of the sun movement holds even when the value of n = 60 minutes. We start seeing the interpolated directions diverging from the actual direction beyond this interval. We therefore decided to use hourly intervals (n = 60 minutes) to compute shadow accumulation.
The main idea behind our approach is the following. Consider point p 1 on the ground that is in shadow at time t 1 . As illustrated in Fig. 2 , let the cause of shadow at p 1 be the point s on a building. Note that s can be one of the many possible sources of shadow at p 1 . Let at time t n , s cast a shadow at point p n . Then, given that the movement of the sun is linear, the shadow cast by s moves linearly from p 1 to p n . Thus, the accumulated shadow corresponding to s over the given time interval is essentially the straight line from p 1 to p n . This key observation is used in the next two sections to design algorithms to efficiently compute shadow accumulation over time.
SHADOW ACCRUAL MAPS
We now describe shadow accrual maps, an extension to the standard shadow mapping technique [63] that utilize the linear shadow observation to keep track of shadows over time. The standard shadow mapping algorithm runs in two passes. First, it renders the scene from the point of view of the light (using an orthographic projection in the case of a directional light), and stores the depth buffer in a texture called the shadow map. The shadow map maintains the distances between the light and the objects that are directly illuminated. In case of directional light, the distance is computed with respect to a plane orthogonal to the light direction. Next, the scene is rendered from the point of view of the camera. The depth of the surface point corresponding to each pixel is computed from the light's point of view as above. If this depth is greater than the depth stored in the corresponding pixel in the shadow map, the point is marked as being in a shadow.
Our algorithm follows the same template, wherein the first step computes the shadow accrual map for a given fixed time range, and the second step identifies points in shadow.
Step 1: Computing shadow accrual maps. Consider a given time range [t 1 ,t n ) in which the movement of the sun is linear. Let this time range be divided into n discrete time steps. The shadow accrual map is a 3D texture that stores the depth values corresponding to these n time steps. However, instead of individually computing the n 2D textures (or shadow maps) over n passes, we compute it in one pass as follows.
Let d 1 and d n be the direction of sun light at the beginning and end of the given time range. We select a shadow plane that is orthogonal to d 1 , and further from the light than all objects visible from the camera as shown in Fig. 3a . The extent of this plane is computed such that it encompasses all objects from the point of view of the camera when projected with respect to directions d 1 and d n . Every 3D point s in the scene is processed as follows. s is first projected onto the shadow plane along directions d 1 and d n to obtain points p 1 and p n respectively. That is, p 1 and p n correspond to the locations of the shadow cast by s at times t 1 and t n respectively (see Fig. 3a ). Since the shadow moves linearly within the given time interval, the location p i of the shadow at every intermediate time
, and i = i − 1. For each i, shadow depth of p i in the i th 2D slice is appropriately updated as shown in Fig. 3b . Instead of the distance between s and the light, we use an equivalent measure of the distance of s to the shadow plane along the light direction as depth. Thus, the depth of p i is simply the distance between s and p i .
Using modern programmable GPUs, the entire operation can be performed in parallel in a single rendering pass. As the following theorem shows, the resulting 3D texture is equivalent to creating independent shadow maps for each of the n time slices. Thus, there is no loss of quality when using shadow accrual maps compared to traditional shadow maps. Theorem 1. Consider a time interval of size n units during which the movement of the sun is linear. Let shadows be accumulated for every 1 unit of time, i.e. the time interval is divided into n equal time steps. Then the shadow accrual map computed for this time interval is the same as the computing n shadow maps for each of the n time steps.
Proof. Consider a time interal [t 1 ,t n ] of length n units. Without loss of generality, let t 1 = 0 and t n = n − 1. Let d 1 and d n be the direction of light at t 1 and t n respectively. By definition, the first and last slices (corresponding to time t 1 and t n ) of the shadow accrual map are the same as the shadow maps for these two time steps. Now, consider time step t 1 < i < t n , having direction d. Due to linear movement of the sun, the inter-
Consider a point s on building mesh. Let the projection of s on the shadow plane be on point p at time i. Without loss of generality, we use p to denote the pixel on the shadow map texture as well. Therefore, the point p will be processed by the traditional shadow map algorithm for time step i. Let the shadows at times t 1 and t n be at points p 1 and p n respectively. Note that the direction d 1 is orthogonal to the shadow plane. Therefore, the point p is at a distance δ tan(iθ /n) from p 1 along the line [p 1 , p n ] (see Fig. 4 ). Now consider the shadow accrual map algorithm. At time i, it processes the point
, which is the same as p, for the i th slice. Thus, for any shadow source s, shadow accrual map processes the exact same pixels for all time steps i as a shadow map would for the corresponding directions.
Step 2: Computing shadows. To obtain the shadow at a given 3D point s, we need to test its depth at the n time steps. To do this, consider again the line between the projection of s at time t 1 and time t n . As before, let p i be the projection of s at time steps 1 < i < n. If s is in shadow at time step i, then the depth of p i will be less than the corresponding depth stored in the i th 2D slice of the shadow accrual map (recall that the depth is the distance between s and p i ). The gross shadow is then computed by simply counting the number of points p i , 1 ≤ i ≤ n, that are in shadow. The continuous shadow is computed by counting the maximum number of points that are continuously in shadow. Note that if each time step is different from 1 minute, then the gross (continuous) shadow is multiplied by an appropriate factor.
INVERSE ACCRUAL MAPS
The primary application of accumulated shadows in the context of cities is in studying its impact on open urban spaces (such as parks or sidewalks), which are typically flat surfaces. Since shadow accrual maps are based on shadow maps, the well known issues such as aliasing and shadow acne are also carried over making accurate quantification of shadows difficult. Ray tracing based shadow techniques, on the other hand, have better quality. With the focus on shadow accumulation over flat surfaces, in this section, we design a ray tracing-based approach that makes use of the linear movement property of temporal shadows. Inverse Accrual Maps. Consider again the example in Fig. 2 . Given that the accumulated shadow corresponding to s is the straight line from p 1 to p n , the inverse accrual map maps the point p 1 to the point p n . It is computed as follows. First, the set of points on the plane visible from the camera are identified. This can be accomplished by a simple modification of the rendering output of the graphics pipeline where the world coordinates of each pixel is stored onto a buffer. Now, consider any point, say p 1 , on a plane. The possible sources of shadow for that point can be obtained by tracing a ray from that point in the reverse direction of light until there are no more intersections. Here, each intersection corresponds to a source of shadow. The inverse accrual map is also a 3D texture, where the i th 2D slice stores the mapping corresponding to the i th source. Figure 5 shows two points for which there are two source points. If there is no shadow on p 1 at t 1 , then such a point has no source of shadow, and is hence mapped to infinity. To avoid shadow acne, we ensure that there is a small distance between p 1 and its shadow source (we notice that in practice, a distance of 100 cm provides good results).
Computing shadow accumulation. Let the given time interval be divided into n time steps. The shadows corresponding to each of the source levels are first drawn as follows. Consider a point p 1 and the corresponding mapping point p n . The shadow at each time step is approximated to be along one of the line segments obtained by dividing the line (p 1 , p n ) into n − 1 segments. We maintain a n-bit vector for each point to store the shadow corresponding to it at the different time steps. Consider a point p. The bit corresponding to the j th time step is set to 1, if the j th line segment pass through this point. For example, consider the illustrated points in Fig. 1 . Given the 3-minute time interval with n = 3, each point has a 3-bit vector associated with it. The vector corresponding to p 1 , p 2 , and p 3 are After all n-bit vectors corresponding to points in the scene are populated by drawing all valid lines from all source levels, gross shadow is computed as the sum of bits in this vector. Continuous shadow is computed as the maximum size of a set of consecutive 1's in the vector. As before, gross (continuous) shadow is multiplied by an appropriate factor to offset the size of a time step. Effect of maximum source level. Consider the evolution of the shadow at point p in Fig. 6 from time t 1 to time t n . Let the line (p 1 , p n ) be responsible for the shadow at p at time t, where t 1 < t < t n . Let s be the source of this shadow. For the point p to be correctly identified as being in shadow at t for source level l = 1, the corresponding inverse accrual map should associate point p 1 to p n . However, as shown in Fig. 6 , this is not true because source level l = 1 uses the closest shadow source, which in this case is not s.
In order to obtain accurate shadow accumulation, it is therefore necessary to compute inverse accrual maps over all possible source levels. This becomes expensive especially during dawn or dusk, since the light direction from the sun is close to horizontal and a ray in the reverse light direction can intersect several buildings. However, in such a scenario, the movement of shadows due to farther away points is very fast, causing little loss of accuracy if these points are omitted. Thus, to maintain practical computation times, we can limit the maximum value of l when computing the inverse accrual map. Also, when accumulating shadows from time t 1 to t n , in addition to computing inverse accrual maps from t 1 to t n , we also compute them from t n to t 1 . This serves three functions: (1) during the later part of the day, the shadow stretches with time. Thus, a point in shadow at t 1 would correspond to an area of points at t n . However, the inverse accrual map associates only a single point at t n , and the drawn shadow line will not reflect this stretch. By reversing the time interval, the map would then correspond to contracting shadows and will ensure that no points are missed during shadow accumulation; (2) in the example from Fig. 6 , note that p n for the time interval (t n ,t 1 ) is mapped to p 1 . Thus, the point p is not problematic anymore when l = 1. This also helps improve accuracy while still maintaining a small number of 2D slices; and (3) when the ray at time t 1 is parallel to a building facade, these instances are captured in inverse accrual maps from t n to t 1 , thus improving the accuracy of the approach.
For the remaining of the paper, when using inverse accrual maps, we compute the map along both t 1 to t n and t n to t 1 . With this addition, as we show later in Section 8.2, the accumulated shadow converges close to its true value with very low error when the source level l ≤ 3. Discussion. Given that the computation of inverse accrual maps identifies the sources of shadow, a simple modification to keep track of this will allow the identification of the source of the shadowthe object(s) causing the shadow. As we show later, this is useful for analyzing shadows and their causes in cities.
HANDLING LARGE TIME INTERVALS
The shadow accumulation using either of the above two approaches is computed for short time intervals (60 minutes) when the movement of the sun can be approximated to be linear. Therefore, when required to accumulate shadows spanning multiple days (or months), one way to accomplish this is to explicitly compute shadow accrual maps for all 60-minute intervals at a resolution of 1 minute (i.e. n = 60) corresponding to the given time period.
While the direction of sun light at a given time in summer will be drastically different from the direction in winter at the same time (depending on the geographical location), the change in direction on consecutive days in summer (or winter) is minimal. We use this key observation to significantly reduce the number of shadow accrual maps (or inverse accrual maps) that are computed, as shown next.
For a city of interest, in a preprocessing step, we first cluster all possible light directions into a set of bins. Consider a ray along each light direction originating from a reference point, which is the origin. Then, the bins are defined by partitioning a hemisphere, that is centered at this origin, into quads such that the maximum angle (azimuthal and polar angle) corresponding to any quad is bounded. Using a sufficiently small bound, any light direction can be represented by the bin it is associated with. Now, let the shadow be accumulated from time t start to t end for a period of d days. So each day will require shadow accrual maps (or inverse accrual maps) to be computed for k = (t end − t start )/n time intervals per day. This can be represented as a collection of pairs ( s j , e j ), 1 ≤ j ≤ k, where s j is the start light direction and e j is the end light direction for the j th 60-minute interval. We create a weighted graph G(V, E), called direction graph, where each node in V corresponds to one bin of the above described index. There is an edge between two nodes if there exists a direction pair ( s j , e j ) corresponding to those bins. The weight of an edge is the number of times that pair is present for the given time interval. For example, consider a case where shadows have to be accumulated over two days from 10 AM to 3 PM. Let the value of n = 60 minutes. If the direction of sun light remains the same for both days until 1 PM, then the resulting graph is as shown in Fig. 7 . For the first 3 hourly intervals, the edge weights will be 2 since the corresponding directions are common between the two days.
Accrual maps now have to be computed only once for each edge. This number is significantly smaller than explicitly computing them for all k × d intervals (see Section 8.2 for more details). Thus, in the above example, shadow accrual maps (or inverse accrual maps) have to be computed only for 7 one hour intervals instead of 10 one hour intervals (i.e. k = 5 hourly intervals over d = 2 days).
Given this setup, the different shadow accumulation quantities are computed as follows. Gross shadows. A given n-minute interval corresponds to an edge in the direction graph. Let G j be the gross shadow computed for edge j in the graph. When considering multiple such intervals, the gross shadow is equal to the sum of gross shadows computed from each interval. Given the direction graph, this sum is equal to
where w j is the weight of the corresponding edge. Continuous shadows. Consider an edge in the direction graph and the associated shadow accrual maps. When computing continuous shadows for each point in the given interval, in addition to the maximum continuous shadows for the corresponding interval, we also store the length of the longest prefix and longest suffix of continuous shadows (these will be the longest prefix and suffix of 1's from the n-bit vector in case of using inverse accrual maps). The movement of sun on each day corresponds to a path of edges in the direction graph. For the example in Fig. 7 , paths corresponding to the two days is illustrated in red. To compute the continuous shadow over these edges, the corresponding accrual maps are processed in the order of the path traversed. In particular, the prefix, maximum and suffix values are used to "stitch" together consecutive edges. Note that these values are computed only once for each edge, and reused multiple times. To avoid the number of accrual maps that are cached in memory, we traverse the paths in a topological order so that accrual maps can be discarded as soon as all paths using them are processed.
SHADOW PROFILER
The shadow accumulation approaches are used to design Shadow Profiler, a visual exploration system that allows users to explore and analyze shadows in a city. We now briefly describe its visual interface and discuss the analysis measures it supports. The accompanying video demonstrates the different components of Shadow Profiler.
Visualization Interface
The interface (Fig. 8) is primarily composed of two components: 1. a 3D map widget that provides spatial context; and 2. a date & time selector widget that allows for the user to select a time period of interest. A time period is selected by specifying four values -a start date D start , start time t start , number of days n ≥ 1, and hours per day k ≥ 0. A value of k = 0 represents a single time instant, and the shadow corresponding to the selected date and time is visualized. When k > 0, shadows are accumulated for k hours per day -from t start to t start +k over a period n days starting from D start . The accumulation type, which is one of gross or continuous shadow, is selected by the user. The accumulated shadow is averaged over the number of days, and is visualized using a color map (Fig. 8b) . User interactions (pan, zoom, etc) recompute shadows on the fly for the region corresponding to the viewport, thus enabling a level-ofdetail rendering. Figure 9 visualizes the shadow accumulation over a single day at three different zoom levels focusing on Washington Square Park in New York City. Accumulating shadows over a large number of days can still take few seconds depending on the approach used (see Section 8.2). To support seamless interaction, we allow for a progressive computation and rendering of the shadow accumulation. We also allow users to brush and select polygonal regions of interest to inspect shadows. In this case, the visualization is restricted to the specified polygon. An important task is the assessment of shadow impact with respect to a new building. To support this, we allow the user to select either an empty building lot, or an existing building that is to be demolished, and replace it with a user generated mesh. The shadows are then updated to reflect this change; this is accomplished by computing the difference of shadows between the two states and visualizing the result using a divergent color map. Figure 8a illustrates this task.
We support two visualization modes corresponding to the two approaches, as shown in Fig. 10 and in the accompanying video. Users can choose the mode based on their objective -the exploration mode is used for interactive visualization when users are interested in exploring the city, and uses shadow accrual maps; and the analysis mode is used when users are interested in a more detailed analysis and for computing the different analysis measures (described in the next section), and uses inverse accrual maps.
Analysis Measures
In addition to visualizing the accumulation, we also compute three different metrics quantifying the properties of the shadow. All of these quantities are computed with respect to a polygonal region R of interest selected by the user. Shadow area. Let p ∈ R be a point that is within the selected region. The shadow area is computed as Area = p∈R shadow(p) where shadow(p) is defined as follows. When a single time instant is being visualized, then shadow(p) ∈ {0, 1} indicating the absence / presence of a shadow. When accumulating, shadow(p) indicates the fraction of the time (gross or continuous) per day that point is in shadow. In a discrete setting, this value is equal to ∑ p∈R shadow(p) × area(p), where p represents a pixel, and area(p) is the area covered by the pixel in square meters. To maintain accuracy, shadows rendered at a high resolution are used for this computation. Shadow score. As mentioned earlier the effect of shadows can be both positive as well as negative. For example, from a pedestrian point of view, shadows are preferred during summer since it makes the environment more comfortable, while disliked in winter. To evaluate this effect, we define the shadow score as
Here, the user divides the selected time period T into a set of time intervals t, and assigns a weight -1 ≤ ω t ≤ +1 for each interval, indicating the nature of shadow for that interval. For example, the user could assign a weight -1 for winter months, +1 for summer months, and 0 for other months. shadow t (p) specifies the fraction of the time per day a given point is in shadow during the interval t. In addition to computing the score, it is also visualized using a divergent color map (see Fig. 16 ).
Building contribution. The framework also allows for evaluating the shadow contribution of buildings over the selected region r.
Here, each building is assigned a quantity equal to the shadow area resulting from that building, and visualized using a color map as shown in Fig. 8b .
IMPLEMENTATION AND EXPERIMENTS
The shadow accumulation techniques were implemented using C++, OpenGL 4.3, and OpenCL 1.2. We now briefly describe the implementation choices made, and then discuss results from our experiments evaluating the performance of the two approaches.
Implementation
Shadow accrual maps. As mentioned earlier, the problems that are common with shadow maps also carry over to shadow accrual maps. To obtain better quality shadows at a lower resolution itself, we chose to use the trapezoidal transformation [64] , which warps the shadow depth texture onto a trapezoidal approximation of the view frustum. This however doesn't solve the problem of shadow acne. So we use a bias offset to reduce the effect of shadow acne. When computing the shadow accrual maps, since OpenGL does not allow more than 8 frame buffer objects (and thus depth buffers), we use the features of OpenGL 4.3 to store the depth values onto a 3D image texture. By making use of atomic operations on images, we are able to store, in a single rendering pass, the largest depth value of a texel, for all slices of the shadow accrual map. Fig. 9 . Shadow accumulation over 7 hours on June 1 at three different zoom levels when the camera is 800, 300 and 100 meters, respectively, above the ground. Note that the level of detail, as well as the quality of the visualization improves as the user focuses into a region of interest. Fig. 10 . Shadow profiler supports two modes of operation. The exploration mode, which uses shadow accrual maps to compute shadow accumulation, is used to explore Chicago and Boston. The analysis mode, which uses inverse accrual maps, is used for New York City. The shadows were accumulated for 7 hours on March 28. Inverse accrual maps. As mentioned in Section 5, computing inverse accrual maps is accomplished by tracing a ray along the reverse light direction. Given a maximum source level (see Section 8.2), the ray is traced until either the given number of intersections is reached, or no other intersections are possible. Our implementation uses a 3D grid to index the model of the city to be used for ray tracing. The corresponding accrual map associations are simultaneously computed during the ray traversal to output the inverse accrual maps. This part was implemented using OpenGL shaders. Note that the ray traversal also takes into account new buildings that are added or replaced.
OpenCL is then used to accumulate shadows -i.e. draw the shadow lines and perform the appropriate bit operations based on accumulation type. When rendering large time intervals, the computed values are combined with the existing values to enable progressive rendering. User specified operations such as computing analysis measures and impact are also performed at this stage. Baseline implementations. We implemented two baselines, based on shadow maps and ray tracing, to evaluate the performance of the proposed approaches. The shadow map baseline explicitly computes shadow maps for every minute, and uses them to identify and accumulate shadows. To maintain a consistent quality, we use the trapezoidal transformation for this implementation as well.
The brute force ray tracing based approach explicitly identifies the shadow for every minute in the time interval by tracing a ray from all pixels, which are then accumulated together.
Experiments
In this section, we first discuss results from our experiments evaluating the different parameters affecting the accuracy-time trade-off. We then report the performance of our technique when using the identified parameter values. The experiments were performed on a workstation with a Intel Xeon E5-2620 CPU, 128 GB RAM, and an Nvidia GTX 1080 graphics card with 8 GB of GPU RAM. We use Manhattan as the test bed for the experiments. The geometries of the buildings in the city were obtained through Open Street Maps and consist of over 43 thousand buildings present in Manhattan. The mesh is composed of 1.5 million triangles. Accuracy trade-off due to direction graph. A crucial step in improving the performance is grouping the set of possible light directions into a set of clusters, and using a representative of each cluster to approximate the light directions (Section 6). As mentioned earlier, the maximum angle between any two directions in a cluster is bounded by a specified angle. A small angle, while having high accuracy will impede the efficiency. On the other hand, a large angle can drastically decrease the accuracy. We found that using a bound of 5 • , we were able to get a good accuracytime trade-off. In particular, when testing n = 1000 random time steps, and computing the similarity between the actual direction, and the direction of the cluster representative, we found that the mean similarity measure was 0.9996 with a standard deviation of 3 × 10 −4 , implying that the clustering provides good approximation.
To quantify the effect this approximation has on the accumulated shadows, we chose a set of random camera positions and 1 hour time intervals, and computed the gross shadow when using both the actual direction (ground truth) and the cluster representative. Note that the gross shadow for this experiment was computed using the ray tracing baseline. The shadows were computed at a resolution of 800 × 600. Figure 11a plots the ground truth shadow area against the shadow area computed using the cluster representative. Recall that the shadow area is the weighted sum of pixel area, weighted by the gross shadow. The mean and median absolute error in the area was only 0.47% and 0.35% respectively, with a standard deviation of 0.37%, when compared to the total area. On an average, only 0.8% of the points, with a standard deviation of 0.5%, were incorrectly tagged as being in or not in shadow. Maximum source level for accurate shadow accumulation. The primary use of inverse accrual maps is to accurately estimate the shadows for analysis. An important parameter affecting the accuracy of this approach is the maximum source level, i, that specifies the number of 2D slices of the inverse accrual map that is to be computed. Recall that, given a time range [t 1 ,t n ], the map is computed for both t 1 to t n , as well as t n to t 1 . To identify a suitable value, we chose a set of random hourly intervals and camera positions, and compared the computed gross shadow between the ray tracing baseline (ground truth) and inverse accrual maps by varying the maximum source level. Figure 11b plots the average percentage error in the shadow area with increasing source levels. As expected, the error decreases with increasing number of levels. Using this plot, we fix the knee of this curve, i.e. i = 3, as the parameter for computing inverse accrual maps. At this point, the mean error is less than 1% of the total area. The median error for i = 3 is 0.7%, while the maximum error is 2.6%. We found that the maximum error occurred primarily when the accumulation was performed during dawn or dusk. This is because the shadows are not only long, but they also move quickly. In such a case it is possible for a single point to have several sources of shadow. Since we are considering only 3 sources, we miss considering shadows that are due to other sources. Performance evaluation. For the remainder of this paper, we use the parameters identified in the above experiments for computing shadow accrual maps as well as inverse accrual maps. We compare the effect of these parameters with both the baselines. These experiments consider the end-to-end time, which includes computing shadow accrual maps (or inverse accrual maps), and using them to compute and visualize the shadow accumulation.
For the first experiment, we consider 10 random positions, and 20 random days spread throughout the year. For each position-day pair, we compute the gross shadow for a period of 6 hours, starting from 9 am till 3 pm. While the selected days cover the different seasons of the year, using a period of 6 hrs ensures that the different positions of the sun during the day are considered as well. All shadows for this experiment were accumulated at a resolution of 800 × 800. Note that this was the output resolution. The shadow map and shadow accrual maps were at a resolution of 1024 × 1024. Since inverse accrual maps compute shadow accumulation only along the ground plane, we modified the ray tracing baseline to also do the same. Figure 12a plots the average time taken to compute shadow accumulation for an hour over the different days and camera positions. The reported time corresponds to the median computation time over 5 independent runs. On average, shadow accrual maps perform over 10X faster than the shadow map-based baseline, while inverse accrual maps perform around 5.3X faster than the ray tracing baseline. The second experiment tests the scalability of the approaches. We fixed a position and day, and computed the gross shadows for same period of 6 hours, but varying the resolution. For this experiment, we set the output resolution the same as the shadow map resolution. Figure 12b plots the average time taken to render an hourly interval with increasing resolution. Note that both shadow accumulation approaches scale linearly with resolution. Performance improvement due to direction graph. When accumulating time periods involving multiple days, a brute force approach would explicitly compute shadows for every minute over all days. On the other hand, when using the direction graph there is a reuse of the shadow accrual maps (inverse accrual maps) across time steps having similar direction. This significantly reduces the number of shadow accrual map (inverse accrual map) computations. Figure 12c plots the time taken to accumulate shadows over multiple days, accumulating for 6 hours each day. The advantage of the graph becomes apparent with increasing time periods. For example, when accumulating over a year, the brute force approaches would accumulate shadows for 365 × 6 = 2190 hourly intervals. Using the direction graph with a 5 • clustering bound, we only need to compute the maps corresponding to 299 edges. Memory requirements Since we are using n = 60, shadow accrual maps require storage equivalent of 60 shadow maps. Thus, when using a shadow map resolution of 1024 × 1024, 240 MB of GPU memory is used by shadow accrual maps (depth values stored as 4 byte floating points). In case of inverse accrual maps, the additional memory required is directly proportional to the the number of source levels that are used. Recall that for a given point, storage is required for mapping the point along both t 1 to t n and t n to t 1 for each source level. Since the points are on a plane, the mapped points can be represented using only 2 coordinates. Thus, with the number of source levels l = 3, inverse accrual maps require 48 bytes of storage per pixel. Additionally, to maintain the accumulation, it also requires n = 60 bits per pixel. Thus, when rendering shadows at a resolution of 1024 × 1024, inverse accrual maps require approximately 56 MB additional storage. Table 2 lists the memory required by the different approaches when using different resolutions.
CASE STUDIES
In this section, we demonstrate the application of the Shadow Profiler system through two case studies in New York City (NYC), a dense urban environment where the impact of new development on streets and parks is a constant concern. The first case study analyzes the impact of new development, more specifically skyscrapers, bordering on Central Park. The second compares various neighborhoods around NYC, specifically looking at desirable shade relative to determinable shadow. Both case studies engage a variety of stakeholders from the general public and advocacy groups to government agencies, such as the City Council, the Department of Parks, and the Department of City Planning.
Impact of buildings on Central Park
Just south of Central Park in Manhattan, a new generation of slender, supertall skyscrapers have begun to rise. There are seven skyscrapers recently built or under construction that range between 780 ft. and 1,490 ft. Their city-wide visibility and proximity to Central Park have raised concerns over shadows cast on the park. With this have come calls to revise NYC zoning regulations to include special review for new towers over 600 ft. [65] . However, there has been little analysis of cast shadow done to test the impact. Whatever analysis that was done was only over fixed time instants [66] , which can be misleading since slender towers cast long shadows that move quickly. Comfort level for park-goers and impact on plant life is dependent on the duration of shadow. The longer a person is in shadow the cooler it gets; and plants need a certain number of hours of direct sunlight to grow. So shadows can be both beneficial as well as detrimental depending on the context. Impact of the proposed towers. In this study, we analyze the impact of the skyscrapers south of Central Park by differentiating between negative and beneficial shadows (shade) and using it to compare their performance with shorter and wider buildings. This can also inform a broader discussion on the development and regulation of supertall development in NYC. We divide our analysis time range into two periods representative of negative and beneficial shadows: November and December vs June and July. For consistency we consider an 8 hour period from 8:00 AM to 4:00 PM for each day. For these time periods we first analyze the shadows present in the current context without the seven new skyscrapers, shown in Fig. 13(left) . The region of interest is highlighted in the figure and the gross shadow is visualized. We see that the shadows behave as expected -a lower angle of the sun in winter causes shadows to cover the entire analysis area, while a higher angle in summer results in a tighter shadow area. Note that even though buildings, whether tall or short, cast long shadows at low sun angles (mornings and evenings), its contribution to the overall accumulation is small as reflected in the visualization.
As a baseline for comparison, we analyze the impact of Time Warner Center (TWC) on Central Park. TWC is a skyscraper which is famous for having its design reworked after protests about the shadows it could cast [67] . This is accomplished by removing the tower and computing the impact. Even though the shadows due to TWC cover a large area, the actual area of shadow only because of TWC is much smaller. Figure 13 We compare the impact of shadows from new and under construction set of skyscrapers in Manhattan (left) with an alternate scenario having shorter towers but with the same total area (right). The towers are highlighted in purple and the impact is visualized using a color map. Note that the impact is stronger due to the shorter towers.
that is impacted by more than 30 minutes by TWC. Note that this is indeed a small region in its immediate neighborhood extending a little on the north of the building. Next, we examine the impact of the seven new towers. Since the new cluster of tall towers are located in a wide area south of Central Park they affect a very large area of the park. However, when we restrict to areas impacted by an increase of over 30 minutes of shadows ( Fig. 13(right) ), we notice that this is a small fraction of the effected area. Note that this area while comparable for summer, is greater in winter than the concentrated impact that TWC had at Columbus Circle. Testing alternate scenarios. Finally, we use Shadow Profiler to test alternate development scenarios for the new skyscrapers. We modeled a new set of towers, all with the same area as the current seven, with larger floors and lower overall heights. For building lots that allowed it, we doubled the floor plate size. For others, we used the largest floor plate size that could be accommodated on the corresponding building lot. These allow us to test if height is indeed an issue that needs to be regulated. This resulted in shadows that are comparable in summer, but having a shorter spread in winter as shown in Fig. 14 . However, notice that quantity of impact (increase in gross shadow) is greater for the short but broader set, especially closer to their base. In fact, when using Boston's shadow duration regulations and considering the area impacted by greater that 60 minutes of new shadow, the shorter towers have greater impact compared to the proposed set.
Thus, choosing the right height with respect to shadow impact is essentially a trade-off between distribution and concentration. That is, given buildings of similar density, a taller building distributes its shadow further away with lower impact over that region, whereas a shorter one concentrates its impact over a smaller area. Given the contention of tall towers' effect on the southern portion of Central Park, this compromise of building height and shadow concentration is particularly important.
City Wide Shade Vs. Shadow
City governments are tasked with preserving and promoting the quality of streets and public spaces. While daylight is protected as part of this, through zoning bulk regulations that dictate maximum buildings heights and setbacks, shadows are not rigorously Fig. 15 , reveals that most neighborhoods in Manhattan are in shadow for more than half the day on average over the entire year. This is expected given that Manhattan has a dense, heavily built urban grain. Closer examination of each neighborhood reveals that the concentration of shadows on streets and sidewalks correlates to the neighborhood's zoned density. However, we find that wide streets, plazas, and parks have relatively lower shadows implying that such places are generally protected against excess shadows through controlling building densities and heights at these locations. For example, there is on an average less than an hour of gross shadow in the park in the center of East Village. We next select three neighborhoods of interest in ManhattanWest Village, Upper East Side, and Midtown, and analyze them to comprehensively understand how the built contexts relate to their experience through shade versus shadow. While city regulation identifies times when shadow is undesirable [68] , given NYC's climate, shade produced during the hot summer months is also highly desirable. To make this distinction, we assign a positive weight for shade, i.e., shadows during summer, and a negative weight for shadows during winter. Table 3 shows the weights assigned to different months of the year. This weighing scheme is used to compute the shadow score of these neighborhoods over a period of one year. Figure 16 visualizes the overall score computed over the entire year for the three neighborhoods. Regions with a positive score are shades of blue, while those with a negative score are shades of red. The figure also shows the monthly distribution plots of shadow area (orange plot) and shadow score (blue plot). A region has an overall positive score if it is in shadow for a longer duration in summer than in winter. However, such locations only exist sporadically in lower building density regions of the neighborhoods. This basically indicates that buildings typically have a negative impact with respect to pedestrian comfort levels.
Looking back at Fig. 13 , we see that such a behavior is true even for Central Park, where there is a higher concentration of shadows in winter than in summer. However, these situations for parks are generally mitigated by planting trees and other landscape features. More importantly, through analysis such as the one above it becomes possible to identify problematic regions and suggest corrective measures. It can also be used by city planners to strategically incentivize new development for positive contributions to environmental quality as well as for designers to respond early to these objectives prior to civic review.
LIMITATIONS AND FUTURE WORK
Inverse accrual maps on arbitrary topography. Inverse accrual maps limit the use of computing accurate shadow measures to flat surfaces. This could be overcome through an hybrid approach-use inverse accrual maps for the ground, and resort to brute force ray tracing for buildings. While this can help in a city like NYC which is mostly flat, it will not be as helpful over arbitrary terrains. We plan to explore other approaches, including the use of Monte Carlo ray tracing, to efficiently accumulate shadows in such situations. Global illumination. Our current focus is on shadows due to direct sunlight. Public spaces such as parks are typically large enough that the global illumination effects due to the facade materials of the buildings is minimal. However, this will not hold when considering streets / plazas surrounded by several towers, many of which have a glass facade. In the future we plan to add functionality to support such scenarios. Extending other shadowing techniques. Any of the existing shadow maps or shadow volume based techniques can be extended to accumulate shadows by using the linear movement property to compute the shadows at intermediate time steps. This would primarily require computing the shadows for the first and last time steps within the given range (e.g. 1 hour), and appropriately using the interpolated values for the time steps in between. Conclusions. In this paper we proposed two techniques, shadow accrual maps and inverse accrual maps, to efficiently accumulate shadows over time. The key in our approach was to implicitly track shadows based on the movement of the sun. We also reported experiments demonstrating the efficiency of our approaches. These techniques were then used to develop an interactive visual analysis tool called Shadow Profiler. Through using Shadow Profiler to understand how different building types cast shadows, city planners can design zoning regulations to meet their goals while maximizing density and preserving public space quality. It can also function as a learning tool for the general public to understand the effect of shadows on cities [69] . We believe our framework is a first step to change the current planning practice by facilitating the transition from prescriptive rule based zoning to performance based zoning, and from discontinuous, isolated, and periodic nature of environmental review to functional continuous relationships between climate and city bulk regulations.
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West Village
Midtown Upper East Side -1 1 Fig. 16 . The overall effect of shadows on 3 popular Manhattan neighborhoods is mostly negative. Regions with positive yearly score, highlighted by the blue circles, are sparsely distributed in low building density areas. Note that the areas of shadows typically decrease during summer months (orange plot) thus contributing less to the overall score.
