Abstract. We prove that a finite-dimensional Hopf algebra with the dual Chevalley Property over a field of characteristic zero is quasi-isomorphic to a Radford-Majid bosonization whenever the third Hochschild cohomology group in the category of Yetter-Drinfeld modules of its diagram with coefficients in the base field vanishes. Moreover we show that this vanishing occurs in meaningful examples where the diagram is a Nichols algebra.
Introduction
Let A be a finite-dimensional Hopf algebra over a field k of characteristic zero such that the coradical H of A is a sub-Hopf algebra (i.e. A has the dual Chevalley Property). Denote by D (A) the diagram of A. The main aim of this paper (see Theorem 5.6) is to prove that, if the third Hochschild cohomology group in In Section 2 we study the deformation of coquasi-bialgebras in H H YD by means of gauge transformations. In Proposition 2.5 we investigate its behaviour with respect to bosonization while in Proposition 2.6 with respect to the associated graded coalgebra.
In Section 3 we consider the associated graded coalgebra in case the Hopf algebra H is semisimple and cosemisimple (e.g. H is finite-dimensional cosemisimple over a field of characteristic zero). In particular, in Theorem 3.2, we prove that a f.d. connected coquasi-bialgebra Q in H H YD is gauge equivalent to a connected bialgebra in H H YD whenever H 3 YD (grQ, k) = 0. This result is inspired by [EG, Proposition 2.3] .
In Section 4, we focus on the link between H n YD (B, k) and the invariants of H n (B, k), where B is a bialgebra in H n YD (B, k). In particular, in Proposition 4.7 we show that H n YD (B, k) is isomorphic to H n (B, k) D (H) , which is a subspace of H n (B, k) H ∼ = H n (B#H, k) , see Corollary 4.3. Section 5 is devoted to the proof of the main result of the paper, the aforementioned Theorem 5.6.
In Section 6 we provide examples where H n YD (B, k) = 0 in case B is the Nichols algebra B(V ) of a Yetter-Drinfeld module V . In particular we show that that H 3 YD (B(V ), k) can be zero although H 3 (B(V )#H, k) is non-trivial.
Preliminaries
Given a category C and objects M, N ∈ C, the notation C (M, N ) stands for the set of morphisms in C. This notation will be mainly applied to the case C is the category of vector space Vec k over a field k or C is the category of Yetter-Drinfeld modules H H YD over a Hopf algebra H. The set of natural numbers including 0 is denoted by N 0 while N denotes the same set without 0.
1. Yetter-Drinfeld Definition 1.1. Let C be a coalgebra. Denote by C n the n-th term of the coradical filtration of C and set C −1 := 0. For every x ∈ C, we set |x| := min {i ∈ N 0 : x ∈ C i } and x := x + C |x|−1 .
Note that, for x = 0, we have |x| = 0. One can define the associated graded coalgebra grC := ⊕ i∈N0 C i C i−1 with structure given, for every x ∈ C, by ∆ grC (x) = 0≤i≤|x| (x 1 + C i−1 ) ⊗ x 2 + C |x|−i−1 , (1) ε grC (x) = δ |x|,0 ε C (x) . (2) 1.2. For every i ∈ N 0 , take a basis x i,j | j ∈ B i of the k-module C i /C i−1 with x i,j = x i,l for j = l and x i,j = i.
Then x i,j | 0 ≤ i ≤ n, j ∈ B i is a basis of C n and x i,j | i ∈ N 0 , j ∈ B i is a basis of C. Assume that C has a distinguished grouplike element 1 = 1 C = 0 and take i > 0. If ε x i,j = 0 then we have that x i,j − ε (x i,j ) 1 = x i,j so that we can take x i,j − ε x i,j 1 in place of x i,j . In other words we can assume (3) ε x i,j = 0, for every i > 0, j ∈ B i .
It is well-known there is a k-linear isomorphism ϕ : C → grC defined on the basis by ϕ x i,j := x i,j . We compute ε grC ϕ x i,j = ε grC x i,j
= δ i,0 ε x 0,j (3)
= ε x i,j .
Hence we obtain (4) ε grC • ϕ = ε.
Let H be a Hopf algebra. A coalgebra with multiplication and unit in H H YD, using the compatibility condition between ∆ and m, one easily gets that ∆ (Q a · Q b ) ⊆ Q a+b−1 ⊗ Q + Q ⊗ Q 0 .
Therefore Q a · Q b ⊆ Q a+b . This property implies we have a well-defined map in 
defined, for x ∈ Q a and y ∈ Q b , by (7). This can be seen as the graded component of a morphism in H H YD that we denote by m grQ : grQ ⊗ grQ → grQ. Let us check that m grQ is a coalgebra morphism in . Let H be a Hopf algebra. Recall that a coquasi-bialgebra (Q, m, u, ∆, ε, α) in the pre-braided monoidal category Moreover, by [Sw, Proposition 11.1 .1], we have that the coradical of C is contained in D (0) ⊗E (0) and hence it is one-dimensional. This argument can be used to produce a coalgebra filtration on C := Q ⊗ Q ⊗ Q using as a filtration on Q the coradical filtration. Let n > 0 and let
Thus we get
and hence, tensoring the first relation by (1 Q ) ⊗3 on the right and adding it to the second one, we get
For shortness, we set ν n (z) := m (Q ⊗ m) (z) + Q n−1 for every z ∈ C. Thus, by applying to the last displayed relation C (n−1) ⊗ m (Q ⊗ m) ⊗ C (n−1) and factoring out the middle term by Q n−1 ,
Thus we can express the first term with respect to the remaining ones as follows
We have so proved that for n > 0 and w ∈ C (n)
The same equation trivially holds also in the case n = 0 as
Therefore the multiplication is associative. It is also unitary as
and similarly 1 Q · x = x for every x ∈ Q.
Gauge deformation
Definition 2.1. Let H be a Hopf algebra and let (Q, m, u, ∆, ε, ω) be a coquasi-bialgebra in
YD and which is also unitary on both entries. Remark 2.2. For γ as above, let us check that γ −1 is unitary whence a gauge transformation too. First note that for all x ∈ Q, by means of (6) and (5), one gets
and similarly
Lemma 2.3. Let H be a Hopf algebra and let C be a coalgebra in
Moreover the inverse is the same.
Proof. Assume there is a k-linear map γ −1 : C → k which is a convolution inverse of γ in
where in (*) we used that the comultiplication or the counit of C is left H-colinear. Thus γ is convolution invertible in
The other implication is obvious. Proposition 2.4. Let H be a Hopf algebra and let (Q, m, u, ∆, ε, ω) be a coquasi-bialgebra in
is a coquasi-bialgebra in
Proof. The proof is analogue to [K, Proposition XV.3 .2] in its dual version. We include some details for the reader's sake. Note that Q γ has the same underlying coalgebra of Q which is a coalgebra in H H YD. The unit is also the same and hence it is a coalgebra map in (15) and (6) 
and computing the factors of this convolution products one gets
Similarly, considering α 1 : Q⊗Q → Q⊗Q⊗Q defined by α 2 (x ⊗ y) = 1 Q ⊗x⊗y, one proves that
Let us check that the multiplication is quasi-associative. By [ABM, Lemma 2.10 formula (2.7)], we have
By using these equalities one obtains 
By using these equalities one obtains
In analogy to the case of Hopf algebras, one can define the bosonization E#H of a coquasibialgebra in H H YD by a Hopf algebra H, see [ABM, Definition 5.4] for further details on the structure. The following result was originally stated for E a Hopf algebra. Yorck Sommerhäuser suggested the present more general form which investigates the behaviour of the bosonization under a suitable gauge transformation.
Proposition 2.5. Let H be a Hopf algebra and let (E, m, u, ∆, ε, ω) be a coquasi-bialgebra in
Then Γ is a gauge transformation and (E#H) Γ = E γ #H as ordinary coquasi-bialgebras.
Proof. By [ABM, Lemma 2.15 and what follows], we have that Γ is convolution invertible H-bilinear and H-balanced.
→ E#H is H-bilinear and H-balanced, it is easy to check that Γ * α * Γ −1 is H-bilinear and H-balanced too.
In particular, since Therefore, in order to check that m (E#H) Γ = m E γ #H , it suffices to prove that they coincide on elements of the form (x#1
Using this equality we can proceed in our computation:
As a coalgebra (E#H)
Γ coincides with E#H and hence with E γ #H. Finally let us check that ω E γ #H and ω (E#H) Γ coincide. To this aim, let us use the maps
Thus we obtain
Proposition 2.6. Let H be a Hopf algebra and let (Q, m, u, ∆, ε, ω) be a connected coquasibialgebra in
It is obviously connected as it coincides with Q as a coalgebra. By Theorem 1.5, both grQ and gr (Q γ ) are connected bialgebras in H H YD. Let us check they coincide. Note that, by Remark 2.2, we have that γ −1 is a gauge transformation, hence it is trivial on
. Thus we get
and hence
Since m C (n−1) ⊆ Q n−1 we get
Let x, y ∈ Q. We compute
Note that Q γ and Q have the same unit so that grQ and grQ γ have.
(Co)semisimple case
Assume H is a semisimple and cosemisimple Hopf algebra (e.g. H is finite-dimensional cosemisimple over a field of characteristic zero). Note that H is then separable (see e.g. [Stf, Corollary 3.7] or [AMS1, Theorem 2.34]) whence finite-dimensional. Let (Q, m, u, ∆, ε) be a f.d. coalgebra with multiplication and unit in
) be a basis for Q n /Q n−1 . Consider, for every n > 0, the exact sequence in 
M is a semisimple category. Therefore π n cosplits i.e. there is a morphism σ n : (Q n /Q n−1 ) → Q n in H H YD such that π n σ n = Id. Let u n : k → Q n be the corestriction of the unit u : k → Q and let ε n = ε |Qn : Q n → k be the counit of the subcoalgebra Q n . Set σ
Therefore, without loss of generality we can assume that ε n • σ n = 0. A standard argument on split short exact sequences shows that there exists a morphism p n : Q n → Q n−1 in H H YD such that s n p n + σ n π n = Id Qn , p n s n = Id Qn−1 and p n σ n = 0. We set
These terms x n,i define a k-basis for Q. As Q is finite-dimensional, there exists d ∈ N 0 such that
Clearly one has
Thus we get an isomorphism ϕ : Q → grQ of objects in
where we set
Therefore there are χ n t,i ∈ H * and h
We have
Therefore, we get
If Q is connected, then d 0 = 1 so we may assume y 0,0 := 1 Q + Q −1 . Since π 0 = Id Q0 we get
Since, by Proposition 1.3, Q a · Q a ′ ⊆ Q a+a ′ for every a, a ′ ∈ N 0 , we can write the product of two elements of the basis in the form
We compute 
Explicitly, given f in the corresponding domain of ∂ n , for n = 0, 1, 2, 3, we have
For every n ≥ 1 denote by
YD (A, k) the abelian groups of n-cocycles, of n-coboundaries and the n-th Hochschild cohomology group in H H YD of the algebra A with coefficients in k. We point out that the construction above works for an arbitrary A-bimodule M in H H YD instead of k. Next result is inspired by [EG, Proposition 2.3] . Two coquasi-bialgebras Q and Q ′ in H H YD will be called gauge equivalent whenever there is some gauge transformation γ : Theorem 3.2. Let H be a semisimple and cosemisimple Hopf algebra and let (Q, m, u, ∆, ε, ω) be a f.d. connected coquasi-bialgebra in
Proof. For t ∈ N 0 , and x, y, z in the basis of Q, we set
Let us check it defines a morphism ω t :
It is left H-linear as, by means of (18), the definition of ω t and the H-linearity of ω, we can prove that ω t h x n,i ⊗ x
Moreover it is left H-colinear as, by means of (18), the definition of ω t and the H-colinearity of ω, we can prove that
Clearly, for x, y, z ∈ Q in the basis, one has
so that we can formally write
Since ε is trivial on elements in the basis of strictly positive degree, one gets
YD and the proof is finished. Thus we can assume ω = ω 0 and set s : = min {i ∈ N : ω i = 0} ,
Note that ω s is a morphism in H H YD as a composition of morphisms in
A direct computation rewriting the cocycle condition using (21) proves that, for every n ∈ N 0 , and u ∈ C
This is achieved by evaluating the two sides of the equality above on u := x ⊗ y ⊗ z ⊗ t where x, y, z, t are elements in the basis and using (20) . If u has homogeneous degree greater than s, then both terms are zero. Otherwise, i.e. if u has homogeneous degree at most s, one has ω s m Q ⊗ Q ⊗ Q (u) = ω s (m Q ⊗ Q ⊗ Q) (u) and similarly for the other pieces so that one has to check that
This equality follows by using (23) and the definition of s. By assumption H 3 YD (grQ, k) = 0 so that there exists a morphism v :
Explicitly, on elements in the basis we get
Define ζ : Q ⊗ Q → k on the basis by setting
As we have done for ω t , one can check that ζ is a morphism in H H YD. Moreover on elements in the basis we get
By using (20), one gets
By means of these equalities one gets
Therefore ∂ 2 ζ = ω s . This means that we can assume that v (x ⊗ y) = 0 for |x| + |y| = s. Equivalently (24) v (x ⊗ y) = δ |x|+|y|,s v (x ⊗ y) for x, y in the basis.
and γ := (ε ⊗ ε) + v. In particular, one gets (25) v (x ⊗ y) = δ |x|+|y|,s v (x ⊗ y) for x, y in the basis.
Note also that both v and γ are morphisms in 
. Similarly one proves γ (1 Q ⊗ x) = ε (x) . Hence γ is unital. Note that the coalgebra C = Q ⊗ Q is connected as Q is. Thus, in order to prove that γ : Q ⊗ Q → k is convolution invertible it suffices to check (see [Mo, Lemma 5.2.10] ) that γ |k1Q⊗k1Q is convolution invertible. But for k, k ′ ∈ k we have
Hence γ |k1Q⊗k1Q = (ε ⊗ ε) |k1Q⊗k1Q which is convolution invertible. Thus there is a k-linear map γ −1 : Q ⊗ Q → k and such that 
YD (grQ, k) = 0. Therefore Q γ fulfills the same requirement of Q as in the statement. Let us check that (ω γ ) t = 0 for 1 ≤ t ≤ s (this will complete the proof by an induction process as Q is finite-dimensional).
Note that the definition of γ and (25) imply (26) γ (x ⊗ y) = δ |x|+|y|,0 γ (x ⊗ y) + δ |x|+|y|,s γ (x ⊗ y) for x, y in the basis.
. By uniqueness of the convolution inverse, we deduce
. Let x, y, z be in the basis. Set u := x ⊗ y ⊗ z and u := x ⊗ y ⊗ z. We compute
Now, all terms appearing in the last two lines, excepted ω s , vanish out of degrees 0 and s and coincide with ε ⊗ ε ⊗ ε on degree 0. On the other hand ω s vanishes out of s. Since γ := (ε ⊗ ε) + v and in view of (27), the term δ |x|+|y|+|z|,s forces the following simplification (u) and similarly for the other pieces of the equality. Thus one gets
For 0 ≤ t ≤ s − 1, analogously to the above, we compute
Therefore we can now repeat the argument on ω γ instead of ω. Deforming several times we will get a reassociator, say ω ′ , whose first non trivial component ω 
Invariants
Given a k-algebra A, we denote by H n (A, −) the n-th right derived functor of Hom A,A (A, −) in the category of A-bimodules. In other words, for every A-bimodule M , H n (A, M ) is the Hochschild cohomology group of A with coefficients in M . Denote by Z n (A, M ) and B n (A, M ) the abelian groups of n-cocycles and of n-coboundaries respectively.
Let H be a Hopf algebra, let B be a left H-module algebra and let M be a B#H-bimodule, where B#H denotes the smash product algebra, see e.g. [Mo, Definition 4.1.3] . Then H n (B, M ) becomes an H-bimodule as follows. Its structure of left H-module is given via ε H and its structure of right H-module is defined, for every f ∈ Z n (B, M ) and h ∈ H, by setting
(1 B #S (h 1 )) f (k) (1 B #h 2 ) for n = 0 while and for n ≥ 1
, M denotes the differential of the usual Hochschild cohomology.
Denote by H n (B, M ) H the space of H-invariant elements of H n (B, M ).
Proposition 4.1. Let H be a semisimple Hopf algebra and let B be a left H-module algebra. Denote by A := B#H. Then, for each n ∈ N 0 and for every A-bimodule M
Proof. We will apply [Stf, Equation (3.6.1)] . To this aim we have to prove first that A/B is an H-Galois extension such that A is flat as left and right B-module. Now,
. Moreover a direct computation shows that ι : B → A : b → b#1 H is a right H-extension where A is regarded as a right H-comodule via ρ : A → A ⊗ H : b#h → (b#h 1 ) ⊗ h 2 . Thus, by [Mo, Proposition 7.2 .7], we know that ι : B → A is H-cleft and hence, by [Mo, Theorem 8.2.4] , it is H-Galois. The B-bimodule structure of A is induced by ι so that, explicitly, we have
Note that A = B#H is flat as a left B-module as H is a free k-module (k is a field). Now consider the map α :
so that α is right B-linear where H⊗B is regarded as a right module via (h#b) b ′ := h#bb ′ . Now H is semisimple and hence separable (see [Stf, Corollary 3.7] ). Thus H is finite-dimensional and hence it has bijective antipode S H . Thus α is invertible with inverse given by α −1 (b#h) := h 2 ⊗ S −1
Therefore α is an isomorphism of right B-modules and hence A is flat as a right B-module as H ⊗ B is.
We have now the hypotheses necessary to apply [Stf, Equation (3.6 .1)] and obtain
Remark 4.2. Proposition 4.1 in the particular case when M = k and B is finite-dimensional is [SV, Theorem 2.17] . Note that in the notations therein, one has E(B) = ⊕ n∈N0 E n (B, k) where
The latter isomorphism is [CE, Corollary 4.4, page 170] .
Let H be a Hopf algebra and let B be a bialgebra in the braided category H H YD. Denote by A := B#H the Radford-Majid bosonization of B by H, see e.g. [Ra3, Theorem 1] . Note that A is endowed with an algebra map ε A : A → k defined by ε A (b#h) = ε B (b) ε H (h) so that we can regard k as an A-bimodule via ε A . Then we can consider H n (B, k) as an H-bimodule as follows. Its structure of left H-module is given via ε H and its structure of right H-module is defined, for every f ∈ Z n (B, k) and h ∈ H, by setting
where (f h) (z) = f (hz) , for every z ∈ B ⊗n . The latter is the usual right H-module structure of Hom k (B ⊗n , k) . Indeed, for every n ≥ −1, the vector space Hom k (B ⊗n , k) is an H-bimodule with respect to this right H-module structure and the left one induced by ε H .
Corollary 4.3. Let H be a semisimple Hopf algebra and let B be a bialgebra in the braided category
Proof. In the particular case M = k, the right module H-structure used in Proposition 4.1 simplifies as follows. It is defined, for every f ∈ Z n (B, k) and h ∈ H, by setting
, k of the usual Hochschild cohomology. Note that for each n ∈ N 0 , Hom k (B ⊗n , k) is regarded as a bimodule over H using the left H-module structures of its arguments. By (28), we have
Remark 4.4. Note that, in the context of the proof of [EG, Proposition 5 .1], one has
This is a particular case of Corollary 4.3 where
H YD and B = B (V ). Proposition 4.5. Let C and D be abelian categories. Let r, ω : C → D be exact functors such that r is a subfunctor of ω i.e. there is a natural transformation η : r → ω which is a monomorphism when evaluated on objects. If X is a subobject of Y then r (X) = ω (X) ∩ r (Y ) . Moreover, for every morphism f : X → Y in C one has
Now, assume H is also cosemisimple. Since H is both semisimple and cosemisimple, by [Ra2, Proposition 7] the Hopf algebra D is semisimple as an algebra. Thus, as in Remark 4.6 in case of H, the functor (−) 
In particular we get
Let us prove the last part of the statement. The correspondence between the left D-module structure and the structure of Yetter-Drinfeld module over H is written explicitly in [Maj, Proposition 7.1.6 ]. In particular D = H * ⊗ H and given V ∈ H H YD, the two structures are related by the following equality (f ⊗ h)
where D is considered with the first structure of [Maj, Theorem 7.1.1] . Since the D-bimodule structure of H n (B, k) is induced by the one of Hom k (B ⊗n , k) which comes from the left D-module structures of its arguments and similarly for the H-bimodule structure of H n (B, k) , we deduce that 
Let x, y ∈ R. We compute
The following result is inspired by [AMS1, Theorem 3.71 ].
Lemma 5.2. Let H be a cosemisimple Hopf algebra. Let C be a left H-comodule coalgebra such that C 0 is a one-dimensional left H-comodule subcoalgebra of C. Let B = C#H be the smash coproduct of C by H i.e. the coalgebra defined by
Then, for every n ∈ N 0 we have B n = C n #H.
Proof. Since C 0 is a subcoalgebra of C in H M and, for n ≥ 1, one has C n = C n−1 ∧ C C 0 , then inductively one proves that C n is a subcoalgebra of C in H M. Set B (n) := C n #H for every n ∈ N 0 . Let us check that B (n) = B n by induction on n ∈ N 0 .
Let n = 0. First note B = ∪ m∈N0 B (m) and, since ∆ C (C m ) ⊆ 0≤i≤m C i ⊗ C m−i , we also have
Therefore B (m) m∈N0 is a coalgebra filtration for B and hence, by [Sw, Proposition 11.1 .1], we get that B (0) ⊇ B 0 . Since C 0 is one-dimensional, there is a grouplike element 1 C ∈ C 0 such that C 0 = k1 C . Moreover one checks that C 0 is a subcoalgebra of C in
so that σ is a coalgebra map. Since H is cosemisimple and σ an injective coalgebra map we deduce that also σ (H) = C 0 ⊗ H = B (0) is a cosemisimple subcoalgebra of B whence B (0) ⊆ B 0 . Let n > 0 and assume that
and hence B (n) ⊆ B n .
Definition 5.3. Let A be a Hopf algebra over a field k such that the coradical H of A is a subHopf algebra (i.e. A has the dual Chevalley Property). Set G := gr (A) . There are two canonical Hopf algebra maps
The diagram of A (see [AS1, page 659] ) is the vector space 
It is a bialgebra in
Although the following result seems to be folklore, we include here its statement for future references.
Since i∈I r i #h i ∈ B n \B n−1 we get that
R n−1 and we can write
Therefore we have proved that the map
, is also surjective. It is also injective as ϕ n (r) = ϕ n (s) implies r ⊗ 1 H − s ⊗ 1 H ∈ B n−1 = R n−1 ⊗ H and hence, by applying R ⊗ ε H , we get r − s ∈ R n−1 i.e. r = s. Therefore ϕ n is an isomorphism such that i∈I r i #h i = ϕ n i∈I r i ε H (h i ) and hence
Clearly this extends to a graded k-linear isomorphism
Let us check that ϕ is a morphism in H H YD. First note that, for every r ∈ R n , we have ϕ (r + R n−1 ) = δ |r|,n ϕ (r + R n−1 ) = δ |r|,n ϕ n (r + R n−1 ) = δ |r|,n ϕ n (r)
For every r ∈ R n \R n−1 , by using (32), it is straighforward to prove that h ⊲ ϕ (r) = ϕ (hr) . Moreover, by applying (1), (30), the definition of π G and (32), we get that ρϕ (r) = (H ⊗ ϕ) ρ (r) . Let us check that ϕ is a morphism of bialgebras in H H YD. Fix r ∈ R n \R n−1 . Using the definition of ∆ D , (1), (30), the definition of π G , the definition of σ G , (32) and (1) again, we obtain ∆ D ϕ (r) = (ϕ ⊗ ϕ) ∆ gr(R) (r) .
Let us check ϕ is counitary:
= ε gr(R) (r) .
Let us check ϕ is multiplicative. Let s ∈ R m \R m−1 . Then, by definition of ϕ, of m D and of the multiplication of R# ξ H, we have that 6.1. Braidings of Cartan type. Let A = (a ij ) 1≤i,j≤θ be a finite Cartan matrix, ∆ the corresponding root system, (α i ) 1≤i≤θ a set of simple roots and W its Weyl group. Let w 0 = s i1 · · · s iM be a reduced expression of the element w 0 ∈ W of maximal length as a product of simple reflections, β j = s i1 · · · s ij−1 (α ij ), 1 ≤ j ≤ M . Then β j = β k if j = k and ∆ + = {β j |1 ≤ j ≤ M }, see [H, page 25 and Proposition 3.6] .
Let Γ be a finite abelian group, Γ its group of characters. D = (Γ, (g i ) 1≤i≤θ , (χ i ) 1≤i≤θ , A) is a datum of finite Cartan type [AS2] associated to Γ and A if g i ∈ Γ, χ j ∈ Γ, 1 ≤ i, j ≤ θ, satisfy χ i (g i ) = 1, χ i (g j )χ j (g i ) = χ i (g i ) aij for all i, j. Set q = (q ij ) 1≤i,j≤θ , where q ij = χ j (g i ). In what follows V denotes the Yetter-Drinfeld module over kΓ, dim V = θ, with a fixed basis x 1 , . . . , x θ , where the action and the coaction over each x i is given by χ i and g i , respectively. Then the associated braiding is c(x i ⊗ x j ) = q ij x j ⊗ x i for all i, j. Let B q = B(V ). The tensor algebra T (V ) is N θ 0 -graded with grading α i for each x i . For β = θ i=1 a i α i ∈ ∆ + , set
Given α, β ∈ ∆ + , we denote q αβ = χ β (g α ). We assume as in [AS2, MPSW] that the order of q ii is odd for all i, and not divisible by 3 for each connected component of the Dynkin diagram of A of type G 2 . Therefore the order of q ii is the same for all the i in the same connected component J. Given β ∈ J, we denote by N β the order of the corresponding q ii in J, which is also the order of q β .
By [L] there exist homogeneous elements x β of degree β, β ∈ ∆ + , such that the Nichols algebra B q of V is presented by generators x 1 , . . . , x θ and relations Lemma 6.2. Let α, β, γ ∈ ∆ + be pairwise different. Then either g α g β g γ = e, or else χ α χ β χ γ = ǫ.
Proof. Suppose on the contrary that g α g β g γ = e and χ α χ β χ γ = ǫ. Then
α ) = χ β χ γ (g β g γ ) = q β q γ q βγ q γβ , q β = q α q γ q αγ q γα , q γ = q α q β q αβ q βα .
Notice that α, β, γ belong to the same connected component. Indeed, if γ belongs to a different connected component, then q βγ q γβ = q αγ q γα = 1. Thus q β = q α q γ = q β q 2 γ , so q 2 γ = 1, which is a contradiction. Therefore we may assume that the Dynkin diagram is connected.
One can prove that q si(α) = q α for every α ∈ ∆. As we observed that ∆ + = {β j |1 ≤ j ≤ M }, we deduce that for every β ∈ ∆ + there is some j such that q β = q j . One can prove that there is some q ∈ k such that q α = q (α,α)/2 and q αγ q γα = q (α,γ) , where (·, ·) is the invariant bilinear form on the simple Lie algebra g associated with the finite Cartan matrix [Bo, Ch. VI, §1, Proposition 3 and Definition 3] and the basis of the root systems given in [Bo, Ch. VI, §4] should be normalized in such a way that q = q δ , (δ, δ) = 2 for each short root δ ∈ ∆. Note that q α = q (α,α)/2 = 1 for all α as (α, α) = 0. Thus
• q α = q β = q γ = q if the Dynkin diagram is simply laced, • q α , q β , q γ ∈ {q, q 2 } if the Dynkin diagram has a double arrow, • q α , q β , q γ ∈ {q, q 3 } if the Dynkin diagram is of type G 2 .
