With the increasing energy demand and environmental protection requirements of heating systems, natural gas (NG), as an efficient and clean alternative energy source for coal, plays an increasingly important role in district heating systems (DHSs). The accurate prediction of the DHS consumption of NG in the whole city is helpful in formulating an efficient energy scheduling plan. However, because the DHS is a complex non-linear system with time-space delay effect and multi-factors, the traditional algorithms have deficiencies in the prediction accuracy of the natural gas consumption for city-level DHS. To achieve accurate prediction, a gas consumption prediction algorithm based on the attention gated recurrent unit (AGRU) model is proposed, which can obtain high-level features of historical data that affect gas consumption prediction. In addition, the attention mechanism can help to select more critical feature inputs and improve the prediction accuracy of gas consumption. Detailed comparative experiments were performed between the proposed AGRU and state-of-art NG consumption prediction algorithms, such as the recurrent neural network (RNN), long short-term memory (LSTM), GRU, attention RNN (ARNN), attention LSTM (ALSTM), support vector regression (SVR), random forest regression (RFR), gradient boosting regression (GBR) and decision tree regression (DTR). An analysis of the experimental results shows that the proposed AGRU algorithm has a prediction accuracy of 95.3%, which is significantly better than other algorithms. In addition, the hyperparameters of the AGRU algorithm are also tested in detail to optimize the selection.
I. INTRODUCTION
With the rapid development of China's economy and the continuous improvement of living standards, people expect much higher requirements for the quality and comfort of building heating in winter, which leads to the total energy consumption of urban DHSs gradually increasing [1] . Heating systems with coal combustion have become one of the main sources discharging pollutants in winter in northern China, resulting in increasingly serious environmental problems such as fog and haze, which can damage people's health.
The associate editor coordinating the review of this manuscript and approving it for publication was Anandakumar Haldorai. Specifically, they have led to PM10 concentrations 46% higher and reductions in life expectancies of 3.1 years in northern China [2] . Fortunately, in recent years, air pollution and environmental protection caused by DHS have been an important concern of the government. As the goal of future development, the realization of clean heating has received great attention and strong support from central and local governments, especially in launching the ''coal to gas'' project [3] . As an efficient and clean energy resource, natural gas (NG) plays an extremely important role in the rapid development of DHSs [4] - [6] . Urumqi was the first city in northern China to fully realize energy conversion from coal to gas in its DHS. The research on the gas consumption VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ prediction algorithms of the DHS at the city level is not only helpful to the energy dispatching and gas peak regulation planning of Urumqi but also has certain guiding significance for gas consumption prediction of DHSs in other cities. The prediction of NG consumption is a core algorithm for ensuring the stable operation of urban district heating systems, which is helpful for urban heating management departments in improving energy management and urban planning levels of heating gas peak-shaving facilities to meet the peak energy demand of heating gas in extremely cold weather and ensure the effective supply of NG for DHSs in winter.
Because of its great significance, the prediction of NG consumption has attracted many scholars' attention. According to the principles of mathematical models, published literature on NG prediction can be divided into the following two categories: classic statistical models and traditional artificial intelligence models.
A. CLASSIC STATISTICAL MODELS
The classic statistical models can obtain a functional relationship between relevant factors and NG consumption based on probability statistics theory, which mainly includes two classes of algorithms: regression and the gray prediction model. Scarpa and Bianco [7] used a standard regression algorithm to analyze the performance of longterm NG consumption in the Italian residential sector. Akpinar and Yumusak [8] forecasted one-day-ahead household NG consumption based on multiple linear regression (MLR) by removing insignificant variables. The gray prediction model was applied to forecast China's NG production and consumption in the future [9] . An adaptive gray model prediction algorithm was proposed to predict China's NG demand from 2011 to 2017 [10] . Two optimized nonlinear gray models were precisely designed to predict China's NG consumption [11] .
In addition, some prediction approaches of NG consumption have analyzed influencing economic factors, such as economic growth, price, capital, import and export, in recent years. NG consumption and economic growth were investigated for Turkey and 12 OPEC countries [12] , [13] . The economic performance of an NG and power cogeneration technology with CO 2 capture was evaluated in Ref [14] .
The main optimization objective of gas consumption data analysis in heating systems based on traditional statistical methods is to minimize the mean square error, which makes it difficult to obtain higher-level data characteristics. It only focuses on the statistical characteristics of the data, not the inherent high-level characteristics of the data.
The meaning of inherent high-level features in this paper is that each layer of deep neural network can get an abstract feature representation of its input. In this way, the upper neural network can output an abstract high-level feature representation of the original input, which can achieve a more accurate expression of the inherent non-linear characteristics of the input data.
B. TRADITIONAL ARTIFICIAL INTELLIGENCE MODELS
Traditional artificial intelligence algorithms, which mainly include genetic algorithms (GA), artificial neural networks (ANNs), backpropagation neural networks (BPNNs), fuzzy systems and support vector machines (SVMs), have been applied to the energy prediction field in recent years. Predicting NG consumption based on ANN was presented and verified with the actual NG consumption in Szczecin [15] . Azadeh et al. [16] proposed an adaptive network fuzzy inference system (ANFIS) approach for long-term NG consumption prediction. In Ref [17] , a structure-calibrated support vector regression (SC-SVR) approach was proposed to forecast daily NG consumption. Izadyar et al. [18] used three SVM models to forecast residential heating demand. An integrated adaptive fuzzy inference system (AFIS) was proposed to forecast long-term NG consumption in Ref. [19] . Some integrated learning algorithms for gas consumption prediction have also been proposed. A hybrid algorithm based on nonlinear regression and population genetics was proposed to predict NG demand for Turkey in Ref. [20] . Cardoso and Cruz [21] investigated three prediction algorithms for NG consumption: autoregressive integrated moving average (ARIMA), ANNs and a hybrid methodology. Beyca et al. [22] proposed an algorithm for forecasting NG consumption based on machine learning tools, such as MLR, ANN and support vector regression (SVR).
The main shortcoming of traditional artificial intelligence algorithms is that they cannot extract deep nonlinear features, which limits the accuracy of model prediction and makes it difficult to tune the hyperparameters of the model. Fortunately, in recent years, artificial intelligence algorithms based on deep learning technology have been developed rapidly. Based on a multilayer neural network, they realize automatic parameter adjustment and optimization. Compared with the traditional algorithm, prediction accuracy has significantly improved. Qiao et al. [23] proposed a novel hybrid prediction model for hourly gas consumption on the supply side based on an improved whale optimization algorithm (IWOA) and relevance vector machine (RVM). In addition, the empirical mode decomposition (EMD) and approximate entropy (ApEn) were introduced to aid the calculation. Wei et al. [24] developed a novel hybrid model for daily NG consumption prediction based on the combination of the improved singular spectrum analysis (ISSA) with long short-term memory (LSTM), which was named ISSA-LSTM.
Although there are many studies on NG demand forecasting, there are few studies that focus on predicting NG consumption in district heating systems at the city level. With the wide application of Internet of Things (IoT) technology [25] , [26] , the design of energy-saving monitoring systems for DHS is becoming increasingly perfect. The realization of a city-level heating monitoring system makes it possible to forecast the NG consumption of the whole city heating system. As we all know, GRU are one of the outstanding representatives of deep neural networks, which has high performance in nonlinear time series prediction. The most essential ability in deep neural networks is the ability to represent learning, which no longer requires manual design of features. When you throw data in at one end, it comes out at the other end, and all the features are completely self-learned. Deep neural networks usually contain many layers, first at the bottom, as if we are looking at some independent sensor samples; As we go up layer by layer, there may be proximity features, and then there may be longer-term trends and even periodic features of the data. Deep learning algorithm automatically processes data layer by layer, and the final feature representation is the high-level feature of the data described in this paper.
In this study, an NG consumption prediction model based on an attention GRU for city-level DHS that can automatically obtain the intrinsic high-level features of historical data is proposed. Comprehensive experiments show that the proposed algorithm can complete short-term forecasting and medium-term forecasting with high precision, which is of great significance for ensuring the heating supply and energy dispatching operation in northern China.
The main contributions of our paper are demonstrated as follows.
First, through the statistical characteristics and correlation analysis of NG consumption data of a heating system, the main related factors of NG consumption of a city-level heating system are determined, which is the basis of prediction.
Second, a novel prediction model based on an artificial intelligence GRU model for NG consumption is proposed, which can accurately obtain high-level features of time series data and is very suitable for analyzing the internal relationship among NG consumption, heating system thermal inertia and meteorological data.
Finally, to further improve the accuracy and generalization ability of the GRU prediction model, an attention mechanism is added to the GRU prediction model, which is called the AGRU NG prediction algorithm, so that the AGRU model can automatically obtain the key characteristics of its data in the same way in which the human brain's attention can quickly grasp the key features of an image.
The remainder of this paper is organized as follows. Section 2 analyzes the correlation characteristics of the original data and feature analysis. Section 3 demonstrates the architecture and mathematical model of the proposed AGRU methodology in detail. Section 4 represents the experimental analysis and evaluation of prediction performance. Section 5 presents the conclusion.
II. FEATURE ANALYSIS AND SELECTION
To improve the prediction accuracy of NG consumption in urban district heating systems, it is necessary to analyze the influencing factors closely related to NG consumption. A city-level heating management system for Urumqi city was established by our research team, whose main goal was to monitor the energy consumption of all heat sources in the city. The system mainly collects two types of data: static data, including heating area, construction age, and energy-saving building area, and dynamic data, including daily gas consumption of each heat source and outdoor temperature, weather type, wind speed, wind direction and other meteorological parameters.
This paper uses the historical data of three heating seasons from 2015 to 2018 for experimental analysis. The statistical characteristics of various related parameters of the historical system data are drawn by a box diagram, as shown in Fig. 1 .
The heating system is a complex nonlinear system [27] . In the DHS, each heat exchange station will provide heating services to a large number of buildings. These buildings with different envelopes have different thermal inertia, which leads to different time delays in the time dimension; furthermore, different length and pressure of pipelines from buildings to heat exchanger stations lead to different time delays in the space dimension. Therefore, the natural gas consumption and related factors in the DHS have complex spatial and temporal non-linear characteristics. That is to say, there is a nonlinear relationship between the NG consumption required by the heating system and the relevant factors. NG consumption does not change linearly with the change in these relevant factors.
Additionally, different buildings have different thermal inertia, and the correlation between the gas consumption of the heating system and the historical data of different delays is also different. The correlation curve between NG consumption and different influencing factors under different time delays is shown in Fig. 2 . As shown in Fig. 2 , the NG consumption of the urban district heating system is highly correlated with outdoor temperature, which is the most important factor affecting NG consumption. The correlation between NG consumption and historical outdoor temperature decreases gradually over time, and after approximately 25 days, the correlation peak drops below 0.3. Due to the thermal inertia of buildings, the NG consumption of whole city's district heating system and historical gas consumption also has a high correlation; as the time increases, gas consumption and historical relevance gas consumption gradually decrease, approximately 25 days later, and both of the correlation peaks drop below 0.3. At this time, the prediction weights of wind speed and humidity on future gas consumption become negligible because the correlation between wind speed and humidity and NG consumption is basically less than 0.2. These two factors contribute little to the prediction of NG consumption, so wind speed and humidity are ignored in subsequent analyses. In order to simplify the analysis of system, highly related parameters are used as the input characteristics of the prediction algorithm.
The scatter diagram between NG consumption and average outdoor temperature, NG consumption and NG consumption delayed by one day is shown in Fig. 3 From Fig. 3 (a) , it can be seen that average temperature and NG consumption have an approximately linear relationship in the form of a scatter plot; however, the relationship between average temperature and natural gas consumption is nonlinear in the time dimension, as shown in Fig. 4 . Because of the thermal inertia of the heating system, we need to predict the future NG consumption in the time dimension, which is related not only to the current energy consumption but also to the historical energy consumption of the previous period. 
III. METHODOLOGY AND ANALYSIS A. THE ARCHITECTURE OF THE PROPOSED ATTENTION GRU NATURAL GAS CONSUMPTION PREDICTION ALGORITHM
Building thermal inertia possibly relates the current energy consumption of the heating system to the historical energy consumption in the previous period, but GRU cannot flexibly distinguish which time data in the previous period have a great impact on the natural gas consumption. Fortunately, the attention mechanism provides a means of focusing on the key information, which enables the algorithm to notice the major factors according to the target. Therefore, we use the GRU algorithm with an attention mechanism to predict natural gas consumption and use an attention mechanism to compensate for GRU's ability in long time series learning. The attention mechanism obtains a background variable by weighted averaging the hidden state of all time steps of the encoder, which is adjusted in each time step. Therefore, it is possible to concentrate on different parts of the input sequence at different time steps and encode the background variables of the corresponding time steps. In this paper, the GRU model combined with the attention mechanism adopts the encoder-decoder structure, as shown in Fig. 5 .
Specifically, the attention weight e t t of the influence of the hidden layer state h t at time t on the output of time t can be calculated by using multilayer perceptron (MLP) as follows.
where V T , W s and W h are model parameters that can be learned; h t represents the state of the hidden layer of the encoder neural network;
S t −1 represents the state of the hidden layer of the decoder neural network.
The attention weight a t t can be obtained by normalizing e t t with the softmax function, which has a sum of all attention weights equal to 1. The obtained α t t adaptively captures the importance of the historical data to gas consumption, and all of the attention weights are normalized to [0, 1]. Then, the context vector c t is calculated by the weighted summation of the attention weight and all historical hidden states.
There is a connection between the context vector c t and the final output of the decoder. The state of the hidden layer of the decoder can be updated by the context vector, which can be simply expressed as
where Y t −1 represent the output of the decoder at time t − 1; c t is the context vector; S t −1 represent the output of the hidden layer of the decoder at time t − 1.
B. THE MATHEMATICAL MODEL OF THE PROPOSED ATTENTION GRU ALGORITHM
The NG consumption of a specified day is predicted based on the input data such as weather forecast data, the historical data of NG and weather information, which is
where G d+p represents the predicted NG consumption value for the (d+p)th day;
AvgTemp d+p is the average outdoor temperature of the (d+p)th day; G d−i represents the predicted NG consumption value for the (d-i)th day;
AvgTemp d−i signifies the average outdoor temperature on the (d-i)th day;
f represents the prediction model; d(d = 1, 2, ..., n), represents the dth day, n represents the number of days of the sample collected; p(p = 0, 1, 2..., m), represents the predicted step size, and m represents the maximum number of days that can be predicted;
i(i = 1, 2, ..., s), represents the number of days before the forecast;
s(s = 1, 2..., n), indicates the number of days used for prediction.
Four different models are analyzed and used in experiments for predicting total NG consumption of the DHS for Urumqi in this paper.
(1) Model 1: p = 0, s = 1, which indicates that the current day's heat load can be predicted based on the previous day's NG consumption value, outdoor temperature average and the historical data of average outdoor temperature. The following expression can be defined:
(2) Model 2: p = 0, s = 3, which indicates that the heat consumption of the current day can be predicted based on the heat consumption of the last three days, the outdoor temperature and the outdoor temperature of the current day. (3) Model 3: p = 0, s = 7, which indicates that the heat consumption of the current day can be predicted based on the heat consumption of the last seven days, the outdoor temperature and the outdoor temperature of the current day.
(4) Model 4: p = 0, s = 15, which indicates that the heat consumption of the current day can be predicted based on the heat consumption of the last fifteen days, the outdoor temperature and the outdoor temperature of the current day.
The flowchart of the AGRU algorithm for the prediction of NG consumption is shown in Fig. 6 .
C. DATA PREPROCESSING 1) OUTLIER DETECTION AND MISSING VALUE INTERPOLATION
The heating system uses many kinds of sensors to collect the system state data. The monitoring data may be missing or abnormal due to reasons such as sensor failure, network interruption, abnormal transmission and other problems. In order to simplify without loss of generality, energy consumption and meteorological parameter changes of heating system can be regarded as normal random process. We define outliers as a set of measured values that are more than three times standard deviations from the mean. Data loss will lead to a reduction in data samples and affect the extraction of data features. Therefore, to ensure the prediction accuracy of NG consumption in this paper, it is necessary to use a data preprocessing algorithm to detect and smooth these abnormal data and to interpolate the missing data through the prediction method.
In this paper, the Kalman filtering algorithm, which is an optimal filtering algorithm for linear systems and is also applicable to nonlinear systems [28] , [29] , especially those suitable for computer recursive processing, is used for data preprocessing. It has three functional features: first, it can smooth historical data; second, the current data can be filtered; third, it can predict future data.
The main process of Kalman filtering includes the following steps:
Step 1: Calculate the one-step state prediction value:
Step 2: Update measurements based on one-step prediction results:
Step 3: Calculate the error covariance matrix of one-step state prediction:
Step 4: Obtain the Kalman gain matrix:
Step 5: Obtain the filtered output of the system state:
Step 6: Calculate the state filtering error covariance matrix:
where X k indicates the estimated values of the system state vector; X k+1|k represents the estimated values of the system state vector; P k represents the covariance matrix of the VOLUME 7, 2019 estimation error at time k; P k+1|k represents the covariance matrix of the estimation error at time k+1. The outliers are effectively eliminated, and random measurement noise is smoothed based on a Kalman filter, which makes the data cleaner. However, the Kalman filtering algorithm does not change the original statistical features of the data. The statistics before and after data filtering are shown in Table 1 . We can see that there is no significant difference in data statistics before and after filtering, but the variance decreases slightly, which shows that Kalman filtering does not change the essential characteristics of the data but smooths the random measurement noise. The supervisory control and data acquisition (SCADA) system has periodically sampled and discretized the heating system. So for the discrete dynamic systems, we can use Kalman filter to achieve data filtering and smoothing.
2) PREGENERATION METHOD OF STATISTICAL DATA
The daily cumulative NG consumption value is collected by the NG flowmeter once a day, which is represented by G c,d and G d (d=1, 2,..., n), and used to represent the NG value consumed on the dth day (assuming the sample number of days is n).
The outdoor temperature is collected hourly by a software service connected to the weather forecast website, which reports the hourly temperature for the next 24 hours each hour. The average outdoor temperature at the hth hour of the dth day is represented by T d,h (h=1,2,. . . ,24) . The average outdoor temperature T d on the dth day is given as the following equation (17):
The outdoor temperature obtained from the weather forecast includes the highest and lowest temperatures of that whole day. However, the daily average temperature is more preferred in the heating system and can be calculated based on the empirical equation (18) . AvgTemp = (MaxTemp * 11 + MinTemp * 13) 24 (18) where AvgTemp denotes the average outdoor temperature of 24 hours on that day;
MaxTemp denotes the highest outdoor temperature on that day;
MinTemp denotes the lowest outdoor temperature on that day.
3) DATA NORMALIZATION
The machine learning optimization algorithm usually scales feature input into the same interval to obtain better performance models. Normalization, as a key step in data preprocessing, scales the input features of different ranges of the algorithm into a standard normal distribution with a mean of 0 and a variance of 1, which is shown in equation (19) .
where
x i and y i represent the original data and the normalized data, respectively;
x and s represent the mean and standard deviation values, respectively;
n represents the number of samples.
4) THE METHOD TO SOLVE OVERFITTING
In order to avoid over-fitting and maintain the balance between over-fitting and under-fitting, deep neural network has many methods, such as adding input data, data enhancement, dropout and early stopping method, etc. In this paper, the early-stopping method is used for the proposed AGRU to deal with the overfitting problem, which can limit the number of training iterations needed by the model to minimize the loss function. The early-stopping method is usually used to prevent the poor generalization performance of the model due to the over-expression of the training set data in the training. In general, if there are too many iterations, the AGRU algorithm is easy to over-fitting (with large variance and small deviation) and poor generalization ability. On the contrary, with too few iterations, the AGRU algorithm is prone to underfitting (small variance, large deviation), and the model does not learn data features. The early-stopping method solves this problem by determining the number of iterations.
The early-stopping method divides the original training data set into training set and verification set. During the training process, the performance of the model on the verification set is calculated. When the performance of the model on the verification set begins to decline, the training is stopped. In this way, the problem of overfitting caused by continuing training can be avoided. 
D. EVALUATION CRITERIA
The performance of the proposed predictive algorithm can be evaluated by the following statistical indicators. The mean absolute error (MAE), the mean absolute percentage error (MAPE) and the root mean square error (RMSE) are given as follows:
where y i represents the measurement value of gas consumption; y i represents the average value of gas measurement; y i represents the predicted value of gas consumption; y i represents the predicted value of gas consumption; n represents the total number of data pairs.
IV. CASE STUDY A. SYSTEM BACKGROUND
Urumqi is the capital of Xinjiang Autonomous Region and the first city in northern China to complete the ''coal to gas'' project of district heating systems. The heating area of Urumqi covers 18.3 million m 2 , including 5.6 million m 2 of public buildings and 12.6 million m 2 of residential buildings. The heating pipe topology of the whole city district heating systems in Urumqi is shown in Fig.7 . With the implementation of the ''coal to gas'' project, all the heat sources in Urumqi are powered by NG. The NG energy consumption of the district heating systems accounts for more than 70% of the total NG consumption of the whole city in winter. Thus, an accurate algorithm for predicting NG consumption of the DHS is critical and has a considerable impact on energy security and energy planning.
B. SYSTEM ARCHITECTURE AND NETWORK TOPOLOGY
A city-level smart heating energy-saving supervision platform in Urumqi was established by our research team in 2015, and the system architecture is represented in Fig. 8 . It established a complete fundamental information database that covers all heat sources, boilers, heat exchanger stations and heat consumers in the city. A large number of IoT sensors were deployed to collect dynamic data for the DHS in the city in real time, including the operation parameters of heat exchange stations and daily consumption of NG.
In addition, the meteorological data were acquired from a commercial website interface (www.weather.com.cn) every 10 minutes. The daily statistical dataset was created from the original dataset by a Windows service that was deployed on the database server. The outdoor parameters are the most important factors and have a significant impact on the total NG consumption of the DHS for a city. The entire system's network topology of the Urban Heating Monitor Platform is demonstrated in Fig. 9 .
C. APPLICATION SCENARIO OF THE AGRU PREDICTION ALGORITHM
The application scenarios of the AGRU gas consumption prediction algorithm proposed in this paper mainly include two scenarios: short-term prediction (3-7 days) and mediumterm prediction (10-15 days). At the beginning of the first heating season when the system first began to run, due to the small quantity of accumulated historical data, the network training dataset was so small that only 3-5 days of shortterm prediction could be made. With the gradual increase in the quantity of historical data, the middle term prediction of 10-15 days could basically be carried out after 90 days.
In the second heating season, when the heating system was put into operation, the network training was conducted with the historical data of the previous year, and the mediumterm forecast was made. As the quantity of data accumulation gradually increased, AGRU's deep neural network technology could better mine the inherent laws in the data, thus improving the prediction accuracy of the network model. 
D. EXPERIMENTAL DATA SAMPLE DIVISION
The dataset used in this experiment is the historical data of the three heating seasons from 2015 to 2018, in which each heating season lasts for 180 days. NG consumption is collected once a day, outdoor temperature data are collected once an hour, and daily average temperature can be obtained by averaging 24 hours of data. This dataset contains 540 days of gas consumption and meteorological data. In addition, future weather data can obtain forecast results for up to 30 days, so the AGRU algorithm can predict gas consumption for up to 30 days. In this parameter tuning experiment, the datasets are divided into 60% training, 20% verification and 20% test.
In the real forecast scenario, we set the forecast length as a fixed short-term forecast of 7 days and a medium-term forecast of 15 days (up to a maximum of 30 days).
V. EXPERIMENTAL RESULTS AND DISCUSSION A. PERFORMANCE EVALUATION
The NG consumption of the DHS in the Urumqi-based AGRU model is predicted and experimentally analyzed in detail.
To find the appropriate values for each superparameter of the NG prediction algorithm based on the AGRU, a large number of trials and combinations were experimentally compared and analyzed for the purpose of optimum selection. The optimization algorithms have a great influence on the performance of the prediction algorithm, and there are four kinds of commonly seen optimization algorithms used in LSTM, i.e., gradient descent optimizer, momentum optimizer, Adam optimizer and AdaGrad optimizer. The gradient updating rules are the main differences between optimizer algorithms. The gradient descent optimizer updates each sample at a time without redundancy. The momentum optimizer accelerates the convergence along with the change in the gradient direction and reduces fluctuation. The Adam optimizer calculates the adaptive learning rate of each parameter, which keeps the exponential attenuation of the past gradient similar to the momentum optimizer. The AdaGrad optimizer algorithm updates the low frequency greatly and the high frequency slightly. Therefore, it performs well for sparse data and improves the robustness of stochastic gradient descent(SGD). The comprehensive performance of the AdaGrad optimizer is one of the best optimization methods among the NG prediction algorithms for DHSs.
The training iteration is one of the significant factors affecting the performance of the prediction model. Generally, the more precise the model is, the more iterations there should be. However, the prediction accuracy of the model does not vary significantly with the number of iterations when the number of iterations reaches a certain range. Table 2 lists the random values of the parameters before adjusting them. In the following parameter adjustment experiment, the parameters in Table 2 are adjusted in sequence. The criterion of the experiment is to maintain the principle of a single variable. Table 3 lists the parameters at different values, the performance of RMSE, MAE and MAPE. The values of the parameters are selected according to the values of the three evaluation indicators. When the learning rate is 0.0005, the RMSE, MAE, and MAPE values are the smallest. Therefore, when adjusting the hidden unit, the learning rate is set to 0.0005. Similarly, after adjusting each parameter, the optimal value of the previous parameter is selected. After the parameter adjustment experiment, the final parameter selection is shown in Table 4 .
B. COMPARISONS WITH OTHER ALGORITHMS
The prediction performance of NG consumption of a DHS based on deep learning is compared with state-of-the-art prediction algorithms, such as RNN, LSTM, GRU, ARNN, ALSTM, SVR, RFR, GBR and DTR, where the polynomial kernel function is selected for SVR. It is obvious from Fig. 10 that AGRU outperformed the highest prediction accuracy. The performance statistics of these prediction algorithms are shown in Table 5 . In models 1 to 3, the RMSE, MAE, and MAPE of AGRU are the smallest. Therefore, the AGRU prediction algorithm is suitable for short-term high-precision prediction of NG consumption.
In the proposed NG consumption prediction model based on deep learning, the memory cells inside the AGRU model are connected with their previous moment state and memorized historical gas consumption information. Therefore, the proposed prediction models can acquire the higherlevel features of the input data and the NG heat dissipation law, which leads to higher forecast accuracy.
C. ENERGY CONSUMPTION QUOTA MANAGEMENT
To improve gas utilization efficiency and reduce energy waste on the premise of meeting users' heating demand, the city heating management office formulates energy consumption quota management measures according to the prediction algorithm of energy consumption. According to the thermal history of gas consumption data and the future of the weather forecast, this article proposed an algorithm that can calculate the corresponding gas consumption forecast as a quota according to the actual energy consumption of the heating enterprise performance evaluation; when the actual energy consumption is lower than the rated power consumption by a certain amount of financial aid, the proposed algorithm can guide enterprises to carry out active energy savings to achieve the purpose of saving energy and reducing the consumption level city district heating system. This paper analyzes and forecasts the NG consumption data in Urumqi, and the statistical comparison chart of NG consumption in the years 2015-2017 is shown in Fig. 11 . As shown in Fig. 11 , the energy consumption of the district heating system in the city shows a downward trend after the NG quota index and its assessment and evaluation mode are formulated by the prediction algorithm. The NG consumption in 2016 was 4.2% lower than that in 2015, and in 2017, it was 3.3% lower than that in 2016. Thus, the prediction algorithm proposed in this paper contributes to the reduction in energy consumption in urban district heating systems.
VI. CONCLUSION
Clean heating is the development goal for DHSs in the future. NG, as a kind of clean energy, plays an increasingly important role in the energy of DHS. Because the heating system is a complicated nonlinear time-varying system, NG consumption is greatly affected by meteorological factors. For urban heating management departments, accurate NG load prediction is an important means for NG scheduling and improving the level of urban heating management, and an important guarantee for energy security in urban district heating systems. An AGRU forecasting algorithm for NG consumption in urban heating systems was proposed, which can extract high-level features of historical data. In addition, four models were introduced for medium short-term prediction. Different hyperparameters of the AGRU, such as the learning rate, batch size, time step, hide unit, and iteration count, were thoroughly investigated. Comprehensive experiments were conducted to compare the performance between the proposed AGRU algorithm and state-of-the-art algorithms, such as RNN, LSTM, GRU, ARNN, ALSTM, SVR, RFR, GBR and DTR. It can be concluded that AGRU has a better prediction performance and higher accuracy compared to other prediction algorithms.
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