Abstract. In 1996 Hazard and Lenoir suggested a variational formulation of Maxwell's equations using an overlapping integral equation and volume representation of the solution. They suggested a numerical scheme based on this approach, but no error analysis was provided. In this paper, we provide a convergence analysis of an edge finite element scheme for the method. The analysis uses the theory of collectively compact operators. It's novelty is that a perturbation argument is needed to obtain error estimates for the solution of the discrete problem that is best suited for implementation.
1. Introduction. A key feature of scattering problems is that they are typically posed as exterior boundary value problems. When using finite element methods to compute approximate solutions to these problems, the truncation of the computational domain needs to be done carefully. The truncated problem should be chosen to provide a convenient and accurate approximation of the true problem. In [25] , Hazard and Lenoir proposed a new variational approach to the time-harmonic scattering problem for Maxwell's equations that can be used as the basis of a finite element method. This was extended to layered media in [19] . Hazard and Lenoir suggested the use of standard continuous finite elements, which are known to require special care if the scatterer has corners ( [4, 17, 21] ). In this paper, we propose the use of edge elements ( [31] , [32] ) to approximate the problem. A direct application of this approach leads to unwieldy matrices. Thus we apply flux-recovery procedures ( [35, 5, 6, 7] ) in the discretization of the Hazard-Lenoir method resulting in a fully discrete problem that is better suited to implementation. We provide the first error analysis of the discrete Hazard-Lenoir scheme for Maxwell's equations (see [18] for convergence studies of the method applied to the time-harmonic Helmholtz problem).
For simplicity we will not describe the general scattering problem discussed in [19] . Instead, we shall confine ourselves to time-harmonic scattering from a bounded perfect conductor. The finite element scheme applies in the more general case, but some estimates in the analysis still need to be performed. The plan for the paper is as follows. In the next subsection we describe the continuous problem, and introduce a truncation based on an integral representation of the scattered field. In Section 2, we describe the finite elements to be used, and in Section 3 we provide an error analysis of the method without discretizing the integral operator. In Section 4 we provide an analysis of the fully discrete scheme and discuss briefly the solution of the discrete problem, and draw some conclusions in Section 5.
Problem description.
We consider a perfectly conducting scatterer, which occupies a bounded, Lipschitz, polyhedral region D in R 3 . We assume that the boundary of the scatterer, Γ, is connected and we denote by ν the unit outward normal (see Figure 1 .1). For simplicity we shall also assume that both D and R 3 \D are connected and simply connected. We wish to approximate the total electric field E = E(x), x ∈ R 3 \ D, where this field satisfies the time-harmonic Maxwell's equation:
and the boundary condition appropriate for a perfect conductor:
The real parameter k > 0 is called the wave number of the time-harmonic field. The total field E is given by
where the given incident field E i satisfies Maxwell's equation (1.1) in all of R 3 , and E s is the unknown scattered field. A typical choice for the incident field is a plane wave in which case
where the real vectors p (polarization) and d satisfy |p| = |d| = 1 and p · d = 0. In order to uniquely determine the scattered field, we need to impose the SilverMüller radiation condition More generally, for a sufficiently smooth vector function u, we use the notation
to denote the tangential component of u on a given surface S with normal ν. Equations (1.1)-(1.4) are uniquely solvable in appropriate function spaces which will be given shortly. 
Truncation of problem.
As stated in the previous section, the scattering problem is posed on an infinite region. In order to apply a finite element method, we need to truncate the domain. Following Hazard and Lenoir, we introduce a simply connected, Lipschitz, polyhedral surface Σ, with interior D Σ , such that D ⊂ D Σ . The outward unit normal on Σ is again denoted ν. For technical reasons associated with the proof of Lemma 3.3, we restrict Σ to be a right parallelepiped. We expect that a more general polyhedral surface would also be appropriate. A smooth surface such as a sphere might also be used, but the analysis of such a scheme would involve the use of curvilinear finite elements which is outside the scope of this paper. We define the truncated computational domain
Our assumptions imply that the boundary of Ω consists of two disjoint, connected components Σ and Γ, and the region Ω is simply connected (see Figure 1. 2). The goal is to use finite elements on Ω to approximate E, but we need a boundary condition on Σ. This is provided by recalling the Stratton-Chu formula that gives a representation of classical solutions of (1.1)-(1.4) away from Γ (see [15] ). More precisely, let
where I is the identity matrix, Φ(x, y) is the fundamental solution of the Helmholtz equation in R 3 , given by
and Hess(·) is the Hessian operator defined by 5) where ∇ y × G(x, y) is the column-wise curl with respect to y. Using the fact that E i is a regular solution of Maxwell's equations inside D, we have I(E i ) = 0 in Ω, and thus
provided E is regular enough for I(E), defined in (1.5), to hold.
1.3.
A modified integral representation. Unfortunately, the regularity requirement implicit in (1.5) is not met by edge finite elements. We therefore need to extend the definition of I to allow for less regular arguments E s . In order to do this, we first recall that
and define the subspace
The space X is equipped with the norm
where · H(curl;Ω) is the standard norm on H(curl; Ω), and
We can now define the integral operator
where the curl is again with respect to y and the integral is evaluated for x outside the support of the cutoff function χ (in particular for x ∈ Σ). Using integration by parts we can verify that for a smooth solution E s of (1.1)-(1.4),
and thus
Note also that since I R (E) is evaluated outside the support of χ (for example on Σ) a further integration by parts, and the use of the perfect conducting boundary condition on Γ, shows that
This is the form of I R we shall use for the first part of the analysis. Before stating the variational problem for Maxwell's equations, we define one further operator. For a sufficiently smooth field u, we can define a tangential boundary operator on Σ as follows:
where u T is the tangential component of u on Σ. With this notation, the truncated version of problem (1.1)-(1.4) is to find E ∈ X such that
Hazard and Lenoir show [25] that problem (1.11) has a unique solution for every k > 0, and given incident field E i . It is also easy to see that the solution does not depend on the choice of χ. Indeed, equation (1.11) is identical to equation (4.12) of [25] , allowing for differences in notation and with τ = t = ∞, ξ 0 = 1, ξ = 1, λ = ik, and ζ −1 = 1. The space X is H E τ from [25] but without the constraint on ∇ · E. As we shall see, this constraint is implied directly by the variational equation (1.11) .
We shall use (1.11) as the basis of the finite element method we shall analyze. There are several advantages to this formulation compared to other finite element formulations. One advantage is that unlike methods which use standard absorbing boundary conditions, the convergence of the formulation in this paper can be verified as the mesh size decreases; moreover, the method can easily be applied to a layered medium. Further, compared to a standard coupled finite element -boundary element scheme, the advantage of this method is that no singular integrals must be approximated (since x = y in (1.5)). The main disadvantages relate to the matrices arising from the discrete problem. We shall discuss these issues more at the end of the paper, but mention here that the matrices have dense blocks.
2. The Finite Element Method. We describe a method based on the tetrahedral edge elements of Nédélec [31] which we summarize next. Results for the hexahedral elements discussed in the same paper follow in the same way, and will not be detailed here. In addition, smooth curved boundaries can be handled using the mapping scheme described in [22] , but only for elements of the lowest order.
We suppose that Ω has been covered by a regular, quasi-uniform mesh τ h , consisting of tetrahedra of maximum diameter h. Let P denote the set of all polynomials in x 1 , x 2 , and x 3 of maximum degree , and P denote the set of homogeneous polynomials of degree in x 1 , x 2 and x 3 . On each tetrahedron K ∈ τ h , the finite element functions are taken from the set
is unisolvent for R l , and curl-conforming (see [31] ). Thus, we can define an interpolant π h element-wise, by requiring that π h u K ∈ R and
Error estimates can be proved by scaling to a reference element. In [1] it is shown that
for any with ≥ > 1 2 . Now suppose that u is such that ∇ × u| K ∈ (P ) 3 for each element K ∈ τ h . Then using a standard scaling argument like the one proving the above estimate, and using the equivalence of norms for piece-wise polynomials on the reference element as in the proof of equation (2.4) of [3] , we obtain that for 0 < ≤
For later use we need to discretize the operator I R defined in (1.8). Let G h (x, ·) denote the matrix function such that ifg h,m (x, ·) is the mth column of G h (x, ·) and g m (x, ·) is the mth column of G(x, ·), then (recalling that x ∈ Σ):
T on Γ (using edge and face degrees of freedom (2.2a) and (2.2b)), 3. (g h,i (x, ·)) T = 0 on all tetrahedra having a face or edge on Σ. Obviously, this discretization of G(x, y) is not uniquely determined. For computational convenience, we use (g h,m ), m = 1, 2, 3, that decay to zero rapidly away from Γ. This minimizes the support of G h , and is the reason for discretizing G.
We can then define the discretized version of the integral operator defined in (1.8), I h (u), for u ∈ H(curl Ω) and x ∈ R 3 \D by
As long as x is on Σ, I h (u) is a smooth function of x. Hence T (I h (u)) is a well defined and smooth (tangential) vector field on each face on Σ.
The finite element analogue of (1.11) is to find E h ∈ X h such that
Unfortunately we have been unable to prove directly that E h converges to E. Instead we first analyze the convergence of the solution of the following intermediate problem of findingẼ h ∈ X h such that
Here the operator I R is not discretized. In the next section we shall show thatẼ h is well defined and converges to the true solution E. In principle we could implement (2.7) but the integral operator I R would become increasingly more expensive to evaluate as the mesh size decreases since a volume integral over a fixed volume must be evaluated. Hence we prefer to compute with (2.6) since I h can be constructed to only involve a skin of tetrahedra that share an edge with Γ.
Another justification of the use of (2.6) is that the solution E h is independent of the choice of G h (provided the conditions mentioned earlier in this section are satisfied). In order to show this, we state the following lemma, which also partially justifies our choice of G h . The proof of this lemma is straightforward, and is postponed until the Appendix.
Lemma 2.1. Suppose (2.6) has a unique solution for each G h satisfying the requirements (1)-(3) discussed earlier in this section. Then the solution is independent of the choice of G h .
From this Lemma it suffices to prove existence and uniqueness for a particular choice of G h , to then conclude the result for any G h .
3. Analysis of the scheme. We will prove that as the mesh size h decreases, the solutions of the discrete problem (2.7) approach the exact solution of (1.11). In order to prove this, we first need to carefully describe the function spaces we will be working with. This is done in Subsection 3.1. In Subsection 3.2, we rewrite both the continuous and the discrete problem in a convenient operator form. In Subsection 3.3, we show that the operator equations are of Fredholm-type. We also demonstrate the convergence (in some suitable norm) of the discrete operators to their continuous analogues as the mesh size decreases. Subsection 3.5 concerns a collective compactness result. We follow the general approach of [34] , in that we verify convergence of some operation using the theory of collectively compact operators. The main property of edge elements relevant to this approach is the discrete compactness property (see [27, 28, 29, 34] ). Subsection 3.6 combines all these results into our first theorem about the finite element scheme.
An alternative approach to proving the operator convergence via the theory of mixed methods has been employed by Boffi [11, 10, 9] . So far this approach has been aimed at proving convergence in (L 2 (Ω)) 3 which is appropriate for eigenvalue problems. In that case Boffi has proved the equivalence of the mixed method and the discrete compactness approaches ( [8] , see also [14] ) so the choice of which method to use is immaterial.
For the remainder of the paper we shall assume that Γ and Σ are each connected, so ∂Ω = Γ ∪ Σ and Γ ∩ Σ = φ. We could allow both boundaries to be disconnected if necessary at the cost of more notation and complexity.
3.1. Some function spaces and estimates. In this Subsection, we define useful function spaces, which shall be used in the remainder of the paper. Convenient decompositions and properties of these spaces are also listed. Let
Then ∇S ⊂ X and is a closed subspace of X. Hence we may write, using the (L 2 (Ω)) 3 inner product,
Using Costabel's regularity result [16] we know that the injection X 0 → (L 2 (Ω)) 3 is compact. Furthermore suppose u ∈ X 0 , ∇ × u = 0 in Ω and u T = 0 on Σ. Then since ∇ × u = 0, and Ω is simply connected, there is a scalar potential p ∈ H 1 (Ω) such that
The tangential components of u vanish on Γ and Σ, and thus we can take p ∈ S. The fact that u ∈ ∇S and u ∈ X 0 then implies u = 0. Thus, using the compactness result above, for u ∈ X 0 there is a constant C > 0 such that
We can also decompose X h . It is well known (see [31] ) that if
and we may write (again using the (L 2 (Ω)) 3 inner product)
where
is the space of discrete divergence free fields. The main difficulty with the analysis of the error is that X 0,h ⊂ X 0 .
An operator equation.
In order to use the Fredholm Alternative in the analysis of the finite element formulation, we rewrite the continuous variational problem (1.11) and the discrete finite element problem (2.6) as operator equations. We introduce some convenient notation, to be used in the remainder of this section. For u, v ∈ X we denote
By the Lax-Milgram lemma this problem is well posed. In particular using the expression for I R in (1.9) shows that
which allows us to prove the continuity of a(·, ·).
We proceed to show that the operator problem of finding E ∈ (L 2 (Ω)) 3 such that
is exactly equivalent to solving the Hazard-Lenoir equation (1.11) . Any solution of (1.11) is divergence-free, and thus if we pick a test function φ ∈ X 0 , then (1.11) can be recast as: find E ∈ X 0 such that
Hence, in X, E + AE − F = 0 and this certainly implies equality in (
which is the Hazard-Lenoir equation (1.11) . This shows the equivalence of the operator equation (3.12) and the Hazard-Lenoir equation (1.11). The existence and uniqueness of solutions to (3.12) now follow from those of (1.11). (See [25] ).
3.3. The Fredholm Alternative. Hazard and Lenoir prove the compactness of A as an operator from X 0 to X 0 . We need to perform the analysis in (L 2 (Ω))
3 as the next lemma shows.
The extension of Weber's compactness theorem due to Costabel [16] proves that X 0 is compactly embedded in (L 2 (Ω)) 3 . This proves the compactness of A. Using this lemma we can see that (3.12) is a Fredholm equation on (L 2 (Ω)) 3 and hence, via Hazard and Lenoir's uniqueness result, (3.12) has a unique solution E in X.
Now we write the discrete problem (2.7) as an operator equation. We define the
3 as the straightforward discrete analogue of A. By this we mean that for a given f ∈ (L 2 (Ω))
We can also define F h ∈ X 0,h by
The operatorÃ h and vector F h are well-defined by the coercivity of a(·, ·) and the Lax-Milgram Lemma.
We can then pose the problem of findingẼ h ∈ (L 2 (Ω)) 3 such that
Assuming such a solution can be found,
As a first step in our analysis of this problem, we now need to demonstrate that as the mesh size h decreases, the discrete operatorÃ h converges to A. This is the content of the next lemma, the proof of which is rather classical (see [26] ).
Proof. We rewrite the problem defining A, (3.10), as the mixed problem of finding Af ∈ X and p ∈ S such that
Since a(·, ·) is coercive on X and ∇S ⊂ X, we can easily verify the Babuška-Brezzi condition and conclude this is a well-posed problem (taking ξ ∈ X 0 shows it reduces to (3.10) in this case).
Similarly, the discrete problem (3.13) may be written as
The coercivity of a(·, ·) and the fact that ∇S h ⊂ X h allows us to verify the discrete Babuška-Brezzi condition, and conclude that the following estimate holds (see [13] ):
The theorem follows from standard arguments using the density of S h in S and X h in X. The pointwise convergence ofÃ h to A is not sufficient to conclude that the operator (I +Ã h ) is invertible. Before proving this invertibility we need to prove a technical regularity result.
A regularity result.
Before stating and proving our main compactness result we need the following regularity result. This result claims that if a vector field u ∈ X and a discrete field u h ∈ X h have curls which agree in Ω, and if the tangential components of the fields agree on the boundary, then u possesses some extra regularity. The proof of this lemma proceeds by considering a decomposition of u, and establishing a regularity result for each component.
Lemma 3.3. Let u h ∈ X 0,h and suppose u ∈ X 0 satisfies
Then there is an max > 0 such that u ∈ (H s (Ω)) 3 , for 1/2 ≤ s < 1/2 + max , and
Remark 1.
(1) In [16] this result is proved for 0 ≤ s ≤ 1/2, and in [2] the result is proved when ν × u = 0 on ∂Ω (including Σ). The result here is possible because ν × u h is a piecewise polynomial on Γ and Σ, and hence smoother than just square integrable on Γ and Σ. The proof we shall give combines those in [2] and [16] . (2) It is in the proof of this theorem that we use the fact that Σ is a parallelepiped. This is a hypothesis for an extension result given in Lemma 6.2. Note that extension results of this type are valid for arbitrary Lipschitz polygons in R 2 (see [24] Theorem 1.5.2.3 for example). Dauge (private communication) suggests that the same is true in R 3 . Assuming this is so, the proofs in this paper are valid for more general outer boundaries Σ.
Proof. In this proof we shall use the spaces H l (Σ) for l > 0. We define (here on Σ, but using obvious notation also on Γ)
with the norm
This definition makes sense for all l > 0 and agrees with the trace space defined in terms of intrinsic norms for l ≤ 1. As in [16] , let O denote a smooth, bounded, connected domain with simply connected boundary ∂O containingΩ in its interior. First we construct a vector potential
Note that ν · ∇ × u ∈ H −1/2 (Σ) since ∇ · (∇ × u) = 0, and that this also implies the necessary compatibility condition for solvability.
Of course, ν ·∇×u = 0 on Γ since the boundary condition is perfectly conducting. Thus z has a continuous normal component across Σ and Γ, ∇ · z = 0 in O. Hence Lemma 3.5 of [2] ensures that there is a function w ∈ (H 1 (O)) 3 such that ∇ × w = z, and ∇ · w = 0 in O.
Hence w verifies the desired properties in (3.18). As ∇ × (u − w) = 0, in Ω there is a scalar potential p ∈ H 1 (Ω), such that The fact that ∇ · (u − w) = 0 then implies that ∆p = 0 in Ω.
We need to demonstrate that p possesses extra regularity, in order to establish the smoothness of u. This can be done following [2] . Inside D we have ∇ × w = 0, and
On the boundary Γ, we have
We now use the boundary condition on Γ and the fact that w = ∇η in D to obtain
where we have used the notation ∇ Γ p = (ν × ∇p) × ν so that ∇ Γ is the surface gradient. Since η ∈ H 3/2 (Γ), we can conclude p ∈ H 3/2 (Γ). For the outer boundary Σ, we follow [16] . Clearly p| Σ ∈ H 1/2 (Σ), and
Thus, on Σ,
Unlike the boundary condition on Γ, now u T does not vanish on Σ, since
The polyhedral nature of Σ implies that on each face F of the surface, we have that ν is a constant vector, and u h is a piecewise polynomial, so 3 and hence p ∈ H 1+ (F ). Moreover since p ∈ H 1/2 (Σ) it cannot have line discontinuities, so in fact p is continuous on Σ. We are thus assured that that p is continuous at each edge of Σ, and p ∈ H 1+ (F ) for each face F . Hence via Lemma 6.2, there is an extension, denotedp ∈ H 3/2+ (Ω). Then, using this extension, and considering p −p we can conclude, using Corollary 18.15 of Dauge [20] , that there is an max with 0 < max < 1/2 such that p ∈ H 3/2+ (Ω) for 0 ≤ < max . Using the fact that u = w + ∇p completes the proof.
3.5. A Collective Compactness result. Let Λ be a countable set whose only accumulation point is at zero. We assume that the mesh size h ∈ Λ and hence that there is a sequence of mesh sizes h n → 0 as n → ∞.
Lemma 3.4. The set of operators {Ã h } h∈Λ is collectively compact considered as maps from (
Remark 2. This is essentially the discrete compactness property (for a full discussion of this property see [27, 28, 29, 9] ).
Proof. Let U ⊂ (L 2 (Ω)) 3 be a bounded set and define
To prove collective compactness, we need to show A(U ) is pre-compact in (L 2 (Ω)) 3 . Let {w n } ⊂ A(U ) be a sequence. Then for each n there is an h n and u n ∈ U such that
Without loss of generality we can assume h n → 0 as n → ∞ (otherwise we are in a finite dimensional vector space and a convergent subsequence of {w n } is guaranteed).
Let
We can decompose w n ∈ (L 2 (Ω)) 3 by defining w n as
Clearly, w n ∈ X 0 . Since {w n } is a bounded subset of X, we can conclude {w n } is a bounded subset in X 0 . Thus, using the compactness result of [16] , there is a subsequence, still denoted {w n }, and an element w ∈ X 0 , such that
Moreover, the definition of w n reveals that since w n is a finite element function
and ν × w n = ν × w n on Σ (and Γ). Hence by Lemma 3.3,
for any q, we can conclude that the interpolant π hn w n is well-defined. The interpolant of w n , and hence the interpolant of ∇p n , is also well defined. Thus, π hn w n = π hn (w n − ∇p n ) = w n − ∇p n for some p n ∈ S hn . The relation π hn ∇p = ∇p n for some p n ∈ S hn follows from properties of edge elements (see [23] ). Hence, using the fact that w ∈ X 0 and w n ∈ X 0,hn ,
Now we can use the estimate (2.4) to conclude (using the fact that
Using this estimate, the a priori estimate in Lemma 3.3, and the following inverse estimate for fractional power Sobolev spaces norms of piecewise polynomial functions on quasi-uniform meshes proved in [12] :
we have that
The first term on the right hand side tends to zero by construction, and the second term since h n → 0 as n → ∞. Hence we have proved the desired result.
Error estimates.
We can now analyze the operator based problems (3.12) and (3.15) 
for h ∈ Λ. We have the following theorem:
Theorem 3.5. For h ∈ Λ sufficiently small, (I +Ã h ) −1 exists and is uniformly bounded as a map from (
The following error estimate
holds with c independent of h, E and F. Proof. We start with a slight modification of the proof of Theorem 10.9 of [30] . From that theorem we know that if h ∈ Λ is small enough, (I +Ã h ) is invertible with uniformly bounded inverse as a map from (L 2 (Ω)) 3 to (L 2 (Ω)) 3 (because {A h } h∈Λ is a collectively compact and pointwise convergent sequence of operators). ThusẼ h is well defined.
Then
and the following error estimate follows from the bound on (I + A)
Theorem 3.6. Provided h ∈ Λ is small enough, the discrete variational problem (2.7) has a unique solutionẼ h ∈ X h . Furthermore
Proof. From the previous theorem, E h is proved to exist uniquely, and it remains to estimate the error in X. From (3.12) and (3.15),
Hence, via the previous theorem (and using the fact that the (L 2 (Ω)) 3 norm is bounded by the X norm),
Since AE = F − E, this can be rewritten
Now we can estimate each term. Via the estimates for the mixed method used previously, we get
Since E ∈ X 0 , the potential p h in (3.16) vanishes when F = E. Therefore,
In the same way, since F ∈ X 0 ,
The convergence result now follows from a density argument. This result can be made more specific provided the solution is regular enough. Let
for each face f of Σ} for some s ≥ 0 with norm
Then, the error estimate of Theorem (3.6) can be written as shown below.
where the norm on X is given by (1.6). Remark 3. For a Lipschitz polyhedral domain, the best we can generally expect is that the above regularity requirements hold for some s with 4. The Fully Discrete Problem. The discretization we have considered to this point is not optimal for implementation since I R is expensive to compute. We prefer to use (2.6) in place of (2.7). Let us define
Then (2.6) is equivalent to solving
In order to prove convergence we make a specific choice of G h . We choose G h to interpolate G on Ω (as a function of y). Using this choice we can prove the following lemma.
Lemma 4.1. There is a constant C such that for any u ∈ X,
However for any derivative D x with respect to x, for any x ∈ Σ,
But since D x G is smooth when x = y, and G h interpolates G we may use the interpolation estimate (2.3) to show that
and we are done. Next we verify that (I +Ã h ) is invertible as a map from X to X. Lemma 4.2. The operator (I +Ã h ) is invertible with a uniformly bounded inverse as a map from X to X.
Proof. We have already seen that this Lemma holds with (
Thus (I +Ã
and we are done. Now we can prove that (4.2) has a unique solution that is close to the solutioñ E h of (2.7). Theorem 4.3. Equation (4.2) (or equivalently (2.6)) has a unique solution E h ∈ X h and furthermore ifẼ h is the solution of (2.7) then, provided h is sufficiently small,
As a result of this theorem we can conclude that E h satisfies the error estimates in Theorem 3.6 and Corollary 3.7.
Proof. We have already verified (Lemma 4.2) that (I −Ã h ) is invertible as a map from X to X and the inverse is uniformly bounded. Since
) and hence using Lemma 4.1 C h L(X,X) ≤ Ch l < 1 for h sufficiently small. This implies that (I + C h ) is invertible with bounded inverse in X and hence E h exists.
Thus we can conclude that Theorem 3.6 holds for E h . Now we shall show why (2.6) helps in the discretization of this problem. Let
be a basis for X h . Usually this basis would be constructed using the degrees of freedom (2.2), but other choices are possible [32] . Then we can express E h ∈ X h as
and we may write the variational equation (2.6) as a matrix equation. Let E = (E 1 , . . . , E N h )
T , and let S and L be N h × N n matrices with
Let F be the vector with
Our analysis guarantees that S + L is invertible for h sufficiently small, but S + L is not particularly well structured from the point of view of numerical linear algebra. It is non-definite and non-symmetric.
The matrix S is somewhat better behaved than L. It is sparse and symmetric (but not Hermitian). It corresponds to the standard discretization of an interior problem, and is also invertible for h sufficiently small. In general, S has O(N h ) non-zero entries.
If we choose G h to interpolate zero away from Γ, then I h (ξ j ) vanishes when ξ j is zero on all tetrahedra sharing an edge with Γ. Thus L ij = 0 only if ξ i is associated with an edge or face on Σ and ξ j is associated with a tetrahedron touching Γ. For a quasi-uniform mesh, we expect O(N h ) non-zero entries which is far more than S has. Thus L is very expensive to compute and store. This suggests that (4.3) should be solved by an iterative technique (BiCG Stab has worked well for us when applying similar methods to the Helmholtz equation) and then only the action of L needs to be computed. We expect that this can be computed rapidly using the fast multipole method [33] to yield a fast over-all solver.
Conclusion.
We have proved convergence of the combined finite element, integral equation technique, under fairly general conditions on the scatterer and the auxiliary boundary. When the domain is well-behaved so that the exact solution is regular, we can even obtain optimal order estimates.
The scheme results in a large dense sub-matrix in the overall matrix for the discrete problem. This suggests the necessity of using the fast multipole scheme to evaluate the integral operator I h (f ). We are now programming the combined scheme and hope to report numerical results and algorithmic details in the near future.
6. Appendix. In this appendix, we provide a proof of Lemma (2.1) and an extension theorem for functions defined on a parallelepiped (Lemma 6.2). Let G h (x, ·) denote the matrix function such that ifg h,l (x, ·) is the lth column of G h (x, ·) and
T on Γ (using edge and face freedoms (2.2a) and (2.2b)), c) (g h,l (x, ·)) T = 0 on all tetrahedra sharing an edge or face with Σ.
Lemma 6.1. Suppose (2.6) has a unique solution for each given G h satisfying the properties assumed in Section 2. Then the solution is independent of the choice of
h is the solution of (2.6) corresponding to G (i)
h , i = 1, 2 denote the operator in (2.5) using G (i)
h . Since solutions of the finite element formulation (2.6) are unique, It suffices to show that
Now the lth column of G
h − G
h is ( G
h ) l =g (2) h,l −g (1) h,l , and since g
h,l , j = 1, 2 interpolates g l on Γ, the tangential component of the difference vanishes there. Henceg (2) h,l −g (1) h,l ∈ X h , and so since (g (2) h,i − g (1) h,i ) T = 0 on Σ we have, from the definition of E (1) h in (2.6) and using the test function φ h = (g (2) h,l −g (1) h,l ),
h,l −g (1) h,l ) − k 2 E
(1)
h · (g (2) h,l −g (1) h,l ) dV = 0, and so I
h (E
h ) = I
h ). Thus E
h satisfies (2.6) with I h = I
h . The assumed uniqueness of E (2) h then implies E (2) h = E (1) h . Lemma 6.2. Suppose Σ is the surface of a right parallelepiped and that there is a function u ∈ H 1 (Σ) such that on each face f of Σ, u ∈ H 1+ (Σ), 0 ≤ < 1/2 and that u is continuous at the edges of the face of Σ. Then there is an extension u ∈ H 3/2+ (P ) where P denotes the parallelepiped.
Remark 5. The proof is similar to that of Theorem 1.5.2.4 of [24] . Proof. By a partition of unity we need only consider the problem in the neighborhood of a corner. Suppose the corner is at b(0, 0, 0) and that the planes x = 0, y = 0 and z = 0 meet there. Furthermore suppose we wish to extend u to the octant x > 0, y > 0 and z > 0.
Let u = g 1 on the quarter plane {0} × R + × R + , u = g 2 on the quarter plane R + × {0} × R + , and u = g 3 on the quarter plane R + × R + × {0}. We can assume g 1 , g 2 and g 3 vanish outside a sphere of radius R around (0, 0, 0) (because of the partition of unity).
Using the standard extension theorem we can extend g 1 to a functiong 1 ∈ H 1+ ({0} × R × R). This can then be extended to a function G 1 ∈ H 3/2+ (R Clearly w is continuous on the whole plane z = 0 and is antisymmetric in x. Since it is continuous we can conclude w ∈ H 1+ (R × R × {0}). Using this as Dirichlet data for solving Laplace's equation (with zero data on the hemisphere of radius R in the upper half space) shows that there is a function G 2 ∈ H 3/2+ (R × R × R + ) such that v = G 2 on the plane z = 0. The odd symmetry of the data is maintained by the solution and so G 2 vanishes on the plane x = 0. Hence if p = v − G 2 we can conclude p = 0 on {0} × R + × R + , p = g 2 − G 1 − G 2 on R + × {0} × R + and p = 0 on R + × R + × {0}. Now q ∈ H 1+ (R × {0} × R) and is antisymmetric about the lines y = z = 0 and y = x = 0. Thus again using this as boundary data for the Dirichlet problem for Laplace's equation (again with zero Dirichlet data on the hemisphere in the appropriate half space), we can conclude that there is a function G 3 such that p = G 3 | y=0 and that G 3 vanishes on x = 0 and z = 0. Thus the function
is the required extension with the required smoothness.
