Abstract. Frigo, Leiserson, Prokop and Ramachandran in 1999 introduced the ideal-cache model as a formal model of computation for developing algorithms in environments with multiple levels of caching, and coined the terminology of cache-oblivious algorithms. Cache-oblivious algorithms are described as standard RAM algorithms with only one memory level, i.e. without any knowledge about memory hierarchies, but are analyzed in the two-level I/O model of Aggarwal and Vitter for an arbitrary memory and block size and an optimal off-line cache replacement strategy. The result are algorithms that automatically apply to multi-level memory hierarchies. This paper gives an overview of the results achieved on cache-oblivious algorithms and data structures since the seminal paper by Frigo et al.
Introduction
Modern computers are characterized by having a memory system consisting of a hierarchy of several levels of memory, where each level is acting as a cache for the next level [46] . The typical memory levels of current machines are registers, level 1 cache, level 2 cache, level 3 cache, main memory, and disk. While the sizes of the levels increase with the distance from the CPU the access times to the levels also get larger, most dramatically when going from main memory to disk. To circumvent dramatic performance loss data is moved between the memory levels in blocks (cache lines or disk blocks). As a consequence of this organization of the memory, the memory access pattern of an algorithm has a major influence on its practical running time. A basic rule commonly stated in the literature for achieving good running times is to ensure locality of reference in the developed algorithms.
The memory hierarchy is assumed to consist of two levels, a main memory of size M and an infinite secondary memory, where data is transfered between the two levels in blocks of B consecutive elements. Computations are performed on elements in main memory and algorithms have complete control over block transfers, I/Os, between the two levels. The resource studied in the I/O model is the number of I/Os performed by algorithms, e.g. does the scanning of an N element array in secondary memory imply Θ(N/B) I/Os. Aggarwal and Vitter in their seminal paper [6] 
-ary multi-way mergesort, and searching requires Θ(log B N ) I/Os, which is acheived by B-trees [17] .
The success of the I/O model is likely due to its simplicity making the design and analysis of external memory algorithms feasible, while adequately modeling the case where the I/Os between two levels of the memory hierarchy dominates the running time. For an overview of the comprehensive work done related to the I/O model we refer the reader to the surveys by Arge [9] and Vitter [69] , and the book [57] .
More sophisticated multi level models have been studied in the literature [3-5, 7, 16, 47, 62, 63, 70, 71] , but none of these have gained the same level of attention as the I/O model of Aggarwal and Vitter [6] , likely due to the complexity of describing algorithms for these models.
A limitation of the I/O model is that the parameters B and M are required to be known to the algorithms. In practice, these parameters might not always be available. Furthermore the available memory for a process may wary over time, e.g. in a multiprocess environment the available memory depends on the memory usage of the other processes being scheduled.
Ideal-cache model
Frigo, Leiserson, Prokop and Ramachandran in 1999 introduced the ideal-cache model and coined the terminology of cache-oblivious algorithms [44] . The idealcache model can be viewed as a formal framework for analyzing the locality of reference of an algorithm that is oblivious about the presence of the memory hierarchy. The basic idea is to describe algorithms for the standard RAM model with only one memory level, i.e. without any knowledge about memory hierarchies. The algorithms are then analyzed in the two-level I/O model of Aggarwal and Vitter for an arbitrary memory size M and block size B, assuming that I/Os are performed by an optimal off-line cache replacement strategy. Since the analysis of an cache oblivious algorithm should hold for all values of M and B, the analysis also holds for all levels of a multi-level memory hierarchy (see [44] for a detailed discussion of the technical requirements to be satisfied).
For algorithms satisfying that reducing the cache size by a factor two does not increase the number of I/Os by more than a constant factor, Frigo et al. [44] proved that the assumption of an optimal off-line cache replacement strategy can be replaced by the on-line least-recently used (LRU) cache replacement strategy, by appealing to Sleator and Tarjan's classic competitiveness result [64] for LRUpaging. Since LRU is adaptive to dynamically changing memory sizes, cache oblivious algorithms are also adaptive to changes in the available memory.
A naive cache-oblivious algorithm is the scanning of an N element array that requires optimal Θ(N/B) I/Os. The linear time selection algorithm of Blum et al. [27] primarily is based on scanning and it can be proved that their selection algorithm is an optimal cache-oblivious algorithm performing Θ(N/B) I/Os.
Frigo et al. in their seminal paper [44] considered cache-oblivious algorithms for several algorithmic problems: The transposition of an n×m matrix was solved using optimal O(mn/B) I/Os. The multiplication of an m × n-matrix and an n × p-matrix was solved using O((mn + np + mp)/B + mnp/(B √ M )) I/Os. For square matrices this matches a lower bound by Hong and Kung [47] for algorithms computing the matrix product only using additions and multiplications. In [44] it was furthermore proved that Strassen's matrix multiplication algorithm [65] is cache-oblivious and requires O(n + n 2 /B + n log 2 7 /(B √ M )) I/Os. Optimal comparison based sorting algorithms performing O(Sort(N )) I/Os were presented, under the so called tall cache assumption M = Ω(B 2 ). Both merging based (Funnelsort) and distribution based sorting algorithms were presented. Finally an algorithm for fast Fourier transform (FFT) was presented requiring O(Sort(N )) I/Os. A cache-oblivious algorithm for LU decomposition with pivoting appeared in [66] .
The remaining of this paper gives an overview of the results on cacheoblivious algorithms and data structures achieved during the five years since the seminal paper by Frigo et al. Recent surveys on cache-oblivious algorithms and data structures can also be found in [13, 38, 50] .
Sorting and permuting
The first cache-oblivious sorting algorithms were presented by Frigo et al. [44] : One based on the merging paradigm, Funnelsort, and one based on the distribution paradigm. Both algorithms require the tall cache assumption M ≥ B 2 . A simplified version of Funnelsort was presented in [28] , denoted Lazy Funnelsort, requiring the tall cache assumption M ≥ B
1+ε . An empirical study of the developed cache-oblivious sorting algorithms is presented in [33] .
That I/O optimal cache-oblivious comparison based sorting is not possible without a tall cache assumption is proved in [30] . The paper shows an inherent trade-off for cache-oblivious algorithms between the strength of the tall cache assumption and the overhead for the case M ≫ B. The result implies that both Funnelsort and recursive binary mergesort are optimal algorithms in the sense that they attain this trade-off, where recursive binary mergesort does not require a tall cache assumption but performs O(
Permuting N elements in an array can be solved by either moving each element independently to its new position by O(1) I/Os or by sorting the elements by their new positions. In [6] it is proved that permuting in the I/O model requires Θ(min{N, Sort(N )}) I/Os. In [30] it is proved that no cache-oblivious algorithm can match this I/O performance, not even in the presence of a tall cache assumption.
Variations of cache-oblivious sorting have been studied. An implicit cacheoblivious sorting algorithm was presented in [41] , i.e. an algorithm that works with a single array of size N only storing the N input elements plus O(1) machine words. Sorting multisets has been studied in [40] .
List labeling
Itai et al. [48] studied the problem of maintaining N elements in sorted order in an array of length O(N ), an important problem in dynamic dictionaries when an efficient range query operation is required to be supported [22] . The problem is commonly denoted the list labeling problem, but in [22] denoted the packed memory management problem. The reorganization primitive in [48] during insertions and deletions of elements is the even redistribution of the elements in a section of the array. Their approach uses amortized O(log 2 N ) work per update. A matching Ω(log 2 N ) lower bound for algorithms using even redistribution as the primitive was given in [39] . A worst-case variant was developed by Willard in [72] . Bender et al. [22] adapted the algorithms to the cache oblivious setting, supporting insertions and deletions in the array in amortized O((log 2 N )/B) I/Os, and guaranteeing that there are only O(1) empty slots between two consecutive elements in the array. Bender et al. [18] refined the last labeling solution to satisfy the property that every update (in addition to every traversal) consists of O(1) physical scans sequentially through memory. Updates still require amortized O((log 2 N )/B) I/Os.
Search trees
Prokop in [60] proposed static cache-oblivious search trees with search cost O(log B N ) I/Os, matching the search cost of standard (cache-aware) B-trees [17] . The search trees of Prokop are related to a data structure of van Emde Boas [67, 68] , since the recursive layout of a search tree generated by Prokop's scheme resembles the layout of the search trees of van Emde Boas. The constant in the O(log B N ) search cost was studied in [21] , where it is proved that no cacheoblivious algorithm can achieve a performance better than log 2 e · log B N I/Os, i.e. a factor ≈ 1.44 slower than a cache-aware algorithm. Cache oblivious search trees avoiding the usage of pointers were presented in [31, 53, 59] . Dynamic B-trees were first presented by Bender et al. [22] achieving searches in O(log B N ) I/Os and updates requiring amortized O(log B N ) I/Os. Simplified constructions were presented in [23] and [31] , where [31] is based on combining the recursive static layout of Prokop [60] and the dynamic search trees of low height by Andersson and Lai [8] , and [23] is based on combining the static layout of Prokop with a data structure for the list labeling problem.
A cache-oblivious dictionary based on exponential search trees was presented in [19] . The paper shows how to make the exponential search trees partially persistent, i.e. support queries in previous versions of the search tree, and how to support efficient cache-oblivious finger searches, i.e. searches in the vicinity of a given element. The layout of arbitrary static trees was considered in [20] . Finally, optimal cache-oblivious implicit dictionaries were developed in [42] and [43] .
Priority queues
Arge et al. [11] presented the first cache-oblivious priority, supporting inserts and delete-min operations in O( [10] . The construction in [11] is a general reduction to sorting. An alternative cache-oblivious priority achieving the same I/O complexity as [11] was presented in [29] . This solution is a more direct solution based on k-mergers introduced in the Funnelsort algorithm [44, 28] .
Graph algorithms
The existence of a cache-oblivious priority queue enabled a sequence of cacheoblivious graph algorithms. In [11] the following deterministic cache-oblivious bounds are obtained: List ranking, computing the Euler tour of a tree, breadth first search (BFS) of a tree, and depth first search (DFS) of a tree, all requiring O(Sort(E)) I/Os, matching the known bounds for the I/O model achieved in [36] . For directed BFS and DFS on general graphs a cache-oblivious algorithm was presented performing O((V + E/B) log V + Sort(E)) I/Os, matching the known best bounds for the I/O model [34] . For undirected DFS, an algorithm performing O(V + Sort(E)) I/Os was achieved, matching the bound for the I/O model in [58] . Finally an O(Sort(E) log log V ) I/O minimum spanning tree algorithm was presented, nearly matching the O(Sort(E) log log V B E ) I/O bound in [12] for the I/O model.
Abello et al. [1] presented for the I/O model a functional approach to solve a sequence of graph problems based on recursion and repeated use of sorting and scanning. Their randomized minimum spanning tree algorithm is actually also cache-oblivious and performs expected O(Sort(E)) I/Os.
In [56] it was shown how to solve undirected BFS in O(ST(E) + Sort(E) + V E/B) I/Os for the I/O model, where ST(E) denotes the I/O bound for computing a spanning tree of the graph. In [32] two cache-oblivious versions of the algorithm in [56] were developed requiring O(
respectively. Undirected single source shortest path (SSSP) can be solved cache-obliviously in O(V + E/B log(E/B)) I/Os [32, 37] , matching the known bounds for the I/O model [51] .
Goodrich et al. [45] introduced the distribution sweeping approach to solve a sequence of problems within computational geometry in the I/O model. A cacheoblivious version of the distribution sweeping approach is developed in [28] , achieving the following results, where N is the input size, T the output size: The 3D maxima problem on a set of points, computing the measure of a set of axis-parallel rectangles, the all nearest neighbors problem, and computing the visibility of a set of non-intersecting line segments from a point can be solved using optimal O(Sort(N )) I/Os. The orthogonal line segment intersection reporting problem, batched orthogonal range queries, and reporting pairwise intersections of axis-parallel rectangles can be solved using optimal O(Sort(N )+ T B ) I/Os, A cache-oblivious data structure for the planar point location problem was presented in [19] . In requires linear space, taking optimal O(log B N ) I/Os for point location queries, where N is the number of line segments specifying the partition of the plane. The pre-processing requires O((N/B) log M/B N ) I/Os.
Cache-oblivious algorithms for orthogonal range searching were presented in [2] , both a kd-tree and range-tree solution were presented. A cache-oblivious kd-tree is simply a normal kd-tree [24] laid out in memory using the van Emde Boas layout. This structure uses linear space and answers queries in O( N/B + K B ) I/Os; this is optimal among linear space structures [49] . Insertions are facilitated using the so-called logarithmic method of Bentley [25] , and require O( 
Lower bounds
A general reduction technique for proving lower bounds for comparison based algorithms for the I/O model was presented in [15] , allowing the reduction to standard comparison trees. Lower bounds achieved for the I/O model immediately apply to cache-oblivious algorithms also. Bilardi and Peserico [26] have investigated the portability of algorithms across memory hierarchies in the HRAM-model, where they provide a CDAG computation and two machines such that any scheduling of the computation is a factor polynomial from optimal on at least one of the machines. For cache-oblivious algorithms lower bounds have been given for searching [21] , and sorting and permuting [30] .
Empirical work
The impact of different memory layouts for data structures has been studied before in different contexts. In connection with matrices, significant speedups can be achieved by using layouts optimized for the memory hierarchy-see e.g. the paper by Chatterjee et al. [35] and the references it contains.
Ladner et al. considered the effect of caches in connection with heaps [54] , sorting [55] , and sequential and random traversals [52] . Using registers to improve the running time of sorting was considered in [14] . Minimizing translation look-aside buffer (TLB) misses, and the case of low cache associativity was studied in [73] . Rahman et al. [61] made an empirical study of the performance of various search tree implementations, with focus on showing the significance of minimizing TLB misses. Brodal et al. [31] studied different memory layouts for near perfect-balanced search trees. Ladner et al. [53] gave a comparison of cache aware and cache-oblivious static search trees using program instrumentation. Empirical investigations of the practical efficiency of cache-oblivious algorithms for sorting was done in [33] , The overall conclusion of these investigations is that cache-oblivious methods often outperform RAM algorithms, but not always as much as algorithms tuned to the specific memory hierarchy and problem size. On the other hand, cacheoblivious algorithms perform well on all levels of the memory hierarchy, and seem to be more robust to changing parameter sizes than cache-aware algorithms.
Summary
Since the seminal paper by Frigo et al. [44] in 1999 an amazing sequence of papers has been published on various cache-oblivious problems and data structures, establishing cache-oblivious algorithms as an important subfield of external memory algorithms. Empirical work has documented the soundness of the cache-oblivious approach. The level of success (in terms of number of publications) as for the I/O model of Aggarwal and Vitter has not been achieved yet for the cache-oblivious model, likely due to the complexity of the algorithm descriptions: The ideal-cache model forces the logical structure of an cache-oblivious algorithm in most cases to be more complex than the structure of a corresponding algorithm for the I/O model.
