This paper presents a method of continuous-time SAC (simple adaptive control) for MIMO (multi-input multi-output) nonlinear systems using neural networks. The control input is given by the sum of the output of the simple adaptive controller and the output of the neural network. The neural network is used to compensate the nonlinearity of plant dynamics that is not taken into consideration in the usual SAC. The role of the neural network is to construct a linearized model by minimizing the output error caused by nonlinearities in the control systems.
Introduction
Adaptive control methods were developed as an attempt to overcome difficulties connected with the ignorance of systems structure and critical parameter values as well as changing control regimes (1) . Most self-tuning and adaptive control algorithms usually use reference models, controllers, or identifiers of almost the same order as the controlled plant. Since the dimension of the plants in the real world may be very large or unknown, implementation of adaptive control procedures may be very difficult or impossible.
To overcome this problem, SAC procedure was developed by Sobel et al. (2) as an attempt to simplify the adaptive controllers, since no observers or identifiers are needed in the feedback loop (3) . Furthermore, the reference model is allowed to be of very low order compared with the controlled plant.
For linear plants with unknown structures, SAC is an important class of adaptive control scheme (3) (4) . However, for nonlinear plants with unknown structures, it may not be possible to ensure perfect plant output that follows the output of a reference model by using conventional SAC (5) . Recently, deal with nonlinear system using the concept of SAC has been investigated (6) (7) . However, by those methods, the design of control system becomes complicated and the restrictions to the plant also increase. In the other hand, for nonlinear plants, many methods for the control using neural network are proposed. It has been proved that these control methods show excellent performance for nonlinearity (8) (9) . The combination of SAC and neural network for a SISO * Graduate School of Science and Technology, Chiba University.
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(single-input single-output) nonlinear discrete-time system has been proposed and proven to give a perfect result (5) . Since, the algorithm of continuous-time SAC system is different from discrete-time SAC system, it is significant for expanding the result to continuous-time system. Hence, we deal with a problem concerning actual realization of MIMO nonlinear continuous-time SAC system in this paper. The synthesizing a MIMO controller problem can be stated as follows.
The problem of compensation is compound, by the multiplicity of inputs and outputs, and the interaction (coupling) between the different inputs.
In many multivariable processes, there exists strong interaction (coupling) between inputs and control loops. In such a case, it is important to consider a decoupling control strategy so as to improve performance of the closed-loop systems. When the model parameters are unknown, a feasible approach is to adopt an adaptive decoupling scheme (10) . For a nonlinear plant which has unknown model structure and parameters, the decoupling control problem becomes more complicated, as we need to design a controller that can solve simultanceously the decoupling problem, the unknown model structure and parameters problem, and nonlinearity problem of the plant. For decoupling problem and unknown model structure and parameters problem we consider that SAC is the best approach. And for nonlinearity problem, neural network is considered to be the best approach.
Therefore, this paper presents a combination of SAC and neural network for MIMO nonlinear continuoustime systems, which is considered to have more complexity and difficulties for implementation compared to SISO systems. The control input is given by the sum of the output of a simple adaptive controller and the output of neural network. The role of neural network is to compensate for constructing a linearized model so as to minimize the output error caused by nonliearities in the control system. The role of simple adaptive controller is to perform the model matching for the linear system with unknown structures to a given linear reference model. In this paper, we propose a design method using backpropagation training algorithm of simple feedforward neural network, using direct neural adaptive control method as mentioned in references (9) (12), in order to design the SAC. Finally, the numerical simulations for the 2-inputs 2-outputs systems are executed and the effectiveness of this control system is confirmed.
Linear SAC
In this section, we briefly describe a MIMO linear continuous-time SAC, where the controller is designed to realize a plant output which converges to reference model output.
Let us consider the following controllable and observable but unknown parameter plant model of order n p with multi-input and multi-outpuṫ
where u p (t) ∈ R m×1 is the system input vector, y p (t) ∈ R m×1 is the system output vector, and, A p , B p , C p are matrices with the appropriate dimensions.
We make the following assumption. Assumption 1 (a) Plant Eqs. (1), (2) is ASPR (almost strictly positive real). That is, there exists a constant gain k * e such that the transfer function 
Furthermore, let us consider the plant required to follow the input-output behaviour of a reference model of the forṁ
where x m (t) is the n m th-order reference model state vector, u m (t) ∈ R m×1 is the model input, y m (t) ∈ R m×1 is the model output, and, A m , B m , C m are matrices with the appropriate dimensions. The reference model can be independent of the controlled plant, and it is permissible to assume n m n p .
Assumption 2
(a) A m is a stable matrix. (b) u m (t) is a reference input such that the output of a linear constant coefficient stable system with inputu m (t) is uniformly bounded. (c) U ij are solutions of the matrix equation
where no eigenvalue of U 11 is equal to the inverse of an eigenvalue of A m . The control objective is to achieve the following relation
perfectly (or approximately in the case of robust adaptive control). If the plant parameters are known and Assumptions 1 and 2 are satisfied, then we can construct the optimal control which satisfies the perfect output following condition (4) 
When the perfect output following Eq. (7) is attained, then the optimal control input u * p (t) and optimal state x * p (t) are given by (14) x *
and v(t) is expressed as following equation
where S ij (i, j = 1, 2) are appropriate dimensional matrices, which can be determined from the solution of Eq. (5), and matrices Ω 11 and Ω 21 can be determined from u m (t). Furthermore, according to Iwai et al. (15) v(t) is assured as uniformly bounded. In practice, it is impossible to realize the ideal optimal control because we have assumed that plant parameters are generally unknown. And also as it is necessary for the realization of the SAC system that the controlled plant must satisfy the ASPR condition given in Assumption 1(a). Unfortunately, this condition is not satisfied by most real systems and this is one of the main reason why SAC has not received much attention in spite of its attractive control performance. To overcome this problem, several types of PFC (parallel feedforward compensator) have been proposed (11) (15) (16) . As metioned in previous, even though the proposed method represent the idea of incorporate the neural network into SAC system in order to construct the nonlinear SAC system, simple adaptive controller and neural controller can be designed independently. Therefore, different type of PFC do not affect the concept of proposed method. In this paper, we adopt the method which refer to reference (11) as a example. Therefore, we will use the following augmented plant, whose output defined as y a (t), to solve this problem.
The supplementary values of the augmented plant are defined as
where
across the controlled plant to fulfill the condition in As- sumption 1(a) to guarantee its robust stability (3) (4) (11) . The augmented plant we use here must satisfy the following conditions 1 Plant in Eq. (8) 
Since the plant is unknown, the actual control of the plant will be generated by the following adaptive algorithm using the values that can be measured, namely e y (t), x m (t) and u m (t), to get the low-order adaptive controller
15) and the adaptive gains are obtained as a combination of 'proportional' and 'integral' terms as follows
The MIMO linear continuous-time SAC is represented in Fig.1. 
Nonlinear SAC
When the input-output characteristic of the controlled object is nonlinear, it is not possible to express as Eqs. (1), (2) . Then, let the unknown system be expressed by a MIMO nonlinear system as 
T ∈ R m×1 is the control input vector, and
is the output vector. f (·) and h(·) are unknown nonlinear function vectors, and G(·) is unknown nonlinear function matrix. In this case, when the input in Eq. (13) is used to control the nonlinear system in Eqs.(19), (20), the problem of output error will arise (5) . To keep the plant output y p (t) converge to the reference model output y m (t), the control input can be expressed as
according to Eqs.(10), (19), (20), whereĥ(·) is an unknown nonlinear function vector.
In this paper, we synthesize the control input u(t) by the following equation
T is multi-output of the simple adaptive controller, as mentioned in Eq. (13) .
T is multi-output of the neural network.
The structure of MIMO nonlinear continuous-time SAC system with neural network is shown in Fig.2 . In  Fig.2 , a sampler is implemented in front of the neural network with appropriate sampling period to obtain discrete-time multi-input of the neural network, and a zero-order hold is implemented to change the discrete-time outputū p (k) of the neural network back to continuous-time outputū p (t) as shown in Eq.(22). For systems having bandwidths of a few Hertz, appropriate sample rates are often on the order of 100Hz, so that appropriate sample periods are on the order of C 124 8 2004 0.01sec (13) . Consequently, we can assume the discrete-time output u p (k) as follows
where againĥ(·) is an unknown nonlinear function vector. n and m are the numbers of past data of outputs and inputs of the plant. Using the above approach, the neural network will be trained. The method of training is done by adjusting the weight of the neural network until the output error satisfies lim t→∞ |e i (t)| = lim t→∞ |y mi 
, where is a small positive value. Figure 3 shows system configuration of input-output relation of the system with neural network. The neural network consists of three layers: an input layer, an output layer and a hidden layer. Let i i (k) be the input to the i-th neuron in the input layer, h q (k) be the input to the q-th neuron in the hidden layer, o j (k) be the input to the j-th neuron in the output layer. Furthermore, let m iq be the weight between the input layer and the hidden layer, m qj be the weight between the hidden layer and the output layer.
Composition of the Neural Network
In Fig.3 , the control input is given by the sum of the output of simple adaptive controller and the output of neural network. The neural network is used to compensate the nonlinearity of the plant dynamics that is not taken into consideration in the usual SAC. The role of the neural network is to construct a linearized model by minimizing the output error caused by nonlinearities in the control systems. Refer to Eq.(23), the input i(k) of the neural network is given as
Therefore, nonlinear function of a MIMO system can be approximated by neural network. Furthermore, values n and m should be chosen appropriately according to practical nonlinear systems.
Learning of the Neural Network
From Fig.3 , it can be obtained
where S 1 (·) is a sigmoid function, S 2 (·) is a pure linear function, and j = 1, 2, · · · , m. The sigmoid function is chosen as
where µ > 0, and the pure linear function is chosen as
Consider the case when S 1 (X) = a. Then the derivative of the sigmoid function S 1 (·) and the pure linear function S 2 (·) are as follows
The objective of training is to minimize the error function E j (k) by taking the error gradient with respect to the parameters or weight vector m(k), that is to be adapted. The error function is defined as
where j = 1, 2, · · · , m, and the weights are then adapted by using
where c > 0 is the learning parameter. For the learning process, Eqs.(31), (32) will be expanded as follows
Furthermore, J plant j represent Jacobian of plant. According to reference (17) this plant Jacobian can be estimated by using a identified parameter and the internal variables of neural network. In many cases this J plant j is clear from physical insight or can be estimated through some experiments, as mentioned and proposed in the references (9) (12). Therefore, considering for holding the fundamental design concept of SAC i.e. without any identifiers, J plant j = SGN(∂y p j (k)/∂ū p j (k)) is utilized in this paper.
Computer Simulation
As the MIMO nonlinear systems, two cases of twoinput two-output are considered. In all cases, parameters (18)), σ 1 = σ 2 = 0.1 (Eq. (18) The selection of the first-order models here is to emphasize the fact that low-order models do not affect the ability of the adaptive control system. Example 1 Let us consider the two-input two-output nonlinear system described by
For this nonlinear system, we estimate the value of J plant j by doing some experiments previously to the system model. From those experiments then we get Figure 4 shows the desired output y m (t) and plant output y p (t) using only SAC. The result of Fig.4 shows that the error between y p (t) and y m (t) is large. Figure 5 shows the desired output y m (t) and plant output y p (t) using SAC and neural network simultane- ously, where the number of neurons in input layer was 8, in the hidden layer was 5, and in the output layer was 2. The input i(k) of the neural network is given as
Furthermore, a sampling period 0.01sec is selected to obtain the values of
, where i(k) denotes i(t) at t = kT .
It can be seen that error of the system has been reduced, and the plant output y p (t) can follow very closely the desired output y m (t). Example 2 Let us consider the two-input two-output nonlinear system described by ⎡ ⎢ ⎢ ⎣ẋ
Fig. 6. Ý m (t) and Ý p (t) using only SAC. Fig. 7 . Ý m (t) and Ý p (t) using SAC and neural network simultaneously.
For this nonlinear system, we estimate the value of J plant j by doing some experiments previously to the system model. From those experiments then we get J plant 1 = +1, J plant 2 = +1 Figure 6 shows the desired output y m (t) and plant output y p (t) using only SAC. The result of Fig.6 shows that the error between y p (t) and y m (t) is large. Figure 7 shows the desired output y m (t) and plant output y p (t) using SAC and neural network simultaneously, where the number of neurons in the input layer was 8, in the hidden layer was 5, and in the output layer was 2. The input i(k) of the neural network is given as . It can be seen that error of the system has been reduced, and the plant output y p (t) can follow very closely the desired output y m (t).
Conclusions
We have proposed a method of SAC for MIMO nonlinear continuous-time systems using neural networks. The neural network is used to compensate the nonlinearity of plant dynamics that is not taken into consideration in the usual SAC. From simulation results, it has been shown that the plant output y p (t) can converge to the desired output y m (t) after learning by neural network. In other hand, when discussing on adaptive control, proof of asymptotical stability in the large of the control system is necessary as shown in reference (18) . Unfortunately, there are several difficult points remain to prove, particularly the asymtotical stability in the large of the SAC and neural network combination system that we proposed. We would like to discuss these difficulties as our future studies.
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