This paper deals with the estimation of a regression function at a fixed point in nonparametric heteroscedastic regression models with Gaussian noise. We assume that the variance of the noise depends on the regressor and on the regression function. We make use of the minimax absolute error risk taken over a local weak Hölder class of regression functions. As the smoothness of the regression function is supposed to be unknown, we construct an adaptive kernel estimator which attains the minimax rate. More precisely we give an asymptotic upper bound for its risk and an asymptotic lower bound for the minimax risk.
Introduction
A lot of research studies are devoted to the problem of estimating a regression function and specially a function belonging to a Hölder class. In this direction it is known from [1] that the linear minimax estimator is a kernel estimator in the case of a quasi-Hölder regression function estimated at a single point with squared error loss. This estimator is within 17 percent of asymptotically minimax over all procedures (see [2] ). Furthermore it is proved in [3, 4] that a kernel estimator is asymptotically efficient when the Hölder regression function or its k th derivative is estimated with the sup-norm global loss. The reader is referred for instance to [5] [6] [7] for other regression works.
Our regression problem is the following. Suppose we observe data from:
where x k = k/n, (ξ k ) k∈{1,...,n} are independent identically distributed standard Gaussian random variables. We are interested in the estimation of the regression function S at a given point z 0 ∈]0; 1[. We point out the fact that in this heteroscedastic regression model the variance of the noises depends on the unknown function S and on the regressors x k . This kind of model is used in financial analysis or in medical research (see, e.g., [8] ). More recently we can find such a model in [9] where the authors reduce their classical regression model with variance V depending only on the regressors to a specific regression model where the regression function is nearly V and the noise term depends on V . We assume that the regression function belongs to a Hölder class but its smoothness parameter β remains unknown. We consider the absolute error loss and for the corresponding risk for which we aim at constructing an adaptive estimator which attains the minimax rate. Because of the adaptation, this rate differs from the one in the case where β is known. Many papers deal with adaptive problems, see for instance [10] [11] [12] [13] [14] . Our construction is based on those one can find in [12, 15] for adaptive estimation of the drift coefficient in diffusion processes. We propose an adaptive kernel estimator which attains the minimax rate, that is to say that its risk has an asymptotic finite upper bound whereas the minimax risk is bounded away from zero. If these two bounds coincide we say that the estimator is asymptotically efficient.
We proceed with the method developed in [16] in the homoscedastic and non adaptive case. In this paper the risk of an estimator is defined as the supremum of the absolute error loss taken over a neighborhood (called weak Hölder class) of functions that allows an arbitrary large derivative but has an additional weak Hölder condition (see (2) ). It has led to the heteroscedastic case studied in [17] . In these cases it is shown that a kernel estimator is asymptotically efficient, with the minimax rate n β/(2β+1) . Here we found the same asymptotic lower bound for the minimax risk as in the non adaptive case with the minimax rate n ln n β/(2β+1) , but unfortunately not the same asymptotic upper bound for the risk of the adaptive kernel estimator.
The paper is laid out as follows. Section 2 gives the description of the problem with all assumptions needed and all definitions of necessary mathematical objects. In section 3 we construct an adaptive estimator for which an upper bound of the risk is found. The lower bound of the minimax risk is given in section 4. Appendix A contains technical results for our proofs. 
with β = 1 + α and ||f || = sup
As we can find in [17] and [16] where non adaptive problems of asymptotically efficient estimation for nonparametric regression models are solved, we define the local weak Hölder class U z 0 ,δ at the point z 0 for the true value of the parameter β as: 
so we have for all S ∈ H(M, K, β),
That is why the class U z 0 ,δ is called a weak Hölder class. The risk of an estimatorŜ of S(z 0 ) is defined over the neighborhood U z 0 ,δ by
We assume that there exists two known constants g > 0 and g < ∞ such that
Moreover we suppose that the function g is uniformly continuous with respect to both variables x and S. The paper [16] handles the homoscedastic non adaptive case, considering the kernel estimator
where
the fact that β is unknown we can not use such an estimator because the bandwidth h depends on β. That is the reason why we create a partition of the interval [β ; β ] in the following way:
where [a] denotes the integral part of a number a, and we define the corresponding
. Then we set
Notice thatl really exists because the set above contains the index 0. The adaptive estimator is now defined asŜ n = S * hl (z 0 ). Furthermore we associate with the unknown parameter β the unique integer l(β) ∈ {0, . . . ,
The following result gives an upper bound for the risk of the adaptive estimator.
Proof : Fix δ ∈]0; 1[ and write
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One has
In addition, taking the decomposition used in [16, §4] :
Using the weak Hölder condition we obtain |B n (β j )| ≤ δ nh
, and
Hence
. As
Moreover it is easy to see that
Since σ n (β l(β) , S) is bounded by g and
Finally from (6) - (8), we get (5). Now recall that I 2 = |Ŝ n − S(z 0 )|I {l<l(β)} and let us prove that 
|Z n (β l )| and using (4) and lemma (A.1), we obtain for
The precedent inclusions are true for a sufficiently large n and we will consider this case from now to the end of the proof.
To get (9) we write
and study the asymptotic behavior of each term. Let Z ∼ N (0, 1) and A n := |Z| > Λ n 2g √ ln n . For the first term one has
Since λ > 2 the last term tends to zero as n goes to infinity. We handle the second term as well. Using the Cauchy-Schwarz inequality for the third term, we obtain
2 .
By definition of λ this term tends to zero as n goes to infinity. Eventually we have proved (9) which, connected to (5), completes the proof.
Lower bound
In this section we give the lower bound for the minimax risk. We will consider a family of functions in U z 0 ,δ defined with another bandwidthh(
andh is a increasing function of β.
Theorem 4.1 For all δ ∈]0; 1[ the following inequality holds
where the infimum is taken over all estimatorsS of S(z 0 ).
, where the function V ν is defined by
and m is a nonnegative function, infinitely differentiable on R, such that m(z) = 0 for any |z| ≥ 1 and 
where v a (x) = |x| ∧ a, a > 0.
Let P Sν,u be the law of (y (y 1 , . . . , y n ) is
Under the law P, η n (β) is a standard Gaussian random variable.
Setting
Rewrite ρ n (u, β) = exp uσ ν η n (β) − 
As a consequence we can show that ρ n (u, β)
uniformly in β and
) and E the expectation for the probability measure P, one has 
Let us show that
We can easily prove that Eρ ∞ (u) = 1 and Eρ n (u, β) = 1. Then the sequence {ρ n (u, β), n ≥ 1} is uniformly integrable (see [18, p.32] ). As n (u, β) is bounded on
, we obtain the uniform integrability of I Bd(β)
is bounded by a constant independent of
It follows from this and from the uniform integrability of
Furthermore there exists a constant K > 0 such that
By bounded convergence we obtain finally
and then (14) . Now we are interested in the term J n (a, b, β) in (13) . Proof : Writing
the following inequalities
But there exists an integer N such that if n ≥ N , then nh(β ) ≥ 1. As h is an increasing function of β, we get for n ≥ N :
and then the desired result. Proof : Firstly for all h ≥ 0 one has
Hence for any fixed δ ∈]0; 1[, there exists n ν,δ ∈ N * such that if n ≥ n ν,δ , then
Lemma A. 3 The following limit holds
Proof : There exists an integer n 0 such that for all n ≥ n 0 and all β ∈ 
