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Abstract. Asymptotic distributions are considered for functionals 
I {x 6 v.(r) : ((x)gvp(f(r))} 1, n _> 1,p > 2, 
where v~(r) = {z E Rk :l z l< r} is a ball in R k, [.]istheLebesquemeasure,]:(0, oo)-*(0, oo) 
is a nonrandom continuous function such that f(r) 1" oo, as r --+ oo, and ~(x) = [~l(x),." ,~,(x)]' is 
a homogeneous isotropic vector Gaussian random field with strongly dependent components. 
1. INTRODUCTION 
In the article we consider limit distribution of sojourns of multidimensional Gaussian random 
fields with dependent components such that the integral of the correlation function diverges. 
Problems involving sojourns of vector stationary Gaussian processes with a long range dependence 
have been studied by Berman [1] and Maejima [6], [7]. The limit theorems for a functional of 
geometric type of homogeneous isotropic Gaussian random fields with a strong dependence were 
obtained by Leonenko [3], Leonenko and Ivanov [4] and Leonenko [8]. 
2. MAIN THEOREMS 
Let R n be n-dimensional Euclidean space, B n the a-algebra of Borel subsets of R n, v, (r) = 
{x • R n :l x [< b} is a ball in R n, cl(n) = 2r"/2/[r(n/2)n]. We introduce the functions 
t 
ta(u) = (2r) -~exp{-u2/2},  u • R1; ~(t) = f ~(u)du, 
I , (p ,q )  -- f tP - l (1  - t )q - ld t /B (p ,q ) ,  p > O, q > O,p • [0, 1]. 
0 
Let {H~(u)}~°=o be the Hermit• polynomials with leading coefficient 1, which form a complete 
orthonormal system in L2(R 1, tp(u)du) (H0(u) = 1, Hi(u)  = u, H2(u) : u 2 - 1 , . . .  ). 
Let £ be the class of functions L(t),  t • (0,c~), slowly varying at infinity and bounded on 
each finite interval. 
(A) Let ~(z) = [~l(z),-'. ,~v(x)]', x • 1%" be a measurable mean-square continuous homo- 
geneous and isotropic Gaussian random field with 
E~(x) = O, R(I x l) = E~(0)~(x)' = (R/j([ x I))l<i, Y<p, 
R/dlxl)--a(Ixl), i= l , . . . ,p ;  R~e(lxl)--b(lxl), iT~j;i,j=l,...,p; 
a(0)-- 1, b (0 ) -p0  • [0,1), 
a( Ix l )~L( Ix l ) / l x [ ° ,  b ( Ix l )~pooL( I z l ) / l x l  4 , I x [4°° ,  
poo6[0,1), LeE ,  a>0.  
We introduce the indicator function 1{.}. Consider the functional 
C(r) --I {x 6 v.(r): ~(x)~vp(f(r))} l-- 
RP\vp( f ( r ) )}dx ,  
, .(r) 
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wl:.ere f (r) ,  r > 0 is a real nonrandom continuous function such that lira f ( r )  = oe, r -+ oo. 
The limit distributions of the random variables G(r) as r ---* oo can be given with the help of 
multiple stochastic integrals (m.s.i.) (see, for example, Major [8]). 
Let F(.) be a non-atomic spectral measure of a homogeneous (may be generalized) random field. 
Let ZF(') be a complex Gaussian spectral random measure subordinate to F(.) (EZF(A)  = O, 
ZF(A) = ZF( -A) ,  EZF(A)ZF(B)  = F (A  n B), A ,B ,e  B").  
Let L2(R "m, F m) be a Hilbert space of symmetric omplex-valued functions f(A1, .. .  , Am), 
Aj ER  n, j=  1 , - . . ,m,suchthat  
f 
:(AI,,.-,A,~) = f(-A1,. . .  ,-A,~); / I S(A1,.--,Am)I S 1I F(dA~) < o~. 
R~ j= l  
Then the m.s.i. 
/ fi S in( f )  "- f (A l , -  • • , Am) ZF(dAj) 
l~n,n j= l  
is defined as an isometric mapping of the space L2(R "m, F m) into L~(P) ( f  ~ Sin(f)),  con- 
structed first on the set of "simple" functions in such a way that integration over the "hyper- 
planes" Ai = =t=Aj, i , j  - 1, . . .  ,rn, is excluded (see Major [8]). Let 
~o 1 
Iv(z) = ~__,(-l)kz2~+"/[22k+"Idr(k + ~, + i)], u > -~ 
k=O 
be the u order Bessel function of the first kind. We need the following assertion (Leonenko, 
Iv~nov [4]). 
THEOREM 1. Let ~(z), x E R n, be real measurable homogeneous i otropic mean-square con- 
tinuous Gaussian field with E~(x) = O, E~(x)  = dl , and 
E¢(O)¢(x) = / ei<X':>F(dA) ,.~ dlL(I x [)/I x 14, o < ~ <. ,  as I • I--* o~, 
I t "  
where dl > 0, L E •. 
Then the measures Fr(A) = d-{X L - l ( r ) r -~F( r - l  A), A E Y n converge locally weakly as r ~ oo 
to a locally finite measure Fo(A), A E 13 '~, that satisfies the condition: Fo(A) = s-~Fo(sA),  s E 
(0, oc), and is determined by the Fourier transform 
j_,..,..., ,-o 11 ,-. 
I f  a E (0, n/m),  n >_ 1, m >_ 1 , then as r ~ oe the finite-dimensional distributions of the 
random processes 
f 
Yr(t) = d~m/2rm~/2-nL-m/2(r) / Hm(~(x))dx, t E [0, 1] 
v~(rt~/n) 
weakly converge to the finite-dimensional distributions of the process 
f' (i ¥: +..+ l I-I ; 'C  Zro(dAj), t E [0, 1], 
iln.~ j= l  
(2.1) 
where Zvo(') is a random measure subordinate to a measure Fo('). 
Theorem 1 is a variant of a non-central limit theorem of Dobrushin and Major [2]. 
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Let 
dl  = l + (p -1)po  d2 = . . . = d,, - (1 -  poo ) 
1 + (p- 1)po' (1-po)'  
P l  - -  [1 + (p"  1)po] -1/2, P2 = "'" = Pp = (1 - po) -112 
(2.2)  
(2.3) 
and 
g.  = > 0. 
I fK ,=0,  4e(0 ,  n /2 ) , then  
Vat G(r) .~ A~(r) = c9.(n,2, 4)c~(p)(21r)-P(2p)e-Y(r)[.f(r)]Pr2'~-2'~L2(r) (2.4) 
as r --* c¢, where 
c2(n, m, a) = m!2" - "~+%"-½r(  n - rn4 + 1)× (2.5) 
2 
x [(n m4)r (2 )F (2n-m4+2)] - I  - n>l ,  re>l ,  O<a<n/m.  
1 _ _ 
I f / ( ,  > 0,4 E (O,n/2),p > 2, then 
Vat G(r) ,., A~(r) = c2(n, 2, 4)(p - 1)2p~p~(P-1)K1,-pd~r2p-lf(r)r2n-2~LZ(r) (2.6) 
as  r----+ oo  . 
THEOREM 2. Suppose that assumption (A) for 4 6 (0, ~) hold and f ( r )  = o( In r) as r ---, oo. 
I f  K ,  = O, then the limit distribution of the random variables [G(r) - EG(r)] /AI(r)  coverge 
in distribution as r --* oo to the distribution of the random variable 
P 
141(2)(1)/X/2pc2(n, 2, 4) 
j= l  
where W~2)(1), j = 1,. . .  ,p are independent copies of W(~)(t),t = 1, given by (1.1) and 
c2(n, 2, 4) given by (2.S). 
I lK .  > O,p > 2, then the distribution of the random variables [G(r)- EG(r)]/A~(r) converge 
in distribution to the distribution of the random variable 
P 
1), 
j=2 
where A~(r) is given by (2.6) and W(2)(1), j = 2,. . .  ,p, are independent copies of W(2)(1). 
3. PROOF OF THEOREM 2 
Let V = 
and T = (tq)l<ij<p is a matrix such that 
t l j  = [p(1 + (p -  1)po] 1/2, 1 _< j _ p; 
tij = [i(i - 1)(1 - po)] -1/2, 2 < i < p, 
tii = - ( i -  1) [ i ( i -  1)(1 -po)]  -1/2, 
tij = 0, 2<i<p- l , i< j<p.  
diag (d l , . . - ,dp)  be a diagonal matrix, where dj , j  = 1,.. .  ,p, are given by (2.2) 
l< j< i ;  
2<i<p;  
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Note thatT  -1 ' ' ~/l + (p 1)po)/p, l < i < p; = (so/~.<.:,iZ. p, sn = - _ 
sij =~/(1 -p0) / i ( i -1 ) ,  2_<i<p,  l< i< j ;  s i i=- ( i -1 )~/ (1 -p0) / i ( i -1 ) ,2_<i_<p;  
so=O , 2<i<p- l , j< i<p.  
Lemma 1. If the condition (A) holds, then the random field ~/(x) = [~h(z),..-,%(z)]' =
T((z) ,  z E R", has independent components, i.e. Ey(z) = O, 
R(I • I) = (-~i~(I • I))1_<~,¢_<,, -- Erl(O)rl(x)' = V(L(I z I ) / I~  I") as I~' I--' oo, 
L6~: ,  ~>0;  Ri i (O)=l .  
The proof of Lemma 1 is based on the procedure of orthogonalization. 
Lemma 2. Let ((1,"" ,(2p) be 2p -dimensional Gaussian vector with E(j = 0, E(y = 
1, l<_j<_2p, E~j ( j+p=r j ,  l<_j<_p; E( j~k=O,  ( j , k )~{( i , j ) : ( j+p , j+p) , ( j , j+  
p), 1 < i _< p}. Then 
P p 
E H Hkj(~j)Hmj((j+p) = H 6rnJ]e'irk'J k i 1" j 
j= l  j= l  
where 6kin is the Kronecker symbol. 
PROOF. See Taqqu [9]. 
Lemma 3. Let ~ and fl be random points chosen in vn(r) independetly according to the 
uniform law. Then the density of the distribution of the distance p =[ ~ - ~ I between ~ and 
has the form 
( ,+1 2)  ( z ) '  pp(z)=nr-"z~-l I~,(~,,)  2 ' , O<z<2r ,  #(z , r )= l -  -~r 
PROOF. See Santalo [10]. 
If f(p), p > 0, is a Borel function, then by Lemma 3 
f f ,).... : , . . ( . ) i '  
~.(,),.(,) 
2,  
. r . ( -~)  2 ' 
o 
Let v (kl,. ,kp) be a multi-index, u (Ul, ,up) 6 RP,E~(u) P . . . . . . . .  YI/=I Hkj(uj). Then the 
polynomials {Ev(u)}v form complete orthonormal system in the Hilbert space 
L2(R p, q~P) = {g(u), u6RP:  {' } } f g2(u) 1-I¢(uj) du < oc . 
RY /=1 
Let k > 0 be an integer, Sk = {u : (k l , . . . ,kp)  : kj > O, 
function g,(u) e L2(RP,(I )p) can be expanded in Fourier series: 
P 
1 _< j < p, Eks  = k}. The 
j----1 
..(~) = E E o,(.)E.(~) = E E 
k>_o Sk k>.O (k,, . . .  ,kp)6Sk 
c , (k l ,  .. •, k JE , (u ) ,  (3.2) 
where 
c,(~,) = c,(kl, . . .  ( )-'j { , k.) = r [  k:! g.(u)E.(~) 
l__j_<p II.p 
' } 
I I  ~(u~) du 
j= l  
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(B) Let gr(u) • L2(R p, @P) and there exist an integer m > 1 such that Cr(k l , . . .  , hp) -- 
Cr(u) = 0 i fu  = (k l , . . . , kp )  • St, 1 < h < m-  1 , but Cr(ml,...,r%) ¢ 0 for some 
(ml , . . . ,  r%) e Sin, ml +. . .  + mp = m. 
Let ~?(x) E RP, x E It'* be a random field constructed by Lemma 1 and gr(u) • L2(It p, ~P). 
We consider the random variables 
K,.(Q = / g,O?(z))dx, t • [0, 1]; 
, , , ,(r i l l") 
f E,,(,7(x))d~,, ~•[O,1], L(m)(t) = ~_~Cr(v) 
S,~ v.(rt*/") 
J 
where gr(y(x))=gr(yl(X),"" ,yp(z)). 
Lemma 4. Let assumptions (A),(B) hold for a • (0 ,~)  and 
{ )-'i } (, = ~c~(ml , . . .  ,m, )  g~(~) ¢(u~) du = o S., RP  '= (3.3) 
as r --+ ~.  Then the finite-dimensional distributions of the random process 
Xr(t) = [gr(t) - EKr(t)]/~ Var g~(1), t • [0, 1] 
are the same as the limit distributions of the random process 
X(rn)(t)= L('n)(t)/4Var L(m)(1), t •[0,1] 
(if one of these exists). 
The proof of Lemma 4 is similar to Maejima [6], using (3.1), (3.2) and Lemma 2. 
LemmaS.  Let a>0,  ]3>0,  0<a<ooandf•C( [0 ,d ] ,R ) . I f f ( z )=f (0 )+O(x)  as 
x --* 0 then 
S xB-1 f(x)e-x=" dx 
o 
as  ,~ - - '400 .  
PROOF. See Zorich [11]. 
Let Ar = {Y E R p : T-ly E At}. Then 
= / l{~(x) • A,}dx = G(r) f l{~(x) e£,}dx, 
~,(~) 
where q(x), x E R"  is a vector random field with independent components ( ee Lemma 1.) 
Let Ar = RV\vv(f(r)). Then 
where # j , j  = 1,. . .  ,p, are given by (2.3). 
We consider the case K ,  = 0, i.e. P0 = 0 (see condition (A)). Ifg~(u) = 1{[ u [2> f(r)}, then 
Cr(v)=O,v=(kl,...,kv)eS1, i.e. k t+. . .+k  v= l o t  (k t , . . . , kv )  6S2,  but k i=k j  = 1 
for some i ¢ j .  If K ,  = 0, then 
c , (2 ,  o , . . . ,  o) = cl (v)(2,0-P/2 ~-s(')/2[f(,')] "/2, 
c , (0 ,2 ,0 ,  . . .  ,0) =. . .=  c , (0 , . . .  ,0,2) = c~(2, 0, . . .  ,0). 
CAMWA 19/I--H 
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The condition (B) holds for m = 2 , 
s:,, >} ,2(,, ¢(~ d~ ~ ~[/(,.)](~-~)12~-s(.)12, ~ > 0 
as r ---+ oo , 
Using (3.2) we have (c5 > 0, c6 > 0) 
Cr ~" cs[f(r)]P-le-S(r)121[f(r)] Pe-l(r) = cseS¢r)121f(r) : o 
Then by Lemma 4 the limit distribution of the random variables [G( r ) -  EG(r)]/ 
Al(r)  as r --~ oo is the same that as that of the random variables 
P 
C~(2, 0,...  , O) E f H2(~lj(m))dxl[c2(n, 2, c~)2pC~(2,0,... , O)r2"-2"L2(r)] 1/2 = 
Jm lv , ( r )  
P 
----J~-l v ) H2(rlJ(x))dxlx/c2(n'2'e~)r2n-2aL2(r)2p" (3.4) 
P W(2)(1 Using Theorem 1 with m = 2, t = 1 we have that the limit distribution has the form ~ )/  
j : l  
X/2c2(n, 2, a)p. 
If K, > 0, then C~(kz,... ,kp) = 0 if (k l , . . .kp)  E $1 or (k l , . . .  ,kp) E $2 but ki = kj = 1 for 
some i ¢ j .  
We have 
' i  } Cr(2,0 , . . .  ,0) = ~ H2(ul) ¢(uj) du = 
&~(r) 
~-1 1I ~(u2yJ)~yi = - - "1 .2  
u~+.. .+~<:(~) 2=2 
i 2 2 2 2 = (27r) -P12m~-1 e-u~@~++~, )I x 
y~+...+y~<f(r) 
x e-"~(s@)-@~++~, ~)/2 l ( r ) -  y~ 
H2 (, lYl)  ¢( ,2 Yl )dyl = 
dy2 "'" dyp = 
vq53 
=(2~)-Pz2"i"~-'e-"?s(";I22~(P-1)I2r-1(L~ !) f :-2:~*"=JY(r)-: @= 
0 
1 
= (2~)-p/2,~u~-%-"~s(~)/2c~(p)[l(~)] ~/~ i : -2 : :~*s ( " )~/1  - : d~. 
0 
By Lemma 5 
1 
i xp-2e-~=~/1 _ ~2 
0 
A --~ oo. 
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Then 
as r --+ OO. 
AnMogously 
Therefore 
Cr(2 ,  0 , . . .  , O) ~ ]ll#J~-l(21r)-P/iTe(P-1)/2K, (p-1)/~ ViTae -"If(")~2 
c~(0 ,2 ,0 , . . .  ,0) = c~(0 ,0 ,2 ,  0, . . .  ,0) = . . .=  c~(0 ,0 , . . .  ,0 ,2 )  ~ 
""/~lil~- 1(2~r)-P/2~(l~- 1)12K.0'-1)12 X/7-~e-~S(r)/2, r --+ ~.  
VarG(r) ~ c2(n, 2, a)r2n-2aL2(r)2( C~(2, 0,.. . ,  O)d~ + (p - 1)d~Cr2 (0, 2, 0 , . . . ,  0)] 
- -  c2(n,2, a)r2'~-2aL2(r)(p- 1)d~C~(0,2,0,... ,0), r ~ oo, 
bacause of 
c,(2, o,. . . ,  O)lC,(O, 2, o , . . . ,  o) = ~-K .s ( , )  __+ o 
as r--@ (X). 
The conditions (3.2) hold bacause of 
(r ~ e7[(f(r) )P-l e-](r)/2]l[f(r)e-~g#(')] = 
--- c7 exp(-[(iig - l l2)f(r) -  (p-  2)log S(r)]} -- o(r"lL(r)) 
(3.5) 
I / "/ Cr(2,0, . - - ,0)  H2(,l(x))dx + Cr(0,2,0,... ,O) Z H2Olj(x))dz ~,(~) j=2 (~) 
x Ice(n, 2, a)r2n-~aL2(r)(p - 1)d~Cr (0, 2, 0 , . . . ,  0)] 1/2. 
X 
(3.6) 
Using (3.5) we have 
Var [a(2,0,... ,0) ] 
~.(.) 
1 
xC,(0, 2, 0,...,  0)x/c~(n, 2, ~)(v" 1)j -~ 0 
as r ---* oo. Then the limit distribution of [G(r) -EG(r) ] /A2(r)  is the same as that of the second 
term of (3.6) i.e. 
"= v,~(~) H2(~lJ(x))dx/x/c2(n'2'a)(P-'lid2rn-aL(r)" (3.7) 
Using Theorem 1 we have that there exists the limit distribution of (3.7) for a E (0, ~) and this 
limit distribution has the form 
P ~Wf)(1)/J2c2(n,2,~)(p- 1), 
j=2  
p>2.  
Theorem 2 is proved. 
r -~ ~(c7  > 0). 
By Lemma 4 with m = 2,t = 1, the limit distribution of the random variable [G(r) - 
EG(r)]/A2(r) is the same as that of the random variable 
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