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Abstract
Spam is commonly defined as unsolicited email 
messages and the goal of spam categorization is to 
distinguish between spam and legitimate email 
messages. Many researchers have been trying to 
separate spam from legitimate emails using machine 
learning algorithms based on statistical learning 
methods. In this paper, an innovative and intelligent 
spam filtering model has been proposed based on 
support vector machine (SVM). This model combines 
both linear and nonlinear SVM techniques where linear 
SVM performs better for text based spam classification 
that share similar characteristics. The proposed model 
considers both text and image based email messages 
for classification by selecting an appropriate kernel 
function for information transformation. 
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1. Introduction
The Internet is gradually becoming an integral part 
of everyday life. Internet usage is expected to continue 
growing and e-mail has become a powerful tool 
intended for idea and information exchange, as well as
for users’ commercial and social lives. Along with the 
growth of the Internet and e-mail, there has been a 
dramatic growth in spam in recent years. Spam can 
originate from any location across the globe where 
Internet access is available. However, it is amazing 
that despite the increasing development of anti-spam 
services and technologies, the number of spam 
messages continues to increase rapidly. 
In order to address the growing problem, each 
organization must analyse the tools available to 
determine how best to counter spam in its environment. 
Tools, such as the corporate e-mail system, e-mail 
filtering gateways, contracted anti-spam services, and 
end-user training, provide an important arsenal for any 
organization.  Since email is extremely cheap and easy 
to send, it has gained enormous popularity as a means 
for letting friends and colleagues exchange messages. 
However, users cannot avoid the very serious problem 
of attempting to deal with large amounts of spam on a 
regular basis. If there are no anti spam activities, spam 
will inundate network systems, kill employee 
productivity, steal bandwidth, and still be there 
tomorrow. 
Consequently, spam filtering is able to control the 
problem in a variety of ways. Identification and spam 
removal from the e-mail delivery system allows end-
users to regain a useful means of communication. Many 
researches on spam filtering have been centred on the 
more sophisticated classifier-related issues. Currently, 
machine learning for spam classification is an 
important research issue. The success of machine 
learning techniques in text categorization has led 
researchers to explore learning algorithms in spam 
filtering. In particular, Bayesian techniques and SVM,
effectively used for text categorization which 
influences researchers to classify the email, is based on 
a special case of TC (text categorization), with the 
categories being spam and non-spam. SVM are a new 
learning method and achieve substantial improvements 
over the currently preferred methods, and behave 
robustly whilst tackling a variety of different learning 
tasks [1][8][9]. Due to its high dimensional input, fewer 
irrelevant features and high accuracy, the SVM are 
more important to researchers for categorizing spam.
In this paper an innovative and intelligent SVM 
based filtering system has been proposed that will 
protect email services from infiltration by spam. A 
support vector machine is a new learning algorithm 
which has some attractive features, such as eliminating 
the need for feature selections, which makes for easier 
spam classification. It is vital for getting better 
performance from SVM to filter spam, to produce a 
high dimensional feature space. The organization of 
this paper is as follows: Section 2 will describe the 
SVM and kernel functions and section 3 will describe 
the proposed spam filtering model. In section 3, there 
are two subsections, firstly describing the overview of 
the proposed model and then the analysis of the model.
Finally, the paper ends with conclusion and references 
in section 4 and 5  respectively. 
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2.  Support vector machine (SVM)  
The support vector machine (SVM) is a 
classification and regression algorithm which was
developed by Vapnik [2] and it is gaining popularity 
due to many attractive features, and its promising
empirical performance. SVM contains a range of 
classification and regression algorithms that have been 
based on the Structural Risk Minimization (SRM) 
principle from statistical learning theory [2] [3][7]. The 
role of the SRM is to find an optimal hyperplane for 
which the lowest true error can be guaranteed. This 
framework has developed into a learning algorithm
when trained from a finite data set, and formed the 
‘true’ performance when used in practice. 
The key concepts of SVM can be categorised into
two classes, yi ∈ {-1,1}, and there are N labelled 
training examples: {x1, y1),…,(xn, yn), x∈R
d
, where d is 
the dimensionality of the vector. 
The SVM aims to select the hyperplane that 
separates the training instances (messages) of the two 
categories with maximum distance (Figure 1). This 
target hyperplane is found by selecting two parallel 
hyperplanes that are each tangential to a different 
category – that is,  they include at least one training 
instance of a different category, whilst providing 
perfect separation between all the training instances of 
the two categories. The training instances that lie on, 
and thus define the two tangential hyperplanes are the 
support vectors. The distance between the two 
tangential hyperplanes is the margin. Once the margin 
has been maximized, the target hyperplane is in the 
middle of the margin. 
If the two classes are linearly separable, then one 
can find an optimal weight vector w* such that ||w*||
2
is minimum; and
1* ≥−• bxw i  if yi =1;
1* −≤−• bxw i  if yi = -1 or equivalently 
yi( 1)
* ≥−• bxw i
The distance between the two hyperplanes defines a 
margin and this margin is maximized when the norm of 
the weight vector ||w*|| is minimum. Vapnik has shown 
that they may perform this minimization by 
maximizing the following function with respect to the 
variables j:
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subject to the constraint:  0 ≤ j where it is assumed 
there are N training examples, xi  is one of the training 
vectors, and (xi• xj) represents the dot product called the 
kernel function. If j > 0 then xj is termed a support 
vector as shown in the Figure (1). For an unknown 
vector xj , classification then corresponds to finding
}.*{)( bxwsignxF jj −=
where ∑
=
=
r
i
iii xyW
1
* α
and the sum is over the r nonzero support vectors 
(whose α ’s are nonzero). 
Figure 1: Linear discrimination with SVMs in 
a linearly separable case
The advantage of the linear representation is that W*
can be calculated after training and classification 
amounts to computing the dot product of this optimum 
weight vector with the input vector.
For the nonseparable case, training errors are 
allowed and must minimize ∑
=
+
N
i
iCW
1
2||*|| ξ
subject to the constraint
0,1)*( ≥−≤−• ξξbxWy ii ,  where is a slack 
variable and allows training examples to exist in the 
region between the two hyperplanes that go through the 
support points of the two classes. 
2.1 Kernel function
The basic idea of a kernel is that it gives the 
equivalent of mapping a nonlinear separable input 
space, to a higher dimensional feature space that is 
linearly separable. Kernels are used in conjunction with 
linear learning machines to increase the range of 
problems that can be solved by using them. A kernel 
also separates the specifications of the problem area 
from the learning machine, which means that the
learning machine can be written in a general format 
where the only inputs required on the inner products 
between data. An important concept behind kernels is 
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how to simplify the classification task of nonlinearly 
separating data. One way is to find a function φ (Figure 
2) that maps the input space x to some feature space F
where the problem is linearly separable, thus
classifying the data in the new feature space. The 
problem here is the new feature space can have a very 
high number of dimensions which can make the 
computation of the classification task infeasible. 
Figure 2: Information transformation using 
kernel function
The training vectors x
r
 are mapped onto a higher 
(maybe infinite) dimensional space by the functionΦ . 
Then an SVM finds a linear separating hyperplane with 
the maximal margin in this higher dimensional space. C 
> 0 is the penalty parameter of the error term. 
Furthermore, K( x
r
j , x
r
k) = Φ ( x
r
j )
T Φ ( x
r
k ) is called 
the kernel function. The four types of kernel functions 
frequently used with SVM [4]:
Linear:
j
T
iji xxxxk =),( ; 
Polynomial:
0,)(),( >+= γγ dj
T
iji rxxxxK
RBF:
0),||||exp(),( 2 >−−= γγ jiji xxxxK
Sigmoid: )tanh(),( rxxxxK j
T
iji += γ
Here, γ ,r, and d are kernel parameters. 
The obvious dilemma that arises is that, it is difficult 
to decide on which kernel is best to select for a 
particular problem. This is a critical situation. However 
it is easier to make a comparison with the inclusion of 
many mappings within one framework. So far, kernel 
are used for getting high dimensional feature space on a
trail and error basis. There is no specific technique to 
detect which kernel is best for a particular problem. 
3.  Proposed model
In this section, an SVM based spam filtering model 
has been proposed. Graphically this model is illustrated 
in Figure 3. 
3.1 Overview of the model
The block diagram of the proposed model is shown 
in  Figure (3). This model includes a user interface that 
is responsible for communicating with the user, the 
initial transformation of incoming email, feature 
extraction, feature selection, email classification and 
evaluation of the classification result. The model will 
collect individual user emails that are considered as 
both spam and legitimate. After collecting the emails 
the initial transformation process will begin. The detail 
of this model follows the following five basic steps:
Step-1: Initial transformation of incoming email.
The email corpus is initially transformed or indexed 
using learning algorithms, which is considered as an 
initial transformation. The initial transformation is 
often a null step that has the output text as just the input 
text. Sometimes character-set-folding, case-folding and 
MIME normalization are used for initial transformation. 
It should be noted that some systems work perfectly 
without using any initial transformation. 
Step-2: Email feature extraction. This step of the
model is feature extraction. In this stage, tokenization 
and domain specific feature techniques are used for 
feature extraction. In the tokenization step, the text is 
converted into a set of uniquely-valued tokens.
Here two-step process are used in feature extraction:
• Using a regular expression to segment the 
incoming text into interesting parts 
• Using a lookup of some form to convert these 
text strings to unique values and the text is 
converted into a set of uniquely-valued tokens. 
The kernel function plays an important role in this 
stage for feature extraction. If the data sets are complex 
or non linear separable then it is difficult to set 
hyperplane for classification using SVM. In this case 
the data are needed to transform for getting high 
dimensional feature space and this can be done using a 
kernel function.  The appropriate kernel selection is 
also important in this stage for feature extraction.  
Sometimes kernels are chosen according to the 
characteristics of the email corpora. Generally, a linear 
kernel is chosen but an appropriate kernel and the 
parameters of this kernel are important for getting 
better performance. Domain specific features are also 
used in this model for better performance.
Step-3:  Email feature selection. Feature selection 
is a process that selects a subset of the original features. 
It reduces the number of features and removes 
irrelevant, redundant or noisy data. It also improves the 
performance of data classification as well as speeding 
up the processing algorithm.
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Figure 3:  Proposed SVM based spam filtering model
General procedures for feature selection are explained 
in Figure (4) which follows four key steps as shown in 
the block diagram:
Figure 4: General method for feature selection.
The original data set goes to the subset generation
process, where each state in the search space specifies a 
candidate subset for evaluation. After generating the 
subset, each newly generated subset needs to be 
evaluated by an evaluation criterion. Evaluation criteria 
can be broadly categorized into two groups, one is 
independent criteria and other is dependent criteria, 
based on their dependency on mining algorithms that 
will finally be applied on the selected feature subset. A 
stopping criterion determines when the feature 
selection process should stop. If the stopping criterion 
makes the decision as “yes” then a straightforward way 
for result validation is used to directly measure the 
result using prior knowledge about the data. If the 
decision is “no” then the system goes to the first stage 
and repeat the process [5]. 
In the proposed model, tuple-based combination and 
N-gram attribute selection are used for feature 
weighting. A tuple is a set of encoding constants. Each 
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member of the tuple is the corresponding encoding 
constant for a particular offset within the token stream. 
A zero valued encoding constant implies that the 
corresponding token stream element is disregarded [6]. 
Tuple based feature generation often produces more 
features than the original text contains tokens.
The next part of this section is feature weighting. 
The feature weighting has several parts: 
•weighting is based on the prior training of the 
filter with respect to this particular feature, 
•weighting is based on the tuple itself, 
•weighting is based on metafeatures or database 
constants. 
However, it is not necessarily the case that a 
features’ weight is a probability estimate or a strict 
probability.  It is not reasonable to assume that every 
possible weighting generator will work with every 
possible combiner rule. Other weighting generators can 
be used as desired. It is perfectly reasonable to define 
the weight of a feature by reference to a database 
produced by a learning algorithm. Feature Lookups are 
also used for weighting the feature using learning 
algorithms. 
Step-.4: Email data classification. After feature 
weighting, the model is set to combine these weights to 
obtain a single output result. In this model, support 
vector machines are used for the classification 
algorithm. First, the SVM are trained for setting the 
support vectors, using training data sets. The training 
data set can be spam data or legitimate data.  From the 
information of support vectors, the test data sets are 
classified accordingly. In most of the cases LSVM are 
used because LSVM perform better for text 
classifications. Non linear SVM are also used in some
cases if the data sets are complex. In this case, kernel 
functions are used based on the data characteristics, 
some times quadratic, RBF and other kernels are used
for complex data sets. 
Step-5: Classification effectiveness. The last stage 
of this model is measuring the classification 
effectiveness, a function of how many correct 
classification decisions the classifier made. To do this, 
the following measurement terminologies are used:
• Precision and Recall for class C –
Precision for Ci: 
FPiTPi
TPi
Pi
+
= ,
  Recall for Ci: 
FNiTPi
TPi
Ri
+
=
Where TP is true positive, FP is false positive 
and FN is false negative. 
To obtain “global” P and R, the following two types 
of terminology are used:
• Micro-averaging: In this case precision and 
recall are calculated by averaging over all 
decisions for each category
∑
∑
=
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• Macro-averaging: in this case, first calculate 
precision and recall locally for each Ci and then 
average over all categories
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For measuring the accuracy and error the following 
formulae are used:
Accuracy =  
FNFPTNTP
TNTP
+++
+   and 
Error =
FNFPTNTP
FNFP
+++
+
3.2 Analysis of the model
In this proposed model, emphasis has been given on 
the following two research challenges, based on 
different aspects of anti-spam filtering, especially the 
learning-based anti-spam filter. 
Firstly, Improvement on kernel tricks of SVM is 
still an active on-going research issue. Researchers 
have increasingly adopted SVMs and tried to keep up 
with the SVMs newest technology in order to assist 
with their own problems. Developing an effective high 
dimensional indexing structure for SVM is clearly a 
crucial problem since the efficient processing of high 
dimensional data is one distinctive strength of the 
original SVMs. Clustering or indexing, and search 
techniques for high dimensional data spaces have been 
actively researched [7,10,11,12], which gives an 
implication of the strong feasibility of this research. 
Information Gain (IG) is a well-known and 
empirically proven method for high-dimensional 
feature selection. The existing methods have failed to 
produce high-dimensional feature spaces for the text 
classification problem. It is possible to get IG using 
appropriate kernel selection for SVM, which would 
give a good result for spam filtering. SVM has the 
capability to be adopted to include more kernels. An 
exploration of possible non parametric kernels [1, 13] 
could be a useful addition to the SVM kernel family. 
Nowadays, kernels are used for feature extraction or 
generating a high dimensional feature space on a trial 
and error basis. Therefore, selecting an appropriate 
kernel, as well as selecting an appropriate parameter for 
a specific kernel for making IG (information gain), is 
considered a viable research issue. In this proposed 
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model, an appropriate kernel is considered and will be 
developed for feature extraction. 
Secondly, nowadays many spam contents, such as 
commercial, pornographic, etc. are image based. No 
work has been done so far on image based spam 
filtering. Many researches have been done on image 
classification using ML techniques, and support vector 
machines (SVMs) have been successfully applied to 
many image classifications problems [14, 15]. 
Compared to other learning machines, SVMs have two 
advantages: 
• Controlling model complexity through a 
regularization term 
• Inducing nonlinear features through a nonlinear 
kernel function 
The first advantage makes SVMs more robust to 
noises and less likely to over-fit the training data. The 
second advantage increases the expressive power of 
SVMs and makes SVMs suitable for complicated 
classification tasks. Many empirical studies have shown 
that an appropriate choice of nonlinear kernels can 
significantly improve the classification accuracy [14], 
thus confirming that image based spam filtering using 
SVM is an important research issue. The proposed 
model has been designed in such a way that both image 
and text based spam will be able to be classified. 
4. Conclusion
In this paper, an innovative and intelligent SVM 
based spam filtering model has been proposed. 
Emphasis has been given to this model based on 
different aspects of learning based anti-spam filtering, 
especially SVM-based filtering. The simulation of this 
model has being developed; therefore no experimental 
results have been given. The paper actually motivated
the authors to find a framework for an intelligent 
solution to spam filtering using SVM. 
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