ABSTRACT This paper investigates the problem of the finite-time fault-tolerant control for multipleinputs multiple-outputs nonlinear systems. The controlled systems contain the unmeasurable states, unknown parameters and possible actuator, and sensor faults. First, a new dynamic output-feedback control strategy (high-gain K-filter observer with new dynamic gain update rule) is designed, which can simultaneously estimate the unmeasurable states and unknown parameters. Then, by employing a cubic absolute-value Lyapunov function and our designed dynamic high-gain K-filter observer, both actuator and sensor faults can be compensated concurrently. The controller design utilizes the adaptive backstepping approach and the stability analysis employs the Lyapunov function stability theory and the finite-time stability criterion. It is proved that by using the proposed method, all the signals in the closed-loop systems are semi-global practical finite-time stable, and also the tracking errors can converge to a sufficiently small neighborhood of zero in finite time. Final, simulation results verify the effectiveness of the proposed method.
I. INTRODUCTION
After the long-term operation, some of faults may inevitably arise in the components (for example, actuators, sensors, etc.) of the practical engineering systems, which can cause performance deterioration and instability, or even catastrophic accidents. Therefore, it is of both theoretical significance and realistic necessity to investigate effective FTC design schemes compensating such faults and guaranteeing a fairly acceptable operational function of the whole system. In general, FTC approaches can be classified into two categories: passive and active ones. The former uses feedback control laws that are robust with respect to possible system faults, which may be invalid for those faulty systems having sufficiently large parameters and signals. In order to relax this conservatism, active FTC methods are developed. Active FTC uses the fault detection and diagnosis (FDD) modules and accommodation techniques. In the past decades, a variety of active approaches have been proposed, for instance, FDD-based designs [1] - [3] , multiple-model schemes [4] , [5] , learning-based approaches [6] , [7] , slidingmodes-based approaches [8] , [9] , linear matrix inequality techniques [10] , [11] , adaptive fault compensation control schemes [12] - [14] .
Among these existing approaches, adaptive fault compensation control scheme is one of the most effective ways to eliminate the effects given by actuator/sensor faults. Different from FDD module-based fault accommodation scheme, adaptive fault compensation control scheme utilizes the adaptive technique to update the controller and fault compensator continuously, which has received much attention in practice on account of the fact that it does not demand timely and precise FDD for implementation. Recently, some typical adaptive fault compensation control schemes have been proposed to compensate the actuator or sensor faults for linear systems [15] - [18] and for the nonlinear systems [19] - [37] . Among them, the results in [19] - [25] are applied to the single-input single-output (SISO) or MIMO nonlinear systems with the complete measurable states. To erase the measurable limitation, a variety of observer-based output feedback FTC methods have been developed, for instance, linear observer [26] , [27] , adaptive fuzzy/neural network nonlinear observer [28] - [32] , sliding mode observer [33] , [34] , high gain observer [35] , [36] , K-filter observer [37] . It should be noted that the all the FTC approaches in the abovementioned references are focused on the linear/nonlinear systems with actuator or sensor faults. While the relatively fewer results are available for both actuator and sensor adaptive fault compensation control problem, which motivates our investigation.
In addition, all the aforementioned control strategies are mainly concerned with the infinite-time stabilization or tracking control problem. The designed controllers can guarantee the desired system performance when t → ∞. However, in many practical situations, the controlled systems are often required to reach steady response as soon as possible. The infinite-time control schemes simply cannot meet such control requirement since that they cause a long transient response. In fact, in recent years, the problem of finite-time control has been attached considerable importance and gained some valuable results. In [38] , a terminal sliding mode method was employed for linear systems to deal with the problem of finite-time control. To erase the possible chattering problem given by the designed sliding-mode controller, the Lyapunov-based finite-time stability theory was first presented for nonlinear systems in [39] and [40] . After that, some finite-time stabilization and tracking control design results of nonlinear systems were obtained, such as in [41] - [44] for those nonlinear functions of systems are either linearly parameterized or satisfy some growth conditions, in [45] and [46] for those nonlinear functions of systems are completely unknown, in [47] and [48] for switched nonlinear systems and in [49] for stochastic nonlinear systems. Specifically, some researchers have begun the investigation of finitetime state-feedback fault-tolerant conteol problem [50] , [51] . However, as a significant research topic, the adaptive finitetime output-feedback FTC problem of the nonlinear systems has not received much attention yet, not to mention the case that the actuator and sensor faults are simultaneously considered. For this problem, there are three major difficulties:
1) How to find a valid fault compensation method to compensative the effects of both actuator and sensor faults under the condition that the system states are unmeasurable;
2) How to construct an applicable state observer by using the imprecise output information;
3) How to guarantee the tracking performance of the faulty systems in a finite time.
Motivated by the above considerations, this paper investigates the problem of the finite-time FTC for MIMO nonlinear systems with simultaneous unknown parameters, actuator and sensor faults and unmeasurable states. This study have the following contributions:
(1) To the best of our knowledge, to date, this is the first paper to present an adaptive output-feedback fault compensation scheme for nonlinear systems with both actuator the sensor fault under the framework of backstepping design. Note that [26] - [32] only focus on the adaptive outputfeedback FTC design problem for nonlinear systems with actuator or sensor faults, thus they can not be applied to nonlinear systems having simultaneous actuator and sensor faults.
(2) A high-gain K-filter observer with a new dynamic gain update rule is designed to simultaneously deal with the problem of unmeasurable states and unknown parameters. Meanwhile, by combining an absolute cubic Lyapunov function and our designed high-gain K-filter observer, a new unified actuator and sensor fault compensation mechanism is given. Compared with our previous high-gain observer FTC results [35] , [36] , the modified dynamic gain rule proposed in this paper relies on the preselect tracking error bound. In order to better enhance the tracking performance at the case of the certain controller, this paper only need to adjust the pre-select tracking error bound, rather than re-select the controller parameters in [35] and [36] .
(3) This paper first presents an adaptive finite-time outputfeedback FTC design methods for MIMO nonlinear faulty systems. Although [45] - [48] have investigated the issues of adaptive finite-time control for nonlinear systems, they all require that the system states must be available for measurement, also the controlled nonlinear systems are in a SISO form and a fault-free case.
Notations: Throughout this paper, the following notations are used. R n i denotes n i -dimensional Euclidean space; | · | is the absolute value of real number; · denotes the Euclidean norm of a vector or the corresponding induced norm of a matrix; The identity matrix with dimension n i × n i is defined as I .
II. PROBLEM FORMULATIONS AND PRELIMINARIES

A. SYSTEM DESCRIPTIONS AND ASSUMPTIONS
Consider a class of MIMO nonlinear systems in a parameter output-feedback form as:
. . , M , are the state vectors, y i and u f i is the output and control input of the i-th subsystem, respectively. f i,j i (·) ∈ R and i,j i (·) ∈ R p are known smooth nonlinear functions, while ϒ i ∈ R p are unknown constant vector.
In this paper, the actuator and the sensor gain faults are simultaneously considered, which can be presented as the following forms:
where T a and T s are the fault occurrence time of the actuator and sensor faults, respectively. Likewise, ρ i,1 and ρ i,2 respectively are the unknown lost control rates.
Remark 1: From the definition of scaling measurement sensor fault in [29] and [52] , y f i (t) considered in this paper is called the measuring system variable, which can be directly used in the control design.
In this paper, our control objective is to design the adaptive fault-tolerant controllers such that all the signals in the closedloop system are SGPFS and the system outputs y To this end, the following assumptions are needed. Assumption 1 [12] , [14] : For the possible actuator and sensor faults case, the lose control rates ρ i,1 and ρ i,2 are required to be kept within the bounds, i.e., ρ i,1 ≤ρ i,1 < 1 and ρ i,2 ≤ρ i,2 < 1.
Assumption 2 [7] , [31] , [57] :
B. FILTER OBSERVER DESIGN
Since that the system states are not measurable, thus the filter observer will be constructed for estimating the unmeasurable states and generate some signals for designing the controller. Before that, the system (1) subjects to both actuator and sensor faults is written as the following state space form:
where
, and
. . .
Since that the actuator and the sensor gain faults simultaneously exist in the system (1), all the states of the systems can no longer be available for the control design. In order to complete the control objective under such situation, a highgain K-filter observer is constructed as follows:
.
T is the gain coefficient, which should be suitably chosen to make
}, and the dynamic gain is updated bẏ
where κ i is a positive design constant, and ε i is a pre-selected bound of the tracking error bound. The definition ofz i,1 will be given later. Remark 2: From (9), it is easy to draw the conclusion that the dynamic gain l i will keep the monotone increasing state for all time under the initial condition l i (0) ≥ 1.
Remark 3: From (5)- (9), it is easily seen that the constructed observer is different from the traditional one in [35] - [37] , where the system output can be used directly. While in this paper, since that the occurrence of sensor faults, the system output y i may be immeasurable, which is estimated as℘ i y f i . In addition, our constructed high-gain K-filter observer is under the dynamic gain update rule, which can not only effectively estimate the unmeasurable states, but compensative the unknown parameters.
Let e i = [e i,1 , . . . , e i,n i ] T = x i −x i be observation errors. Invoking the equations (4)- (8) yieldṡ
Then, by constructing the following transformation:
the error dynamic (10) can be transformed intȱ
It should be mentioned that the symbol (·)´possesses the same meaning as the derivative
i is utilized in (12) . Because the matrix
is a Hurwitz matrix, there must exist a symmetric positive 44826 VOLUME 6, 2018
(n i + 1)I holds, I denotes identity matrix. To check the effectiveness of the high-gain K-filter observer, the following Lyapunov candidate is constructed for the error dynamic (12)
The time derivative of V i,0 iṡ
From (9), Assumption 2, and applying the young's inequality, we have
By substituting inequalities (15)- (17) into (14), one haṡ
III. FAULT-TOLERANT CONTROLLER DESIGN AND STABILITY ANALYSIS
In this section, by utilizing the backstepping design technique and the high-gain K-filter observer designed in the above section, a robust finite-time adaptive output-feedback faulttolerant control scheme for nonlinear systems subject to both actuator and sensor faults will be presented, and the stability proof of the closed-loop system will be given by use the Lyapunov function stability theory and the finite-time stability criterion. Define the change of coordinates as follows:
where the virtual control function α i,j i −1 , j i = 2, . . . , n i will be designed later.
Step i, 1: From equations (4)- (8) and (19) , one haṡ (2) are the first row of T i (℘ i y f i ) and the second row of ζ T i , respectively. Design the first virtual control function as:
where c i,1 > 0 is a design parameter,ˆ i is the estimation of 1/h i . From (19) and (21), the second term of the right hand in (20) can becomē
Then, the equation (20) can write as:
Note that the identical transformation (see (24) ) is used in (23) .
Construct the following cubic absolute-value Lyapunov function candidate as:
where η i and λ -i are positive design parameters, i = T i > 0 is an adaptive gain matrix.
The time derivative of V i,1 iṡ
where sgn(℘ i ) is a sign function, which can be erased in this paper and the explanation will be given later. From (11), (19), Young's inequality and Assumption 2, we have
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whereh i (positive and unknown) is the upper bound ofh i . Note that (27) , (30) and (31) are correct because of (19) and Young's inequality; (28) is correct because of Assumption 2 and Young's inequality; (29) is correct because of (11) and Young's inequality.
Substituting (27)- (31) into (26), one can obtaiṅ
i /2, |h i | ≤h i . Design the parameter adaptation lawsˆ i andΥ i as follows:
whereη i and d i are positive design parameters. Substituting (33) and (34) into (32), one haṡ
Step i, j i (j i = 2, . . . , n i − 1): By differentiating z i,j i along with (19) , one haṡ
Construct the following Lyapunov function candidate:
The time derivative of V i,j i iṡ
From (3), Young's inequality and Assumption 2, we have
Thus (38) can becomė
The definition of g i,l will be presented later.
Design the virtual control function α i,j i as
where k 0 = (2s − 1)/(2s + 1), 2 ≤ s, s ∈ N , and c i,j i are positive design parameters. Substituting (41) into (40), one can obtaiṅ
Step i, n i : In this step, the actual control input v i appears. Similar to the above steps, one haṡ
Construct the overall Lyapunov function candidate as
Design the actual controller u i as
where c i,n i is a positive design parameter. By invoking (42) and (45), one haṡ
where (47) where q i ia a design parameter and 1 −ρ i,2 is a small enough positive constant which serves as the low bound of ℘ i . The definition of operator proj(·) can be founded in [53] . Considering the piecewise adaptive law (47) and the first term in (46) , the detailed discussion is given in the following.
Obviously, the first term in (46) can become
is derived from (40) . Thus the last term of the right hand in (48) can be compensated. By using the Young's inequality for the first term of the right hand in (48), we have
In this case, the first term in (46) can become
Likewise, let
and (47), one has that℘ i > 0. By combining the initial value℘ i (0) satisfying℘ i (0) < ℘ i with the monotone non-decreasing property of℘ i , we can draw the conclusion that℘ i will always be nonnegative, which is the reason why we can erase the sign function sgn(℘).
In addition, by using Young's inequality for the terms of
Invoking (47)- (52), we can obtaiṅ
For MIMO output-feedback nonlinear system (1) subjects to both actuator and sensor faults, under Assumptions 1 and 2, the high-gain K-filter observer (5)- (8), the actual control input (45), the virtual control signals (21) and (41), the parameter adaptation laws (33), (34) and (47), and the dynamic gain (9) can guarantee that all the signals in the closed-loop system are SGPFS. Moreover, the observer and tracking errors can be made to converge to a small neighborhood of zero by suitably choosing the design parameters.
To prove this theorem, some useful definition and lemmas are needed.
Definition 1 [54] : The equilibrium χ i = 0 of the i-th subsystemχ i = F i (χ i ) is SGPFS if for all the initial condition χ i (t 0 ) = χ i,0 , there exists a positive constant γ i and a setting time T (γ i , χ i,0 ) ∈ (0, +∞), such that χ i (t) < γ i , for
Lemma 1 [56] : for any constantsā > 0,b > 0, ι > 0 and any real variables a and b, the following inequality holds:
Lemma 2 [55] :
Lemma 3 [45] , [46] : Consider a nonlinear systeṁ
thus the considered systemχ = F(χ) is SGPFS. Proof: For ∀0 < ϑ < 1, (55) can becomė
To prove the conclusion of Lemma 3, the following two cases will be discussed. Before that, define two sets
Integrating (57) 
From (58), it follows that
with V (χ(0)) being the initial value of V (χ). Let
It is clear to see that the trajectory of χ(t) does not exceed the set χ via Case 1.
Consequently, the time to reach the set χ is bounded as T R , in other words, the solution ofχ = F(χ) is bounded in finite time. This completes the proof of Lemma 3.
Remark 5: Note that [45] , [46] only investigated the adaptive finite-time control problem for single control input, while the MIMO form is more challenge because of the coupling between the system input and output. This paper successfully extends the results in [45] and [46] to MIMO form.
Next, the proof of Theorem 1 will be given as follows: Proof: Notably, if ϒ i is a known constant parameter, the boundedness of the whole signals in the controlled systems will be easily ensured from (53) . For instance, a constant gain l i can be suitably chosen, such that i,n i > 0 and δ i,1 > 0 hold simultaneously. Then, it is easy to obtain the conclusion of Theorem 1.
It should be noted that ϒ i in (53) is an unknown constant parameter. At such situation, it is impossible to find a fixed gain constant l i rendering the terms i,n i and δ i,1 in (53) positive. Nevertheless, the dynamic gain update technique given by (9) provides an effective way to prove the boundedness of the closed-loop systems.
In fact, Theorem 1 can follow immediately if one can prove that all the signals (for example,ē i , z i,j i , l i , etc.) are SGPFS on interval [T R , T f ) with T R < T f ≤ +∞. To this end, a contradiction argument is utilized in the following.
Suppose that the dynamic gain l i may be complete unbounded or partial unbounded, i.e., lim t→T f l i (t) = +∞, for i = 1, 2, . . . ,ī, (1 ≤ī ≤ M ). From the dynamic gain update mechanism (9), one has that l i (t) are monotone nondecreasing functions. Thus there must exist a finite time T 1 and its corresponding gain l i (T 1 ), such that both i,n i > 0 and δ i,1 > 0 hold. Then, from (53) , it follows thaṫ
where ν i = i /λ max (P i ), i is a positive parameter, which satisfies the fact that i ≤ min{ i,n i > 0, δ i,1 > 0}. Further, applying Lemma 1 for the partial terms in (60), 
i,n i , and from Lemma 1, (61) can becomė
From [45] , [46] , and [58] , once the inequality (63) is obtained, there must exist a finite time
, all the signals in the closed-loop systems are SGPFS.
Furtherfore, from the definition of V , one has (25) , (64) and Assumption 1, one can obtain
According to (65) and the definitions ofD and , we can obtain that the value ofz i,1 is affected by the design parameters δ i,j i , j i = 2, . . . , n i , k 0 and λ -i . We can see that increasing δ i,j i (Note that δ i,j i = l i c i,j i will increase as the gain l i increases), meanwhile reducing k 0 and λ -i , will diminishz i,1 . Hence, there clearly exists a finite time T 2 ≥ T R ≥ T 1 , such that |z i,1 | ≤ ε i . From the dynamic gain update mechanism (9), it is clear that l i will no longer be updated for t ≥ T 2 , thus a contradiction yields.
Therefore, all the dynamic gains l i are bounded as t → ∞ whenz i,1 can be made to converge to an arbitrarily small pre-selected bounds. Besides, from (63), we know that all the signals in the closed-loop signals are SGPFS. This completes the proof of Theorem 1.
To further express the influence of design parameters on observer and tracking errors, the following remark is given.
Remark 6: In fact, observer and tracking errors can be made as small as possible by increasing the design parameters c i,j i , η i and i,n i or decreasing modification parametersη i and d i . Note that if modification parameters are too small, the parameters drifting may occur to a large extent, while the smaller state observer error and compensating tracking error will lead to the lager control gain. Hence, the design parameters should be suitably chosen to trade off the transient performance and control action in real-life applications. VOLUME 6, 2018
IV. SIMULATION STUDY
The following nonlinear system will be considered with the aim to validate the effectiveness of the proposed FTC method.
The considered actuator and sensor gain faults are as follows:
Actuator faults:
Sensor faults:
where the parameters of the actuator and sensor gain faults are respectively chosen as ρ i,1 = 0.6, T a = 20, ρ 1,2 = 0.24, ρ 2,2 = 0.4, T s = 15. Note that the lost control rates ρ i,1 and ρ i,2 should remain within the certain bounds, i.e., ρ i,1 ≤ρ i,1 = 0.9 and ρ i,2 ≤ρ i,2 = 0.9. In the following, the presented FTC method in Theorem 1 will be applied to the system (66) subjects to both the actuator and sensor faults (67) and (68), and also the control objective can be achieved, i.e., the system outputs y i can follow the given reference signals y i,d = 3sin(t/2)/100 well in spite of faults.
Firstly, design the dynamic high-gain K-filter observer presented by (4)- (9) with: ω 1,1 = 5, ω 1,2 = 10, ω 2,1 = 16, ω 2,2 = 5, κ 1 = κ 2 = 0.2.
Subsequently, under the backstepping design procedure in Section III , construct the control signals and parameter adaptation functions given by (21) , (33) , (34) , (45) and (47) with the following design parameters: From the simulation results presented in Figs. 1-6 , one can obtain that our proposed FTC method can guarantee that all the signals in the closed-loop system are bounded in the presence of actuator and sensor faults. 
V. CONCLUSION
An adaptive finite-time output-feedback fault-tolerant control method has been proposed for a class of MIMO nonlinear systems having both actuator and sensor faults, unknown parameters and unmeasurable states. By introducing the highgain K-filter observer combined with the dynamic gain, the effects given by the unknown parameters and the possible component failures (including actuator and sensor gain failures) have been simultaneously compensated. By combining the backstepping design technique, the cubic absolute-value Lyapunov function stability theory and the finite-time stability criterion, a unified controller design and stability analysis has been presented. Under the presented method, all the signals in the closed-loop system can be made to be SGPFS. Moreover, the observer and tracking errors can be located in a small neighborhood of zero in finite time, which is verified via a numerical example.
