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Abstract 
 
Background: Since 2007, it is mandatory for the pharmaceutical companies to submit a Paediatric 
Investigation Plan to the Paediatric Committee at the European Medicines Agency for any drug in 
development in adults, and it often leads to the need to conduct a pharmacokinetic study in children. 
Pharmacokinetic studies in children raise ethical and methodological issues. Because of limitation of 
sampling times, appropriate methods, such as the population approach, are necessary for analysis of 
the pharmacokinetic data. The choice of the pharmacokinetic sampling design has an important impact 
on the precision of population parameter estimates. Approaches for design evaluation and optimization 
based on the evaluation of the Fisher information matrix (MF) have been proposed and are now 
implemented in several software packages, such as PFIM in R.  
Objectives: The objectives of this work were to (i) develop a joint population pharmacokinetic model 
to describe the pharmacokinetic characteristics of a drug S and its active metabolite in children after 
intravenous drug administration from simulated plasma concentration–time data produced using 
physiologically based pharmacokinetic (PBPK) predictions; (ii) optimize the pharmacokinetic 
sampling times for an upcoming clinical study using a multi-response design approach, considering 
clinical constraints; and iii) evaluate the resulting design taking data below the lower limit of 
quantification (BLQ) into account.  
Methods: Plasma concentration–time profiles were simulated in children using a PBPK model 
previously developed with the software SIMCYP
®
 for the parent drug and its active metabolite. Data 
were analysed using non-linear mixed–effect models with the software NONMEM®, using a joint 
model for the parent drug and its metabolite. The population pharmacokinetic design, for the future 
study in 82 children from 2 to 18 years old, each receiving a single dose of the drug, was then 
optimized using PFIM, assuming identical times for parent and metabolite concentration 
measurements and considering clinical constraints. Design evaluation was based on the relative 
standard errors (RSEs) of the parameters of interest. In the final evaluation of the proposed design, an 
approach was used to assess the possible effect of BLQ concentrations on the design efficiency. This 
approach consists of rescaling the MF, using, at each sampling time, the probability of observing a 
concentration BLQ computed from Monte-Carlo simulations. 
Results: A joint pharmacokinetic model with three compartments for the parent drug and one for its 
active metabolite, with random effects on four parameters, was used to fit the simulated PBPK 
concentration–time data. A combined error model best described the residual variability. Parameters 
and dose were expressed per kilogram of bodyweight. Reaching a compromise between PFIM results 
and clinical constraints, the optimal design was composed of four samples at 0.1, 1.8, 5 and 10 h after 
drug injection. This design predicted RSE lower than 30 % for the four parameters of interest. For this 
design, rescaling MF for BLQ data had very little influence on predicted RSE. 
Conclusion: PFIM was a useful tool to find an optimal sampling design in children, considering 
clinical constraints. Even if it was not forecasted initially by the investigators, this approach showed 
that it was really necessary to include a late sampling time for all children. Moreover, we described an 
approach to evaluate designs assuming expected proportions of BLQ data are omitted. 
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1 Introduction 
New legislation governing the development and authorization of medicines for use in children 
was introduced in the European Union (EU) in January 2007.
[1]
 This piece of legislation introduced 
sweeping changes into the regulatory environment for paediatric medicines, designed to better protect 
the health of children in the EU. Thus, a Paediatric Committee was set up within the European 
Medicines Agency (EMA) to provide objective scientific opinions on any development plan for the 
use of medicines in children, and the Paediatric Investigation Plan (PIP)
[2]
 was introduced to the legal 
framework concerning medicinal products for human use. This PIP aims at ensuring that the 
development of medicinal products that are potentially to be used for the paediatric population 
becomes an integral part of the development of medicinal products, incorporated into the development 
programme for adults. Indeed, this measure was taken because most drugs have not been developed 
and assessed specifically for paediatric use and therefore they are administered to children outside the 
terms of their product licence. According to the EU, 50–90 % of drugs used in children have never 
been actually studied in this population, which can lead to the risks of adverse drug events or to a lack 
of efficacy.
[3]
 
Guidances have been established to guide paediatric drug development; one is specifically 
dedicated to pharmacokinetic studies in children.
[2]
 This guideline provides advice on the use of 
pharmacokinetic studies in paediatric drug development and on methodological issues concerning 
pharmacokinetic studies in paediatric patients. Indeed, pharmacokinetic studies in children are often 
more difficult to perform than those in adults. Firstly, for ethical reasons, pharmacokinetic studies in 
children are conducted in patients who may potentially benefit from the treatment, and not in healthy 
volunteers, as for adults. Secondly, the blood volume that can be taken in children is much more 
limited than in adult healthy volunteers. As, most of the time, only sparse data can be obtained in 
children, population pharmacokinetic analysis using non-linear mixed–effect models is an appropriate 
methodology for analysing pharmacokinetic information in paediatric trials both from a practical and 
ethical point of view.
[4,5,6]
 
The design of pharmacokinetic studies is really of importance when the number of samples 
and subjects is limited, as every sample must be informative, especially when clinical constraints are 
strong. Indeed, the design has a large impact on the precision of population parameter estimates.
[7]
 A 
population pharmacokinetic design consists of a set of elementary designs to be carried out in a set of 
individuals. Elementary designs are composed of several sampling times to be drawn for each 
individual. In the EMA guideline related to pharmacokinetic studies in the paediatric population, 
simulations or theoretical optimal design approaches, based on prior knowledge, are presented as tools 
to be considered for the selection of sampling times, number of subjects and number of samples per 
subject. To avoid simulations, which are time consuming, designs can be evaluated using the Fisher 
information matrix (MF) and the optimization of its determinant.
[8] 
The calculation of the MF for the 
non-linear mixed–effects model was first developed by Mentré et al.[7] and Retout et al.[9] for uni-
response non-linear mixed–effects modelling and then extended to multi-response population 
pharmacokinetic/pharmacodynamic models
[8,10]
 using a first-order Taylor expansion of the population 
pharmacokinetic model around the random effect.
[7,11,12]
 The calculation of the MF for non-linear 
mixed–effects modelling used in population pharmacokinetics is performed in software packages, 
including PFIM developed in R, dedicated to design evaluation and optimization.
[13,14]
 PFIM evaluates 
and optimizes population designs in non-linear mixed–effects modelling with single and multiple 
responses
[8]
 and thus returns the expected standard errors, defined as the square roots of the diagonal 
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elements of the inverse of the MF, of the population parameters. To use PFIM, some prior information 
has to be supplied by the user such as the structural model, the statistical model and values of the 
parameters. 
To get a priori information on a drug in children, methods as physiologically based 
pharmacokinetic (PBPK) models can be used. PBPK models, as implemented in the software 
SIMCYP
®[15,16,17,18,19,20] 
( SIMCYP Limited, Sheffield, UK), allow the description of the 
pharmacokinetics of a substance based on a physiological reality.
[21]
 PBPK models are multi-
compartment models where compartments correspond to predefined organs and tissues of the body for 
which the interconnections correspond to flows (such as blood). PBPK modelling allows the 
integration of input parameters from different sources (e.g. in vitro experiments and in vivo studies) to 
predict plasma concentration–time profiles based on both physiological and mechanistic models. It 
also allows the integration of inter-individual variability (IIV) in both physiological and drug-related 
parameters to enable a realistic prediction of parameters and profiles for an entire population. PBPK 
modelling has recently received a renewed interest in pharmaceutical research and development.
[22]
 
PBPK models also take the specificities linked to particular organs and to a given population, such as 
children, into account. Indeed, because of their physiological and mechanistic bases, PBPK models 
can take all the changes occurring during childhood,
[16]
such as physiological age-related changes, 
protein binding, maturation of renal function and ontogeny of cytochrome P450 (CYP) and 
transporters, into account. There is more and more evidence on the value of PBPK modelling in 
providing reasonable estimates of pharmacokinetic parameters and drug concentration profiles for 
drugs in children.
[23,24,25] 
The main objective of the present work was to design a first dose-ranging study for a drug in 
paediatric development, in which pharmacokinetics will be assessed in children aged from 2 to 18 
years old. Advanced tools, such as PBPK modelling, population pharmacokinetic modelling and 
multi-response optimal design methods, were used in order to obtain in fine informative 
pharmacokinetic data from this first paediatric pharmacokinetic study, for both drug S and its active 
metabolite, taking into account the clinical constraints imposed by the investigators. This work also 
aimed to show how design evaluation can help to support a sampling time strategy in a dose-ranging 
study in which the assessment of drug efficacy can be influenced by the blood sampling schedule and 
when the hospitalization duration is very limited. To the authors’ knowledge, few applications of 
designing clinical trials in children are presently published. 
[5,26,27,28]
 
Using a PBPK model, previously developed and validated using clinical data observed in 
adults, concentration–time profiles of both the parent drug and its active metabolite were predicted in 
children after intravenous administration of the parent drug using the adults-to-children extrapolation 
tool in SIMCYP
®
. This PBPK model in adults had been previously challenged to evaluate its 
capability to predict different scenarios (e.g. drug–drug interactions). For each simulated scenario, 
predictions were compared to observations, and when necessary the model was refined.
[29]
 Eventually, 
the model was judged adequate to perform pharmacokinetic predictions in children.  
As shown by Chenel et al.,
[30] 
simulated SIMCYP
®
 data can be analysed by non-linear mixed–
effects modelling to develop a population pharmacokinetic model and the resulting model can then be 
used to define optimal sampling design. Thus, a joint population pharmacokinetic model of the parent 
drug and its active metabolite was developed using SIMCYP
®
 predictions in children and then this 
model and its parameters were used to design the future dose-ranging study using multi-response 
optimal design as implemented in PFIM.  
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For safety reasons, the future dose-ranging study will start with a low dose (0.1 mg/kg) of the 
parent drug. Therefore, the lower limit of quantification (LLQ), which represents the smallest 
concentration from which it is possible to give a reliable result, should also be taken into account 
during the design optimization. Although it is now possible to take into account data below the lower 
limit of quantification (BLQ) at the estimation stage in non-linear mixed–effects modelling by 
maximum likelihood,
[31,32]
 there is presently no statistically sound method to adequately take account 
of the possible existence of BLQ data at the design stage; usually an observation is merely discarded if 
the value is lower than BLQ. The present work also describes an approach that consists of rescaling 
the MF using the probability of LLQ, computed from Monte-Carlo simulations at each sampling time. 
A comparison, based on the relative standard errors (RSEs) of the parameters of interest, was then 
performed to evaluate the impact of BLQ data on the sampling design efficiency. A similar approach 
was already used to handle dropout in sample size and power calculations.
[33,34]
 
 
2 Methods 
2.1 Physiologically Based Pharmacokinetic (PBPK) Simulations and Model 
Building 
2.1.1 Study Design of the Paediatric Clinical Trial 
The upcoming paediatric clinical trial will include 82 children aged from 2 to 18 years old. 
Four age classes have been defined based on clinical characteristics: [2 to <5], [≥5 to <8], [≥ 8 to <12] 
and [≥ 12 to 18] years old. Due to the low prevalence of the disease in the youngest class, only ten 
patients have been planned in the 2- to 5-year-old class, whereas 24 patients will be included in each 
of the three other classes.  
Each child will receive a single intravenous dose of the compound in this dose-ranging 
paediatric clinical trial, expressed as mg/kg. The starting dose is 0.1 mg/kg. Between 20 and 40 min 
after the dose injection, a clinical examination will be performed and this examination will take about 
30 min. Therefore, the period of 20–90 min (i.e. 0.3–1.5 h) after dose administration will be strictly 
dedicated to the clinical examination (i.e. no pharmacokinetic sampling can occur during this period). 
To limit the risk of operational error and simplify the protocol, the same sampling time design will be 
performed in all four age classes. Finally, 5 h after dose injection, as no safety concern remains at this 
stage, the child will be discharged from the hospital. 
 
2.1.2 PBPK Simulations 
Using SIMCYP
®
 software (version 9.00), a full PBPK model was previously developed in adults for 
the parent drug which was used for the prediction of the distribution (i.e. volume) (the Rodgers and 
Rowland method
[35]
) from the unbound fraction of the drug in plasma (fu), the unbound fraction of the 
drug in tissue (fu,t), the partition coefficient (log P) and the acid dissociation constant (pKa) of the 
molecule. Regarding drug elimination, two CYP3A4 pathways were modelled using maximum  
metabolic rate/Michaelis-Menten constant obtained from experiments on microsomes, one out of the 
two pathways leading to the formation of the active metabolite. To take into account the renal 
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elimination of the compound (about 20 % of the total clearance), a renal clearance component was 
also added. For the active metabolite, a one-compartment model was used to describe the disposition 
of the compound. The values of the distribution volume and of the total elimination clearance, split 
into a renal and a non-renal clearances, were determined from an in vivo study in humans, who 
received the active metabolite intravenously. Using this PBPK model developed in adults and the 
adults-to-children extrapolation tool in SIMCYP
® [36]
 (version 9.00), plasma concentration–time 
profiles were simulated for both the parent drug and its active metabolite after a 0.1 mg/kg intravenous 
dose (as an infusion of 30 s) in 400 subjects aged from 0 (i.e. birth) to 25 years old with the same 
proportion of girls and boys.  
The resulting dataset contained 22 observations per subject with sampling times of 0.1, 0.2, 
0.4, 0.6, 0.8, 1, 1.3, 1.6, 1.8, 2, 2.5, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16 and 24 h after dose injection. Fig. 1 
shows the simulated concentration–time profiles for both the parent drug and its active metabolite in 
the 400 subjects. Thus, the dataset for the population pharmacokinetic modelling consisted of 17,600 
simulated concentration–time data points.  
 
2.1.3 Population Pharmacokinetic Modelling: Model Building and Parameter 
Estimation 
A non-linear mixed–effect model was built to jointly fit parent- and metabolite-simulated 
concentration–time data in children. Note that the population pharmacokinetic modelling was 
performed with simulated data, i.e. observations were simulated concentration–time data coming from 
SIMCYP
®
. This population pharmacokinetic analysis was performed using NONMEM
®
 version 7.2 
software 
[37]
 and the population pharmacokinetic model parameters were estimated by maximum 
likelihood with the First Order Conditional Estimation with Interaction (FOCEI) method.
[38] 
As the 
dose will be given per kilogram in the paediatric clinical trial to come, all parameters are expressed per 
kilogram. In order to determine the structural model, different numbers of compartments were tested 
for the parent drug (i.e. one, two and three compartments) and for the metabolite (i.e. one and two 
compartments). The distribution and elimination processes were parameterized in terms of clearances 
and volumes of distribution. The differences between individuals on a pharmacokinetic parameter 
were regarded as random quantities and were modelled in terms of random effects (). Each random 
effect was assumed to have a mean equals to zero and a variance (2). This variance describes the IIV 
of the considered pharmacokinetic parameter.  
The differences between the observed concentrations and the predicted concentrations were 
regarded as random quantities and were modelled in terms of residual errors (). Each error was 
assumed to have a mean equal to zero and a variance (2). Additive and/or multiplicative error models 
were tested for the parent and for the metabolite. 
Model selection was based on the comparison of the objective function given by NONMEM
®
. 
Objective function is defined as minus twice the log-likelihood (up to an additive constant). For nested 
models, a likelihood ratio test was performed with a p value of 0.05; i.e. the difference on objective 
function was compared to the limit of a chi-square distribution, with a number of degrees of freedom 
equal to the number of additional parameters in the full model. For non-nested models, model 
comparison was based on the Bayesian Information Criterion (BIC)
[39]
 ; the model with the lowest BIC 
was chosen. Model selection was also based on goodness-of-fit (GOF) plots (i.e. SIMCYP
®
 data, 
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called dependent variable [DV], vs. individual predictions [IPRED] and normalized prediction 
distribution error [NPDE]
[40]
 vs. time) and precision of the parameter estimates (RSE expressed as 
percentage). For the NPDE versus time plot, 500 replications of the original datasets composed of 400 
subjects were simulated using the final model parameter estimates of the joint parent–metabolite 
population pharmacokinetic model.  
 
2.2 Optimization of the Sampling Times in the Paediatric Study 
2.2.1 Clinical Constraints 
Following the constraints requested by the clinical investigators, the pharmacokinetic protocol 
was simplified and therefore the optimization was performed considering only one elementary design, 
i.e. one group of 82 children. The number of blood samples must be as limited as possible, ideally four 
samples per subject, and the duration of the hospital visit must be as short as possible, preferably up to 
5 h after dose administration. As the clinical examination will take place between 20 and 90 min (i.e. 
between 0.3 and 1.5 h) after dose administration, no pharmacokinetic samples can be collected over 
this period. Moreover, clinicians were not in favour of having pharmacokinetic samples before the 
clinical investigation, i.e. from the time of drug administration up to 20 min post-dose. 
Identical sampling times were considered, for practical and ethical reasons, for parent and 
metabolite concentration measurements. As the pharmacokinetics of the parent drug and its active 
metabolite are expected to be linear, the evaluation of the protocol was performed with the lowest dose 
to be tested in the clinical protocol, i.e. 0.1 mg/kg. 
 
2.2.2 Optimization and D-Optimality Criterion 
The optimization was performed with PFIM, which uses the D-optimality criterion. A design 
is considered to be D-optimal if it maximizes the determinant of MF, which means it minimizes the 
confidence region associated with the parameter estimates.  
For the optimization, the initial stage of the Federov-Wynn algorithm implemented in PFIM
[41]
 
was used in order to have only one group of elementary designs. Parameters of interest were defined 
as the volume of the central compartment of the parent drug, parent drug elimination clearance, and 
metabolite formation and elimination clearances. For a design to be deemed satisfactory, the predicted 
RSE of these four fixed effects (i.e. parameters of interest) had to be lower than 30 %.   
The optimization was performed using the population joint parent–metabolite pharmacokinetic 
model developed using PBPK predictions in children (see Sect. 2.1.2) and its parameter estimates. As 
omitting the covariance at the design stage does not influence the design efficiency (i.e. ratio of 
determinant (MF)
1/P
 of the compared designs, P being the total number of parameters),
[42,43] 
the design 
optimization was performed ignoring covariance between random effects, if any. The potential 
sampling times allowed were 0.1, 0.2, 0.4, 0.6, 0.8, 1, 1.3, 1.6, 1.8, 2, 2.5, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16 
and 24 h after dose injection. 
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2.2.3 Scenarios Investigated 
To find the best compromise between the fulfilment of the clinical constraints and a 
satisfactory level of accuracy for parameter estimation, different scenarios were investigated.  
The first scenarios tested were designs with four, five and six sampling times over 24 h after 
dose injection, among the allowed times, without any constraints. All other investigated designs did 
not permit any sampling time between 0.3 and 1.5 h after dose, as required by the clinical constraints. 
Other tested designs consisted of four sampling times with the last sampling time being after 5 h after 
dose injection, increasing this last time (i.e. 5, 6, 8, 10 and 24 h after dose) and, finally, the last 
investigated designs consisted of three, four and five sampling times over 5 h after dose injection with 
one additional sampling time at 10 h after dose injection. Investigated scenarios are summarized in 
Table 1. 
 
2.3 Approach for Considering Lower Limit of Quantification in Design 
For both the parent compound and its active metabolite, the LLQ of concentration is 0.25 
ng/mL. 
In Sect. 2.2, LLQ was not considered during design optimization as the simulated observations 
have no LLQ. Ideally, the prediction of BLQ data should be taken into account in the optimization of 
sampling times since collecting BLQ data leads to a loss of information at the estimation stage. 
Therefore, the following approach, i.e. rescaling of MF using the probability of BLQ at each sampling 
time, was implemented. This approach was proposed for one design (Ξ) composed of one elementary 
design (ξ) with n sampling times, applied to the 82 children.  
Firstly, 1,000 Monte-Carlo simulations of concentrations at the sampling times of design ξ 
were performed in R using the population pharmacokinetic model and then the proportion of BLQ 
data for parent or for metabolite concentrations at each of the n sampling times was computed from 
the 1,000 simulations. Sampling times that presented a proportion of BLQ data larger than 10 % for 
parent or metabolite were further studied. We evaluated the proportion of children having BLQ 
concentrations at all of these sampling times, at several of these sampling times, or at only one of 
them. Each case corresponds to a combination.  
Secondly, to rescale MF the following procedure is used, creating several elementary designs 
out of design Ξ. For each combination, an elementary design missing the corresponding sampling 
times was constructed. Each of these elementary designs was affected by the number of children 
obtained as a rounded number of the simulated proportions for 82 children, who did not have BLQ 
concentrations. Elementary designs having a number of children lower than 0.5 were not considered. 
The initial elementary design ξ was then added to the population design with a number of children so 
that the total will be 82. The final population design was composed of all of these elementary designs.  
The initial design with all children having all pharmacokinetic sampling times was then 
compared to the design taking into account the BLQ data. The comparison was based on the RSE of 
parameters.  
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Simulations were performed for a dose of 0.1 mg/kg, which is the lowest dose planned in the 
future dose-ranging study, and therefore represented the worst-case scenario in terms of probability of 
having BLQ data.  
 
3 Results 
3.1 Joint Parent–Metabolite Population Pharmacokinetic Model 
The structural pharmacokinetic model developed to jointly fit predicted parent and metabolite 
concentration–time profiles in subjects was a three-compartment model for the parent and one-
compartment model for the metabolite, represented in Fig. 2. In this model, CLP represents the 
elimination clearance of the parent drug, CLPM represents the formation clearance of the metabolite 
from the parent drug and CLM corresponds to the elimination clearance of the metabolite. V1 and V4 
represented the volume of the central compartment for the parent and the metabolite, respectively, and 
V2 and V3 represented the volumes of the two peripheral compartments of the parent drug. For model 
identifiability, the volume of the metabolite compound was fixed to the sum of the three volumes of 
the parent, i.e. V4 = V1 + V2 + V3. CLP, CLPM, CLM and V1 were considered to be the four parameters 
of interest for design optimization. Significant IIV was found on the clearances CLP, CLPM and CLM, 
and on the volume of the central compartment of the parent V1. Moreover, these random effects were 
significantly correlated and a full covariance matrix was estimated for those four parameters. The 
residual error model was a combined error model for both the parent and the metabolite. The additive 
errors for the parent drug and its active metabolite were given by σinterP and σinterM, respectively, and 
σslopeP and σslopeM denoted the proportional parts of the residual error models for the parent drug and its 
active metabolite, respectively.  
Table 2 displays the parameter estimates with their respective RSE. The RSE values of fixed 
effect parameters were all lower than 30 % and RSE of variance parameters (ω2) were all lower than 
50 %. Covariance parameters, except those with very small values, were well estimated. Overall, 
model parameters were judged to be well estimated. 
Fig. 3 displays SIMCYP
®
 data (called DV) versus IPRED and NPDE versus time for the 
parent drug and its active metabolite. The DV versus IPRED plot for the parent drug displayed a bias 
for high concentrations, while the corresponding plot for the metabolite was satisfactory. For the 
NPDE versus time plot of the parent drug, a bias was again observed at early times, which correspond 
to high concentrations, and the same trend was observed in the NPDE versus time plot of the 
metabolite. Overall, GOF plots were not perfect but they were deemed acceptable for the purposes of 
further designing the clinical study. 
 
3.2 Optimal Sampling Time Design of the Paediatric Clinical 
Pharmacokinetic Study 
The sampling time design optimization was performed using the joint parent–metabolite 
pharmacokinetic model presented in Sect. 3.1. PFIM allows the utilization of some inbuilt common 
pharmacokinetic models up to three compartments
[44]
 or user-written models. As the joint parent–
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metabolite model was not included in the PFIM library, the simultaneous differential equations were 
solved to obtain the analytical solution of the model, which was then implemented in PFIM.  
Scenarios presented in Sect. 2.2.3 were investigated and compared. However, the possible 
existence of BLQ data was not considered. 
Table 3 displays the results of the optimization of Ξ4pts_24h, Ξ5pts_24h and Ξ6pts_24h; three designs 
allowing four, five or six sampling times, respectively, to be chosen, without any constraint, from the 
22 possible times between 0.1 and 24 h after dose injection. As expected, optimal designs always 
included several sampling times after 5 h with, in all cases, one sampling time at 24 h after dose, 
whatever the total number of sampling times (i.e. four, five or six). For these three designs, the RSE of 
the parameters of interest were very close and always lower than 30 %. However, the RSE of some 
other fixed–effect parameters, such as inter-compartmental clearance (Q2) and V2, were not 
satisfactory, particularly when the number of allowed sampling times is very limited. Regarding the 
variance parameters or the error model parameters, the RSE were close for the three designs and lower 
than 30 %.  
Table 4 shows the comparison of the RSE between the designs Ξ4pts_5h, Ξ3pts_5h_1pt_6h, 
Ξ3pts_5h_1pt_8h, Ξ3pts_5h_1pt_10h and Ξ3pts_5h_1pt_24h. These five designs investigated the effect on RSE of 
having one sampling time after 5 h post-dose (at 6, 8, 10 and 24 h). Each of these five designs had a 
total of four sampling times and did not allow any sampling between 20 and 90 min post-dose to 
respect the clinical examination period. RSE values were very high for the two designs, with latest 
sampling times at 5 or 6 h after dose injection. Having three sampling times up to 5 h and one 
additional time at 8 h post-dose improved the parameter estimate precision but RSE values were still 
greater than 30 % for CLPM and CLM. Therefore, it was necessary to have a sampling time at least at 
10 h after dose injection to obtain acceptable RSE for the four parameters of interest. There was little 
advantage of the Ξ3pts_5h_1pt_24h design over Ξ3pts_5h_1pt_10h; for both, RSE values were much lower than 
30 % for the four parameters of interest. Therefore, the chosen design was Ξ3pts_5h_1pt_10h with sampling 
times at 0.1, 1.8, 5 and 10 h after dose injection.  
The influence of increasing the number of sampling times before 5 h was also investigated. 
Table 5 shows the results obtained for designs with three, four and five sampling times up to 5 h and 
always one additional time at 10 h after dose injection. Increasing the number of sampling times 
before 5 h had only a very low impact on the RSE of the four parameters of interest. Fig. 4 displays 
the gain or the loss of efficiency of each design compared to the chosen design Ξ3pts_5h_1pt_10h. 
 
3.3 Handling Limit of Quantification in Design Evaluation 
To assess the impact of BLQ data, two designs were chosen: the one proposed to the 
investigators (Ξ3pts_5h_1pt_10h) and the one with a later sampling time at 24 h (Ξ3pts_5h_1pt_24h).Table 6 
illustrates the proportion of children, with BLQ concentrations for the parent drug and its active 
metabolite, at each sampling time of these two designs. For design Ξ3pts_5h_1pt_10h, the proportion of 
children with BLQ concentrations was negligible at all times for the parent drug, whereas 34 % and 33 
% of the children had metabolite BLQ concentrations at 0.1 and 10 h after dose injection, respectively; 
the proportions of children with metabolite BLQ concentrations at 1.8 and 5 h after dose injection 
were negligible. Percentages of children having parent and metabolite BLQ concentrations at 24 h 
after dose injection were very high: 75 and 92 %, respectively. Regarding the design Ξ3pts_5h_1pt_10h, the 
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simulation results showed that 19 % of children presented concentrations BLQ at both 0.1 and 10 h, 15 
% at 0.1 h only and 14 % at 10 h only. Therefore, to evaluate MF by rescaling, a design with four 
measurable parent concentrations (i.e. at 0.1, 1.8, 5 and 10 h after dose) in all children, and with 16 
children (i.e. 19 % of 82) with measurable metabolite concentrations at only 1.8 and 5 h, 12 children 
(i.e. 15 % of 82) with measurable metabolite concentrations at only 1.8, 5 and 10 h, 11 children (i.e. 14 
% of 82) with measurable metabolite concentrations at only 0.1, 1.8 and 5 h, and the remaining 43 
children with measurable metabolite concentrations at all sampling times, was evaluated. A similar 
approach was performed for the Ξ3pts_5h_1pt_24h design. As the proportion of BLQ concentrations was 
considered non-negligible for the parent compound at 24 h and for the metabolite at 0.1 and 24 h, the 
design evaluation was performed considering eight different elementary designs. Since the mean 
predicted concentration was BLQ at 24 h, only a few children have a useful sample at 24 h. To 
evaluate MF by rescaling, a design with 41 children (i.e. 50 % of 82) with measurable concentrations at 
0.1, 1.8 and 5 h for both parent and metabolite, 17 children (i.e. 21 % of 82) with measurable 
concentrations at 0.1, 1.8 and 5 h for the parent and 1.8 and 5 h for the metabolite, ten children (i.e. 12 
% of 82) with four measurable parent concentrations and with measurable metabolite concentrations at 
only 1.8 and 5 h, seven children (i.e. 9 % of 82) with measurable concentrations at all time points, 
except at 24 h for the metabolite, three children (i.e. 4 % of 82) with all measurable concentrations, 
except at 24 h for the parent, one child (i.e. 1 % of 82) with measurable concentrations at all time 
points, except at 0.1 h for the metabolite, and the remaining three children with measurable both 
parent and metabolite concentrations at all sampling times, was evaluated. The combination with BLQ 
concentrations at 24 h for the parent and 0.1 h for the metabolite was negligible. Fig. 5 illustrates the 
comparison, in terms of precision of parameter estimation, between the case where the proportions of 
children with BLQ concentrations are taken into account and the case where this information is not 
considered, for both the Ξ3pts_5h_1pt_10h and Ξ3pts_5h_1pt_24h designs. As expected, the RSE values of the 
design taking the proportion of BLQ data into account were slightly higher than those of the design 
that considered all concentrations as measurable (i.e. informative). However, in this example, the 
impact of BLQ data was not important and overall RSE values were still satisfactory when BLQ data 
were considered.  
 
4 Discussion 
The objective of this work was to optimize the pharmacokinetic sampling time design in a first 
dose-ranging study in children for a drug in paediatric development. The first step was to simulate 
plasma concentration–time profiles using PBPK predictions to obtain data in children. The adult-to-
children extrapolation tool in SIMCYP
®
 was used in its default setting, and therefore predicted 
pharmacokinetic profiles were obtained in a population of 0- to 25-year-old subjects. The next step 
was to build a joint parent–metabolite pharmacokinetic model to fit the PBPK predicted 
concentration–time profiles after intravenous drug administration in children. The structural 
pharmacokinetic model developed for the parent drug and its metabolite was a four-compartment 
model (i.e. three compartments for the parent drug and one compartment for the metabolite) with a 
combined residual error model. Moreover, IIV was estimated on four parameters, i.e. the parent drug 
elimination clearance, the metabolite formation and elimination clearances, and the central 
compartment volume of the parent drug. The corresponding random effects were correlated. As the 
doses will be given in milligrams per kilogram in the upcoming paediatric clinical trial, the dose and 
the model parameters were expressed per kilogram. The population parameters of the model were well 
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estimated (with small RSE), except for some covariance parameters when they were very small. As a 
waiver has been obtained for the group of children aged between 0 and 2 years old, population 
pharmacokinetic parameters obtained in using the whole dataset (0- to 25-year-old subjects) or a 
reduced dataset, i.e. only subjects between 2 and 18 years old, were compared at the end of the present 
work when the final decision for the waiver was obtained. No difference was noticed between the two 
sets of parameter estimates that could have changed the results of the present work. 
The sampling time design was then optimized from the joint parent–metabolite 
pharmacokinetic model. As omitting the covariance at the design stage does not affect the design 
efficiency,
[42,43]
 the design optimization was performed ignoring covariance between random effects. 
Even though PFIM allows the optimization of different sampling times for two responses, the multi-
response optimization was carried out assuming the same sampling times for the parent drug and its 
active metabolite in order to limit the total number of sampling times. Design optimization was 
performed in 82 children considering the constraints of the clinical trial such as the number of groups 
with different elementary designs (i.e. only one group here), the restrictions on some sampling times 
and the duration of stay at the hospital. Different designs were tested with various numbers of 
sampling times, with or without a late time (i.e. after 5 h). Comparison of designs was based on the 
RSE of four parameters judged to be the parameters of interest. Distant stochastic (DS)-optimality 
could have been used but it is not yet implemented in PFIM. In addition, DS-optimality does not take 
estimation of all parameters into account and can lead to design with poor identifiability.
[45] 
Evaluation 
of protocol should theoretically be based on both precision and accuracy of the estimated parameters. 
This refers to X-optimality.
[46]
 However, in non-linear mixed–effect modelling it is assumed that 
estimation methods are unbiased although this is true only asymptotically. All currently available 
software tools for evaluation/optimization of designs in non-linear mixed–effects models are based on 
the MF and on the reduction of estimation variance.
[47]
 This is a current limitation of this approach. 
Taking the practical constraints requested by clinicians into account, the best compromise 
resulted in a design with three samples before 5 h post-dose, no sampling between 20 and 90 min and 
one sampling time at 10 h. These optimized sampling times were 0.1, 1.8, 5 and 10 h after drug 
administration in all children. The necessity of a late sampling time such as 10 h post-dose was 
obvious when looking at the RSE values (Table 4). The results predicted by this approach were very 
helpful in convincing the clinicians to pursue the investigation later than 5 h. Therefore, it was decided 
to propose the fourth time at 10 h for all children and, if the parents refuse to spend more time at the 
hospital, the fourth sample will be collected 5 h post-dose, just before the child is discharged. This 
optimized design was implemented in the clinical protocol and it was proposed to re-evaluate it after 
inclusion of the first 20 children participating. This design is anticipated to analyse pharmacokinetic 
data in children in estimating only the parameters of interest, or to reduce the population 
pharmacokinetic model (i.e. simplification with compartment lumping
[48]
). 
In the present work, simulated data were used to build the joint parent–metabolite population 
pharmacokinetic model and, therefore, there was no need to handle BLQ data as it is predicted via a 
model (in the present case, concentrations below 0.25 ng/mL). However, when observed data in 
children are available, BLQ data will be flagged as usual and it will be necessary to handle these data. 
As, the probability of having BLQ observations was not taken into account during the optimization in 
PFIM, designs were also evaluated when BLQ data are omitted. To assume that the BLQ data are 
omitted constitutes a lower bound for MF because, in fact, it is a piece of information that is now taken 
into account in estimation. In the present work, no major differences were observed with and without 
considering LLQ for both the Ξ3pts_5h_1pt_10h and Ξ3pts_5h_1pt_24h designs. However, there are cases for 
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which larger differences are anticipated. It is interesting to notice that RSE corresponding to the 
Ξ3pts_5h_1pt_24h design, which takes BLQ into account, are lower than the RSE corresponding to the 
Ξ3pts_5h_1pt_10h design, although there are a large number of BLQ data at 24 h, particularly for the 
metabolite (Fig. 5). This can be partly explained by the fact that the metabolite elimination is 
formation rate limited. Of note, the mean predicted concentration at 24 h is BLQ for both parent and 
metabolite, and the ‘standard’ approach of ignoring these points would be misleading in this case. 
Expression of the MF for non-linear mixed–effects modelling with observed and left-censored data is 
not yet available and future developments are needed.  
Of note, a comparison of the proportion of children having BLQ concentrations for the parent 
drug and its active metabolite (i.e. predicted concentration below 0.25 ng/mL) at the sampling times 
proposed in the study to come has been made between the predictions obtained by the adult-to-
children extrapolation tool in SIMCYP
®
 and the proportions obtained in R using the population 
pharmacokinetic model developed in NONMEM
®
. As expected, similar proportions have been 
obtained; this gives some reassurance in the joint population pharmacokinetic model developed.  
A limitation of optimal design for non-linear mixed–effects modelling is that the results 
depend upon the parameters of the population pharmacokinetic model. Therefore, an a priori value of 
the population characteristics should be given. Here, study data were simulated plasma concentration 
versus time profiles coming from the SIMCYP
®
 software rather than real data. This can be considered 
as a limitation of this example because the simulated data were fitted and the parameter estimates were 
considered to be the true parameters of the pharmacokinetic model in children. Moreover, the 
structural model, the error model and the random-effects model were assumed to be known. No 
sensitivity analysis with respect to model misspecification and/or misspecification of parameter values 
was performed in the present work. However, it was proposed that the optimized design be re-
evaluated after inclusion of the first 20 children. This is not a formal adaptive design
[49]
 and future 
statistical developments are needed. 
As no pharmacokinetic data were available in children at the time of the protocol writing, it 
was considered preferable to have predicted PBPK data rather than to consider adult parameters and to 
divide them by kilograms, as is usually done. The combination of allometric scaling and a maturation 
function,
[6]
 on the one hand, and PBPK, on the other hand, are not always interchangeable.
[50]
 But 
predictions performed from PBPK models are more accurate than predictions performed from 
allometric scaling,
[20,21,22] 
although this is still an extrapolation to children. 
PBPK simulations obtained with SIMCYP
®
 did not include any random error to mimic 
measurement errors. Although the joint population pharmacokinetic model included two combined 
residual error models, one by compound, to account for the residual errors, as expected, the sizes of 
these residual errors were relatively low (i.e. proportional parts were lower than 20 % and additive 
parts were below half of the LLQ). The size of the residual error has an impact on the accuracy of 
estimation (i.e. as the size of the residual error increases, accuracy of estimation decreases) and can 
also have an impact on the optimal sampling times. In the present work, considering a model with the 
proportional parts equal to 20 % for both compounds and additive parts fixed at half of the LLQ, i.e. 
considering a worse scenario that is not likely to happen in the well-controlled study to come, leads to 
an increase of the RSE of the parameters of interest. Nevertheless, the RSEs are lower than 60 %. 
However, the authors strongly recommend testing the sensitivity to changes in residual errors when 
using such an approach. 
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5 Conclusions 
This work showed an approach to design a first pharmacokinetic study in children for a drug in 
paediatric development, using data generated by PBPK (SIMCYP
®
) and using PFIM to optimize the 
pharmacokinetic sampling times. PFIM was a useful tool for finding an optimal design, particularly as 
the amount of time available to design the study was limited and these results could not have been 
obtained in such a timely manner through simulations. Moreover, PFIM is also particularly useful 
when the design constraints are strong (for instance, when pharmacokinetic sampling can perturb a 
clinical examination or when hospitalization duration is limited) and it allows a justification to be 
provided for each sampling time. Showing the impact of not having a late sampling time on 
pharmacokinetic parameter estimation was useful to convince the clinical investigators to collect a 
sample from each child at 10 h after dose injection; without such a tool, this would not have been 
possible. Thus, the design proposed was the best compromise between a satisfactory level of 
parameter estimation accuracy for subsequent population pharmacokinetic analysis and the study 
feasibility and children wellness. Indeed, although having a late sampling time at 24 h leads to an 
improvement in the parameter estimation, this design was not selected because the improvement in 
parameter estimation accuracy was not judged to be enough in comparison to the difficulty of 
implementing such a late sampling time in the clinical trial and the discomfort of the children.  
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Table 1. Investigated scenarios with the number of individual sampling times over each design 
domain and potential constraints; the sampling times are the same for all children and are among 0.1, 
0.2, 0.4, 0.6, 0.8, 1, 1.3, 1.6, 1.8, 2, 2.5, 3, 4, 5, 6, 7, 8, 9, 10, 12, 16 and 24 h  
Design Number of 
sampling 
times 
Design domain 
(in h)
a
  
Constraint of no sampling time between 0.3 
and 1.5 h 
Ξ4pts_24h 4 [0.1; 24] No 
Ξ5pts_24h 5 [0.1; 24] No 
Ξ6pts_24h 6 [0.1; 24] No 
Ξ4pts_5h 4 [0.1; 5] Yes 
Ξ3pts_5h_1pt_6h 3 [0.1; 5] Yes 
 1 {6}  
Ξ3pts_5h_1pt_8h 3 [0.1; 5] Yes 
 1 {8}  
Ξ3pts_5h_1pt_10h 3 [0.1; 5] Yes 
 1 {10}  
Ξ3pts_5h_1pt_24h 3 [0.1; 5] Yes 
 1 {24}  
Ξ4pts_5h_1pt_10h 4 [0.1; 5] Yes 
 1 {10}  
Ξ5pts_5h_1pt_10h 5 [0.1; 5] Yes 
 1 {10}  
a
 The times in the brackets indicate the sampling time interval for the design, with the additional 
sampling time shown in the braces 
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Table 2. Parameter estimates and corresponding relative standard error of the joint parent and 
metabolite population pharmacokinetic model 
Parameters (units) Parameter estimates (RSE %) 
CLP (L/h/kg) 0.61 (2.6) 
CLPM (L/h/kg) 0.11 (7.9) 
V1 (L/kg) 0.97 (1.4) 
Q2 (L/h/kg) 0.12 (24) 
V2 (L/kg) 0.41 (16) 
Q3 (L/h/kg) 0.69 (3.5) 
V3 (L/kg) 0.87 (6.4) 
CLM (L/h/kg) 0.91 (3.0) 
 
P
2
CL  0.25 (6.1) 
PM
2
CL  1.4 (8.1) 
1
2
V  0.070 (10) 
 
M
2
CL  0.27 (6.8) 
P 1
CL V,  0.045 (14) 
P PM
CL CL,  0.036 (85) 
1 PM
V CL,  0.024 (59) 
P M
CL CL,  0.091 (15) 
1 M
V CL,  0.083 (9.2) 
PM M
CL CL,  –0.045 (63) 
in t erP ( g / L )   0.072 (18) 
slopeP  0.16 (4.8) 
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int erM ( g / L )   0.011 (26) 
slopeM  0.053 (6.8) 
σinterP and σinterM additive error for the parent drug and its active metabolite, respectively, σslopeP and 
σslopeM proportional parts of the residual error models for the parent drug and its active metabolite, 
respectively, 2 variance, CLM elimination clearance of the metabolite, CLP elimination clearance of 
the parent drug, CLPM formation clearance of the metabolite from the parent drug, Q2 and Q3 are the 
inter-compartmental clearances from compartment 1 to compartment 2 and from compartment 1 to 
compartment 3, respectively, RSE relative standard error, Vi volume of the i
th
 compartment 
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Table 3. Results of optimization by PFIM for three designs: four, five and six sampling times over 24 
h after dose injection without any constraints 
Parameters Ξ4pts_24h Ξ5pts_24h Ξ6pts_24h 
Optimal sampling times (h) 0.2, 2, 8, 24 0.1, 1.6, 5, 12, 24 0.1, 0.8, 2.5, 7, 16, 24 
(Determinant)
1/16
 1640 2230 2567 
Predicted RSE (%)    
   CLP 5.6 5.6 5.6 
   CLPM 13 13 13 
   V1 3.7 3.4 3.4 
   Q2 213
a
 74
a
 57
a
 
   V2 139
a
 50
a
 36
a
 
   Q3 30 9.3 8.7 
   V3 62
a
 23 18 
   CLM 6.4 6.3 6.1 
   
P
2
CL  16 16 16 
   
PM
2
CL  16 16 16 
   
1
2
V  21 20 20 
   
M
2
CL  17 17 17 
   in t erP  (μg/L) 11 10 9.6 
   slopeP  7.0 5.7 5.0 
   in t e rM  (μg/L) 9.9 9.4 8.8 
   slopeM  14 8.7 7.4 
σinterP and σinterM additive error for the parent drug and its active metabolite, respectively, σslopeP and 
σslopeM proportional parts of the residual error models for the parent drug and its active metabolite, 
respectively, 2 variance, CLM elimination clearance of the metabolite, CLP elimination clearance of 
the parent drug, CLPM formation clearance of the metabolite from the parent drug, Q2 and Q3 are the 
inter-compartmental clearances from compartment 1 to compartment 2 and from compartment 1 to 
compartment 3, respectively, RSE relative standard error, Vi volume of the i
th
 compartment 
a
 RSE not satisfactory 
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Table 4. Results of optimization by PFIM for five designs: four sampling times increasing the last 
time (i.e. 5, 6, 8, 10 and 24 h after dose) and with no pharmacokinetic samples between 20 and 90 min 
Parameters Ξ4pt_5h Ξ3pts_5h_1pt_6h Ξ3pts_5h_1pt_8h Ξ3pts_5h_1pt_10h Ξ3pts_5h_1pt_24h 
Optimal sampling times (h) 0.1, 1.6, 3, 5 0.1, 1.6, 4, 6 0.1, 1.6, 4, 8 0.1, 1.8, 5, 10 0.1, 1.8, 5, 24 
(Determinant)
1/16
 322 420 603 774 1,583 
Predicted RSE (%)      
   CLP 343
a
 109
a
 23 8.6 5.8 
   V1 3.5 3.4 3.4 3.4 3.4 
   CLPM 710
a
 234
a
 53
a
 20 13 
   CLM 709
a 
234
a 
51
a
 16 6.6 
CLM elimination clearance of the metabolite, CLP elimination clearance of the parent drug, CLPM 
formation clearance of the metabolite from the parent drug, RSE relative standard error, V1 volume of 
the central compartment for the parent drug 
a 
RSE greater than 30 % 
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Table 5. Results of optimization by PFIM for three designs: three, four and five sampling times until 5 
h and one additional time 10 h after dose, with no pharmacokinetic samples between 20 and 90 min 
Parameters Ξ3pts_5h_1pt_10h Ξ4pts_5h_1pt_10h Ξ5pts_5h_1pt_10h 
Optimal sampling times 
(h) 
0.1, 1.8, 5, 10 0.1, 1.6, 1.8, 5, 10 0.1, 1.6, 1.8, 4, 5, 10 
(Determinant)
1/16
 774 951 1,065 
Predicted RSE (%)    
   CLP 8.6 8.3 8.0 
   V1 3.4 3.4 3.4 
   CLPM 20 19 19 
   CLM 16 15 14 
CLM elimination clearance of the metabolite, CLP elimination clearance of the parent drug, CLPM 
formation clearance of the metabolite from the parent drug, RSE relative standard error, V1 volume of 
the central compartment for the parent drug 
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Table 6. Proportion (%) of children with concentrations below the lower limit of quantification for the 
parent drug and for the metabolite, obtained by simulation using the population joint parent–
metabolite pharmacokinetic model in R, at the sampling times of the designs Ξ3pts_5h_1pt_10h  or 
Ξ3pts_5h_1pt_24h (i.e. 0.1, 1.8, 5 and 10 or 24 h after dose administration) 
Compound  0.1 h 1.8 h 5 h 10 h 24 h 
Parent 0.00 0.00 0.60 8.4 75 
Metabolite 34 3.3 9.7 33 92 
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Figure captions 
 
Fig. 1. Simulated concentration–time profiles for the parent drug (a, b) and for its active metabolite (c, 
d) in Cartesian scale (a, c) and in semi-log scale (b, d) in children using SIMCYP
®
. The solid lines 
correspond to the median of the observations and the dots represent individual data 
Fig.2. Structural pharmacokinetic model of the joint parent and metabolite population 
pharmacokinetic model with four compartments. CLM elimination clearance of the metabolite, CLP 
elimination clearance of the parent drug, CLPM formation clearance of the metabolite from the parent 
drug, Q2 and Q3 are the inter-compartmental clearances from compartment 1 to compartment 2 and 
from compartment 1 to compartment 3, respectively, Vi volume of the i
th
 compartment 
Fig. 3. Goodness-of-fit plots for the joint parent and metabolite pharmacokinetic model. SIMCYP
®
 
data (called dependent variable) vs. individual predictions (a, c) and normalized prediction distribution 
error vs. time (b, d) for the parent drug (a, b) and its active metabolite (c, d). DV dependent variable, 
IPRED individual prediction, NPDE normalized prediction distribution error 
Fig. 4. Efficiency (defined as ratio of (determinant)
1/P
 of the tested design to the chosen design 
Ξ3pts_5h_1pt_10h). The horizontal line is the unit line to see the gain or the loss of efficiency of each design 
compared to the optimal design Ξ3pts_5h_1pt_10h    
Fig. 5. Relative standard error (%) showing the comparison between evaluation of the Ξ3pts_5h_1pt_10h 
and Ξ3pts _5h_1pt_24h designs taking into account, or not, predicted proportions of concentrations below 
the lower limit of quantification. CLM elimination clearance of the metabolite, CLP elimination 
clearance of the parent drug, CLPM formation clearance of the metabolite from the parent drug, BLQ 
below the limit of quantification, RSE relative standard error, V1 volume of the central compartment 
for the parent drug  
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