Elliptic functions are largely studied and standardized mathematical objects. The two usual approaches are due to Jacobi and Weierstrass.
Introduction
Since Abel, Jacobi and Weiertsrass, the bases of the theory of the elliptic functions have been well established. Abel proceeds by a length inversion of arc of ellipse (which justifies the denomination of these functions), Jacobi introduces theta functions to define the elliptic functions, finally Weierstrass defines those using series which deliver in an immediate way the double periodicity of those functions.
Following Weierstrass, the modern presentation of the elliptic functions rest on two pillars : the meromorphic character and the double periodicity. This last property naturally involves well-known representations of the trigonometrical type for Jacobi's elliptic functions -Cf. [Halp] , [Whit] et [Armi] -but not for Weierstrass's elliptic functions.
We propose in this article a unified framework to obtain, by the same formalism, the elliptic functions of Weierstrass and Jacobi. According to the ideas developed in [Feau] , a calculation of contour integral will give a direct access to the Fourier series representations of these elliptic functions. We will also deduce integral representations as well as factorizations of these renormalized elliptic functions.
I -Study of a typical case
In order to justify the whole of the study, let us start with a typical case. As we will establish it with part III, the function H(s) = s sin(s)sin(is) decrease rather quickly ad infinitum when its poles are avoided. Precisely, for sequences of contours γ n , which end up including C, one will establish
n→+∞ γn s sin(s)sin(is) e 2isz ds = 0. (−1) n n ch(2nπz) sh(nπ) .
The 1-periodic and i-periodic character of the two members of this equality makes possible a holomorphic prolongation of the function℘
(−1) n n cos(2nπz) sh(nπ)
on |Re(z)| < 1 2 , |Im(z)| < 1 2 then on C − ( 1+i 2 + Z + iZ) and by double periodicity : ∀(n, m) ∈ Z 2 , ℘(z + n + im) =℘(z).
By integrating 3 times℘, the singularity into 1+i 2 becomes artificial : the order of poles are inferior or equal to 3. It is thus about an elliptic function (Cf. II for a recall of the definition and the elementary properties of these functions).
Using periodicity, one deduces the existence of a single pole on the elementary domain [0, 1]+i [0, 1] . The parity of℘ makes it possible to conclude to double poles located at Λ = 1+i 2 + Z + iZ. It is Weierstrass type elliptic function. The parity and nullity at 0 of℘ then make it possible to assert the existence of α ∈ C (it will be shown that α = 1) such as
A first natural result is thus obtained : the Fourier series representations of a Weierstrass type function, which is not current in the literature. The reason comes certainly from the usual choice to place the pole at 0. We will discuss thereafter the utility of the translation of 1+i 2 operated here, it is an essential point.
II -Notations and generalities about the elliptic functions
Being given ω 1 and ω 2 , two non-zero complex numbers such as ω 1 /ω 2 ∈ R, and let us denote Λ ω1,ω2 = ω 1 Z + ω 2 Z. The lattices Λ ω1,ω2 and Λ ω1,−ω2 are identical, and we can impose Im(ω 2 /ω 1 ) > 0, which we will do systematically thereafter.
[, this is the basic elementary domain and any translation also will be named elementary domain. It is noticed that (a + ∆ ω1,ω2 ) a∈Λω 1 ,ω 2 is a partition of C.
Finally, we set
Being given ω 1 and ω 2 , two non-zero complex numbers such that ω 1 /ω 2 ∈ R (and accordingly Im(ω 2 /ω 1 ) > 0), we say as f : C → C ∪ {∞} is an elliptic function based on the lattice Λ ω1,ω2 if
(ii) f is périodic in two directions, says ω 1 and ω 2 .
The well-known theory of the elliptic functions gives the following results :
(i) If f is elliptic and holomorphic on C, then f is a constant function.
(ii) The number of poles and zeros in an elementary domain is finite. Moreover, the sum of the residues being in an elementary domain with no pole on its border is null : if (a i ) i∈I are the poles of f at a + ∆ ω1,ω2 , beyond the border, then :
(iii) The sum of the multiplicities of the poles (counted negatively) and the zeros (counted positively) of f in an elementary domain is null.
To be brief, (i) comes from Liouville's theorem, (ii) and (iii) are obtained by calculating the integrals of f then f ′ /f on the border of an elementary domain without pole or zero on its border, those being null by symmetry. One will be able, for example, to consult [Whit] or [Armi] on these points.
Finally, let us notice that z → f (z) is an elliptic function on the lattice Λ ω1,ω2 if and only if z → f (ω 1 z) is an elliptic function on Λ 1,τ , with τ = ω 2 ω 1 .
III -Weierstrass's modified elliptic function on Λ ω1,ω2
To generalize the results of part I, the function
is considered.
For n ∈ N, we define a contour C n connecting by segments, and in the trigonometrical direction, the points (n + 1 2 )π(ω
2 ). By this choice, the contour passes exactly "between" the poles of H on the axes ω 1 R and ω 2 R. The four segments are noted respectively C nj , 1 j 4 (on figure ω 1 = 1 and ω 2 = i) :
Proof : Let us verify the result for the segment C n,1 , the three other cases resulting some by symmetry.
We have to show that lim
e 2isz ds = 0, which will give the result by change of variables τ = ω 2 /ω 1 , for
cos(τ u) .
We denote τ −1 = α + iβ (let us note that β < 0) and
is bounded on R, because |2b| < 1. Now, we can find M > 0 depending only on z and τ such as e 2isz sin(s)sin(τ s) M e
(1−2a)(n+ 1 2 )πβ , and the result is thus deduced.
We have to integrate on segments of direction ω 1 and ω 2 passing exactly between the poles of H and to use the method of residues.
All the pole of H are simple : (i) s = 0, and the residue is worth 1 ω 1 ω 2 .
(ii) s = nπ/ω 1 , n ∈ Z * , and the residue is worth
(iii) s = nπ/ω 2 , n ∈ Z * , and the residue is worth
The calculus of residues proposed to theorem 1 gives finally :
Let Θ(z) be this common value, the periodic character of each member of the equality makes possible a holomorphic prolongation of
2 . After three integrations, it is noted that the poles of Θ are all doubles with null residues and placed on the relocated lattice Λ According to Liouville's theorem, except for a multiplicative constant and an additive constant, it is about℘
The meromorphic function℘ ω1,ω2 presents double poles with null residues on Λ ⋆ ω1,ω2 , as well as double roots on Λ ω1,ω2 . This is the elliptic function which appears naturally here and which is studied now.
Fourier series representations of℘ ω1,ω2
There thus exists α ∈ C * such as℘ ω1,ω2 (z) = α(Θ(z) − Θ(0)).
We will find α while studying
(1 − e −2iπ(z−ω0)/ω1 ) 2 and lim
Thus, the function℘ ω1,ω2 is even, admits a double pole at ω 0 , cancels itself twice at 0 and it comes :
The first two equalities are valid for
The two last ones come from Euler's equality sin(z)
It should be noted that in the typical case studied with part I, the symmetry of the function gives an explicit formula for the constant :
Link with Weierstrass's elliptic function
One points out the definition of Weiertrass's function :
It comes immediately :
Let us note the differences :
(i) Poles of ℘ ω1,ω2 are localised on Λ ω1,ω2 whereas those of℘ ω1,ω2 are on Λ ⋆ ω1,ω2 .
(ii) Zeros of℘ ω1,ω2 are localised on Λ ω1,ω2 , whereas those of ℘ ω1,ω2 are unknown.
(iii) To define ℘ ω1,ω2 , one particularizes the pole at 0 which disymmetrizes the function whereas℘ ω1,ω2
is symmetrical by construction.
(iv) The choice of normalization of ℘ ω1,ω2 is closely related to the parameterization of a specifical family of the cubic ones. We will see that the choice retained for℘ ω1,ω2 allows to parameterize another family of cubic curves, important also.
IV -Weiertrass functions on the reduced lattice Λ τ = Z + τ Z
As previously noted, the study of the elliptic functions on the lattice Λ ω1,ω2 is brought back under investigation on the lattice Λ 1,τ = Λ τ = Z + τ Z. This will be largely exploited for the study of modular forms. Let us summarize knowledge concerning the functions
and
These functions are connected by℘
• The℘ function -The integral of the functional equation :
-The calculus of residues :
-The Fourier series representations :
-The integral representations :
where C 1 is a directed contour which includes the poles nπ, n ∈ N * , and C τ a directed contour which includes the poles n π τ , n ∈ N * .
• La fonction ℘ -The integral of the functional equation :
e is(2z−1−τ ) ds = 0.
The terms c τ and d τ depending only on τ and satisfying
V -Jacobi's elliptic functions
Historically preceding Weieirstrass's theory, the Jacobi elliptic functions constitute the other standard family of elliptic functions. We return to [Armi] and [Whit] for the definitions of these functions. Let us note simply that the periods are related to two real numbers K and K ′ (defined themselves by a parameter k), that one pose τ = iK ′ /K and q = e iπτ (caution : it is not the usual convention in modular forms theory). to obtain the functions of Jacobi. The demonstrations of convergence are similar to those developed partly III and will be omitted. In all the cases, after a transformation z → αz where α ∈ C, the double periodicity is reduced to the periods (1, 2τ ) or (2, 2τ ) with Im(τ ) > 0. Following the example of the choice of lattice Λ τ in the previous section, the reduced form will be very useful for the study of modular forms.
• Jacobi's dn function -The integral of the functional equation : ∀z ∈
e is(2z−1) ds = 0.
-The calculus of residues : ∀z ∈
cos(s(2z − 1))ds when |β| < 1 2
where C 1 includes the poles nπ, n ∈ N, and C τ the poles (n + 1 2 ) π τ .
• Jacobi's sn function -The integral of the functional equation : ∀z ∈
-The calculus of residues : ∀z ∈ 
where C 1 includes the poles (n + 1 2 )π, n ∈ N, and C τ the poles nπ/τ , n ∈ N * .
• Jacobi's cn function -The integral of the functional equation : ∀z ∈
sin(s(2z − 1))ds when |α| < 1 2 .
where C 1 includes the poles (n + 1 2 )π, n ∈ N, and C τ the poles (n + 1 2 )π/τ , n ∈ N * .
• Jacobi's nd, cd and sd functions
The reader will verify without difficulty that one obtains in the same way Fourier series representations and integral representations for the other Jacobi's elliptic functions. For an application to the modular forms, the renormalized functions nd, cd and sd will be useful. One considers respectively :
i.e., by changing 2z − 1 by 2z in the previous integrals. As previously, the following Fourier series representations are valid on z = α + βτ for |β| < 1 2 then for |α| < 1 2 . It comes :
= − 1 2τ
V -Factorization of elliptic functions
The zeros and the poles of the elliptic functions studied previously are quite localised which will make it possible to factorize these functions. The results presented here will have a significant impact in the studies of the modular forms which result from it. We start by factorizing℘ τ then the Jacobi's functions, these functions being renormalized from the point of view to come.
• Factorization of (z,
In order to simplify the expressions in the modular equalities, one standardizes℘ τ by also highlighting the variable τ :
One points out the definition of the reduced lattice Λ τ = Z + τ Z and one introduces Λ
The variable τ being fixed, in order to compensate zeros and poles of z → (z, τ ), the following meromorphic function is introduced : z + n n leads us to :
which, always to τ fixed, converges uniformly on very compact of C − Λ ⋆ τ according to the variable z with poles of order two. The limit is thus meromorphic, 1 and τ periodic.
Thanks to Liouville's theorem, it is possible to affirm that z → (z, τ )F (z, τ ) −1 is a constant in variable z and there exists a function τ → a(τ ) such as :
sin (π (z − 1/2 − 1/2 t + nt)) sin (π (z + 1/2 + 1/2 t + nt)) .
For the continuation, and in accordance with the use for the modular forms, one poses q = e 2iπτ and one seeks α(q) = a(τ ) satisfying :
From the Fourier series representation :
We recall a modular equality : (1 − q 2 k+1 ) 4 .
Thanks to the equality
(1 − q 2n+1 ) = 2, we find
1 + e 2 iπ z q n+1/2 1 + e −2 iπ z q n+1/2 2 or, while returning to℘ τ ,
1 + e 2 iπ z q n+1/2 1 + e −2 iπ z q n+1/2 2 .
• Factorization of SD(z, τ ) :
According to the previous section and after standardization, for τ ∈ H and z = x + yτ :
This is an elliptic function in z (with τ fixed), 2 and 2τ periodic. Moreover :
Then 1 + τ and 1 − τ are two periods for SD(z, τ ).
The function is cancelled only in Z + τ Z. This shows that 1 + τ and 1 − τ form a fundamental system of periods. In the fundamental domain [− Consequently, out of Z + τ Z, SD(z, τ ) does not cancel itself. It is the same phenomenon as for , moreover the poles of SD(z, τ ) 2 are simple and located on lattice Λ ⋆ and consequently :
2 is an elliptic function of degree 2 on the Λ τ lattice with double-zeros on Λ τ and poles on Λ ⋆ τ . It remains to adjust the constant of proportionality with an equivalent in the vicinity of 0 to conclude with the announced equality using Liouville's theorem.
Factorization of (z, τ ) gives the factorization of SD according to z and q variables :
1 + e 2 iπ z q n+1/2 1 + e −2 iπ z q n+1/2 .
• The Jacobi functions CD(z, τ ) and ND(z, τ ) :
For recall, when τ ∈ H with z = x + yτ :
The function z → CD(z, τ ) is 2 and τ periodic, it verifies CD(z + 1, τ ) = −CD(z, τ ). Its zero, all simple, are on Previous Fourier series representations for SD and CD give the equality :
The zeros and the poles of CD are well located, while following the process of factorization of twpa, it comes :
1 + e 2 iπ z q n+1 1 + e −2 iπ z q n+1 1 + e 2 iπ z q n+1/2 1 + e −2 iπ z q n+1/2 .
From this last equality and factorization of SD one deduces then :
While considering the Fourier series representations, it thus comes :
Briefly, = SD 2 and one has factorizations :
1 + e 2 iπ z q n+1/2 1 + e −2 iπ z q n+1/2 ,
VII -Standard differential equation for℘ ω1,ω2
The Weierstrass function ℘ = ℘ ω1,ω2 is classically the solution of an autonomous differential equation y ′2 = 4y 3 − 60g 4 y − 140g 6 , where one posed
This relation makes it possible in its turn to parameterize elliptic curve by z → (℘(z), ℘ ′ (z)). The relation (6) shows that℘ ω1,ω2 verifies also a differential equation in the same standard way.
Let us pose f (z) =℘ ω1,ω2 (z + ω 0 ) = ℘ ω1,ω2 (z) − ℘ ω1,ω2 (ω 0 ), f is even and has a pole of order 2 at 0 with null residue. The formal expansions of f and f ′ in the vicinity of 0 are written
So, we have f ′2 − 4f 3 − af 2 − bf = −28ν 4 + 20ν 0 ν 2 − 4ν 
Thus, f is a solution of the equation
The equation being autonomous,℘ ω1,ω2 (z) is also solution of (30). The relation (29) is an equality between modular forms and, in the same way, the nullity of the coefficients of the asymptotic expansion of f ′2 − 4f 3 − af 2 − bf provides relations between modular forms.
One notes
. A direct calculation gives
Thus,
It is almost immediate that the coefficients ν 2k (1, τ ) are collinear with the Eisenstein functions G 2k (τ ) for k 1. More surprising, with the representation chosen, ν 0 (1, 2τ + 1) is collinear with G * 2 (τ ) [diam] , which reinforces the relevance of the convention developed here. Equally, the conjecture abc and the proof by A. Wiles of STW theorem for the semi-stable elliptic curves relate to the cubics such as y 2 = x 3 + αx 2 + βx and not y 2 = x 3 + αx + β as in the Weierstrass parametrization.
Finally, following the example of classical case, one can factorize this equation and introduce a discriminant. The function℘ =℘ ω1,ω2 is even, Λ ω1,ω2 -periodic, well defined on ω 1 and ω 2 , so we have℘
2 ) = 0. On the compact surface C/Λ ω1,ω2 the number of zeros of℘ ′ is equal to the number of poles (all taking into account the multiplicities). The single pole is of order 3 located at ω1+ω2 2 modulo Λ ω1,ω2 , consequently 0, ω1 2 and ω2 2 are the only zero modulo Λ ω1,ω2 and they are all of order one. And we have :℘
At last,℘(z) −℘( ω1 2 ) = 0 have exactly two zeros on C/Λ ω1,ω2 . Since℘ ′ ( ω1 2 ) = 0, we deduce that ω1 2 is the single zero (of order 2) of℘(z) −℘(
The discriminant of the equation∆(ω 1 , ω 2 ) = a 2 − 16b = 16(℘(
2 is of degree 4 and never cancels itself.
When we define the reduced discriminant ∀τ ∈ H,∆(τ ) =∆(1, τ ),
allow to pose ∆ 4 (τ ) =∆(2τ ). By usual techniques, the previous equalities show that ∆ 4 is a modular form of weight 4 and level 4, which is not cancelled on H. It plays on its space the same usual part as discrimant ∆ on the space of the modular forms of weight 12 and level 1.
VIII -Inversion of℘ ω1,ω2
By construction,℘ ω1,ω2 is an even function, it presents one double-zero at 0 and one double-pole at
, with a null residue. Thanks to Liouville's theorem, the product z →℘ ω1,ω2 (z)℘ ω1,ω2 (z − ω 0 ) is a non-null constant function. Let us note C(ω 1 , ω 2 ) this value. Using parity, we have
The equation (30) indicates that 1
According to what precedes, the function f being solution only of one single equation of this type, i.e. (30) itself, it thus comes
The function C(τ ) = C(1, τ ) is 2 periodic and verifies C(τ ) = τ 4 C(−1/τ ). One poses finally C 1 (τ ) = C(2τ ) and, following the example of ∆ 4 , one shows that C 1 is a modular form of weight 4 and level 4 which is not cancelled on H.
IX -Conclusion and prospects
The study of the elliptic functions, according to the approach of Weiertrass and Jacobi, forms a mathematical theory whose basic elements are standardized. For example Weierstrass's ℘ function presents a double-pole at the origin. Using contour integrals, whose introduction is justified by a global approach of the summation formulae [Feau] , we found rather simply almost the usual elliptic functions.
This translation appears naturally in the calculation of the contour integrals, and this missing element enabled us to factorize the renormalized elliptic functions.
This renormalization led to Fourier series representations of the Weierstrass or Jacobi elliptic functions on the reduced lattice, and the observation immediately raised a modular character.
These Fourier series expansions will be an access point to certain modular functions. They will allow, for example, to propose bases of modular spaces whose elements are not cancelled on the half-plane of Poincaré (in fact, modular units). Some examples charateristic of these objects appeared besides naturally in the study of the differential equation related to a Weierstrass's type elliptic function, or in the inversion of such a function.
Regarding the applications of the formulae of factorization, some are straightforward, here is an example.
One points out the notations (z, τ ) = − 1 16π 2℘ τ (z) and q = e 2iπτ , a direct application of the formula of factorization (25) (1 − q k ) 24 can be factorized :
The author expresses his gratitude to Annie Slark for reviewing the English version of the article.
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