Abstract. Let C[0, t] denote a generalized Wiener space, the space of real-valued continuous functions on the interval [0, t] and define a random vector Zn :
0 h(s)dx(s), . . . , tn 0 h(s)dx(s)), where 0 < t 1 < · · · < tn < t is a partition of [0, t] and h ∈ L 2 [0, t] with h = 0 a.e. In this paper we will introduce a simple formula for a generalized conditional Wiener integral on C[0, t] with the conditioning function Zn and then evaluate the generalized analytic conditional Wiener and Feynman integrals of the cylinder function F (x) = f ( t 0 e(s)dx(s)) for x ∈ C[0, t], where f ∈ Lp(R)(1 ≤ p ≤ ∞) and e is a unit element in L 2 [0, t]. Finally we express the generalized analytic conditional Feynman integral of F as two kinds of limits of non-conditional generalized Wiener integrals of polygonal functions and of cylinder functions using a change of scale transformation for which a normal density is the kernel. The choice of a complete orthonormal subset of L 2 [0, t] used in the transformation is independent of e and the conditioning function Zn does not contain the present positions of the generalized Wiener paths.
Introduction
Let C 0 [0, t] denote the Wiener space, the space of continuous real-valued functions x on [0, t] with x(0) = 0. As mentioned in [1, 2] , the Wiener measure and Wiener measurability behave badly under change of scale transformation and under translation. Various kinds of change of scale formulas for Wiener integrals of bounded and unbounded functions were developed on the classical and abstract Wiener spaces [3, 10, 13, 14, 15] . Furthermore the author and his coauthors [5, 8, 11] introduced various kinds of change of scale formulas for the conditional Wiener integrals of functions defined on C 0 [0, t], the infinite dimensional Wiener space and C[0, t], an analogue of Wiener space [9] which is the space of real-valued continuous paths on [0, t]. , t 1 ) , . . . , Z(x, t n )) and Z n+1 (x) = (Z(x, t 1 ), . . . , Z(x, t n ), Z(x, t n+1 )) for x ∈ C[0, t], where 0 < t 1 < · · · < t n < t n+1 = t is a partition of [0, t].
On the space C[0, t] the author [6] derived a simple formula for a generalized conditional Wiener integral given the vector-valued conditioning function Z n+1 . Using the formula with Z n+1 , Yoo and the author [12] evaluated a generalized analytic conditional Wiener integral of the function G r having the form
for F in a Banach algebra which corresponds to the Cameron-Storvick's Banach algebra S [4] and for Ψ = f + φ which need not be bounded or continuous, where
and φ is the Fourier transform of a measure of bounded variation over R r . They then established various kinds of change of scale formulas for the generalized analytic conditional Wiener integral of G r with the conditioning function Z n+1 . Further works were done by the author. In fact he [7] evaluated generalized analytic conditional Wiener and Feynman integrals of the cylinder function G having the form G(x) = f ((e, x))φ((e, x))
and φ is the Fourier transform of a measure of bounded variation over R. He then expressed the generalized analytic conditional Feynman integral of G as limits of non-conditional generalized Wiener integrals using a change of scale transformation. Except for the results in [7, 10] , the choices of orthonormal bases of L 2 [0, t] in the existing change of scale formulas depend on the orthonormal set {v 1 , . . . , v r } used in the definition of cylinder function and the conditioning function Z n+1 contains the present positions of the generalized Wiener paths. In this paper we will introduce a simple formula for a generalized conditional Wiener integral on C[0, t] with the conditioning function Z n and then evaluate the generalized analytic conditional Wiener and Feynman integrals of the cylinder function G. Finally we express the generalized analytic conditional Feynman integral of G as two kinds of limits of non-conditional generalized Wiener integrals of polygonal functions and of cylinder functions using a change of scale transformation. In fact, as a function of ξ n+1 ∈ R, the following normal density
] plays a role of the kernel for the transformation, where ξ n is a real number, λ is a complex number with positive real part and b is a variance function. The choice of a complete orthonormal subset of L 2 [0, t] used in the transformation is independent of e and the conditioning function Z n does not contain the present positions of the generalized Wiener paths. We note that the results of this paper are different from those in [5, 7, 8, 11, 12] .
A generalized Wiener space
Let C and C + denote the sets of complex numbers and complex numbers with positive real parts, respectively. Let (C[0, t], B(C[0, t]), w ϕ ) be the analogue of Wiener space associated with a probability measure ϕ on the Borel class of R, where
v(s)dx(s) denote the Paley-Wiener-Zygmund integral of v according to x [9] . The inner product on the real Hilbert space
Let F : C[0, t] → C be integrable and let X be a random vector on C[0, t]. Then we have the conditional expectation E[F |X] given X from a well-known probability theory. Furthermore there exists a P X -integrable function ψ on the value space of X such that
where P X is the probability distribution of X. The function ψ is called the conditional Wiener w ϕ -integral of F given X and it is also denoted by E[F |X].
Let 0 = t 0 < t 1 < · · · < t n < t n+1 = t be a partition of [0, t], where n is a fixed nonnegative integer. Let h ∈ L 2 [0, t] with h = 0 a.e. on [0, t]. For j = 1, . . . , n + 1 let
, where χ (tj−1,tj ] denotes the indicator function on the interval
is given by (2) replacing Z(x, t j ) by ξ j (j = 1, . . . , n + 1) with ξ 0 = 0 and for
, where ξ n+1 = (ξ 1 , . . . , ξ n , ξ n+1 ) and P Zn is the probability distribution of Z n on the Borel class B(R n ) of
, where Z n is given by (1) . Suppose that E[F 
then it is called the conditional analytic
Wiener w ϕ -integral of F Z given Z n with the parameter λ and denoted by
has a limit as λ approaches to −iq through C + , then it is called the conditional analytic Feynman w ϕ -integral of F Z given Z n with the parameter q and denoted by
Applying Theorem 3.5 in [9] we can easily prove the following theorem.
and each X i has the standard normal distribution. Moreover if f : R r → R is Borel measurable, then
where * = means that if either side exists, then both sides exist and they are equal.
The following lemma is obvious from Theorem 2.1 in [10] .
Lemma 2.2. Let a and b be positive real numbers. Then for any real u
Proof. By the definition of polygonal function
which proves the first equality of the lemma. The second equality is obvious and the proof is now completed.
Generalized analytic conditional Feynman integrals
In this section we establish the analytic conditional Wiener and Feynman integrals of cylinder functions.
Let e be in L 2 [0, t] with e = 1. For 1 ≤ p ≤ ∞ let A (p) be the space of cylinder functions having the following form
, where f ∈ L p (R). We note that without loss of generality we can take f to be Borel measurable. (p) be given by (1) and (6), respectively. Then for λ ∈ C + , E anw λ [F Z |Z n ]( ξ n ) exists for a.e. ξ n ∈ R n and it is given by
is given by the right hand side of (7) replacing λ by −iq. If P ⊥ (eh) = 0 and eα n+1 , α n+1 = 0, then for λ ∈ C + , nonzero real q and a.e. ξ n ∈ R n (8)
Proof. Suppose that P ⊥ (eh) = 0. For λ > 0 and a.e. ξ n = (ξ 1 , . . . , ξ n ) ∈ R n we have by Lemma 2.3 and Theorem 2.1 in
where ξ n+1 = (ξ 1 , . . . , ξ n , ξ n+1 ) for ξ n+1 ∈ R. If eα n+1 , α n+1 = 0, then by Lemma 2.2
so that we have (7) for λ > 0. If eα n+1 , α n+1 = 0, it is not difficult to show
since Ψ is a normal density so that we have (7) for λ > 0. Suppose that P ⊥ (eh) = 0. By Lemma 2.3, Theorem 2.1 in [7] and the change of variable theorem
if eα n+1 , α n+1 = 0 so that we also have (7) for λ > 0. Now we have proved (7) for λ > 0 when P ⊥ (eh) = 0 or eα n+1 , α n+1 = 0. By the Morera's theorem we have (7) for λ ∈ C + . If p = 1, then the existence of E anfq [F Z |Z n ]( ξ n ) follows from the dominated convergence theorem.
Finally if P ⊥ (eh) = 0 and eα n+1 , α n+1 = 0, then
so that we have (8) trivially.
LetM(R) be the space of all functions φ on R defined by
where ρ is a complex Borel measure of bounded variation over R. By the boundedness of φ and Theorem 3.1 we have the following theorem. Theorem 3.2. Let G(x) = φ((e, x))F (x) for w ϕ -a.e. x ∈ C[0, t], where F ∈ A (p) (1 ≤ p ≤ ∞) and φ are given by (6) and (9), respectively. Then for λ ∈ C + and a.e.
if P ⊥ (eh) = 0 (i.e., eh ∈ V ) or eα n+1 , α n+1 = 0, where Ψ is given by (3).
by (10) replacing λ by −iq. If P ⊥ (eh) = 0 and eα n+1 , α n+1 = 0, then for λ ∈ C + , nonzero real q and a.e.
Change of scale formulas using the polygonal function
In this section we derive a change of scale formula for the generalized conditional Wiener integrals of cylinder functions on the analogue of Wiener space using the polygonal function.
Throughout this paper let {e 1 , e 2 , . . .} be a complete orthonormal basis of
For m ∈ N, λ ∈ C and x ∈ C[0, t] let
Lemma 4.1. Let m be a positive integer and K m be given by (12) . Let 1 ≤ p ≤ ∞ and F ∈ A (p) be given by (6) . Suppose that P ⊥ (eh) = 0 (i.e., eh ∈ V ) or eα n+1 , α n+1 = 0. For λ ∈ C + and ξ n = (ξ 1 , . . . , ξ n ) ∈ R n let
where ξ n+1 = (ξ 1 , . . . , ξ n , ξ n+1 ) for ξ n+1 ∈ R and Ψ is given by (3). Then
and the c j s are given by (11).
Proof. Let λ > 0 and suppose that P ⊥ (eh) = 0. If {e 1 , . . . , e m , P ⊥ (eh)} is linearly independent, then by the proof of Lemma 3.1 in [7] 
by Lemma 3.1 in [7] and Corollary 3.2 in [7] . Using the same process as used in the proof of Theorem 3.1
so that we have (13) for λ > 0. If P ⊥ (eh) = 0 and eα n+1 , α n+1 = 0, then A(m, λ, P ⊥ (eh)) = 0 and hence by Theorem 2.1
Using the same process as used in the proof of Theorem 3.1 we have (13) for λ > 0. Each side of (13) is an analytic function of λ in C + so that by the uniqueness of an analytic extension, we have (13) for any λ ∈ C + .
Using the same process as used in the proof of Lemma 4.1, we have the following corollary. Corollary 4.2. Let Γ be as given in Lemma 4.1. Suppose that {e 1 , . . . , e m , P ⊥ (eh)} is linearly dependent. If P ⊥ (eh) = 0 or equivalently eh ∈ V , then for
where Ψ and A are given by (3) and (14), respectively. Furthermore if P ⊥ (eh) = 0 (i.e., eh ∈ V ) and eα n+1 , α n+1 = 0, then for λ ∈ C + and ξ n ∈ R n Γ(F, λ, m, ξ n ) = λ
Proof. If P ⊥ (eh) = 0, then (16) immediately follows from (15) and Lemma 4.1. Now suppose that P ⊥ (eh) = 0 and eα n+1 , α n+1 = 0. By Lemma 2.3
) which completes the proof of remainder part of the corollary.
We now have the following theorem by the boundedness of φ. (1) Under the assumptions and notations as given in Lemma 4.1, for λ ∈ C + and ξ n ∈ R n Γ(G, λ, m, ξ n ) is given by (13) replacing f by f φ. (2) If {e 1 , . . . , e m , P ⊥ (eh)} is linearly dependent and P ⊥ (eh) = 0, then for λ ∈ C + and ξ n ∈ R n Γ(G, λ, m, ξ n ) is given by (16) replacing f by f φ.
Theorem 4.4. Let G be as given in Theorem 4.3. Then for λ ∈ C + and a.e.
where ξ n+1 = (ξ 1 , . . . , ξ n , ξ n+1 ) for ξ n+1 ∈ R and Ψ, K m are given by (3), (12) , respectively. Moreover if p = 1, q is a nonzero real number and {λ m } ∞ m=1 is a sequence in C + converging to −iq as m approaches ∞, then E anfq [G Z |Z n ]( ξ n ) is given by the right hand side of (18) replacing λ by λ m .
Proof. Suppose that P ⊥ (eh) = 0 or eα n+1 , α n+1 = 0. Then for λ ∈ C + and
by Theorem 4.3. By (14) and the Parseval's identity
so that we have (18) Corollary 4.5. Let K 0 (λ, x) = 1 for λ ∈ C + and x ∈ C[0, t], G be as given in Theorem 4.3 and l be the smallest positive integer such that {e 1 , . . . , e l , P ⊥ (eh)} is linearly dependent if P ⊥ (eh) = 0. Moreover let l = 0 if P ⊥ (eh) = 0. Then for any nonnegative integer r with r ≥ l, for λ ∈ C + and a.e.
where ξ n+1 = (ξ 1 , . . . , ξ n , ξ n+1 ) for ξ n+1 ∈ R and Ψ, K r are given by (3), (12), respectively.
Proof. If {e 1 , . . . , e l , P ⊥ (eh)} is linearly dependent for some positive integer l and P ⊥ (eh) = 0, then for m ≥ l
If P ⊥ (eh) = 0, then A(m, λ, P ⊥ (eh)) = 0 for m ≥ 1. Now the corollary immediately follows from Theorem 3.2.
Letting λ = γ −2 in (18) and (19) we have the following change of scale formulas for the generalized conditional Wiener integral on the analogue of Wiener space using the polygonal function. (1) Under the assumptions as given in Theorem 4.4 we have for γ > 0 and a.e.
(2) Under the assumptions as given in Corollary 4.5 we have for any nonnegative integer r with r ≥ l, for γ > 0 and a.e.
Change of scale formulas using a cylinder function
In this section we derive change of scale formulas for the generalized conditional Wiener integrals of the cylinder functions on the analogue of Wiener space using other cylinder functions.
Theorem 5.1. Let Z n be given by (1) and F be as given in Lemma 4.1. Then for λ ∈ C + and a.e.
, where ξ n = (ξ 1 , . . . , ξ n , ξ n+1 ) and Ψ, K m are given by (3), (12) , respectively. Moreover if p = 1, q is a nonzero real number and
is given by the right hand side of (20) replacing λ by λ m .
Proof. Let
Suppose that P ⊥ (eh) = 0. Using the same process as used in the proof of Lemma 3.1 in [7] we have for λ ∈ C + and ξ n ∈ R n ∆(F, λ, m, ξ n )
by the change of variable theorem, where A is given by (14) . Using the same process as used in the proof of Theorem 3.1
If P ⊥ (eh) = 0 and eα n+1 , α n+1 = 0, then Corollary 5.2. Under the assumptions as given in Corollary 4.5 and Theorem 5.1 we have for any nonnegative integer r with r ≥ l, for λ ∈ C + and a.e. (1) While the complete orthonormal set in [5, 8, 11, 12] contain e used in the definition of the cylinder function, the complete orthonormal set {e 1 , e 2 , . . .} in this paper and in [7] does not contain e. [7] contains the position Z(x, t) of the path Z(x, ·) at the present time t, the conditioning function Z n in this paper does not. Furthermore if h = 1 a.e., then Z n (x) = (x(t 1 )−x(0), . . . , x(t n )−x(0)). Hence the formulas in this paper do not extend the existing change of scale formulas in [5, 8, 11] but they do the formulas in [7, 12] . 
