Given the relative importance of the Chesapeake Bay hard blue crab fishery to the U .S. blue crab fishery , this paper analyzes ex-vessel prices for hard blue crabs landed in this region. The purpose is to evaluate a lternative methods of forecasting ex-vessel prices for hard blue crabs in the Bay; both individual methods (trend extrapolation, econometric, and time-series) and composite methods. Examining the mean squared errors for the individual methods, the time-series model performs the best, with the econometric model slightly better than the trend extrapolation model. None of the composite methods outperforms the time-series model , although in some cases the differences are slight. Nevertheless, the time-series trend extrapolation composite outperforms all other models in identifying turning points. Generally speaking, it would appear that ex-vessel prices for hard blue crabs possess strong time dependencies , and consequently, better forecasts occur with time-series models than with econometric models.
Introduction
Hard blue crabs are prevalent primarily on the East and Gulf coasts of the United States. The economic importance of hard blue crabs to these regions has long been recognized. In the last twenty years, the average annual production has been approximately 140 million pounds , valued at roughly 15 million dollars.
Hard blue crabs are more abundant in the Chesapeake Bay than elsewhere. Annual landings for hard blue crabs from 1960 to 1979 in the Chesapeake Bay have ranged from 45.2 to 94.1 million pounds, 0.4 to 6.4 million pounds in the Middle Atlantic, 27.4 to 52.0 million pounds in the South Atlantic, and 25.3 to 44.3 million pounds in the Gulf (Table 1) . On average, the Chesapeake Bay region has accounted for 46 percent of the hard blue crab landings in the United States over this period . The average annual share of hard blue crab landings for the Middle Atlantic, South Atlantic, and Gulf regions has been 2, 28, and 24 percent, respectively (Shellfish Market Review) .
Given the relative importance of the Chesapeake Bay hard blue crab fishery to the U.S. blue crab fishery, this paper analyzes ex-vessel prices for hard blue crabs landed in this region. Ex-vessel prices are defined by the U.S. Department of Commerce as "prices received by harvesters for fish and shellfish landed at the dock.'' Except for the work of Cato and Prochaska (1980) and Rhodes (1981) , little attention has been focused on ex-vessel prices for hard blue crabs . This study concentrates on hard blue crabs because the aggregate ex-vessel value of hard blue crab landings has constituted more than 80 percent of the aggregate ex-vessel value of total blue crab landings in the United States since 1952 (Rhodes 1981) .
Harvesters in the acquacultural sector as well as producers in the agricultural sector make decisions in risky environments . Rational decision-making consequently requires information about the likelihood of many alternative outcomes. This information is generally available from both private and public sources in the way of price forecasts. In this light, the specific purpose of tbis paper is to evaluate alternative methods, both individual and composite, of forecasting ex-vessel prices for hard blue crabs in the Chesapeake Bay region . This research is likely to pay dividends in the way of assessment of price forecast information, to harvesters of hard blue crabs in the Chesapeake Bay region. • Delaware, New Jersey, and New York.
• Maryland , Virginia.
• Aorida (East Coast), Georgia, North Carolina, South Carolina. The organization of this paper is as follows . The next section presents alternative models for generating forecasts of hard blue crab exvessel prices in the Chesapeake Bay. The third section provides an overview of the techniques of composite forecasting. The fourth section outlines the procedures used to obtain the composite forecasts. In the fifth section, alternative forecasts are evaluated. Concluding remarks and suggestions for further research follow in the sixth section.
Alternative Forecasting Models
Individual methods of generating forecasts include: (1) intuitive methods , such as trend extrapolation, seasonal adjustment, and smoothing methods; (2) econometric methods; and (3) time series methods. Intuitive methods concentrate primarily on trend and seasonal components and are predominantly deterministic in nature. Econometric methods rely on the specification of causal relationships among variables.
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Similar to intuitive methods, time series methods attempt to discover patterns in historical data series and to extrapolate the patterns into the future. Unlike intuitive methods however, time series methods are stochastic in nature and employ statistical principles. Among the more common time-series models are the autoregressive integrated moving average (ARIMA) models suggested by Box and Jenkins (1972) . Unlike econometric models, ARIMA models do not involve causal relationships.
In this paper, one model is selected from each of the above categories to generate forecasts of monthly ex-vessel prices for hard blue crabs in the Chesapeake Bay from August 1979 through June 1980. The three models are: (1) a quadratic trend extrapolation model; (2) an econometric model with seasonal (fall, winter, spring) dummy variables; and a n ARIMA (1,1,0) x (1,0,1) 6 • Each of the estimated models is presented and briefly described below. All models were estimated for the period January 1973 through July 1979. 1
Quadratic Trend Extrapolation Model
The estimated quadratic trend extrapolation model is presented in Table 2 . The model was estimated using a centered three-month moving average of ex-vessel prices. The use of this smoothed series potentially reduces the impact of aberrant fluctuations in the original series. Alternative models were examined prior to selection of this centered moving average trend model. The alternatives in- eluded three and seven-month moving averages (centered and uncentered) with linear and quadratic trends. In all cases, the quadratic trend was judged to be statistically significant , and the centered moving averages provided the smallest forecast errors for the historical period. The estimated model reported in Table 2 contains linear and quadratic trend variables as well as a dummy variable for the harvest season . This dummy variable is equal to 1 for the months January through June and zero otherwise. All of the estimated coefficients are statistically significant as indicated by the small p-values. The summary statistics for the model indicate that the model explains over 56 percent of the variation in the dependent series. The Durbin-Watson statistic indicates some evidence of positive serial correlation, thus it is expected that this model will yield suboptimal forecasts .
Econometric Model
The econometric model is given by:
where:
EXP(t) = ex-vessel price of hard blue crabs in the Chesapeake Bay region in month t (dollars/ pound Hve weight basis , wieghted average value of Maryland and Virginia landings) , CBL(t) = Chesapeake Bay landings in month t (live weight basis, 1000 pound units), LOCB(t) = landings outside the Chesapeake Bay region (South Atlantic and Gulf) in month t (live weight basis , 1000 pound units), RMPW(t) = retail price of hard blue crabs in month t (dollars/pound meat weight basis , at Baltimore), WPFLM(t) = wholesale price of hard blue crabs in month t (dollars/pound meat weight basis , lump/flake mixed , at New York , Dl =winter (dredge) season indicator (DI = I for December, JNAEC January, February, March; D 1 = 0 otherwise), D2 = spring season indicator (D2 = 1 for April, May; D2 = 0 otherwise), D3 = fall season indicator (D3 = I for October, November; D3 = 0 otherwise) , e(t) = random disturbance term in month t.
The ex-vessel demand relationship , with some notable differences , is similar to that used by Prochaska (1978) to analyze the king mackerel marketing system, by Chui (1980) to analyze Gulf shrimp , by Capps and Shabman (1981) to analyze Virginia oysters, by Rhodes (1981) to analyze the U.S. blue crab fishery , and by Cato and Prochaska (1980) to analyze Florida blue crabs.
The seasonal indicators , DI , D2, D3, are related to biological factors governing th e growth and development of hard blue crabs in the Chesapeake Bay. The binary variables in this model serve as both intercept and slope shifters. Based on economic theory , the price offered to hard blue crab harvesters is hypothesized to vary inversely with Chesapeake Bay hard blue crab landings in the fall, spring , summer, and winter months , as well as with monthly hard blue crab landings outside the Chesapeake Bay region . Hard blue crab landings outside the Chesapeake Bay region, from either the South Atlantic or the Gulf regions , the other major sources of U.S. hard blue crab landings , represent imports to harvesters in the Chesapeake Bay region. Consequently , the signs of the parameter coefficients B 1 , B 2 , B 3 , B 4 , and B 5 are hypothesized to be negative. The retail and wholesale prices of hard blue crabs reflect consumer demand and processor demand , respectively. As such , the signs of B 6 and B 7 are hypothesized to be positive. Due to the abundance of hard blue crabs in the summer months vis-a-vis the spring and winter months , the ex-vessel price of hard blue crabs is hypothesized to be higher in the spring and winter than in the summer. Hence , the signs of the parameter coefficients, B 8 and B 9 , are hypothesized to be positive. Since large hard crab inventories tend to exist in the fall months, the ex-vessel price of hard blue crabs is hypothesized to be lower in the fall than in the summer. Therefore, the sign of the parameter coefficient B 10 is hypothesized to be negative.
Empirical estimates of coefficients and stan-dard errors appear in Table 3 . Slightly more than 80 percent of the monthly variation in the ex-vessel price of hard blue crabs was explained by the model. The monthly variation explained by the model was statistically significant at any reasonable level of significance. The signs of the estimated coefficients in the ex-vessel demand model conformed to the theoretical expectations. Serial correlation problems were not present in the empirical model .
Time Series Model
The time series model selected is a seasonal autoregressive integrated moving average model, ARIMA (1,1,0) x (1,0,1) 6 • This model contains one seasonal autoregressive parameter and one seasonal moving average parameter. The model was chosen from alternative specifications of ARIMA models for the exvessel price series. All models included firstdifferencing of the data series to obtain stationarity. Non-seasonal models were first examined, but spikes at the seasonal frequencies of 6, 12, 18, etc. were observed. Therefore, seasonal models were examined for both six and twelve month seasonal periods. The six month seasonal models performed best in terms of forecast errors for the sample period . The estimated ARIMA model is presented in Table 4 . The estimated seasonal parameters are each stati tically significant, as indicated by the large t-statistics. Although the intercept ARIMA (1,1,0) x (1,0,1) estimate (Mu) and the first order autoregressive parameter are not significant similar models without these parameters performed poorly. The eli agnostic Q statistic for the model gives no reason to doubt the adequacy of the representation.
Composite Forecasting
Composite forecasting of economic variables has been studied by various researchers including: Bates and Granger (1969) , Granger and Newbold (1977) , Rausser and Just (1979) , and Bessler and Brandt ( 1981) . The notion underlying composite forecasting is that often alternative forecasts of the same data series are available, each of which contains information independent of others . Bates and Granger (1969, p. 451) point out that the prevalent reaction of analysts faced with alternative forecasts is to 'attempt to discover which is the better (or best) forecast. " The analyst, upon finding the "best" of the alternatives discards the remaining forecasts. Given the independent information which may be present in the alternatives Bates and Granger suggest that if the objective is to make as good a forecast as pos ible the analyst should attempt to combine the forecasts. Researchers have demonstrated , empirically , that composite forecasting methods can provide forecasts which are preferred to the individual forecasts used to generate the composite (e.g. Bess ler and Brandt). . Building composite forecasts reqUires that the analyst select weights to assign to the individual forecasts. Bates and Granger (1969) and Granger and Newbold (1977) discuss alterna-tive procedures for selecting these weights. Three of these procedures are discussed here: ( 1) minimum variance weighting based on the observed errors over the history of the forecast period ; (2) adaptive weighting also based on the observed errors over the history of the forecast period; and (3) simple averaging of the individual forecasts.
The method of simple averaging is useful when no information is available on the historical performance of each individual method. This method gives each forecast equal weight and involves relatively low computation costs. In cases where a history is available, minimum variance weighting, which minimizes the variance of the forecast errors over the historical period , and adaptive weighting, which reflects recent forecast errors more strongly than distant errors, are typically used. These methods select the weights to give more weight to those forecasts which have performed best historically (in terms of forecast errors). Minimum variance weighting is useful when the performance of each individual forecast method is consistent over the forecast period. The adaptive weighting scheme allows the weights to change from period to period and is useful if the individual forecast methods are not consistent over the forecast period. Given the relatively constant performance of the respective forecast methods over the historical forecast period in this study, the minimum variance weighting scheme is compared to the simple averaging weighting scheme as well as to the individual methods.
Generating Composite Forecasts
Two methods are employed to generate the composite forecasts. The first composite method is to average the forecasts from the three individual methods. The second composite method employs the minimum variance weighting approach . Granger and Newbold ( 1977) have extended this minimum variance scheme of weighting to more than two forecasts, but for simplicity only the bivariate cas~ is considered. This approach yields three composites from the three individual methods: (1) ARIMA model with quadratic trend extrapolation model; (2) ARIMA model with econometric model; and (3) quadratic trend extrapolation model with econometric model.
To calculate the weights for the minimum variance approach, forecasts are generated JNAEC using each of the estimated models. The weights are then calculated from the following formulae (Granger and Newbold 1977) :
where cr 1 2 is the variance of the forecast errors for method i, cr 1 is the square root of cr 1 2 and Pu is the correlation coefficient between the forecast errors from methods i and j, (i,j = 1,2).
The weights are consequently dependent upon the variances of the individual forecast errors and the covariances between the errors of the different forecasts. It can be easily shown that as the variance associated with one particular forecast goes to zero, the weight given to that method goes to one.
The calculated weights for the composites appear in Table 5 . The weights for the ARIMA-quadratic case suggest the forecast error variances of the two methods to be approximately equal. In the cases of the ARIMA-econometric model and the quadratic-econometric model, the ARIMA and qu adratic forecasts have smaller variances and therefore receive the larger weight. The small weights for the econometric model are a further indicator of the importance of time related components in ex-vessel prices for hard blue crabs.
Comparison of Forecasts
Using the individual models and the two composite methods, forecasts of ex-vessel prices for hard blue crabs in the Chesapeake Bay were calculated for the period August 1979 Table 6 . A relatively simple criterion for comparing forecasts is the use of squared error over the forecast period. Examining the mean squared errors for the individual methods , the ARIMA model performs the best, with the econometric model slightly better than the quadratic model. None of the composites outperforms the ARIMA model, although the difference is slight between the ARIMA model and the ARIMA-econometric composite. The mean squared forecast error for the simple average composite is approximately equal to the mean squared error for the ARIMA-quadratic composite. The quadratic-econometric composite is a slight improvement on either of the two individual methods, but is the worst of the three composites.
Forecast Evaluation
In addition to using the mean squared error criterion to evaluate alternative forecasts, it is important to examine how well the models correctly identify turning points. For this purpose, two by two contingency tables are constructed to examine turning point prediction of the alternative methods (Table 7) .
Better performance is associated with larger numbers on the positive diagonal of each 2 x 2 matrix. The turning point analysis is in general The ARIMA-quadratic composite outper-Several conclusions are suggested by the curforms all other models in identifying turning rent research. In terms of recommendations to points. The two models perform identically as those interested in forecasting ex-vessel prices for shellfi h, the techniques of composite forecasting should be pursued, especially if the ability to better predict turning points is desirable.
If resources are limited and the forecast need only track the series, the current research suggests that seasonal ARIMA models do the best job on average. A composite of the ARIMA model and a quadratic trend extrapolation model aids in identifying turning points. In general it would appear that ex-vessel prices for hard blue crabs possess strong time dependencies and can be better modeled with time series or intuitive methods than with econometric models.
Finally , a few comments can be made regarding composite forecasting. Granger and Newbold (1977, p. 270 ) note "it is reasonable to expect in most practical situations that the best available combined forecast will outperform the better individual forecast-it cannot, in any case, do worse.'' Although this proposition seems sound, it is not empirically supported by the current research. The reason for the inconsistency lies in the fact that the calculation of the weights is from historical data, while forecast performance is evaluated outside the historical data. In other words, the variances of the forecast errors from which the weights are calculated may not be the same as the variances of the errors over the forecast period. Thus, composite forecasts can do worse than individual forecasts , as evidenced above.
Future researchers need to keep in mind the cautions noted above. Extension of the composite forecasting technique to include combinations of more than two forecasts may lead to better models for forecasting ex-vessel prices for hard blue crabs in the Chesapeake Bay region. Mean squared error comparisons could be made empirically using techniques suggested by Ashley, Granger and Schmalensee ( 1980) and implemented in Bessler and Brandt (1983) . In cases where the differences are so small relative to the units of the forecast (such JNAEC as above), this procedure may need to be evaluated on a benefit/cost basis.
