Abstract-A new method for deriving pulse rate from PPG obtained from ambulatory patients is presented. The method employs Ensemble Empirical Mode Decomposition to identify the pulsatile component from noise-corrupted PPG, and then uses a set of physiologically-relevant rules followed by adaptive thresholding, in order to estimate the pulse rate in the presence of noise. The method was optimized and validated using 63 hours of data obtained from ambulatory hospital patients. The F1 score obtained with respect to expertly annotated data was 0.857 and the mean absolute errors of estimated pulse rates with respect to heart rates obtained from ECG collected in parallel were 1.72 bpm for "good" quality PPG and 4.49 bpm for "bad" quality PPG. Both errors are within the clinically acceptable margin-of-error for pulse rate/heart rate measurements, showing the promise of the proposed approach for inclusion in next generation wearable sensors.
I. INTRODUCTION Despite the proliferation of wearable health and wellness sensors witnessed in the past few years and the move of the healthcare community towards 24-hour continuous monitoring, most wearable monitoring systems proposed in the literature have still not found their way into widespread clinical use [1] . Some of the challenges that need to be overcome in terms of wearable sensor design include addressing the corruption of recorded signal by motion artifact, maximizing battery life and minimizing the weight and the size of the systems to increase comfort and wearability [2] . The latter is particularly important since, often, patients refuse to wear uncomfortable multi-monitor systems for prolonged periods of time [3] . The ability to obtain multiple vital signs from a single, non-invasive sensor is, thus, desirable [4] . The Photoplethysmogram (PPG) has long been accepted as a reliable source for measurements of peripheral arterial oxygen saturation (SpO2) and pulse rate. Recently, much research effort has been put into the addition of reliable respiratory rate estimation from PPG, with promising results [5] [6] . Being able to obtain all basic vital signs from a single probe would likely improve user acceptability, mostly in the case of ambulatory patients, thus increasing the chance of monitoring systems being made available as part of standard clinical practice. In addition to its use for deriving basic vital signs, the PPG has been exploited by an increasing number of researchers for a diverse range of research and clinical purposes, such as heart rate variability (HRV) analysis [7] , the measurement of blood pressure [8] , as well as the detection of cardiac arrhythmias [9] . At the same time, it is a well-known fact that data in recordings obtained from ambulatory patients using wearable sensors are often corrupted by motion artefact. The PPG is a signal particularly susceptible to motion artifact mainly because of its morphological variability stemming from the presence of venous peaks and the dicrotic notch which may appear on the PPG waveform. In the presence of motion artifact, the amplitudes of these secondary peaks may be altered, causing errors in pulse rate measurements. Application of signal quality indices (SQIs) may provide a solution to this problem, but often these systems are designed to maximize specificity, resulting in long durations of recordings being deemed unusable. This would be undesirable in high-acuity situations where a high frequency of measurements is required [10] . Even though the uses of PPG have been on the increase, there is still no widely accepted method of pulse-peak detection which performs well on noise-corrupted PPG. Recently proposed techniques include techniques based on signal conditioning and adaptive thresholding using heuristic rules [11] and waveform smoothing and power spectral analysis, followed by a rule-based steps [12] . While many techniques show promise, most have been validated on data from healthy or stationary individuals and, thus, underperform in the presence of noise. In this paper, we propose a new method for estimating pulse rate from ambulatory PPG which employs Ensemble Empirical Mode Decomposition (EEMD) [13] to extract the pulsatile component from noise-corrupted PPG. EEMD is a popular noise-assisted data analysis method, which follows on from the Empirical Mode Decomposition (EMD), an adaptive time-frequency analysis method which has proven to be quite versatile in a wide range of applications for extracting signals from data generated in noisy nonlinear and non-stationary processes [14] . EEMD breaks down the signal to a set of Intrinsic Mode Functions (IMFs), which have been shown to be physiologically attributable in many applications. In the context of estimating pulse rate from the PPG signals the EMD technique was proposed in combination with the Hilbert Transform to clean-out the PPG signal from noise, showing promising results [15] , despite only being tested on data with artificially induced motion artifact. Our own technique, relies on application of the EEMD to identify the pulsatile "mode" amongst the noise, low-pass filtering to further clean out the signal, extrema detection to identify pulse peak candidates and acceptance/rejection of pulse peak candidates using physiologically-relevant rules and an adaptive thresholding approach, where the threshold is learned on expertly labeled data containing realistic noise. The performance of our proposed technique was assessed using signals obtained from ambulatory hospital patients via wearable sensors, therefore containing realistic noise.
II. METHODS

A. Database Used
For this work, data was taken from a database which was collected as part of a feasibility study investigating the suitability of commercially available wearable sensors for clinical use [3] . The patient population consisted of adult patients recruited from the acute medical, acute surgical and care-of-the-elderly wards at the John Radcliffe Hospital in Oxford, who could move around unassisted. An ambulatory score ranging from 1-5 was recorded for each patient with 1 being bed-bound and 5 being "able to mobilize independently". The range of ambulatory scores was 1-5 for the participating patients with a mean of 4.5 and a median of 5 [3] . The PPG data we used for this work was collected using the Wrist Ox2 3150 (Nonin Medical Inc., Plymouth, Minnesota, USA), using soft silicone finger probes, attached to a pulse oxymeter, and sampled at 75 Hz. ECG signal was collected simultaneously using the Equivital EQ-02 LifeMonitor (Hidalgo, Swavesey, UK) which was attached to a belt worn around the patient's chest and sampled ECG at 256Hz. The data used was obtained from 7 patients (2 females and 5 males), with individual records ranging from 4.5-12.5 hrs in duration, totalling 63 hours of recording. Fig. 1 shows a flowchart of the proposed system. The different steps are explained in detail in the following sections.
B. Proposed System
Ensemble Empirical Mode Decomposition
Ensemble Empirical Model Decomposition (EEMD) [13] is an improvement on the popular Empirical Mode Decomposition (EMD) algorithm, proposed by Huang at al [14] , a versatile adaptive time-frequency data analysis method, suitable for non-linear and non-stationary signals, which breaks down a signal into the so-called Intrinsic Mode Functions (IMFs). The IMFs can be interpreted as the different frequency scales (also known as "modes") of the signal and in the analysis of real-world signals, it is often the case that specific IMFs represent physically meaningful information about the signal. The next section follows [13] closely. The EMD algorithm assumes that a signal ( ) may be decomposed in a set of IMFs, ,
where is the residual of the signal after number of IMFs have been extracted. The different IMFs are extracted using a sifting process using the following steps: 1. The local maxima and minima of the signal are identified and an upper envelope of the signal ( ) is created by connecting the maxima using a cubic spline and a lower envelope by connecting the minima, also using a cubic spline. 2. The local mean of the two envelopes is calculated and then subtracted from the original signal ( ) , to obtain the first component ℎ. 3. The process is repeated, now treating ℎ as the signal until the envelopes become symmetric with respect to zero mean under certain criteria. The final ℎ is then designated as , the highest frequency component of the data, and the remaining IMFs are the results of each repetition of step 2, until no more components could be extracted, via a stoppage criterion.
Despite successful application of the EMD algorithm for separating real-world signals into meaningful components, the technique was found to suffer from "mode-mixing", which is the presence of multiple, disparate scales in a single IMF, resulting in a difficulty in identifying specific physical processes in a single IMF. Ensemble Empirical Mode Decomposition (EEMD) was proposed as an improvement to the EMD and alleviates the mode-mixing problem [13] . EEMD applies the principles of Noise-Assisted Data Analysis (NADA) to the EMD algorithm by adding different instances of white noise ( ) to the original signal ( ) such that
treating each ( ) as a separate observation of a hypothetical physical experiment, repeating the EMD analysis process described in steps 1-3 above for each observation and then taking the ensemble mean of corresponding IMFs as the result. The advantage of this approach is that the added white noise series cancel each other in the final of the corresponding IMFs, significantly reducing the chance of mode mixing and producing relatively "clean" signal components in the IMFs [13] . Extraction of the pulsatile signal using EEMD Figure 2 shows an example EEMD decomposition for a PPG signal from the ambulatory database. Initial observations of the decomposition and comparison with the ECG signal collected in parallel revealed that in the overwhelming majority of cases the pulsatile component appeared in IMF3, IMF4 and IMF5. We therefore excluded all other IMFs and took the sum of these IMFs as the extracted pulsatile signal. An example of the extracted pulsatile component is shown on Fig 3. 
Pulse Rate Estimation
Before proceeding with the identification of pulse peaks we applied a 3 Hz FIR low-pass filter to the pulsatile signal, based on a clinically probable upper value of pulse rate of 180 beats per minute (bpm). We then took the cube of our signal (to enhance amplitude differences between pulse peaks and secondary peaks while maintaining the sign) and applied a simple three-point peak detector to identify pulse peak candidates. A refractory period of 0.33s was then applied (based on an upper value of pulse rate of 180 bpm, as before) to reject some of the candidate pulse peaks. Finally, an adaptive amplitude threshold was applied whereby if the amplitude of a peak was below K% of the maximum amplitude in each time-window, the peak was rejected. To remove any low-frequency effect, processing was done in 2-second windows with 1-second overlap. The value of K was learned using expertly annotated data from the database used, as explained next.
Determining the threshold
To determine the best amplitude threshold K, we randomly extracted 7 10-minute segments of PPG, one from each of the subjects. Although the ECG collected in parallel was available, we opted to manually annotate the pulse peaks because the quality of the ECG was not always good and the manual annotations were considered more reliable. 4 of the 10-minute segments were then used as training data to determine the optimal threshold, by maximizing the F1 score over the whole 40-minute training set. The F1 score is a measure of a binary classifier's accuracy in the absence of true negatives and is calculated by
where precision is also known as the positive predictive value (TP/(TP+FP))and recall is the sensitivity (TP/(TP+FN)). The remaining 3 10-minute segments were used as test data to evaluate the performance of the final pulse peak detector.
Estimation of pulse rate and comparison with ECG
To further evaluate the performance of our pulse peak detector we applied it to the entire 63-hour database and calculated pulse rates in 1-minute windows. We then calculated the mean absolute error with the respect to the heart rates (HR) calculated from the parallel ECG. QRS detection on the ECG was performed using the widely-used Hamilton and Tompkins algorithm [16] . To ensure reliability of the HR measurements, since the ECG was also contaminated by motion artifact, we applied a state-of-theart Signal Quality Index (SQI) to both the ECG and the PPG signals [10] and only used windows for which the ECG was of "good" quality (64% of total windows). The errors in the estimation of pulse rate from the PPG with respect to the ECG were then calculated separately for "bad" quality and "good" quality windows of PPG. The total number of 1-minute windows used for estimating the mean absolute error were 1156 for "good" PPG and 718 for "bad" PPG.
II. RESULTS
The optimal value of K determined based on the manual annotations was 5 which corresponded to a mean F1 score of 0.876 on the training data and 0.857 on the test data. The mean absolute errors obtained between the pulse rates estimated from the PPG and the heart rates estimated from the parallel ECG for "good" quality PPG signal was 1.72 bpm (2.5%) and for "bad" quality PPG signal was 4.49 bpm (5.9%). Figure 4 shows plots of the pulse rate and heart rate estimations from a record taken from the database used.
III. DISCUSSION AND CONCLUSION
We presented a novel algorithm for estimating the pulse rate from PPG obtained from ambulatory patients, which contains motion artefact. A novelty of the proposed approach lies in on application of Ensemble Empirical Mode Decomposition on the noise-corrupted PPG signal for identifying "mode" of the pulsatile component. Once the pulsatile component is extracted we detect candidate pulse peaks using a simple three-point peak detector and then apply physiologically-relevant rules to reject erroneous candidates, followed by adaptive thresholding, based on the Pulse rates derived from PPG (black crosses) vs heart rates derived from ECG (grey "x") for "good" PPG (top) and "bad" PPG (bottom). For ease of interpretation we are displaying "good" and "bad" windows separately so windows are not directly consecutive.
maximum amplitude of pulse peaks in each waveform window.
The threshold was optimized on manually annotated PPG data which contained motion artifact. We validated the algorithm firstly on manually annotated test data and then using a 63-hour database from 7 hospital patients who were ambulatory, by calculating the pulse rate every 1 minute and comparing with the heart rates calculated from ECG collected in parallel. To ensure reliability of the ECG-based HR estimated we applied an SQI to the ECG signal and only used segments which were deemed to be of "good" quality. We applied the same SQI to the PPG signal to evaluate performance on "good" quality and "bad" quality PPG signal. The F1 score on the test data was 0.857 which is a very good result for data obtained from ambulatory patients and indicates the success of applying the EEMD approach for removing the motion-induced artefact from the PPG signal. The mean absolute errors in the pulse rate estimations were 1.72 bpm (2.5%) for the "good" quality PPG and 4.49 bpm (5.9%) for the "bad" quality PPG. Both errors are within an acceptable margin-of-error for pulse rate/heart rate estimations and demonstrate the potential of the method to provide valid pulse rate measurements in the presence of noise and to possibly also provide a valid alternative to the ECG for the indirect measurement of respiratory rate and HRV indices from the PPG (both of which rely on accurate pulse-peak detection). Accomplishing this, would provide a great advantage in ambulatory patient monitoring since a single sensor would suffice for obtaining all basic vital signs reliably, even in the presence of noise. Our results are promising, however, before clear conclusions can be drawn, the proposed method needs to be validated on data from different PPG sensors and different populations such that it can be developed further as a generalized tool, without requiring tuning to a specific dataset.
