Journal of the Arkansas Academy of Science
Volume 21

Article 1

1967

Arkansas Academy of Science Proceedings - Volume 21 1967
Academy Editors

Follow this and additional works at: https://scholarworks.uark.edu/jaas

Recommended Citation
Editors, Academy (1967) "Arkansas Academy of Science Proceedings - Volume 21 1967," Journal of the
Arkansas Academy of Science: Vol. 21 , Article 1.
Available at: https://scholarworks.uark.edu/jaas/vol21/iss1/1

This article is available for use under the Creative Commons license: Attribution-NoDerivatives 4.0 International (CC
BY-ND 4.0). Users are able to read, download, copy, print, distribute, search, link to the full texts of these articles, or
use them for any other lawful purpose, without asking prior permission from the publisher or the author.
This Entire Issue is brought to you for free and open access by ScholarWorks@UARK. It has been accepted for
inclusion in Journal of the Arkansas Academy of Science by an authorized editor of ScholarWorks@UARK. For
more information, please contact scholar@uark.edu.

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1

i

GENERAL LIBRARY
olume XXI

JAN 2 5 1968
1967

/

UNiV. OF ARKANSAS

Published by Arkansas Academy of Science, 1967

1
-•».

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1

o

A^Ap
v.3-1

C-&B. \

EDITORIAL BOARD
Lester C. Howick, Editor
James L. Dale
Carl E. Hoffman
G. T. Johnson
Max C. Milam
Jewel E. Moore
Joe F. Nix
Roy C. Rom
J. W. Sears

Correspondence

should be addressed

as follows.

Manuscripts:
Lester C. Howick, Editor
Arkansas Academy of Science
Department of Chemistry
University of Arkansas
Fayetteville, Arkansas
72701
Subscriptions

and Exchanges:

G. E. Templeton, Secretary
Arkansas Academy of Science
Box 1709
University of Arkansas
Fayetteville, Arkansas
72701

UNIVERSITY OF ARKANSAS
LIBRARY
https://scholarworks.uark.edu/jaas/vol21/iss1/1

Price: Five Dollars

2

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1

AR KANSAS
ACADEMY OF

Founded

SCIENCE

igi7

procee dings

Volume

XXI

Published by Arkansas Academy of Science, 1967

1967

3

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1
TABLE OF CONTENTS
Page
Secretary's Report

1

Guidelines for Authors

7
8

Program
Ground Beetles of the Genus Lebia Latreille in Arkansas
(Coleoptera: Carabidae):
Ecology and Geographical
Distribution.
R. Hemenway and W. H. Whitcomb
Virus Induced Cataracts.
Ruth Jarman, Calvin Hanna, and Carl E. Duffy
The Subspecies and Ecology of Meadowlarks
in Northeast Arkansas.
Robert Lowery and E. L. Hanebrink
The Taxonomic Status of Penstemon Wherryi Pennell.
Aileen L. McWilliam

15

21
26
33

The Determination of Larval Instars of the Rice Weevil Sitophilus
oryzae (L.) (Coleoptera: Curculionidae) in Wheat.
36

A. E. ODonnell
Tularemia in the Wildlife of Arkansas.
Leo J. Paulissen, R. Reece Corey and Delbert Swartz
The Problem of Insect Identification and the University
of Arkansas Reference Collection.
E. Phil Rouse
Metabolic Changes Induced in Rats by Feeding Different
Levels of Galactose with Two Levels of Corn Oil.
Carolyn Quails Sharp
Life History and Predatory Importance of the
Striped Lynx Spider (Araneida: Oxyopidae).
W. H. Whitcomb and Ruth Eason
The Effects of Hydroxyurea on Cultured Somatic Cells of the
Chinese Hamster, Cricetulus Griseus.
Charlotte Neill and William C. Guest .
Geomorphic Analogs and Climax Morphogenesis
H. F. Garner
Characterization of the Bivariate
Negative Binomial Distribution.
James E. Dunn
Monte Carlo Study of Estimation for Nonlinear
Models Subjected to Linearizing Transformations.
Jeff Kennington and James E. Dunn
Conspiracy and Power Politics.
John E. Guendling

The Outdoor Laboratory

Aid to Teaching
Biology in the Secondary Schools.
Edward E. Dale, Jr

39

45

49

54

59
64

77
87
94

as an

https://scholarworks.uark.edu/jaas/vol21/iss1/1

100

4

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1
Arkansas Academy

fw4-f

of Science

Proceedings, Vol. 21, 1967

ARKANSAS ACADEMY OF SCIENCE
Fifty-first Annual Meeting
Jonesboro, Arkansas
April 7-8, 1967
OFFICERS

President
President-elect
Secretary

Treasurer

-

Dr.

-

- Howard
- John
E.
- John
-

Dr
Dr
George
Dr

Moore
J Chapman

Templeton
p Jones

SECRETARY'S REPORT

The first business meeting was called to order by President Moore
a.m. The members were welcomed to the campus of Arkansas
State University by Dr. W. W. Nedrow, Dean of the Graduate School.
President Moore called for a report of the officers
at 10:45

SECRETARY:

It was moved by the secretary that reading of the minutes of the
fiftieth annual meeting be dispensed with since they were published in
the proceedings.
The motion was seconded by Dr. D. M. Moore and
the motion passed.
THE EDITOR:

The secretary read a note to the Academy from Dr. James Dale,
retiring editor, in which he expressed his appreciation to the membership
for their cooperation during his 5 year term of office. He also expressed
the hope that they would favor the new editor in the same manner by
submitting their papers on time, keeping in mind that submission of
short concise papers will permit inclusion of more papers in the Proceedings at the same cost.
It was moved by Dr. Jack W. Sears that the secretary write a letter
to Dr. Dale expressing the Academy's appreciation and commendation
for his service as editor. This motion was seconded by Dr. Siegel and

passed.

TREASURER:
Dr. John Paul Jones reported

as of April 1, 1967.

Published by Arkansas Academy of Science, 1967
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DIRECTOR OF VISITING SCIENTIST PROGRAM:

The secretary reported that the Visiting Scientist Program was
operating smoothly with a total of 141 visits requested so far this year,
with funds available for approximately 31 more visits. Eighty-four
schools have taken advantage of the program and 43 of the 57 scientists
It was noted that the National
in the program have been requested.
Science Foundation would no longer accept proposals for this program,
but that the Valley Education and Research Foundation would support
the program as it is currently being operated if the Academy is agreeable. After considerable discussion it was agreed to bring this to a
vote at the second business meeting.
THE PRESIDENT

Dr. Moore appointed the following committee and asked them
at the second business meeting.

to

report

1. Meeting place for 1968 meeting:
Dr. J. W. Sears, Chairman, Dr. Arthur Fry and Dr. Wilber
Everett.
2.

Nomination Committee:
Dr. D. M. Moore, Chairman, Dr. Robert
Fribourgh and Dr. Irvin Wills.

3. Audit Committee:
Dr. Sam Siegel,
Kirkton.

Chairman,

Shidler, Dr. James

Dr. Fred Meyer, Dr. Rodney

Dr. Howard Moore then asked Dr. D. M. Moore to continue his
to obtain status as follows in the AAAS for 17 persons nominated
at the Fiftieth annual meeting.

efforts

The president reported that a Junior Sciences and Humanities
Symposium had been sponsored in Little Rock March 9, 10, and 1 1, by
Arkansas State University and the U. S. Army Research Office with the
cooperation of the Academy, The Arkansas Power and Light Company,
The University of Arkansas Medical Center, the University of Arkansas
Graduate Institute of Technology and the U. S. Army Arsenal, Pine Bluff.
140 High School teachers and students participated in a symposium and
tour of research facilities in Little Rock with papers being presented by
eight science students, 3 established scientists and a historian. Six of
the eight students were selected to attend the National JSHS at West
Point.
During the tours the students conferred in small groups with
established scientists in their laboratories.
The cost of the program
was approximately $6,000 and was borne entirely by the U. S. Army
Office of Research at Duke University in Durham, North Carolina, by
providing a grant to Arkansas State University. Dr. Moore outlined
several plans for continuation of the program including plans for obtaining matching funds from local sources as the Army has indicated their
willingness to continue the program on a matching basis. He asked
¦
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that this program be discussed by the membership and voted upon at
the second business meeting.
NEW BUSINESS:

The following amendments to the constitution and bylaws were
presented by Dr. John P. Jones, Chairman o'f the constitution revision
committee.

Article IV. Officers:
Academy
shall be a President, a President"The officers of the
elect, a Secretary, a Treasurer, and an Editor who shall perform the
duties usually pertaining to their respective offices. All officers of the
Academy except the President shall be chosen by ballot by the membership-at-large in the annual meeting and hold office for one year, except
the secretary, treasurer, and editor, who shall hold office for five years.
The office of President shall be filled by the preceding year's Presidentelect. These officers, the retiring President, the Junior Academy advisor,
the program chairman, the President of the Collegiate Academy, and
other members designated by the President shall constitute the Executive
Committee of the organization."
1.

Proposed amendment of Constitutional

2.

Proposed amendment

of By-Law

#4

"Persons presenting papers with intent of having them published
in the Proceedings shall present a final copy of the paper to the Chairman of the appropriate section on the day of presentation.
The Editorial
Board shall be under no obligation to consider papers submitted after
this date."
3.

Proposed amendment of By-Law

"The Academy will have
the Executive Committee."
4.

a

#13:

Historian who shall be appointed by

Proposed addition of By-Law

#15.

"Notwithstanding any provision of the Constitution
which might be susceptible to a contrary construction:

or By-Laws

(a) the Academy shall be organized exclusively for scientific purposes,(b) the Academy shall be operated exclusively for scientific and
education purposes;
(c) no

part

of the

net earnings

any circumstance,

holder

or

of the Academy shall, or may under
benefit of any private share-

inure to the

individual;

(d) no

substantial part of the activities of the Academy shall consist
of carrying on propaganda, or otherwise attempting to influence
legislation;
legisiaTion;

Published by Arkansas Academy of Science, 1967
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(e) the Academy shall not participate in, or intervene in (including
the publishing or distributing of statements), any political campaign on behalf of any candidate for public office;
(f) the Academy shall not be organized

or operated

for profit

(g) the Academy shall not;
(1) lend any part of its income or corpus, without the receipt
of adequate security and a reasonable rate of interest to;
(2) pay any compensation

for salaries,

or

other

actually rendered,
(3)

make any
basis,

part

in excess of a reasonable allowance
compensation
for personal services

to;

of its services available on

a preferential

to;

(4) make any purchase of securities or any other property, for
more than adequate consideration in money or money's
worth from,(5)

sell any securities or other property for less than adequate
consideration in money's worth to; or

(6) engage in any

other transactions which result in substantial
diversions of its income or corpus to; any officer of the
Executive Committee or substantial contributor to the Academy.

The prohibitions contained in this subsection (g) do not mean to
imply that the Academy may make such loans, payments, sales
or purchases to anyone else, unless such authority be given, or
implied, by other provisions of the Constitution or By-Laws.
Upon dissolution of the Academy, the Executive Committee shall
distribute the assets and accrued income to one or more organizations, as determined by the Executive Committee, but which organization or organizations shall meet the limitations prescribed in
(g) inclusive immediately preceding."
subsection (a)

—

It was moved by Dr. J. W. Sears that these amendments be
and seconded by Dr. John Chapman.
The motion passed.

accepted

It was moved by Dr. John P. Jones that the cost of the Proceedings
be increased to non-members from $3.00 to $5.00. This was seconded
by Dr. Wilber Everett. The motion passed.
Mr. AA. L. Lawson moved that the Proceedings be provided to
institutional members in quantities of 10 or more at cost. The motion
was seconded by Mr. Earl Williams and the motion passed.
Mr. Harvey Travis, Science teacher from Concord, Arkansas, asked the
Academy to consider an extensive list of items related to operation of
the Science Fairs and the Junior Academy of Science that he felt would
substantially improve interest and participation in these programs of the

https://scholarworks.uark.edu/jaas/vol21/iss1/1
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These items dealt with communications, scheduling, judging
allocation of space, etc. He was assured that the membership would
take action to implement these suggestions.
A motion to adjourn was made by Dr. Arthur Fry and seconded
by Dr. Donald Gwynn and the motion passed.
Academy.

SECOND BUSINESS MEETING

The second business meeting was called to order by Dr. Moore at
The minutes of the first business meeting
were read.
There was considerable discussion about the prospects of obtaining
funds from private foundations and business interests for operation of
the Visiting Scientist Program. Dr. Wilber Everett moved that the
Executive Committee be impowered to solicit and receive funds in the
name of the Academy from private foundations or businesses to operate
specific programs developed by the Executive committee to further the
aims of the Academy. This motion was seconded by Dr. Jack Sears and
1:10 p.m. April 8, 1967.

was passed.

A discussion of co-sponsorship of the Annual meeting with the
Valley Education and Research Foundation was followed by a motion
from Dr. Eugene Whitlake that we continue for one more year the same
relationship with the Valley Education and Research Foundation as we
have had during the past three annual meetings. The motion was
seconded by Dr. Orval Meyer and the motion passed.

Dr. Jack W. Sears reported for the Meeting Place committee for
1968 and moved that we accept the invitation of Ouachita Baptist
University to have the Fifty-second meeting of the Academy on their
campus.
The motion was seconded by Dr. Shidler and the motion
passed.
There was "some discussion of the planning for meetings two
years in advance.
It was noted that the Academy in the recent past
had met at the University every fourth yaar. A motion to have the
fifty-third annual meeting (1969) at the University of Arkansas, Fayetteville, was made by Dr. Everett and seconded by Dr. Sears. The motion
passed.

Dr. D. M. Moore reported for the Nominations committee.
Dr.
Lester C. Howick was nominated as Editor and elected by acclamation
on a motion seconded by Drs. Sears and Bailey respectively. Dr. Arthur
Fry was nominated as President-elect and was elected by acclamation
on a motion and seconded by, Drs. Fribourgh and Wills respectively.
Dr. Siegel reported for the Audit committee that the treasurer's
report had been audited
and found in good order. It was moved by
Mr. M. L. Lawson that the report be accepted. The motion was seconded
by Mr. Earl Williams and was passed.
There was considerable discussion of the plans and prospects for
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continuing the Junior Science and Humanities Symposium. It was moved
by Dr. Fry that the executive committee be impowered to continue this
program providing suitable funding can be obtained.
The motion was
seconded by Dr. Bailey and was passed.

There was a discussion of the current status of the constitution and
by-laws and cf the changes in the charter to obtain tax exempt status
for the Academy. It was moved by Dr. Fry that the changes in the
constitution and by-laws accepted in the first business meeting be
adopted. The motion was seconded by Dr. Wills and the motion passed.
Dr. Fry then moved that the Executive committee be impowered to take
the necessary steps to obtain a charter that would qualify the Academy
for tax exempt status with the Internal Revenue Service. The motion was
seconded by Dr. Siegel and the motion passed.
The Junior Academy of Science and the State Science Fair were
discussed at length and it was recognized that an individual was needed
at the State level to provide coordination and leadership to the Junior
Academy of Science Program. Dr. Wills moved that the Executive committee be impowered to obtain a coordinator for the Junior Academy
of Science. The motion was seconded by Dr. Bailey and was passed.
A proposed conference to improve the curriculum for Undergraduate Education in Biological Sciences (CUEBS) was discussed. The tentative plans called for the conference to be developed by Dr. Neal
Buffaloe at Arkansas State College, Conway, and is to be closely
coordinated with personnel from each college and university in the
state with minimal cost to the Academy.
Dr. Sears moved that the
Academy sponsor such a conference.
The motion was seconded by
Dr. Fribourgh and was passed.

Dr. Moore passed the gavel to Dr. John Chapman who appointed
the following committee to continue the work on the Constitution,
By-laws, and Charter, and to obtain tax exempt status for the Academy:
Dr. John Jones, chairman, Dr. Templeton, Dr. Samuel Siegel, Dr. James
Dale, and Dr. Howard Moore.
The secretary was instructed to write a letter of appreciation to
Dr. Moore for his efforts on behalf of the Academy and to the President
of Arkansas State University for the use of the facilities for the meeting.
There being no further business, the meeting was adjourned.
Respectfully submitted,
George E. Templeton
Secretary

https://scholarworks.uark.edu/jaas/vol21/iss1/1
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GUIDELINES FOR AUTHORS
Eligibility for publication in the Proceedings is limited to those
papers which have been presented at the annual meeting by one of
the authors. In addition, at least one of the authors must be a member
o f t ne Academy except that the Editorial Board is authorized to accept
articles for publication from invited speakers. In all cases manuscripts
must be presented to the section chairmen at the time of the reading
of the paper.
The Editorial Board reserves the right to edit, shorten,
or reject any papers submitted to it. In general, all submitted papers
will be reviewed by persons competent in the area of study.

Manuscripts should be clearly typewritten, double spaced throughout, with the format followed being that of a commonly used journal
in the area of study. Illustrations may be used but special care should
be exercised to insure that drawings and photographs are of the highest
quality. Such illustrations should be properly proportioned to fit the
Proceedings page and lettering should be large enough to be legible
Manuscripts will normally be limited to ten
upon size reduction.
(Proceedings) pages with pages in excess of this being charged to the
author at cost. In addition, authors may be expected to bear changes
arising from exceptional typesetting or illustration.

The Editor will inform authors of the arrangements for ordering
reprints and of the cost of reprints at the time that corrected page
proofs are prepared.

Published by Arkansas Academy of Science, 1967
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PROGRAM

ARKANSAS ACADEMY OF SCIENCE
Fifty-First Annual Meeting
Arkansas State University, Jonesboro, Arkansas
Friday, April 7
9:00 a.m. to
4:00 p.m.

REGISTRATION

— Senior

and Collegiate Academy

9:00 a.m. to
12:00 noon

REGISTRATION

— Junior

Academy

9:30 a.m.

10:45 a.m.

—
EXECUTIVE COMMITTEE MEETING Senior Academy
—
Collegiate Academy
— Senior Academy — Collegiate
BUSINESS MEETING
Academy of Science

1 1:00 a.m.

MIXER

12:00

— Collegiate Academy of Science.
LUNCHEON
Speaker: Dr. Harry Day. Indiana University.
Topic: "Science and a Liberal Education"

noon to

1:15 p.m.

—

of papers.

1:30 p.m. to
4:00 p.m.

COLLEGIATE ACADEMY

1:30 p.m. to
3:30 p.m.

JUNIOR ACADEMY
tation of papers.

3:00 p.m. to
5:00 p.m.

SCIENCE EDUCATION SECTION

4:00 p.m. to
5:30 p.m.

SCIENCE FAIR

5:30 p.m. to
7:00 p.m.

BANQUET

7:00 p.m. to
8:00 p.m.

SCIENCE FAIR AWARDS

8:15 p.m. to
9:15 p.m.

ADDRESS
Dr. Harry Day
Indiana University
"From Boron to Zinc in Nutritional Biochemistry"

Presentation

— Business

— Combined

—

https://scholarworks.uark.edu/jaas/vol21/iss1/1
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PROGRAM
Saturday, April 8

— Conference

for "Visiting Sci-

8:30 a.m. to
9:30 a.m

VISITING SCIENTIST
entists"

9:00 a.m.

SCIENCE TALENT SEARCH PROGRAM

to

10:00 a.m.
10:00 a.m. to
12:00 noon

SECTION MEETINGS

12:00 noon to
1:00 p.m.

LUNCH HOUR

— Senior

Academy

1:00 p.m. to
2:00 p.m.

BUSINESS MEETING

— Senior

Academy

2:00 p.m. to
4=00 p.m.

SECTION MEETINGS

— Senior

Academy
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13

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1
10

Arkansas Academy

Proceedings, Vol. 21, 1967

of Science

SECTIONAL PROGRAM

1

SCIENCE EDUCATION
Chairman: Roy C. Rom
University of Arkansas

"Utilization of Educational TV in Teaching of Science", by Mr. Lee
Reaves, Arkansas Educational Television Commission, Conway,
Arkansas.

"The Audio-Tutorial Laboratory Program in General Botany at the University of Arkansas", by Dr. O. Meyers and Dr. L. Bailey, University
of Arkansas.

"Physical Science for the Nonscientist",
College of Arkansas.

by Mr. Denver Prince, State

"The University of Arkansas Physical Chemistry Laboratory Program",
by Mr. Allen Robinette, University of Arkansas.
"Science Background for Non-Science College Students", by Mr. E. E.
Hudson, Arkansas Polytechnic College.

"A Proposal for a CUEBS Conference in Arkansas",
State College of Arkansas.

by Dr. N. D. Buffaloe,

"AC3 Programs for Improving Instruction in Chemistry", by Dr. Renfrew,
Guest Speaker from Advisory Council on College Chemistry, Stanford University
BIOLOGY AND AGRICULTURE
Session

I

Chairman: Dr. Eugene B. Whitlake
Arkansas State University
"Thermal Resistance

in the Ozark Minnow, Dionda nubila (Forbes)," by

Claude Baker.
Survival of Bacteria
Bowling.

in One-molar Sodium Chloride,"

by Robert E

"Hormone Levels in the Nesting Robin, Turdus migratorious. Linnaeus,"
by Jay N. Dystra.

The Directions of Nocturnal Bird Migration Along the Northwestern
Shore of the Gulf of Mexico," by Bill Forsyth.

"Film Analysis of Agonistic Behavior in Ground Squirrels (Citellus),"
t^ruDiTz III.
in.
Dy Gene Grubitz
<j7ene
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Composition of the Cowpea Strain of Southern Bean Mosaic
Virus," by M. A. Haralson and H. J. Walters.

"Nucleotide

"The Genus, Lebia (Carabidae), With Emphasis
Arkansas," by Robert C. Hemmenway, Jr.

on Its Occurrence

in

Behavior of the Brown Recluse Spider," by AAaxine Hite
"Star-dependent Orientation in a Planetarium Exhibited by the Whitethroated Sparrow, Zonotrichia albicollis (Gmelin)", by Douglas
James and Marvin D. Crabb.
"Mating

"Virus Induced Cataracts,"

by Ruth Jarman.

"The Taxonomic and Ecological Status of the Meadowlark in Northeast
Arkansas," by Robert Lowery and Earl L. Hanebrink
"Penstemon

wherryi

Pennell (Scrophulariacea),"

by Aileen L. McWilliam.

BIOLOGY AND AGRICULTURE
Session
Chairman:

II

Dr. Albert E. O'Donnell

Arkansas State

University

"New Records for the Arkansas Flora V," by Dwight Moore.
"Valerianella in Arkansas," by Dwight Moore
"A Taxonomic Separation of Larvae of the Genus Setophilus (Coleoptera:
Circulionidae) by Head Capsule Morphology," by Albert E. O'Donnell and Paul D. Hunkapiller.

"Predation Rates of Two Mites on Eggs of the Little House Fly, Famia
canicularis," by Albert E. O'Donnell and E. Lee Nelson.
"Tularemia in Arkansas' Wildlife," by Leo J. Paulissen, R. R. Corey and
D. Swartz.

"How to Grow Bamboo," by Roy Prewitt.

"The Problem of Insect Identification and the Reference Collection," by
E. Phil Rouse.

"Metabolic

Changes Induced in Weanling Rats by Feeding Different
Levels of Galactose with Two Levels of Com Oil," by Carolyn

Sharp.

'Some Morphological Differences Between Smilax bona-nox and Similax
rotundifolia (Liliaceae)," by D. Freeman Thomas.
A Life History and Predatory Importance of the Striped Lynx Spider,"
by W. H. Whitcomb.
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"Shoot Growth of Dark-grown Corn Seedlings in Response
Interruption of the Dark Period," by J. L. Wickliff.

to light

"The Influence of a Low Protein Diet when fed with Various Sources
and Proportions of Carbohydrate and Fat on Metabolic Functions
in Rats," by Cal lie Ann Shull.
CHEMISTRY
Chairman:
Arkansas

Dr. J. E. Bennett
State University

"Stereochemistry and Mechanism of the Vapor Phase Catalytic Hydrogenation of O-Xylene", by Samuel Siegel and Joseph R. West.
"A Novel Fragmentation Reaction in the Norbornane Ring System", by
Laura Skillern and D. E. Gwynn.
"Chlorine Isotope Effects in the Hydrolysis of Benzoyl Chlorides", by
Arthur Fry and Leslie T. Netherton.
"Vaporization Studies of Metal Phthalocyanines",

by William McCall

and J. E. Bennett.
GEOLOGY

Henry N. Halberg
U. S. Geological Survey

Chairman:

"Alcoa's Arkansas Mining Operation," by Robert L. Schell, Chief Mining
Engineer, Arkansas Operations, Aluminum Company of America.
"Deep Stripping of Arkansas Bauxites," by Jack C. McFarlin, Surface
Superintendent,

Reynolds Mining Corporation.

"Technique of Exploration for Mineral Deposits in Arkansas," by J.
Stewart Hollingsworth, Geologist, Mining and Metals Division,
Union Carbide Corporation.

"Geomorphic Analogs and Climax Morphogenesis," by H. Filmore
Garner, Associate Professor, University of Arkansas.
— An Educational Process," by
"Making Water Management Work
Leslie E. Mack, Governor's Representative for Water Resources.
"Ground-water Resources of the Red River Alluvium in Arkansas," by
Augustine H. Ludwig, Hydraulic Engineer, Water Resources Division,
U. S. Geological Survey.
"

"Occurrence of Small Fluorite Bearing Vein in Searcy County, Arkansas,
by Benjamin F. Clardy and Mac B. Woodward, Geologists, Arkansas Geological Commission.

https://scholarworks.uark.edu/jaas/vol21/iss1/1
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"Ground Magnetometer Survey of Hot Spring County, Arkansas," by
Philip J. Sterling and Charles G. Stone, Geologists, Arkansas
Geological Commission
MATHEMATICS
Chairman:

Dr. John W. Keesee

University

of Arkansas

Estimation of Variance Components in Multiway Classification, Mixed
Model Situations", by Margin Place and James E. Dunn.

Characterization of the Bivariate Negative Binominal Distribution", by
James

E. Dunn.

Monte Carlo Study of Estimation Efficiency for Nonlinear Models
Subjected to Linearizing Transformations", by Jeffre L. Kennington
and James E. Dunn.
A Good Mathematics Cirriculum for Small Colleges",
Indiana University (CUPM Consultant).

by B. E. Rhoades,

HISTORY AND POLITICAL SCIENCE
Chairman:

Voting Machines
College.

in

Dr. Ronald L. Hayworth
Arkansas College

Arkansas", by Kay G. Collett, Westark Junior

William Hope Coin Harvey as

a Figure in Richard Hofstadter's Histories", by William M. Baker, Texarkana College.

Conspiracy and Power Politics", by John E. Guendling, Arkansas
Polytechnic College.

PHYSICS

Chairman: Dr. L. A. Mink
Arkansas State University

Development of a Generally Covariant Wave Equation", by Alan Wray.
Temperature, and Resistance in Exploding Wires", by Tom Atwood.
Production of Hydrogen Atoms in the 3S State by Fast H2+ and H3+
Impact on Inert Gases", by Everett Stokes and Charles Stigers.
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GROUND BEETLES OF THE GENUS LEBIA LATREILLE IN
ARKANSAS (COLEOPTERA: CARABIDAE): ECOLOGY
AND GEOGRAPHICAL DISTRIBUTION 1
R. Hemenway

2

and W. H. Whitcomb 3

Fifteen of the 47 known North American species of the genus Lebia,
family Carabidae, are found in Arkansas. Adult beetles of this genus
are active on the foliage of various herbaceous plants; a few species
are numerous on the foliage of trees and shrubs. So far as known, the
larvae are predaceous on the pupae of leaf beetles, family Chrysomelidae. The larvae of each species of Lebia tend to be host-specific;
their leaf beetle hosts are usually limited to a single genus of plants.
Wherever a species of Lebia has been reared, a given larva matured
on a single pupa of a leaf beetle in the soil.
There is comparatively little information in the literature on the
Although various writers including Horn (1872, 1881,
genus Lebia.
1882), Casey (1913, 1920), Blatchley (1910), and others dealt with the
taxonomy and identification of various species of Lebia, it was not until
Madge's investigations (1962) that the species picture was clarified. It
is now possible, with the use of Madge's keys, to identify North
American Lebia with little difficulty.
In reference to Lebia species as predators, there is a particular
paucity of knowledge. Glover (1869) and Riley (1871) reported Lebia
grandis Hentz as an important predator on the Colorado potato beetle,
Leptinotarsa decemlineata (Say). Not only are the adults predaceous
on the eggs and larvae of the Colorado potato beetle, but, as discovered
by Chaboussou (1939), the larvae of Lebia grandis attack the Colorado
potato beetle pupae in the soil. Silvestri (1904) found Lebia scapularis
Fourc. feeding on all stages of the elm leaf beetle, Galerucella luteola
(Mueller). Rosenberg (1911) reported the larvae of Lebia crux-minor
Linn, feeding on immature stages of the galerucine beetle, Adimonia
tanaceti Linn. Hinds and Dew (1915) reported Lebia analis Dejean as
predators on immature stages of the fall armyworm, Spodoptera frug'perda (J. E. Smith). Cushman and Isely (1916) reported Lebia ornata
Say [L. fuscata Dejean, according to Madge (1962)] feeding on the
pupae and callow adults of the cherry leaf beetle, Galerucella cavicollis
(LeConte). Lebia viridis Say was observed by Isely (1920) to feed on
e9gs, larvae, and pupae of the grape flea beetle,
Altica chalybea
(Uliger). Chaboussou (1939) found that Lebia grandis was an important
predator of the Colorado potato beetle and attempted to introduce
L. grandis into France. Whitcomb and R. Bell (1960) and Whitcomb and

'Partially supported by ARS Grant 12-14-100-7994
Graduate assistant, University of Arkansas.
Entomologist, University of Arkansas.
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(33).
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(1964) reported that five species of Lebia were present on cotton
foliage and that Lebia analis fed on the eggs of the bollworm, Heliothis
zea (Boddie), under laboratory conditions.

K. Bell

Silvestri (1904) was the first to describe the life history of a species
of Lebia. He found that Lebia scapularis laid its eggs in the soil. A
campodeiform larva hatched from the egg and searched for the pupae
or mature larvae of the leaf beetle, Galerucella luteola. After locating
the host pupa, the first-instar larva punctured the integument, embedded
its head, and fed voraciously. Prior to the first molt and before larval
feeding was complete, a lemon-yellow cocoon was spun from silk
secreted by the Malpighian tubules. At the time of the first molt, the
larva assumed a grub-like form, with the legs greatly reduced. This
Each larva fed
was followed by a prepupal and then a pupal stage.
on a single pupa.
Two generations were produced each year.
Chaboussou (1939) investigated the life history of Lebia grandis.
He described the newly hatched larva as having the shape of a staphylinid larva, 3 to 4 mm. long and 0.5 mm. wide. Upon hatching, the
larva began to search through the soil for a mature larva or newly
formed pupa of the Colorado potato beetle, Leptinotarsa decemlineata,
which it immediately attacked, burying its head in the integument. When
finished feeding, it molted to a grub-shaped second-instar larva with
reduced appendages.
This second-instar larva did not feed and, after
a relatively short period of time, molted again to form a pupa without
passing through a prepupal period. The entire period from eclosion
to adult lasted from 15 to 20 days at 20° C.
Lindroth (1954) described the life history of Lebia chlorocephala
Hoffman. The larvae of this beetle attacked mature larvae and freshly
formed pupae of Chrysolina varians. Under laboratory conditions,
Lindroth was able to feed the larva of Lebia chlorocephala as many as
four host larvae or pupae.
The life cycle of L. chlorocephala was very
similar to that of L. grandis; neither a cocoon nor a prepual stage was
formed.
FINDINGS IN ARKANSAS

Madge (1962) found four subgenera of the genus Lebia present in
North America: Loxopeza, Lamprias, Lebia, and a new subgenus.
Of
these, only Loxopeza and Lebia have been collected in Arkansas. Most
species of both subgenera were found on low herbaceous plants in
cultivated fields, in turn-rows, in abandoned fields, or in open places
in the woods. Usually, when numerous, they were associated with a
leaf beetle of the family Chrysomelidae and with the host plant of the
leaf beetle. Where the host plant was a weed in a cultivated field,
the adult Lebia were sometimes well-distributed over the crop plants
and other weeds, as well as over the host plants. Most species came
readily to the standard USDA light traps.
Subgenus Loxopeza

Three species of this subgenus have been taken by us in Arkansas.
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Lebia grandis and Lebia atriventris Say are common everywhere in the
state but only a few specimens of Lebia tricolor Say were taken. The
usually found in association with leaf
two
collected in numbers were usually
two collected
beetles of the subfamily Chrysomelinae
Lebia (Loxopeza) grandis Hentz

Lebia grandis is the largest beetle of this genus in Arkansas. It
is widely distributed in the state, often in association with the Colorado
potato beetle, Leptinotarsa decemlineata, on horse nettle, Solarium
carolinense L. This species was routinely taken in Arkansas corn fields,
apparently because horse nettle is a common weed there. Both under
laboratory conditions and in the field, Lebia grandis adults fed freely
on eggs and larvae of Leptinotarsa decemlineata. As mentioned above,
Chaboussou has shown that the eggs of Lebia grandis are laid in the
soil and that the larvae hatch and seek out pupae of L. decemlineata.
So far as is known, the larva of Lebia grandis is host-specific. No eggs
of L. grandis were obtained in the Arkansas experiments, although
repeated attempts were made; the reason for this is not yet clear.
Lebia (Loxopeza) atriventris Say
is apparently well distributed over the state, although
for study came from Washington, Conway, Jefferson,
and Mississippi Counties.
Except in light traps, it was always taken
in association with Zygogramma heterothecae Linell, a chrysomeline
leaf beetle. It was sometimes numerous in cotton, corn, and soybean
fields but never without the presence of the weed Heterotheca subaxillaris (Lam.), the plant host of Zygogramma heterothecae.
The adults of
Lebia atriventris fed freely on larvae and eggs of Zygogramma heterothecae. No eggs were obtained.

This

species

most specimens

Lebia (Loxopeza) tricolor Say

Only a very few specimens of this species were taken in Arkansas,
all from Washington County. Nothing is known of its host relationship.
Subgenus Lebia

We collected 12 species of this subgenus in Arkansas. Most species
were quite abundant; a few were apparently scarce, probably because
we did not collect in the proper habitat. Most known and suspected
hosts of the subgenus Lebia belong to the subfamily Galerucinae, as
indicated by the work of Silvestri (1904), Cushman and Isely (1916),
and others. However, where we found association between a beetle
of the subgenus Lebia and a given leaf beetle, it was with a member
of the subfamily Halticinae.
Lebia (Lebia) analis Dejean

This is the

most abundant species of Lebia in Arkansas.
It is found
from April until September. Adults are common predators in soybeans,
cotton, corn, alfalfa, vetch, lespedeza, and weed fields, although their
numbers vary from year to year. The adult beetle is a general predator
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feeding on noctuid eggs, leafhoppers, many kinds of chrysomelid larvae,
and other insects.
They consumed an average of 6.03 bollworm eggs
per day in the laboratory. There is an apparent association between
Lebia analis and Disonycha glabrata Fabr., a striped flea beetle, that
feeds on Amaranthus spp. Wherever Disonycha glabrata was found,
Lebia analis was also found. Often, if the weeds were parted and the
ground searched, gravid L. analis females could be found. Very few
fertile eggs were obtained; the reason for this is still not known. L. analis
adults tended to descend to the lower parts of the plants or to the
ground during the hot, dry periods of the day and to climb high on
the plants during the cool, humid periods of the evening. L. analis
adults have been taken in December and January in clumps of broom
sedge, Andropogon virginicus L, where they apparently overwinter.
Lebia (Lebia) viridis Say
Lebia viridis is only slightly less abundant than L. analis.
It is
actually more numerous than L. analis in legume crops, especially
alfalfa, vetch, and clover. This beetle is taken throughout the state
from May to September.
There is an apparent association between it
and the flea beetle, Altica foliacea Lee. A. foliacea is found early in
the season (May and June) on Oenothera laciniata Hill and late in the
season (late July, August, and September) on O. biennis Linn. O.
laciniata is a low weed in the field. O. biennis is a tall weed in the
turn-row. Lebia viridis is found in numbers associated with Altica
foliacea on both plants. One of the remarkable things in the association between Lebia viridis and Altica foliacea is the similarity in physical
Lebia viridis has been taken in the winter in clumps of
appearance.
broom sedge, presumably in hibernation.
Lebia (Lebia) abdominalis

Chaudoir

This is another species of Lebia not uncommon in Arkansas cotton
and soybean fields. It has been taken in Conway, Lee, Faulkner, and
Washington Counties but is widely distributed in the state. No association has yet been found between it and a leaf beetle. It has been
taken overwintering in broom sedge.
Lebia (Lebia) viridipennis Dejean

This species is also taken in the cotton field but is somewhat more
uncommon. It has been collected in Washington, Conway, Mississippi,
and Pulaski Counties. It is attracted by light and has been taken at
the light trap in Washington County as early as mid-June. No associaion has been found between it and a leaf beetle.
Lebia

(Lebia) vittata (Fabricius)

This species was common at lights in Conway, Washington, Franklin, and Little River Counties but was seldom collected in the field.
One specimen was taken on hogweed, Amaranthus sp., in Franklin
County.
habitat.

Obviously, collections have not
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Lebia (Lebia) pulchella Dejean

soybeans, cotton, corn, alfalfa, and
and
This species was common on soybeans,
Is. It was collected in Washington, Johnson, Conway, Cleveland,
weeds.
and Mississippi Counties. No association with a leaf beetle has been
observed. It has been taken overwintering in broom sedge in Washington and White Counties.
Lebia (Lebia) marginicollis Dejean

This species was found in cotton, corn, alfalfa, and soybeans in
No association was
Washington, and Hempstead Counties.
found between this species and any leaf beetle.

Conway,

Lebia (Lebia) pumila Dejean

This species was taken in cotton and alfalfa fields and on weeds
in Washington, Conway, Madison, and Mississippi Counties. No association has been found between this species and any leaf beetle.
Lebia (Lebia) fuscata

Dejean

This species was less common than the others. It was taken
overwintering in leaf trash in Washington and Hempstead Counties.
Lebia (Lebia) lobulata Lee.
was

In Arkansas, this is the rarest Lebia species.
Only one specimen
collected; it was found in Washington County.
Lebia (Lebia) solea Hentz

This is another rare species of Lebia, taken only occasionally and
collected only in Washington County.
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VIRUS INDUCED CATARACTS
Ruth Jarman, Calvin Hanna, and Carl E. Duffy
University of Arkansas Medical Center
INTRODUCTION
In the 25 years since Gregg reported that congenital lens cataracts
may develop in infants following rubella (German measles) virus infection in the mother during pregnancy (4), only a few viruses have been
associated with the production of lens cataracts in experimental animals
These include the Enders strain of mumps virus and the suckling mouse
cataract agent.
When the Enders strain of mumps virus was injected
into the blastoderm of the chick embryo prior to the separation of the
lens vesicle from the surface ectoderm, the secondary lens fibers were
damaged and white cataracts resulted in a high percentage of the
surviving animals (7, 9). Intracerebra! injection of the suckling mouse
cataract agent into mice during the first day of life when the secondary
lens fibers are beginning to form resulted in white cataracts in 44%
of the animals within a few months (1, 6).

The human embryonic lens is susceptible to viral invasion when
the mother becomes infected with rubella virus from the 4th through
the 7th week of pregnanc/ (4). This period of susceptibility for lens
cataract formation from rubella virus corresponds to the time just before
the lens vesicle separates from the surface ectoderm until the secondary
lens fibers begin to form (5). In the rubella-infected embryo at 8
weeks of pregnancy, the cataract has been found to be a dense white
body, the lens consisted mainly of degenerative primary fibers at the
equator (8) and the cataractous lens had a high titer of rubella virus

(10).

In our laboratory, we have been concerned with the maze-learning
ability of white rats which have recovered from clinical encephalitis
following the inoculation of various of the arthropod-borne encephalitis
viruses. These have included St. Louis encephalitis virus which was first
isolated in 1933 during an epidemic in St. Louis, Missouri, and more
recently was shown to be responsible for the outbreak of encephalitis
in Texas.
In 1942, Duffy and Sabin reported the reason that St. Louis
encephalitis virus had been thought to be non-pathogenic for rats was
that young enough animals had not been used (2). The series of events
which follow intracerebral inoculation of St. Louis encephalitis virus in
white laboratory rats are dependent on the age of the animals at the
time of inoculation. If injected during the first week of life, all become
acutely ill and uniformly succumb to a fatal encephalitis.
If injected
at 21 days of age
or older, none of the animals develop clinical
symptoms and no deaths occur. If animals are injected at 12 days of
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age, all develop severe clinical encephalitis
will survive the infection.

but approximately 33%

In preliminary studies using infectious ribonucleic acid (RNA) extracted from St. Louis encephalitis virus (SLE), a similar age susceptibility
pattern was demonstrated.
However, to have a 25-30% recovery rate
after all animals had developed encephalitis, it was necessary to
inoculate rats at 4 days of age.
MATERIALS AND METHODS

Ten percent suspensions (W/V) of SLE-infected mouse brains were
prepared by homogenizing the brain tissue in 0.1 phosphate buffer at
8.9 with 5 X 10~ 4 M versene. Following centrifugation, the
pH 8.7
virus-containing supernatant fluids had LD50 titers of 10~ 7 6 to 10~ 8 4
when tested by intraceiebral inoculation of ten-fold dilutions into 3-

—

week-old Rockland Swiss mice.
A portion of each virus suspension was extracted 3 times with
equal volumes of liquefied phenol which had been washed 3 times
with 0.1 M phosphate buffer. The 3 phenol extractions were followed
by 3 extractions with anhydrous ether and then nitrogen aeration for
10 minutes (3). All steps were carried out in the cold over a period of

2V2 hours. The water-clear liquid which was left was considered tc
be a 10-' preparation of infectious RNA and LD50 titers were between
10—3 5 anc | 10— 4.1 when tested in mice. The infectious RNA gave a
negative Biuret test, and, after treatment with crystalline RNase for 1
minute at room temperature, it had lost all infectivity for mice and 4day-old rats by the intracerebral route.
Part of each litter of Sprague-Dawley rats was inoculated intracerebrally into the right hemisphere with 0.03 ml. of the infectious RNA.
The remainder of each litter was inoculated in the same manner with
infectious RNA which had been treated with RNase. The RNase rats
were used as control animals throughout this study. All young were
sexed, numbered and weighed the day of inoculation. All animals
were examined daily for signs of central nervous system involvement
and weighed at least every 5 days.
RESULTS

All young inoculated with infectious RNA developed encephalitis
with signs of CNS involvement usually seen beginning on the 5th or 6th
post-inoculation day. They were smaller and weaker than their control
litter-mates. In addition, they were hyperexcitable and had tremors of
the head. Approximately 74% of the test animals died. After recovery,
the 76 surviving test rats continued to show nervous symptoms and
stunting of growth. Data in Table 1 show that the control males
consistently weighed about 100 grams more than the test males after
approximately 4 months of age. The weight difference between control
females and test females was not as great until both groups reached
about 12 months of age. The test rats never reached the weight attained
by the control rats even by 15 months of age.
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In this experiment, 37 test males and 39 test females survived and
were kept with 74 control rats. Data in Table 2 show the cumulative
number of cataracts which devoloped in the test rats. A total of 36
rats or 47% of the test animals developed unilateral cataracts, and a
total of 29 or 39% developed bilateral cataracts. Only 1 1 rats or
14% of the test animals had both lenses clear at 22 months, and
examination of their lenses with a slit lamp showed no developing
white cataracts.

None of the control rats developed cataracts.

All test rats with bilateral cataracts and 6 male and 6 female
control rats were killed at 16 months of age. All surviving rats were
killed at 22 months of age. The equatorial cornea and lens diameters
of all the rats were measured. The mean values of the range of sizes
in millimeters are given in Table 3. Each group represents a total of
12 rats, 6 male and 6 female, except the group of rats at 22 months
with clear lenses. This group was made up of the 1 1 rats of the 76
test animals which did not develop cataracts. On comparing the lens
and cornea diameters of the test rats with those of the control rats, it
can be seen that the earlier the cataract formed, the greater the degree
of microcornea and microlens. Abnormal smallness of the entire globe
paralleled the degree of microcornea.
In a subsequent study, the eyes of control and test rats were
repeatedly examined with a slit lamp. It was found that there was
an initial posterior opacity as the lens cataracts began to form and that
about 6 weeks was required for the cataract to be complete. In
addition to arrested growth of the lens, cornea and globe, the lens
capsule was wrinkled. No abnormalities were noted in the retinae of
the eyes. In this experiment, 8 rats were killed at varying intervals
from 3 to 7 days after inoculation and their eyes removed. St. Louis
encephalitis virus was shown to be present in the globes by means of
neutralization tests in mice using specific SLE antiserum.
DISCUSSION

Lens cataracts which resulted in rats injected intracerebrally at 4
days of age with infectious ribonucleic acid extracted from St. Louis
encephalitis virus resembled in many respects those induced in the
human embryo by rubella virus. The cataract is white with an initial
posterior opacity,
and marked microphthalmus, microcornea and microlens may develop. In addition, the virus can be demonstrated in the
eye.

The critical period for the development of lens cataracts in rats
be around 4 days of age. During this embryonic time of lens
development, the secondary lens fibers are rapidly forming. However,
the critical period may be the result of factors other than the stage of
'ens development. Apparently the virus must invade the eye and the
ease with which the virus can invade the eye from the rest of the brain
may change
with age. Certainly the infectivity of the infectious ribonucleic acid was changed or decreased in some fashion since intramay
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cerebral inoculation of intact SLE perticles would have killed all test
animals before any changes could have been seen in the eyes.
Table 1

Approximate Weight in Grams

of Test and Control Rats

4 months
of age

12 months
of age

15 months
of age

Control Males

450

550

650

Test Males

350

450

550

Control Females

250

350

400

Test Females

200

290

300

Table 2
Cataract Development in Rats Following
Intracerebral Inoculation with RNA
Extracted from St. Louis Encephalitis Virus

Total Number of Test Rats
Number with Unilateral Cataracts

76
36 (47%)

14 males, 22 females

Number with Bilateral Cataracts

29 (39%)

19 males, 10 females

Number with Clear Lenses

11 (14%)

Table 3
Lens and Cornea Diameters of Eyes from Rats
Injected at 4 Days of Age

Controls
Rats at 22 months

with clear lenses

Lens*

Cornea*

4.9

6.4

4.5

6.3

Rats which developed cataracts between
15 and 22 months of age

3.5

5.8

Rats which developed cataracts between
5 and 14 months of age

3.3

5.5

2.8

5.3

Rats which developed cataracts

between

0 and 4 months of age

*Mean values in millimeters.
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THE SUBSPECIES AND ECOLOGY OF MEADOWLARKS
IN NORTHEASTERN ARKANSAS
Robert Lowery and Earl L. Hanebrink
Arkansas State University
INTRODUCTION
j^l-\ior-ti\/c»c <~*-f tl-ilr- study
/ 1 \ rlotorminc tko c+n +
Tkck objectives
to : (1)
The
of this c+ii/-Jw were +/"».
determine the status r\f
of
the eastern and southern subspecies of meadowlarks in northeastern
Arkansas: Sturnella magna magna and Sturnella magna argutula
respectively, (2) determine the status of the western meadowlark
Sturnella neglecta neglecta, and (3) compare the habitat preference and
relative abundance of meadowlark species on Crowley's Ridge with that
of the adjacent western delta region.
\a/oko

i

r<-

Although statements have appeared in the past literature concerning the status of the meadowlarks in the northern part of Arkansas,
some were found conflicting and others were based on sight observations and not on prepared skins. The findings of Howell (1911) indicate
that Sturnella magna magna does not breed in Arkansas, although his
conclusions were based upon specimens taken only from Blytheville,
Stuttgart, Conway, and near Mammoth Springs. All of the specimens
were identified as Sturnella magna argutula. Pindar (1924) relates that
that the eastern meadowlark was common in Phillips County, Arkansas
but rare in the more northern Poinsett County during the fall and winter
of 1888-89. This was by inference and not actually determined by
examination of specimens.
Wheeler (1924) states that Sturnella magna
magna breeds in Arkansas, thinking that he was quoting Howell's findings and not realizing that he had mis-read Howell. Wheeler was
puzzled by Howell's phrase "exclusive of the "Ozarks" and substituted
the words "mountainous area" for "Ozark Region". Wheeler simply
errored through misinterpretation. He thought Sturnella magna argutula
was confined to parts of Arkansas south of the ozarks and his range
map for this form indicates as such. However, Wheeler contradicts his
range map in his written description of the range of Sturnella magna
argutula.
Black (1935) considers all breeding meadowlarks in the
Winslow Region of the Ozark Mountains to be Sturnella magna argutula
but comments that they were "radically" different from specimens
collected 50 miles south. Although suggesting an area of sympatric
distribution for the two subspecies, Black still considered the meadowlarks in the area more closely related to Sturnella magna argutula than
to Sturnella magna magna.
Deaderick (1935) from sight observations
includes Sturnella magna argutula in his preliminary list of birds for Hot
Springs, Arkansas, and states its status as a common permanent resident
but less common during the winter months. He found the western
meadowlark Sturnella neglecta neglecta a "rare transient" in the Hot
Springs area. Baerg (1951) mentions that Sturnella magna magna is
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not known definitely to nest in the state but could probably nest in the
Collins (I960) records one western
Ozark Mountains of Arkansas.
in her study of birds in northneglecta
neglecta
Sturnella
meadowlark
eastern Arkansas. Hanebrink (1965) found the western meadowlark a
transient and not common in that area. James and James (1964)
record the western meadowlark from October 18 as the earliest fall date
until April 30 as the last spring date for the state while indicating the
eastern meadowlark a permanent resident. From an ecological standpoint, Grinnell (1927) states the western and eastern meadowlarks
differ in their tolerance of humidity, In areas where sympatric distribution occurs, the western subspecies favors the drier hillsides and the
eastern subspecies the moist swales below,- however, the two species
may come into contact and live side by side. Ecological aspects of the
sympatric distribution of meadowlarks in the north-central states as well
as territoriality have been discussed by Lanyon (1956a, 1956b, and
1962).
Hybridization of the eastern and western species has been
reported by Sutton and Dickson (1965), and Lanyon (1966).
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METHODS
The method of field observations employed in taking bird censuses
in each of the two habitat types was to identify each bird to species
by either sight or sound. Care was taken not to cover the same ground
and record the same bird twice. Neither the route traversed nor the
time spent in the habitat type was constant, but the majority of counts
were made during the morning hours. The one hour unit of time
remained constant, however, so that comparisons could be made. In
recording information for this study, a field sheet was used which
included information on the location, habitat type, date, time, temperature, weather conditions, mileage, and number of meadowlarks observed.

The second method used in this study was the roadside census first
used by Nice and Nice (1921) to measure bird populations of Oklahoma
in 1920. Since then it has been used by a number of other workers.
Kendeigh (1944) evaluated the roadside census in relation to other
types of censuses.
Howell (1951) used the roadside census method as
a means of measuring
bird populations in Tennessee.
The roadside
census in this study was employed as a method of determining relative
abundance and not absolute abundance.
The roadside counts were
conducted on secondary roads in two major habitat types: namely,
Crowley's Ridge and the adjacent western delta farm areas. The automobile was driven between 15 and 20 miles per hour, and meadowlarks
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were recorded as they appeared before the observer. Field glasses of
7 x 50 power were used for all field and roadside census work.

To determine the subspecies composition of meadowlark populations, several specimens were taken periodically throughout the year in
the study area and identified by a recognized authority. Specimens
were taken with a twelve-gauge shotgun using a light-load cartridge.
Care was taken so that the birds would not be damaged beyon
As the skins were prepared for identification, each specirecognition.
men was assigned a field number. Information concerning the habitat
from which collected, the date, and the sex were recorded for each
specimen and placed on a card which was attached to the individual
prepared skin.

RESULTS AND DISCUSSION
Fourteen meadowlarks were collected, skins prepared, identified,
and placed in the Arkansas State University Museum (Table 1). Six of
the birds were identified as Sturnella magna magna apparently having
come down from breeding populations to the north, as all were collected
during the fall, winter and early spring in the study area. Numbers
1, 2, 4, 6, and 11 were males, and number 3 was a female.

Two birds of the total collected were identified as western meadowlarks Sturnella neglecta neglecta presumably from breeding populations
to the north or northwest of this area.
Specimen number 13 was
identified as a first-year female collected on February 14, and the
specimen number 12 was identified as a first-year male. James and
James (1964) record October 18 as the earliest fall date for the occurrence of the western meadowlark.
Specimen number 12 was taken
from the Crowley's Ridge habitat on October 16; therefore, it extended
the previously known record for its occurrence by two days. The latest
spring date recorded for Arkansas was April 30 for the western
meadowlark. This record can now be extended to May 21 as a western
meadowlark was heard and seen singing for several hours on this date
at Jonesboro

in 1966.

The remaining specimens collected during the breeding season from
local populations, or at least from some locality not far north of this
area, were assigned to Sturnella magna argutula. Number 14 is a
juvenile closer to the southern subspecies than to Sturnella magna
magna. Numbers 5, 7, 9, and 10 are males, intermediate in size and
coloration but more closely related to Sturnella magna argutula. Number
8 is a female, again intermediate, but closer to the southern form.
Apparently, the breeding birds become larger and somewhat lighter
in plumage not far to the north of this area. Northeastern Arkansas
appears to be close to the shift from Sturnella magna magna to
Sturnella magna argutula (Lanyon, 1966, personal communication).
Field and roadside observations indicate a greater relative
— abundance of meadowlark species on Crowley's Ridge (Tables II V) than
on the delta during the spring and summer.
During the fall and
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winter the converse of this occurred.

Chi square analysis of the censuses

showed that these population differences were highly significant. This
seasonal habitat preference could possibly correlate with the shift from

the breeding Sturnella magna argutula population to the over-wintering
Sturnella magna magna population from the north.
The western meadowlark Sturnella neglecta neglecta appeared
only as a rare winter resident or transient and was not common in the
study area at any time. The extreme dates for the western meadowlark
ranges from October 16 to May 21. This species can be identified by
its voice in the field. The extend of yellow on the cheek, amount of
white on the rectricies, and the general lighter coloration of the crown
and back are useful and reliable in identifying the western species from
the other forms (Lanyon, 1966). Findings indicate that a decided
preference was shown by the western species in its habitat preference.
Nine western meadowlarks were identified by voice during the study,
and all were associated with feed-lots on Crowley's Ridge.

Table
Meadowlarks collected in northeastern
Field
No.

Sub-species

Arkansas

Sex

Collected
Habitat

Date

1

Sturnella

m. magna

Male

Crowley's Ridge

Nov. 13,1965

2

Sturnella

m. magna

Male

Delta

Dec. 18,1965

3

Sturnella

m. magna

Female Delta

4

Sturnella m. magna

Male

5

Sturnella

m. argutula

6

Sturnella

7
8
9
TO

Jan.

8,1966

Crowley's Ridge

Feb.

2,1966

Male

Crowley's Ridge

Mar. 20,1966

m. magna

Male

Delta

Apr.

6,1966

Sturnella

m. argutula

Male

Delta

May

7,1966

Sturnella

m. argutula

Female Crowley's Ridge

Sturnella

m. argutula

Male

Delta

July 10, 1966

Sturnella

m. argutula

Male

Crowley's Ridge

Aug. 13,1966

11

Sturnella

m. magna

Male

Crowley's Ridge

Sept. 18,1966

!2

Sturnella

n. neglecta

Male

Crowley's Ridge

Oct. 16,1966

!3

Sturnella

n. neglecta

Female Crowley's Ridge

Feb. 14,1965

!4

Sturnella

m. argutula

Juvenile Delta

July
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Table II
Comparison

of Meadowlark Populations Based on Roadside Censuses

(Fall and Winter)

Habitat Types
Crowley's Ridge

Delta Area

No. of Individual

Total

Ave. No. of

Trips

Total No.

Miles

Birds Per Mile

of Birds

20
20

382
340

0.56

212
250

0.74

Table III
Comparison of Meadowlark Populations Based on Roadside Censuses
(Spring and Summer)

Habitat Types

No. of Individual

Trips

Total
Miles

Birds Per Mile

Total No.
of Birds

Crowley's Ridge
Delta Area

20
20

386
340

1.18
0.45

456
1 53

,_

Ave. No. of

¦
Table
IV
T

,W

Comparison of AAeadowlark Populations Based on Field Censuses
(Fall and Winter)

Habitat Types

Total Hours
in Field

Ave. No. Birds
Per Hour

Total No.
of Birds

Crowley's Ridge
Delta Area

10
10

34.60
45.30

346
453

Table V
Comparison of Meadowlark Populations Based on Field Censuses
(Spring and Summer)
Total Hours
in Field

Ave. No. Birds

Habitat Types

Per Hour

Total No.
of Birds

Crowley's Ridge

10

36.80

368

Delta Area

10

25.50

255
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SUMMARY
Fourteen meadowlarks were collected from different months of the
year, and skins were prepared and placed in the Arkansas State University Museum.

Census work was conducted in three counties of northeastern
Arkansas, and comparisons were made in two unlike habitat types both
by means of numbers recorded per hour of field observations and by
conducting roadside censuses in two unlike habitat types comparing
numbers of meadowlarks seen per mile.

Finding from a limited study indicate that the subspecies of
meadowlarks nesting in this area are Sturnella magna argutula which
are intermediate in form but more closely identifiable to Sturnella magna
argutula. The wintering population is a different group of birds presumably nesting to the north of this area and are of the subspecies
Sturnella magna magna.
The western meadowlark Sturnella neglecta
neglecta appears only as a transient or rare winter resident.
The records of the state have been extended for the western
meadowlark from October 16 to May 21. The western meadowlark
Sturnella neglecta neglecta can best be identified in the field by its
voice.

Findings indicate a greater relative abundance of meadowlark
species on Crowley's Ridge during the spring and summer with greater
numbers occuring in the delta area during the fall and winter. Using
2x2 contingency tables the field census data yields a chi square value
of 34.80 and the roadside census a chi square of 93.58. The prob-

ability is less than 0.001 that these chi square values will obtain with
differences. Thus, in both cases there is a significant
difference between the populations occurring in different areas at different seasons. This seasonal habitat preference seems to correlate
with a shift from breeding of Sturnella magna argutula in summer to
the over-wintering Sturnella magna magna population from the north.
There is a decided preference shown by the western meadowlark
to the drier ridges associated with feed-lots within the study area.
no real population
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THE TAXONOMIC STATUS OF
PENSTEMON WHERRYI PENNELL
Aileen L. AAcWilliam 1
In the large genus Penstemon (Scrophulariaceae) there occur several
complexes in which the taxonomy is obscure. One of these complexes
is the group known as the Graciles Section (Pennell), Subsection (Keck),
referred to as the "Eastern" Penor Series (Crosswhite), sometimes
stemons, most species of the genus outside of this group being western
in range.

>

)

I

>

In working on the taxonomy of the Oklahoma representatives of
the group, and in particular on the Graciles Series, I found it necessary
to examine in detail several species in which taxonomy and nomenclature were in considerable confusion. Notable among these was
Penstemon wherryi Pennell.
A part of this nomenclatural and taxonomic confusion seems to
arise from the splitting tendencies of certain taxonomists who have
worked in the genus. However, much of the taxonomic difficulty was
found to stem from the fact that certain key characters are destroyed
in the preparation of herbarium specimens, most especially in that
pressing a specimen produces a lateral flattening of a corolla that is
naturally flattened dorsi-ventrally, and that the natural closing of an
orifice by an uparching of corolla lobes is distorted or obliterated in
the pressing.

During the 1920s Dr. Francis W. Pennell, who later published the
definitive monograph of the Scrophulariaceae (1935), made collecting
trips to Oklahoma, Arkansas, and Missouri, and as a result of these
trips named and described a number of new species of Penstemon in
the Graciles Section.

Pennell (1922) described the type specimens of P. arkansanus and
P. multicaulis from collections in central Arkansas. P. multicaulis was
described as differing from P. arkansanus in having clumps of many
stems rather than from one to several in P. arkansanus.
In 1934 Dr. Edgar T. Wherry, of the University of Pennsylvania, on
field trip in Arkansas with Dr. Dwight AA. Moore, of the University of
Arkansas, collected at Havana, Yell County, a Penstemon seemingly
different from P. arkansanus.
This was described by Dr. Pennell in

a
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Published by Arkansas Academy of Science, 1967

37

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1

34

Arkansas Academy of Science Proceedings
his 1935 monograph
Pennell.

and named, in honor of its discoverer, P. wherryi

In his subsequent extensive field trips in Arkansas and eastern
Oklahoma Dr. Moore failed to find plants that could be distinguished
from P. arkansanus as P. wherryi or P. multicaulis. In 1949 Dr. Moore
communicated by letter to Dr. Pennell his feeling that P. wherryi, P.
multicaulis, and P. arkansanus are one and the same thing. Dr. Moore
sent a number of specimens of his collection to substantiate this idea 2
Dr. Pennell's reply is filed in the University of Arkansas Herbarium a?
No. 7508. It states, in part,

.

"I have gone over the specimens you send, and agree with you
that both Penstemon multicaulis and P. wherryi should be put in
I have been gradually reaching this consynonymy of P. arkansanus.
clusion, although when I gathered the plant in 1920 I was thoroughly
convinced that P. multicaulis was a separate entity. It does make a
simpler treatment to put the three together, and I think that they must
be so considered."

Unfortunately this information, as regards P. wherryi, was not
published, and the species epithet wherryi continued to have some use,
especially in popular literature. It was seen as recently as Spring, 1967,
in Lola Byars Johnson's column, "Wildwood Trails ", in the Arkansas
Gazette. Most taxonomic works seem to have abandoned P. wherryi,
however. Waterfall (1966) and Crosswhite (1965) include P. wherryi

I
I

in P. arkansanus.

Bennett (1963), President of the American Penstemon Society,
placed P. wherryi in synonymy under P. laxiflorus, with P. laxiflorus
reduced to a subspecies of P. australis Small. This is evidently an error
stemming from the use of herbarium material only. P. laxiflorus has
the distinguishing character of a corolla tube to throat length ratio of
1 :2, while the tube and throat of P. arkansanus, which includes Pwherryi, are subequal, or in a 1:1 ratio. P. laxiflorus has the orifice of
the throat almost closed by the uparching lower lip of the corolla, while
P. arkansanus, including P. wherryi, has a wide-open orifice and throat,
with spreading, fan-shaped lower lip. The range of P. arkansanus,
including P. wherryi, is the Ouachita Mountains and the Ozarks of
eastern Oklahoma, western and northcentral Arkansas, and extreme
southwestern Missouri, where the preferred habitat is shaley banks and
roadside cuts. The range of P. laxiflorus is the costal plain of Louisiana,
It ranges
south Arkansas, east Texas, and southeastern Oklahoma.
north to the Oklahoma City area, but does not enter the mountains.
It is confined to sandy soil.

'
I

•

•

My first-hand information for P. arkansanus, including P. wherryi,
was determined by a study of 20 Arkansas and Oklahoma specimens of

obtained in personal conversations
Moore, 1964, 1965, 1966.

2|nformation
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three of these determined by Pennell, in the Bebb Herthe University of Oklahoma,- 39 Arkansas and Missouri specimens, including an isotype of P. wherryi and five others determined by
Pennell, from the University of Arkansas Herbarium; and 22 Arkansas
and Oklahoma specimens of P. arkansanus collected by me from 10
Oklahoma and 12 Arkansas stations (these now on deposit in the Bebb
Herbarium and the University of Arkansas Herbarium), plus examination
of living flowering and fruiting material from these stations.
P. arkansanus,

barium

I

at

Careful examination of the specimens of P. arkansanus determined
by Pennell and comparison with the isotype of P. wherryi and a specimen determined by Pennell (Hopkins 2942 OKL) failed to reveal any
Likewise,
characters of P. wherryi as truly distinct from P. arkansanus.
a careful comparison of Pennell's original descriptions failed to disclose
On the other hand, examination of 67
any significant differences.
herbarium specimens of P. laxiflorus from Oklahoma and Arkansas and
of a number of living plants in habitat indicates definitely that P.
wherryi could not be synonymous with P. laxiflorus. Several of my
collections and observations have been made in some of Dr. Pennell's
original collecting areas.
Field study of corolla characters has made
the problem quite clear.
In the light of the available evidence there seems to be no reasonable
doubt that the taxonomic placement of P. wherryi must be in synonymy
with P. arkansansus.

>
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THE DETERMINATION OF LARVAL INSTARS OF THE
RICE WEEVIL SITOPHILUS ORYZAE (L.) (COLEOPTERA:
CURCULIONIDAE) IN WHEAT
A. E. ODonnelM

Literature concerning rice weevil biology has been divided into two
main categories previously referred to as the large and small strains.
Floyd and Newsom (1959) separated these and designated the large
strain as the true rice weevil, Sitophilus oryzae L, while the small strain
was classified as S. sasakii (Tak.). Kuschel (1961) stated the use of
sasakii was nomenclaturaly incorrect.
Instar determinations based on head capsule width (Dyar, 1890)
have been reported for the rice weevil, however, no other means of
instar determination were found. This study was undertaken, with S.
oryzae to obtain and compare capsule widths and larval weights for
the four larval instars as a possible means of determining instar.
MATERIALS AND METHODS

The Pawnee (hard red winter) wheat used in this investigation was
cold sterilized and then placed in steel drums to attain room temperature before tempering to 13.5% moisture content. A type "S" Steinlite
moisture meter was used in all moisture determinations.
Cultures of S. oryzae were obtained by placing 200 four to seven
day old adults (Richards, 1947) in a wide-mouth quart jar containing
75 gm of wheat. The jars were held at 80°F and 70% relative kumidity
for three days after which the adults were removed by screening; the
wheat returned to the jars, and these returned to the controlled conditions as described above. Cultures were prepared every three days.
Beginning with four day old cultures, one culture was removed
from the rearing room each day and passed through a Boerner divider
to obtain sample uniformity. Infestation was determined from a 100
kernel sub-sample by staining with acid fuschin (Frankenfeld, 1943).
The kernels were then placed under a dissecting microscope and were
dissected to remove the larva and determine the instar as described
below. In addition the culture age when the greatest percentage of
the population were in instars 1-4 respectively was also determined.
Preliminary investigations showed this to be 8, 11, 15 and 21 days
respectively.

I

I

<

Instar was determined as follows: the head capsule of each larva
removed and mounted in Canada balsam on a glass microscope
slide and oriented so that the occipital foramen was against the slide
was

'Associate Professor

of Biology, Arkansas State College, State College,

Arkansas.

https://scholarworks.uark.edu/jaas/vol21/iss1/1

40

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1

The Determination

37

of Larval Instars

margins were completely visible when viewed through
The slide was then transferred to a compound
a dissecting microscope.
microscope
and the greatest head capsule width measured using a

and the lateral

¦

calibrated occular micrometer.
To determine if weight might be used to determine instar, 30 larvae
were removed from 8, 11, 15, and 21 day old cultures respectively and
the weight of each larva compared to its head capsule width. Detection
Each larva
of infested kernels was done as previously described.
immediately after removal from the wheat kernel, and prior to being
weighed, was brushed with a fine camel's hair brush to remove any
frass or other material clinging to the body surface.
After weighing
the head capsule was removed and measured as previously described.
RESULTS AND DISCUSSIONS

The minimum, mear and maximum head capsule widths for each
instar are reported in Table 1. Eleven and fifteen day old cultures
contained 2.5 and 1.4% of the population respectively for which instar

could not be determined due to the small number of larvae encountered
having isolated head capsule widths. Differences in head capsule
widths were observed when results from this work were compared with
those previously reported for S. oryzae (L.) (Cotton, 1920; Soderstrom,
1960) suggesting a possible species and/or nutritional difference to be
the cause of these differences.
A positive relationship between larval weight and head capsule
width was observed (Table 2). For first and second instar larvae each
milligram of weight increase resulted in an increase of 1.253 mm in
head capsule width. In third and early fourth instar larvae for each
milligram of weight increase an increase of 0.249 mm in head capsule
width was observed.
In late fourth instar larvae each milligram of
weight increase resulted in an increase of 0.038 mm in head capsule
width.
Instar determinations based on weight are only partially satisfactory. First, second and late fourth instar larvae had independently
grouped weights while identical weights were found in several third
and early fourth instar larvae. Weight cannot be used to determine
instar in the latter.
Table 1. Head Capsule Widths of S. oryzae larvae in Instars one
through four reared in Pawnee wheat held at 80°F and 70%
relative humidity.
No. of Larvae

Culture Age

Instar

Measured

(days)

1

128
121

4

Head Capsule Width
Min.

Mean

Max.

8

0.16

0.20

0.22

11

0.28

0.29

0.39

0.43

0.54

0.64

146

15

0.25
0.34

116

21

0.49
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Table 2. The mathematical relationship resulting from the comparison
of larval weight and head capsule width.
Correlation 3
Instar
Comparison

Coefficient

Equation

1st and 2nd
3rd and early
late

4th

+ 0.1 68
X + 0.304
X + 0.458

.

Y = 1 .253 X

0.97 a

Y = 0.249

0.94 a

Y = 0.038

4th

(r)

0.96 b
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TULAREMIA IN THE WILDLIFE OF ARKANSAS
Leo J. Paulissen,

R. Reece Corey* and Delbert Swartz**
University of Arkansas, Fayetteville
INTRODUCTION

•

>

\

s
I

Tularemia is generally considered to be a disease of rabbits and
hares from which, through handling, humans contract the infection. This
consideration has been fostered by reports, such as by Francis (11), and
by particular statistics, such as for Illinois (17), which implicate rabbits
in well over 90% of human infections. Despite this general conception
of its being a disease of rabbits and hares, tularemia is also known to
affect many other animals and birds, at least 40 different species have
been reported to be naturally infected (see 3, 12, 13). Also, despite
the high incidence of human cases from contacts with infected rabbits
in Illinois and elsewhere, in some areas, like Arkansas, human disease
is more often contracted by bites of vectors like ticks (16), 63% being
reported for the Ozark region of western Arkansas and Missouri (1,9).
The contrasting sources of human infections in Illinoisand Arkansas are
of particular interest because of the high incidence of tularemia in these
two states.
In the period from 1924-49 Illinois led all states with 3051
human cases while Arkansas was second with 1613 cases (17). When
the total population of the two states is compared, 7,897,241 for Illinois
and 1,949,387 for Arkansas, according to the 1940 census (15), Arkansas emerges with the highest per capita human case rate of all the
States. Tularemia in Arkansas has been the subject of several reports
(1, 5, 6, 7, 9, 13) but none of these have involved a comprehensive
survey of the disease in the wildlife of the state, although Calhoun et al.
in 1956 reported findings for several animal species.
An opportunity
to make such a survey became possible along with a continuing taxonomic, distributional study of mammalian species in Arkansas being
conducted by members of the Department of Zoology of the University
of Arkansas (14). This report records the testing of tissues from more
than 1500 animals with the isolation of Pasteurella tularensis from eight
of them and the finding of a high antibody titer in the serum of a
ninth. Tests on 24 birds and 28 snakes were negative.
MATERIALS AND METHODS

•

The methods used for the collection and

preparation

samples were the same as reported previously (8).

The tissue samples were plated upon

Francis (10),

containing

5% blood, 1%

a meat

glucose,

of the tissue

infusion agar, after

0.1%

cystine (or
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In their
cysteine hydrochloride) adjusted to pH 7.3, and autoclaved.
this medium Brigham and Rettger (2) recommended drying of
the surface of the agar before using, a procedure we followed. All
plates were incubated at 37°C and were examined 2, 4, and 10 days
after inoculation. Suspicious colonies were subcultured and if showing
typical morphology upon staining by Gram's method, the organisms
were checked by slide agglutination with specific antisera.
report of

•

Standard tube agglutination tests were conducted on sera from
animals using a commercially prepared antigen of P. tularensis, (Lederle).
RESULTS AND DISCUSSION

The results obtained on animal tissues are shown in Table I. It
can be seen that in two instances, tularemia organisms were isolated
from Didelphis marsupialis, the opossum,- once each from Glaucomys
volans, the flying squirrel; Sciurus niger, the fox squirrel; Mus musculus,
the house mouse; and Sigmodon hispidus, the cotton rat; and twice from
Odocoileus virginianus, the white-tailed deer. Of these six species,
isolates from G. volans, and S. niger, the squirrels, are a new findings
and not previously reported, although both of these species belong to
the general groups of animals which are commonly infected. The finding of tularemia in deer is not surprising either, having been reported
before (4), but also because they are subject to heavy tick infestation.
In this regard, tick infection with P. tularensis may be relatively high
in Arkansas judging from the comparatively high incidence of human
infections resulting from tick bite (1, 9). In Table II it is seen that no
P. tularensis organisms were isolated from 24 specimens of 1 1 different
kinds of birds nor from 18 specimens of 6 kinds of snakes. In Table III
it is seen that of the agglutination tests conducted on sera from 54
animals and 10 snakes, only one serum, that of D. marsupialis, showed
a significant titer, 1:1280. Such a high titer suggests the oppossum had
had a recent exposure to the organisms, such as might have been
acquired from eating a dead infected rabbit. The low titer of 1 :40 for
F. domestica, a house cat, is probably not of much significance.
The
percentage of positive sera is somewhat lower than the 17.2% found
by McKeever et al. (13) for 2004 mammals from Florida and Georgia
they tested. This difference could be due to the relatively small sample
herein tested. Of those McKeever et al. reported, the opossum was
among the animals species most frequently found to have agglutinins.
Others included the raccoon, the striped skunk, and the gray fox. Since
only a few specimens of these animals were examined in the present
study, there were apparently not enough to uncover a positive. However, Calhoun et al. (7) reported finding agglutinins in sera of racoons
and opossums in their Arkansas material. Since these various animals
are common in the state, they may also be important in the total
picture of tularemia in Arkansas. It is interesting that tularemia was
not detected in any of the more than 200 rabbits examined, but then,
McKeever et al. (13) also found that only one of 188 rabbits tested for
agglutinins was positive.
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Table I
Pasteurella tularensis Isolated by Direct Culture
of Blood and Tissue Samples
I

MAMMALS

No. positive/No, tested

I

Didelphis marsupialis the opossum
Blarina brevicauda short-tailed shrew
Cryptotis parva little short-tailed shrew
Lasiurus borealis red bat
Geomys bursarius pocket gopher
volans flying squirrel
Sciurus carolinensis southern gray squirrel
Sciurus niger fox squirrel
Mus musculus house mouse
Rattus norvegicus rat
Giaucomys

>

Microtus pinetorum pine vole
Oryzomys palustris Texas rice rat
Peromyscus gossypinus Rhoads cotton rat
Peromyscus leucopus white footed mouse
Peromyscus maniculatus Ozark white footed mouse

\

Peromyscus
Peromyscus

i

>

•

I

(2)1/64

0/6
0/1
0/5

0/17
(3)/ 13

0/10
(2)/51
(4)/ 170

0/14
0/24
0/6
0/43

0/213
0/8

nuttali southern golden mouse
sp.
Reithrodontomys fulvescens golden harvest mouse
Sigmodon hispidus Texas cotton rat
Sylvilagus aquaticus swamp rabbit

0/26
0/16
0/232

Sylvilagus floridanus cottontail rabbit
Sylvilagus sp.
Urocyon cinereoargenteus
gray fox
Vulpes fulva red fox
Canis familiaries dog

0/192
0/2
0/14

Procyon lotor raccoon

Mephitis mephitis skunk

—

Felis domestica house

Odocoileus

».w*

indicate

cat

virginianus
.nyiniunus white-tailed
wniTe-Tauea
deer
aeer

1/227
0/44

0/9

0/2
0/25
0/18
0/8

2/70
z//v

pools and number of individuals comprising each.

Published by Arkansas Academy of Science, 1967

45

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1

42

Arkansas Academy of Science Proceedings
Table II
tularensis Isolated by Direct Culture
of Blood and Tissue Samples

Pasteurella

BIRDS AND REPTILES
No. positive/No, tested

BIRDS:
Buteo jamaicensis red-tailed hawk
Cathartes aura turkey vulture
Coccyzus americanus yellow-billed cuckoo
Cyanocitta cristata blue-jay
Dendroica pinus pine warbler
Falco sparverius sparrow hawk
Helmintheros vermivorus worm-eating warbler
Lanius ludovicianus loggerhead shrike
Quiscalus quiscula common grackle
Vireo olivaceous red-eyed vireo
Zonotrichia albicollis white-throated sparrow
REPTILES:
Agkistrodon mokasen copperhead
Agkistrodon piscivorus water moccasin
Columber constrictor racer
Coluber flagellum coachwhip
Lampropeltis getulus king snake
Natrix sipedon water snake

Table III
Mammal and Reptile Sera Tested for Pasteurella

0/1
0/5
0/3
0/1
0/1
0/1
0/1
0/8
0/1
0/1
0/1
0/2
0/8
0/2
0/2
0/2
0/2
)

tularensis Agglutinins
No. positive/
No. tested

Titer
¦

MAMMALS.-

Didelphis marsupialis the opossum
Felis domestica house cat
Mephitis mephitis skunk
Odocoileus virginianus white-tailed deer
Procyon lotor raccoon
Sylvilagus floridanus cottontail rabbit
Sylvilagus aquaticus swamp rabbit
Sylvilagus sp.
Urocyon cinereoargenteus gray fox
REPTILES:
Agkistrodon mokasen copperhead
Agkistrodon piscivorus water moccasin
Coluber constrictor racer
Coluber flagellum coachwhip
Natrix rhombifera diamond-backed water shake
Natrix sipedon water snake
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1/20
1/3
0/5
0/1
0/4
0/4
0/4
0/2
0/1

1:1280
1:40

0/2
0/3
0/2
0/1
0/1
0/1
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THE PROBLEM OF INSECT IDENTIFICATION AND THE
UNIVERSITY OF ARKANSAS REFERENCE COLLECTION
E. Phil Rouse
University of Arkansas

The problems of insect identification, research, and control are so
closely associated that they are almost inseparable.
Research without
identification of the insect involved would either become meaningless,
or impossible. Thus, a readily accessible reference collection is necesFor example, after carefully keying
sary to support these activities.
an insect to the species, one cannot always be sure of the identification
unless he can compare it to known material determined by a specialist.
The University of Arkansas Entomology Museum houses such a
collection. Previous workers contributed to it as early as 1897. However, the collection was started on an organized basis in 1952, and
finally consolidated into a single unit in the spring of 1964. At that
time an inventory was taken. At the end of 1966 another inventory
was made to determine the number of species added. The results are
listed in Table 1.
Notable additions to the collection in the past two years are:
Orthoptera, 37 species,- Homoptera, 28 species,- Hemiptera, 119 species,Lepidoptera, 478 species; Coleoptera, 497 species,- Hymenoptera, 671
species,- and Diptera, 1158 species, for a total of 2988 species added.
Table 1. Species added 1965-1966, by order 1
Order
Ephemeroptera
Trichoptera
Orthoptera
Odonata
Plecoptera
Homoptera
Neuroptera
Hemiptera
Diptera

Hymenoptera
Lepidoptera

'Additions

End

Added

1966

1965-66

24

24
83
1 53

83
116
50

25
93
54
209
1784
504

Coleoptera

Total

End
1964

50
25
121
54

37
—
28

706

2281
1662
1191
1 1 84

119
497
1158
671
478

4168

7156

2988

520

328

to alcohol preserved specimens are not included.
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now a total of 7156 species represented by approximately
65,000 specimens of pinned and labeled insects. Many taxonomic
specialists have provided much material aid in the development of this

There are
reference

collection.

The Sarcophagidae 2 (Diptera) of the state have been extensively
collected but not very well reported. Since it is felt that all of the species
of this family likely to be encountered by the ordinary collector are
present in the collection, a check list of the species taken in Arkansas
is given below.
FAMILY SARCOPHAGIDAE
SUBFAMILY MILTOGRAMMINAE
TRIBE MILTOGRAMMINI
Amobia (Sarcomacronychia) floridensis (Townsend)
Eumacronychia nigricornis Allen
Gymnoprosopa argentifrons Townsend
Hilarella hilarella (Zetterstedt)
Macronychia sp.
Macronychia aurata (Coquillett)
Metopia (Allenanicia) lateralis (Macquart)
Metopia (Metopia) argyrocephala (Meigen)
Opsidia gonioides Coquillett
Senotainia flavicornis (Townsend)
Senotainia litoralis Allen
Senotainia trilineata (Wulp)
Senotainia sp.
Sphenometopa sp
TRIBE PARAMACRONYCHIINI
Sarcofahrtia

ravinia Parker

SUBFAMILY SARCOPHAGINAE

Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha
2

ldentifications

(Acanthodotheca) alcedo (Aldrich)
nr. alcedo (Aldrich)
(Acridiophaga) Aculeata (Aldrich)
(Acridiophaga) angustifrons (Aldrich)
(Acridiophaga) caridei (Brethes)
(Blaesoxipha) hunteri (Hough)
(Blaesoxipha) opifera (Coquillett)
(Blaesoxipha) spatulata (Aldrich)
(Kellymyia) plinthopyga (Wiedemann)
(Kellymyia) impar (Aldrich)
(Servaisia) uncata (Wulp)

were

made

or

verified by Dr. H. R. Dodge and Curtis

W. Sabrosky.
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Blaesoxipha
Blaesoxipha
Blaesoxipha
Blaesoxipha

(Spirobolomyia) basalis (Walker)
(Spirobolomyia) flavipalpis (Aldrich)
(Spirobolomyia) singularis (Aldrich)
sp.
Boettcheria bisetosa Parker
Boettcheria cimbicis (Townsend)
Boettcheria latisterna Parker
Camptops unicolor Aldrich
Helicobia rapax (Walker)
Mecynocorpus salvum (Aldrich)
Metoposarcophaga conabilis (Reinhard)
Metoposarcophaga importuna (Walker)
Microcerella scrofa (Aldrich)
Neophyto sheldoni (Coquillett)
Oxysarcodexia (Oxysarcodexia) cingarus (Aldrich)
Oxysarcodexia galeata (Aldrich)
Oxysarcodexia ventricosa (Wulp)
Ravinia (Chaetoravinia) anandra (Dodge)
Ravinia (Chaetoravinia) derelicta (Walker)
Ravinia (Chaetoravinia) laakei (Hall)
Ravinia (Chaetoravinia) latisetosa Parker
Ravinia (Ravinia) Iherminieri (Robineau-Desvoidy)
Ravinia (Ravinia) ochracea (Aldrich)
Ravinia (Ravinia) pectinata (Aldrich)
Ravinia (Ravinia) planifrons (Aldrich)
Sarcophaga argyrostoma (Robineau-Desvoidy)
Sarcophaga bullata Parker
Sarcophaga carinata (Dodge)
Sarcophaga crassipalpis AAcicquart
Sarcophaga haemorrhoidalis (Fallen)
Sarcophaga houghi Aldrich
Sarcophaga libera Aldrich
Sarcophaga mimoris Reinhard
Sarcophaga polistensis Hall
Sarcophaga sabroskyi (Dodge)
Sarcophaga sarracenioides Aldrich
Sarcophaga sima Aldrich
Sarcophaga snyderi (Dodge)
Sarcophaga triplasia Wulp
Sarcophaga utilis Aldrich

Sources of material for the collection include the insects involved
in research for the Entomology Department, collections made by museum
personnel, visiting specialists or other agricultural workers in the state.
Most of these insects are routinely identified by museum personnel or
the staff in the Department of Entomology, when they are common, or
are the pest species currently receiving attention in department research.
Others not so well known are submitted to specialists for confirmation
or identification.
The departmental staff and museum personnel can
handle with some certainty the following groups: all bees belonging
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to the Apoidea; the ants of the state; Lepidoptera belonging to the
Macrolepidoptera,- predaceous ground beetles or Carabidae; the predaceous bugs in the family Reduviidae. Also included are Phyllophaga
sp. or May beetles; the ladybeetles; and many of the biting flies and

ticks.
A study of the biology of the fauna of the state is a goal of
prime importance to entomologists, state and national. Knowledge of
species present, the host upon which the species feed, the ecological
habitat and the location within the state, provide an excellent basis
for research being conducted.

It then becomes important to get representative specimens of all
the insect species in the state and the surrounding area, both beneficial
and destructive. This also provides a quick and ready reference for
making determinations for all persons desiring such a service, namely,
high school biology teachers, County Agents and other agricultural
personnel, government workers, and private citizens.

The systematic collection of insects provides ample opportunity for
discovering new and potentially destructive species not previously known
Early detection and recognition of potentially
to be in the state.
destructive pests makes possible the initiation of research and development of control measures before economic or wide-spread losses are
incurred.
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METABOLIC CHANGES INDUCED IN RATS BY FEEDING
DIFFERENT LEVELS OF GALACTOSE
WITH TWO LEVELS OF CORN OIL
Carolyn Quails Sharp
Home Economics Department of Nutrition
University of Arkansas
Several studies have shown that galactose is inadequate as the
sole source of dietary carbohydrate for weanling rats. Toxicity symptoms of galactose ingestion include reduced growth rate or weight loss,
cataracts, edema, polyuria, and polydipsia.
Research indicates that
dietary fat is helpful in alleviating galactose toxicity symptoms.
The purpose of this experiment was to determine the effects of
feeding to weanling rats diets containing high and low levels of corn
oil with different levels of galactose.
Metabolic adaptations induced
by feeding these diets were compared by measurement of (1) growth
and food efficiency ratios, (2) activities of Glucose-6-phosphatase
and
fructose- 1 ,6-diphosphatase
enzyme systems, (3) levels of total lipid,
glycogen, phospholipid, cholesterol, and nitrogen in the liver, (4) the
concentration of cholesterol in serum and (5) total cholesterol in
epididymal fat pads.

Thirty-six male weanling rats, weighing approximately 46 g each
initially, were divided into 6 groups. The rats were fed nutritionally
adequate diets, the only variables being the amount of galactose and
the level of dietary fat. Groups I and II were fed diets which contained
glucose as the only carbohydrate.
The diet for Group I contained 5%
of fat while the diet for Group IIcontained 25% of fat. Group IIIwas
fed galactose with 5% of fat and Group IV received galactose with
25% of fat. The ration for Group V contained half glucose and half
galactose as the carbohydrate and 5% of fat. Group VI was fed the
same carbohydrate combination with 25% of fat.
These growth curves indicate that growth was slowest when the
diet contained galactose as the only carbohydrate, and a low level of
dietary fat. This experiment was planned originally to cover a three
week feeding period. However, 3 rats in Group III died during the
second week, and the experiment was terminated at the end of that
week. During the last 24-36 hours of life, the rats in Group IIItrembled
and appeared very weak. Fur around the head, neck, and abdomen
became wet and matted. Autopsy of the rats which died revealed that
their body cavities were filled with fluid, and ceca were greatly
enlarged.
When the remaining rats in Group IIIwere sacrificed, it was
found that their bladders were greatly distended, but no fluid was
present in the body cavity.
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Figure 1. Growth curves for rats fed different levels of galactose with
5 and with 25% of corn oil for two weeks.

Groiml
I
II

Diet
G2
G

?

III Gal
IV

?

Gal

51 CO

25t CO
?

Food Efficiency Ratio

Food Intake
(g)
153 + 33

0.51 ? 0.01

155

0.52

51 CO

?

3

?

0.01

0.28 + 0.03

70+6
156+4

0.46

?

0.01

V

25t CO
G-Gal + 51 CO

164+4

0.40

?

0.01

VI

G-Gal + 251 CO

150+5

0.52

?

0.02

?

Table 1. Food intake and food efficiency of rats fed different levels of
galactose with 5 and with 25% of corn oil.
'Groups

I, II, IV, V, VI

—6

rats/group.

—3

Group III

rats/group

unless
otherwise indicated.
— glucose,
— galactose, CO — Corn oil.
2G
Gal
3
Standard error of the mean.
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Changes in food intake produced by increasing the proportion of
fat were significant only in groups fed galactose as the only carbohydrate. Rats consumed more food when galactose was fed with 25%
of fat than when it was fed with 5% of fat. Although all rats fed
diets containing 25% of fat grew well, rats consuming galactose and
25% of CO (Group IV) utilized their food much less efficiently than did
either of the other two groups fed 25% of fat.

The absence of cataract formation during this dietary period was
likely due to the relatively short feeding trial. Fourteen to 18 days are
generally required for cataract development. How galactose accelerates
the formation of cataracts, and the reasons why cataracts develop in
diabetes, are still vague and uncertain; but there is some indication that
lipid metabolism may be involved.
Substituting galactose for glucose in the diet reduces the directly
available glucose and the animal must synthesize glucose by epimerization of galactose.
The final metabolic reaction involved in the maintenance of normal blood glucose levels is hydrolysis of glucoses-phosAn
phate to glucose by the enzyme glucose-6-phosphatase
(G-6-Pase).
increase in the activity of this enzyme in the liver could indicate a
metabolic adaptation to a reduced supply of dietary glucose. Some
investigators have observed that substitution of protein, fat, galactose
or fructose for a direct source of glucose caused an increase in total

Figure 2. Total enzyme activity (units activity/ 100 g body weight) of
rats fed diets containing different levels of |galactose with 5
and with 25% of corn oil for two weeks.

UNIVERSITY OF ARI- \nsa:
1BRARY
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activity of G-6-Pase in the liver. A similar increase in activity was
observed in this experiment when rats consumed diets low in fat and
high in galactose.
However, the mixture of glucose and galactose with
5% of CO caused a reduction in activity. Even though galactose
provided an indirect source of glucose, the mixture of glucose and
galactose maintained a lower level of G-6-Pase activity than did glucose
alone.

Percent of glycogen in the liver was altered by both the level of
fat and type of carbohydrate in the diet (Table 2). Increasing the fat
content from 5 to 25% in diets containing either gluoose or the glucosegalactose mixture resulted in reduction of liver glycogen.
Table 2. Liver composition of rats fed different levels of galactose with
5 and with 25% of corn oil.
Group

dycogen

Diet

(* of liver)

5.96 + 0.46 2

I G1 ? 51 CD
II

G + 25% CO

3.38 ± 0.28

III Gal + 5% 00
IV Gal + 25* CO
V
G-Gal + 51 CO
VI

—

1.19 t 0.23
2.93

G-Gal ? 25* CO

?

0.06

6.12 + 0.61
3.16 + 0.39

—

'G
glucose. Gal
galactose, CO
2Standard error of the mean.

Lipid

Protein

(I of liver)

(I of liver)

3.69 ± 0.08
5.23 + 0.20

16.47 + 0.21
17.44

?

3.91 + 0.12
5.72 + 0.10

19.27

+

3.51
5.12

* 0.13
+

— Corn

0.18

0.36

0.43
18.03 + 0.13
16.40 + 0.38
17.86 + 0.51

oil.

Fatty acid synthesis has been found to be highly dependent upon
the percent of fat in the diet. An increase in dietary fat is followed
by a decrease in fatty acid synthesis.
In this study, the percent of
lipid was directly related to the level of dietary fat in all groups and
Increasing
was not affected significantly by the type of carbohydrate.
the fat content of the diets also caused a slight elevation in liver protein
when either glucose or the glucose-ga lactose mixture was fed.
Serum cholesterol levels were directly related to the percent of diefat when glucose was the sole carbohydrate. (Table 3). However,
feeding a mixture of glucose and galactose with 25% of fat caused a
decrease in serum colesterol below that observed when 5% of fat was
fed. With the low level of fat, the glucose-galactose mixture gave highly
significant increases in cholesterol over that of the glucose controls.
Serum cholesterol of rats in Group III was not analyzed because of
insufficient amounts of serum for the determinations.
tary
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Table

Diet

Group

I
II

Serum cholesterol level and fat pad size of rats fed diets
containing different levels of galactose with 5 and with 25%
of corn oil.

3.

Serum Cholesterol
(mg/100 ml serum)
127 ? 52

G 1 ? 5% CD
G

?

III

Gal

?

5% CD

IV

Gal

?

251 CO

(mg)

633

?

14

628

?

28

281

?

49

188 ± 11

25

176 * 12

25% CO

Fat Pad Wet Weight

505

?

V

G-Gal

?

5* CD

221

?

20

556

?

27

VI

G-Gal

?

25% CO

158

± 15

543

?

43

'G

— glucose,

2Standard

—

Gal
galactose,
error of the mean.

CO

— corn

oil.

One investigator reported that lactose-fed rats had less body fat
than did rats fed glucose diets, but that rats fed a ration containing
equal portions of glucose and galactose had as much carcass fat as did
rats fed glucose.
Since lactose is composed of equal parts of glucose
and galactose, it would seem that the galactose portion of lactose is
not the causative factor in reduction of carcass fat. In this experiment,
carcass fat was not measured. However, epididymal fat pads (mg/100
g body weight) were smaller in rats fed galactose and 5% of CO than
in rats fed either galactose and 25% of CO or glucose and 5% of CO.
The smaller fat pads of rats fed galactose and low fat would appear
to be due to caloric insufficiency of the diet. But the fact that rats
consuming galactose and high levels of fat had smaller fat pads than
rats fed glucose and a high level of fat would seem to suggest that
there is some relationship between source of carbohydrate and size of
fat pad.

Although adipose tissue is probably the major site of fatty acid
synthesis, liver is also an important site of fatty acid synthesis.
In
addition, liver exerts a great deal of influence on the availability of
fatty acids to the other tissues by regulating transport of fatty acids
out of the liver. The formation of lipoproteins is necessary for lipid
transport. In starvation, protein acceptors become saturated, and transport out of the liver slows down or stops. Much evidence has accumulated to support the conclusion that lipogenesis is influenced by the rate
of glucose catabolism. As research continues, itis becoming increasingly
apparent that fatty acid synthesis and oxidation and cholesterol synthesis are all affected by carbohydrate metabolism, although the mechanism(s) remain obscure.
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LIFE HISTORY AND PREDATORY IMPORTANCE OF THE
STRIPED LYNX SPIDER (ARANEIDA: OXYOPIDAE) 1
W. H. Whitcomb2 and Ruth Eason3
In Arkansas, the striped lynx, Oxyopes salticus Hentz, is one of
the most abundant spiders.
It is found in pastures, cultivated fields,
gardens, and forests and is the most numerous spider on many roadside
weeds. On composites, it is second to the crab spiders, Thomisidae, in
In cotton and soybean fields, it sometimes outnumbers all
abundance.
other spiders put together.
a

This spider does not use a web but pounces on its prey, capturing
wide range of insects including Thysanoptera, Orthoptera, Homoptera,

Hemiptera, Neuroptera, Coleoptera, Lepidoptera, Diptera, and HymenIt attacks its own siblings as well as other species of arachnids.
optera.
It feeds very freely on small lepidopterous larvae. In our laboratory
tests, it consistently preferred larvae of the bollworm and fall armyworm to vinegar flies (Drosophila), house flies, and crickets.
In experiments conducted in the cotton field under close observation in 1964,
11% of all arthropod predation on second-instar bollworm larvae was
due to this single species of spider; in the 1965 experiments, this species
accounted for 14% of such predation.
The life cycle of laboratory-reared specimens of Oxyopes salticus
lasts from 5 to 12 months, with 73% maturing in eight to ten months.

Mating of this spider is not nearly as stylized as in the case of the
In laboratory observations, the male first acknowledged
of the female by turning in her direction, raising his
cephalothorax, and drumming his palpi. He moved his first and second
pairs of legs up and down. The female responded in several ways.
In some case, she rejected the male. If she accepted him, she sometimes moved her palpi up and down alternately once, or possibly
twice, in which case she jerkily moved one or two steps toward the
male. He responded by moving one or two steps toward the female,
and then, like a male wolf spider, he approached her directly. In
other instances, the female's first response might be to turn and move
several steps away from the male. As long as he followed, she took
green lynx.
the presence

few steps away from him, paused, and then took a few more steps.
If he did not follow, she waited for a little while and then took several
steps toward him. She turned again and walked away, alternately
walking and pausing.
This was repeated as many as six times by
some females. After this, the female faced the male and waited. The
male then approached close enough to exchange taps of the first and
a

'Partially supported by N.S.F. grant G-17564.
University of Arkansas.
3Former research assistant, University of Arkansas.

2 Entomologist,
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pairs of legs. When the male tapped the female's forelegs
with his tarsi, the female responded with her tarsi. The female often
remained where she was, like a wolf spider, but with her legs close
to her body, unlike a lycosid. Occasionally, the female dropped on a
silken line like a green lynx female. The male then dropped beside
the female and mated.

second

Approximately 75% of the males mounted females from the side
but at an angle toward the anterior or posterior part of the female.
However, males sometimes mounted from the front or directly from
behind. Once the male was above the famale's cephalothorax, he
tended to orient himself so that he faced in the opposite direction from
that of the female, but sometimes, the male mated while facing in the
same direction as the female. The male stretched his right palpus over
the right side of the female to reach her right genital orifice. This was
simple enough if male and female were facing in opposite directions.
If they were facing in the same direction, it appeared quite awkward.
On occasion, the male brought his entire body over the side of the
female so the two were lying almost venter to venter. In all cases,
the right male palpus was applied to the right female orifice, and the
left palpus to the left orifice. Usually, the male remained on the same
side of the female for one to four applications of the palpus. The male
then dropped away from the female. Sometimes, the male changed
to the other side and applied his other palpus to the other orifice of
the female. Occasionally, when the male and female were almost
venter to venter, the male applied one palpus to one orifice of the
female and then immediately applied the other palpus to the other
orifice, like a slow version of the mating of the green lynx spider.
Copulation was usually repeated from three to seven times. The
repeated copulations were sometimes spaced over several hours. When
the mating process was terminated, the female would not mate again.
The male, on the other hand, would mate several times (with other
females) after he had recharged his palpi.
An egg sac was constructed from 7 to 33 days after the female
mated. She first spun a disk consisting of a soft, white wafer of silk
Vi mm. thick and 5 mm. in diameter. She did this while hanging
upside down with her body parallel to the ground. All spinning was
done by movement of the abdomen without the help of forelegs or
palpi. When the disk was finished, the female paused for a time and
then forced her eggs upward against the disk. She then spun across
the eggs and rapidly covered them, spinning back and forth with long,
U-shaped strokes. The entire process took less than two hours.

As shown in Fig. 1 , from one to five egg sacs were constructed in
the laboratory by each female. There was an average of 47 eggs in
the female's first egg sac, 33 in her second, 24 in her third, 12 in her
fourth, and only 1 egg in her fifth. The total number of eggs produced
by each female averaged 79. The eggs averaged 0.74 mm. long and
0.66 mm. wide.
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The eggs required ten days to hatch into first-instar young, called
which remained in the egg sac. A transparent embryonic
membrance covered the entire body of a postembryo like a sack. This
membrance was shed from 2 to 1 2 hours after hatching, when a postembryo became a spiderling. The first true molt occurred approximately
six days after hatching.
The spiderlings remained in the egg sac an
average of two days after the first true molt. The female opened one
edge of the egg sac the day molting began. Spiderlings remained near
the female for one to five days, until they dispersed by ballooning.

postembryos,

From emergence to maturity,
spider lasted an average of nine
spiderlings completed eight to ten
approximately the same length of

Carapace

measurements

the life cycle of the striped lynx
months. As seen in Table 1, the
stadia. Males and females took
time to mature.

are also given in

Table 1.

In Arkansas, these spiders overwinter as immatures in the second
to seventh instars. The first mature specimens have been collected in
southern Arkansas during the first week of April in crimson clover and
alfalfa fields. Mating has been observed during the second week in
April. The first egg sacs were constructed in early May, and the last
egg sacs were made in early September.
Individual females constructed
as many as five egg sacs.
The spiderlings that overwintered in the
second instar did not appear to begin maturation until late June. One
generation a year is apparently the rule. As shown in the results of
field collections in Fig. 2, the steady increase in the percentage of
adults to a single population peak followed by a consistent decrease
would indicate one generation, not two. However, striped lynx spiders
have matured in five months in the laboratory, and with higher
temperatures and an abundant food supply, spiderlings which emerged
from egg sacs in May could theoretically construct their own egg sacs
the following September.
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width of Oxyopes
May, 1964, to June, 1965*

Table 1. Duration of each stadium and carapace
salticus, Fayetteville, Arkansas,

Number of days

Stadium
1
2

Range
4-7**

25-35

Width in

Avg.

mm.

Range

Avg.
0.45

28

— 0.48***
— 0.54
0.46
0.51 —0.62

0.58

6

0.42

0.50

3

8-64

26

4

5-85

49

5

22-107

58

— 0.69
0.59
— 0.85
0.67

6

12-75

41

0.77—1.00

0.86

7

10-103

39

0.87—1.21

1.01

8****

12-67

30

1.03—1.41

1.23

9

11-48

27

1.23—1.54

1.42

1.44—1.62

1.55

10

Matured

0.64
0.74

*Stadium duration was recorded for 23 individuals for the second
stadium, 22 for the third through the seventh, 16 for the eighth,
and 4 for the ninth. Carapace width was recorded for 20 individuals for the first instar, 27 for the second, 23 for the third, and
22 for the fourth through the eighth, 16 for the ninth, and 4 for
the tenth.
**From 27 sacs.

***From two egg sacs from different females.
****Maturity reached by some individuals.
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THE EFFECTS OF HYDROXYUREA ON CULTURED SOMATIC
CELLS OF THE CHINESE HAMSTER, CRICETULUS GRISEUS
Charlotte Neill' and William C. Guest
Department of Zoology
University of Arkansas
INTRODUCTION
Hydroxyurea has been under investigation as a carcinostatic agent,
and, as a result, considerable interest has developed in its mode of
action.
Young and Hodas (1964), using HeLa cells, reported that
hydroxyurea inhibits incorporation of thymidine into DNA and suggested

that hydroxyurea interferes with ribonucleotide (diphosphate) reduction.
Sinclair (1965) reported that hydroxyurea has a lethal effect on cultured
lung cells of the Chinese-hamster that are actively synthesizing DNA;
cells at other mitotic stages, when exposed to the compound, survive and
appear to progress until just before the beginning of the next period of
Furthermore, Sinclair stated that hydroxyurea has no
DNA synthesis.
serious effects on dividing cells at concentrations of 1O- 3 AA or less after
six hours of exposure.
This paper is concerned with the effects of hydroxyurea on the
mitotic rates of mammalian cells surviving treatment with the compound
for periods of 24 to 48 hours.
MATERIALS AND METHODS

Cultures of Chinese-hamster lung cells (Cell Repository Designation
CCL 16) were grown at 37°C in culture bottles or T-flasks containing
Puck's Medium N-16 supplemented with 15% fetal calf serum. Cells
used in the tests were trypsinized' (0.25% trypsin in Hank's Balanced
Salt Solution), transferred to Leighton tubes with cover slips and allowed
to proliferate in fresh medium for three to five days. Fresh medium
containing hydroxyurea at concentrations of 0.65 X 10- 3M, 1.3 X 10- 3 M,
2.6 X 10-3M, and 4.29 X 1 0- 3 M was added and the tubes incubated
for 24 or 48 hours. At the end of the exposure period the medium
containing hydroxyurea was replaced with fresh medium and the
cultures allowed to grow for 24 hours. The cells were then incubated
for about 12 hours in culture medium containing a 10 7M solution of
colchicine, then fixed in ethanol and glacial acetic acid (3:1), air dried
and stained in aceto-orcein (Paul, 1960). Controls were run simultaneously for each experiment. Each concentration-exposure period test
combination was replicated twice; control tests were replicated four
times for each time period.

—

1

—

Participant Undergraduate Research Participation Program in Zoology
NSF Grant No. G.E.-4218.
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To determine the effects of hydroxyurea, the slides were analyzed
microscopically with the aid of an ocular grid. All cells within the grid
and the cells in some stage of cell division were scored. Ten randomly
chosen fields were counted on each replicate. A mitotic index, calculated according to the method of Hanks and Fawcett (1955) was determined for prophase, metaphase, and the total mitotic figures. The
mitotic index is expressed as the percent of cells in division out of the
total number of cells scored. The percentages for the two tests at each
concentration

were averaged.

RESULTS AND CONCLUSIONS

The results are presented in Table 1. The percent of nuclei
undergoing division is slightly higher than the sum of the cells in prophase and metaphase since the total figures include the small number of anaphase figures which were not tabulated separately.
After 24 hours of exposure the effects of hydroxyurea were variable and there was no significant reduction in the recovery of mitotic activity except at a concentration of 4.29 x 10- 3 M (figure 1).
Sinclair (1965) has shown that at a concentration of 10- 3M hydroxyurea
the cells which survive the drug and are arrested in a stage just prior
to DNA synthesis will divide more rapidly than untreated cells when
placed in fresh medium. The percent of cells in prophase following
treatment for 24 hours at a concentration of 2.6 x 10- 3 M may be the
result of this. There were fewer cells present in the two replicates as
shown in Table 1 but a higher percentage were in prophase.
The percent of cells in prophase following 24 hours of treatment
indicate that mitotic inhibition is not permanent except at the highest
concentration where only 0.31 percent of the cells were in prophase
at the end of the recovery period.
For cells exposed to hydroxyurea for 48 hours there is a definite
reduction in the percent of cells recovering mitotic activity (figure 2).
Recovery is inversely proportional to concentration with no activity
observed at a concentration of 4.29 x 10- 3M. following the 24 hour
recovery. At this high concentration many cells appeared dead. The
chromatin in the nuclei was clumped and deeply stained. Nuclei with
this appearance were not seen in any of the other cultures. While
this was not studied quantitatively, it does indicate that hydroxyurea
at this concentration and exposure time has an adverse effect on cells.

Young and Hodas (1964) have suggested that hydroxyurea is
metabolized to hydroxylamine, a compound which interferes with DNA
synthesis.
Sinclair (1965) has shown that cells not synthesizing DNA
are not lethal ly damaged
by exposure to 5 x 10- 3AA or 10 3 M
hydroxyurea for more thah five hours. The data presented in figi/res
1 and 2 indicate that prolonged treatment reduces the ability of cells
to recover mitotic activity. The failure of cells to recover from high
concentrations and prolonged treatment indicates that under hese condi-
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tions hydroxyurea effects cells that are not synthesizing DNA. This
concentration is between 2.6 and 4.29 x 10- 3 M for exposures of from
24 to 48 hours.
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Exposure Period

24 hours

Concentration in
M/liter x 10-3

48 hours

0

.65

1.3

2.6

4.29

0

.65

13

26

4 29

Rep. 1

789

1034

855

343

1078

628

612

595

308

356

Rep. 2
Rep. 3
Rep. 4

861
958
1324

1180

906

335

542

798
508
643

807

481

333

521

Ave. % of counted
nuclei in
prophase

3.31

2.03

3.23

5.01

0.31

5.39

4.22

3.25

2.18

0.0

B
B

Ave. % of counted
nuclei in
metaphase

1.04

0.41

0.51

0.29

0.06

1.07

0.91

0.56

0.16

0.0

B

Ave.

4.45

2.44

3.80

5.31

0.37

6.56

5.14

3.81

2.49

0.0

B
¦

B
B
B

B

B

B

B

B
B

Number of
nuclei
counted

% of counted
nuclei in
division
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Figure 1. The percent of prophase, metaphase and total division prod
ucts observed after 24 hour exposure to varying concentra
tions of hydroxyurea.
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GEOMORPHIC ANALOGS AND CLIMAX MORPHOGENESIS
by
H. F Garner
Current geomorphic thought encompasses
the idea that climates
modify landforms. King (1953) was an early advocate of this concept
though he subsequently (1957) expressed doubt that climates affect
hillslopes definitively. And among those who have recently taken a
positive view (e. g., Tricart and Cailleux, 1955; Cotton, 1958; Garner,
1959; Hack, I960; Chorley, 1962; Bigarella, 1965; Schumm, and Lichty,
1963; Howard, 1965; Garner, 1966) there is sufficient disagreement to
establish that the nature of climate control is not fully understood.

The problem is as old as geology. How does one determine
specific climatic effects that will serve as analogs, when said effects
are known to be imposed over immensely long periods of time? Clearly,
observers are hampered by their necessarily short-term perspective (even
with access to so-called vigil networks). They are additionally plagued
by an inabijity to gage the relative genetic significance of an event or
effect observed within a particular setting, even when its statistical
frequency of occurrence is known (see Frye, 1958; Garner, 1963b).
These analytical difficulties should diminish if the following requirements (listed in order of subsequent discussion) are met. (1) We must
discriminate between meteorological climate areas and morphogenetic
response areas which are rarely coextensive as said climates are generally defined. (2) We should abandon the apparently popular assumption that the existence of a meteorologic climate area is a priori
evidence that the landscape therein is in some form of dynamic equilibrium with that climate. Environmental equilibria are not achieved
quickly in most instances and Pleistocene climatic history precludes
the present general occurrence of said equilibria. (3) We must learn
more of the nature of environmental systems equilibria as aspects of a
space-time continuum, for such equilibria constitute the only plausible
genetic relation between landforms and climate that could provide
analogs. Indeed, several physiographic and meteorologic reasons exist
for the selective distribution of equilibrium morphogenetic expressions
within the meteorologic climate zones where they do occur. (4) Ultimately, we must consider that the mere statistical magnification in
space and/or time of isolated, brief, degradational incidents and effects
does not reasonably approximate long-term regional morphogenesis.
A climatically valid analog can only occur as a product of long-term
agency interaction under morphogenetic controls that develop as the
conditions endure.

Meteorologic versus Morphogenetic Criteria
A meteorologic climate area is a geographic expanse within which
a given range of atmospheric parameters have been recorded
e. g-

—
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of precipitation, temperature, cloud cover, etcetera. Such
climatic areas are depicted on the climatic maps of geographers.—
And they are useful when the issue is one of immediate utilization

averages

Unfortunately, geomorphologists
g. crops, habitation, etcetera.
commonly select meteorologic climate areas for analysis with the stated
expectation that landforms, processes and deposits therein will fall
The general presence of
within a particular climate-keyed pattern.
relicts inherited from former environments, in itself, makes said expectation unrealistic. But relict recognition is the root of our problem.
e.

Most meteorologic climate areas are too broadly defined for
And the excessive diversity of geoprecise morphogenetic analysis.
morphic reactions under specific meteorologic categories is dramatically
demonstrated by variations in vegetal cover. For example, Schumm
and Lichty (1963) discuss erosion and deposition under semiaridity
(meteorologic) in a low-relief area of southwest Kansas vegetated by
grass and some trees. Under the sub-heading, "Erosion and sedimentation in a semiarid environment, Lustig (1965) discusses an area with
orographic precipitation variations from 3 to 1 3 inches and corresponding floral changes from lowland sage and barren areas to upland
forests of juniperpinon
and bristlecone pine. Leopold et al (1966)
term a New Mexico study area semiarid in the title, elsewhere (p. 195),
"arid", and say that plant cover ranges from barren sandy-floored
washes to sparsely vegetated interfleuves (the latter is a "woodland
association, including juniper, pinon, sage, and a low-density underAnnual rainfall there averages less than 10 inches.
story of grasses.")
Typical of geographic treatments is that of Bartholomew (1950) in
which, in areas designated semiarid southwest of Colorado Springs,
Colorado, there are barren lowlands, lowland areas with sparse sage,
greasewood, bunch grass, prickley pear and chorro cactus groundcover,
scrub oak and salt cedar foothills vegetation and upland conniferous

forests.
It is too much to expect a unified morphogenetic picture from
data assembled within vaguely proscribed meteorologic settings. As
noted by Quinn (1957), Garner (1959a) and Bigarella (1965) the only
overt phenomenon that readily demonstrates and —
maintains the climatic
unity or disunity of a region is the groundcover
plant, ice or none.
Unlike meteorologic climatic criteria such as rainfall and temperature
ranges or ratios, plant responses are relatively unambiguous.
Glacial
ice is much the same. The proof of the effective condition is in the
pudding, so to speak. As Tricart and Cailleux point out (1955, p. 67),
a given area includes as many major geomorphic settings (genetically)
as it does major degrees of plant cover, regardless of the stability or
diversity of recorded atmospheric-climatic parameters.
Gregory and
Brown (1966, p. 238) reach a similar conclusion.

Not all vegetal diversity cited above is of equal morphogenetic
significance. But the observations of Bennett (1939) clearly demonstrate
that major changes in erosion rates equate with barren, grass-covered
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and forested areas. His data further show that the critical first-order
morphogenetic change (a 1725-fold increase in erosion and an 800
per cent increase in runoff) is that from continuous plant cover to
discontinuous plant cover without particular regard to specific taxa.
Thus, there either is continuous cover, and direct access to bare land
surfaces by atmospheric agents is restricted to watercourses, or there
is discontinuous cover, and access to bare land surfaces is essentially
general. Grassland appears to be the most continuous plant cover that
can survive a relatively low effective moisture situation. And for all
the immediate limitations they impose on detrital load acquisitions,
eolian activity, overland flow and sediment deposition, the sparse
desert xerophytic plant assemblages might as well not occur at all.
The various major expressions of plant cover constitute the only
immediate non-glacial response to climate that, once established or
If present
eliminated, is not materially changed by weather or seasons.
it is not usually eliminated by drouths and if absent it is not established
by unusually wet years. A rain in a barren desert which gives rise
to flowers that die in a few weeks, materially no more alters the
general vegetation state than a drouth which merely kills the diseased
only those atmospheric shifts
trees in a forest.
As a consequence,
which protractedly displace or replace plant cover over a region are
morphogenetically significant.
It is concluded that plant cover and the absence of same are the
two principal non-glacial conditions directly relatable to climate which
are of sufficient duration and surficial influence to protractedly alter
landforms and/or deposits in a special manner. Morphogenetic study
areas should therefore be delineated by these particular degrees of
plant cover.

The AAorphogentic Mechanism
According to Cotton (1958) a morphogenetic system consists of a
or processes interacting under a particular climate
Climate, in present context, is
to produce a particular landscape.
taken to be the atmospheric condition which evokes a single vegetal
response in terms of per cent ground cover. Such morphogenetic areas
tend to be elevationally restricted unless they occur within very broad,
intense, geographic-climatic belts. Thus, in Ecuador, in the doldrum
belt of calms, forests range through some 10,000 feet of elevation.
In southern Peru and northern Chili barren deserts have a similar vertical
scope. Broad, Horse-Latitude deserts such as the Sahara are essentially
barren throughout, regardless of elevation. Temperate forests before
the advent of man were the densely vegetated counterpart. Some
grasslands (stepps) are very extensive. But elsewhere uniform groundcover occurs in relatively narrow strips and patches.
group of agencies

Within vegetally homogeneous regions agencies of morphogenetic
respond to groundcover by functioning at particular magnitudes,
and in particular places. This applies to eolian and fluvial

systems
rates
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erosion and deposition, weathering, profile soil development, meteoric
water infiltration, solifluction and mass movement, to name several
interrelated phenomena. In the presence of specific types of groundcover, various interacting agencies cannot exceed certain levels of
Given time, this limitation
intensity with any degree of frequency.
establishes an equilibrium character for each related process and hence
for each product. Climate does not act solely through plant cover,
for such phenomena as the groundwater table tend to reflect the gain
or loss of groundcover.
But plant cover is directly involved in the
movement and effects of the main agencies of erosion and deposition,
notably wind and overland water flow. Thus in areas of heavy plant
cover, flow friction on hillslopes and flat interfleuves restricts effective
fluvial erosion.
Accelerated flow is limited to depressions which
eventually become watercourses.
The invariable water surplus forces
the extension of resultant channels to or beyond environmental limits.
Channeled runoff is therefore an integral part of the humid equilibrium
relation. But in barren deserts overland flow is not confined to depressions. It is erosively curbed by excessive detrital loads and spatially
limited to uplands because evaporation and infiltration leave no water
surplus. Thus, as Gignoux (1955, p. 3) notes, deserts are not drained.
Neither are they channeled toward their margins. Desert morphogenetic
equilibria therefore simply cannot include systematic, external channeled
drainages

(see Carlson,

1966; Garner, 1966a).

Under the influence of the various types of groundcover, distinct
morphogenetic systems may create distinct landscapes.
For this to occur
the systemic activity must be prolonged. Where it is greatly prolonged,
environmental equilibria for agencies and products may be approached.
But where environments are but recently instituted, little-modified relicts
of former environments are invariably present.
Such relicts reflect
alternative equilibria and they render associated processes (e. g. runoff)
atypical of the existing morphogenesis and to that extent create a
measure of disequilibrium. Most morphogenetic areas include features
showing various degrees of equilibrium.
AAorphogenetic Area Displacement Frequency

There is abundant evidence that climates have changed. How much
and for how long is rather well indicated by the glacial aspects of the
Pleistocene record. And there is abundant indication that the glacial
changes were accompanied by changes in plant cover in nonglaciated
areas.
These adjustments thus provide an indirect measurement of
the amount of time various morphogenetic systems have functioned and
thereby indicate the climatic distinctness of the results.
During the approximately one million years of the Pleistocene
Epoch there were at least four major glacial stages and at least three
It is here assumed that each major onset
major interglacial stages.

withdrawal of a continental ice sheet reflects a first-order climate
change. In this manner there were at least eight such changes during
the Pleistocene (Fig. 1). And on the basis of geographic extent, the
or
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last glacial stage (Wisconsin) was the briefest and weakest of all the
North American glaciations. Yet (Frye et al, 1965) recognize at least
six Wisconsin glacial advances and at least five intervening retreats
superimposed on the main glacial scheme. Assuming that each second
magnitude ice fluctuation reflects a second-order climate change, there
were at least ten during the Wisconsin (Fig. 1). And assuming that the
longer and more intense pre-Wisconsin glacial stages had at least an
equal number of second-order glacio-climatic fluctuations, a total of at
least 40 second-order glacial climate changes are indicated for the
Pleistocene

Epoch.

Figure 1.
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As noted by Bigarella (1965) interglacial stages were also nor
climatically uniform. The 8,000-10,000 year interval since the disappearance of Wisconsin ice includes the Altithermal and the Little Ice
Age (to note two changes of probable second-order magnitude). Since
the duration of prior interglacial stages was apparently longer than
the related glacial stages one may conservatively assume as many
second-order interglacial climate changes as there were second-order
glacial changes.
This adds an additional 30 second-order Pleistocene
climate fluctuations to the 40 already cited (Fig. 1). Inclusion of three
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post-Wisconsin changes brings the total to at least 73 second-order
8 first-order climate changes in the past one million years.

and

It is apparent that few regions on earth escaped repeated morphogenetic change during the Pleistocene Epoch. The majority of existing
morphogenetic areas are so recently emplaced that morphogenesis has
In many cases an environmentally
hardly modified the landscape.
plant cover (climax flora of botanists) is not yet even
homogeneous
In Arkansas, for example, prickly pear cactus clings to
established.
patches of rocky, very dry ground in a region otherwise characterized
by maple-oak-hickory hardwood forests with grassy mulch groundcover. The relation presumably reflects prior aridity.
In south Ecuador as noted by Garner (1966b), orchids grow in the
the coastal desert. The orchids denote a very sharp
atmospheric temperature-inversion boundary and accentuated air moisture exists 15-20 feet above giound (20-30 feet above sea level)
The growth sites are in the path of prevailing onshore winds and the
nearest
rainforests are 25-50 miles inland and upslope.
It seems
unlikely that the orchids could have migrated upwind into a desert.
Yet orchids yield the smallest of all seeds, readily moved by birds or
weak air currents. The desert-dwelling air plants of coastal Ecuador
therefore probably mean less in terms of climate change than the
cactii in adjacent deciduous mahogany forests which suggest increased
humidity.
tops of cactii in

Even a conservative estimate that omits minor variations shows
Pleistocene climates have changed frequently. Most regions, as Tricart
and Cailleux (1955) note, include landscape relicts of prior environThe statisments being acted upon by existing morphogenetic systems.
tical probability is thus remote that even a uniformly vegetated area
will ubiquitously contain landforms genetically reflecting the enclosing
environment.
But environment space-time considerations may permit
the precise location of climatically typical phenomena.
Climatic Space-time

Continuum

Climates in their immediate morphogenetic responses (plant cover
types) have discernible geographic extents. Any change in the size or
location of an area typified by a particular groundcover gives the
correlative morphogenesis a finite duration (intensity) in those places.
The climatic typicality of the results is best measured in terms of productSpeagency equilibria relative to the existing morphogenetic system.
cifically, the vegetal control determines the equilibrium characters of
the related processes and their products. The duration of effective
control determines the extent to which the processes and heir products
approach equilibrium. And the degree of equilibrium attained determines the extent to which the processes and products typify the specific
morphogenesis and related climate.
Botanists use the term "climax" to express a floral association in
equilibrium with an environment. Senstius (1958) applied the term to
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soils in environmental equilibrium and it is here extended to other
morphogenetic features following the earlier practice of Tricart and
Cailleux (1955, p. 142). In this context, a search for climax morphogenetic effects must acknowledge the fact that morphogenetic response
areas move. A given response area will show the least genetic relation
between plant cover, landforms and processes in the region into which
the characteristic plant cover has just moved.
Conversely, the most
nearly climax expressions should occur where a response area has
climatic nuclei of Garner (1959b).
endured the longest

—

The space-time attributes of climate reflect the tendency for the
distinctive vegetal responses to occur in patches, zones or geographic belts. Budel (1959) and Butzer (1957; 1958; 1959) propose
wide swings in climate belts in low latitudes during Pleistocene glacial
oscillations. They equate glacial episodes in the northern hemisphere
with pluvial times near the equator. Tricart and Cailleux (1955) equate
glacial episodes with extensive, low-elevation equatorial aridity as do
most

Garner (1958; 1959; 1966) and Bigarella (1961; 1965).
As one might expect, an examination of climate zones (e. g. the
barren Sahara) discloses marginal transitions where non-climax floras
occur. Relative to this, it seems clear that the most typical morphogenesis of a given plant cover will exist well within the area where
the flora is at climax. Therefore, regardless of which direction a
morphogenetic area has most recently moved, processes and products
in area margins will display at least some environmental dis-equilibrium
and probably a great deal. Where it is possible to ascertain the direction of morphogenetic area shift (Garner, 1967), on a low relief terrain
the greatest equilibrium relations will occur toward the trailing edge.
Climax features, if attained, will occur there also. Conversely, the
greatest dis-equilibrium relations should occur along the leading edge
of the displaced area (Fig. 2).
In an earlier discussion of morphogenetic area displacements (Garner, 1959b) the writer noted topographic environmental intensification
and perpetuation.
Adiabatic and/or orographic effects virtually insure
that localized uplands below the perpetual frost level within relatively
broad vegetated zones will tend to be most densely vegetated and
tend to remain so
humid climate nuclei, (Fig. 2). Subsequent study
(Garner, 1966b) verified the prior indications and documented the
perpetuation of dense plant cover, chemical weathering, and humid
drainage forms in near-climax expressions on isolated mountains and
plateaus rising above the often-arid Venezuelan-Brazilian shield. Bigarella (1965) recorded similar relations in central and southeastern
Brazil. And Cole (1960) noted the migration of floral types following
climate change from aridity to humidity in the same region.

—

In North America, the ridge-top bauxite deposits of north Georgia
and eastern Tennessee signify protracted leaching under plant cover
(Personnal communication, 1966, R. H. Konig). Allied morphogenesis
possibly endured there throughout the Pleistocene, and one immediately
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the associated thick lateritic clay soils, high-density drainages,
and feral landscape extending into eastern Kentucky. Periodic aridity
in lower land areas to the west and south (Garner, 1 959c; 1967) during
the same interval establishes a space-time climatic relation like that
suggested herein with near-climax humid relations concentrated on the

notes

intermediate

uplands.

The converse of the vegetated morphogenetic situation prevails
relatively broad arid regions of limited elevation scope. Therein,
localized lowlands and coasts tend to be most barren and to remain
so (Fig. 2). The causual relations for this were outlined by the writer
(1965; 1966b) and empirical verification have been provided by Garner
(1959a, 1966a), Bigarella (1965) and Mabbutt (1966). Near-climax
arid aggradation relations were noted in the lower coastal Atacama
Desert of Peru and northern Chili, portions of central Australia and in
some intermontaine depressions of the American southwest.
in
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In spite of local "topographic" advantages that may preserve
near-climax relations for our inspection, evidence suggests this is rare.
Butzer's studies of the Sahara (1957) show that much of that great
barren area supported at least grass cover and a velt mammalian
fauna several times during the Pleistocene.
Conversely the work of
Grove (1958), Forbes (1958) and Prescott and White (1960) shows that
free blowing sand and barren lands periodically extended south of
the present Sahara. Garner (1959a ; 1967) indicates vegetal shifts of
200-500 miles in that region and similar morphogenetic area displacements in North America and elsewhere.
Mabbutt's (1966) studies in
Australia indicate comparable relations.

The extensive geographic displacements of morphogenetic areas
recorded in broad regions of limited elevation range contrast sharply
with the very limited shifts of many zoned climates on steep slopes
noted by Garner (1965). If the latter analysis is correct, lateral displacements of morphogenetic areas correspond to vertical shifts of
atmospheric moisture-temperature zones. The rate of change is inversely
proportional to the slope and the frequency of change is directly proportional to the proximity of mean land elevation and the proximity
of the mean location of the nearest morphogenetic area boundary. In
the last analysis, these relations show that climax morphogenesis is
truly rare and near-climax relations will be selectively disposed within
morphogenetic areas where they occur.
Climax Morphogenetic

Expressions

This is a topic about which one is tempted to say much and should
probably say little. It is also an area of interest that needs the most
discriminating, selective and quantitative treatment and has received the
least. There has, in fact, been much indiscriminate geomorphic quanin the sense that landforms, deposits and agencies of diverse
tification
— some
— have been measured and
contemporary, some relict
origin
mathematically "lumped" into numerical conglomerations definitive only
of some composite hypothetical environment. Meaningful quantification
requires sound theory and the basic ideas of the morphogenetic system
and dynamic equilibrium are in a state of some confusion.
Howard (1965) discusses the "erosion system" and relates it to
Strahler (1952) but Tricart (1951) seems more correct where he attributes
the original concept to A Cholley (1950). Tricart and Cailleux (1955,
p. 42) expanded the concept to include depositional phenomena,
renamed it the "morphogenetic system," and as restated by them, Cotton
(1958, p. 125) and herein (The Morphogenetic Mechanism) the idea
seems clear enough. Relative to the morphogenetic system, dynamic
equilibrium merely expresses the state toward which the interacting
agencies and processes evolve under a particular vegetal condition.
The findings of the writer (1959a ; 1965; 1966;) are in substantial
with those of Cotton (1958) and Langbein and Leopold (1964)
that dynamic equilibrium expresses a tendency toward minimum total

agreement
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work and equal area energy expenditure. These criteria seem preferable as standards of morphogenetic attainment to those advocated by
Hack (1960) who discusses dynamic equilibrium (p. 80) where, ". topography is in equilibrium and erosional energy remains the same,"
where (p. 89) he equates "equilibrium topography" with "erosionally

..

graded" topography.

The expression "graded" has probably sponsored more diverse
opinion and less ultimate unanimity than any other word in the geologic
which is open
literature. Moreover, in the morphogenetic system
erosional energy necessarily changes constantly as the system matures

—

and the character

of the processes

evolves.

—

But the merit of the

expression "dynamic" is that the steady state is probably never attained.
Furthermore, the developing equilibrium expressions are of both process
and product and the dynamism is in part a result of feedback between
these. Thus elements of the system tend to reflect systemic as well as
individual equilibrium. Hack (1960, p. 85) claims, ". . that many
elements of the landscape are in dynamic equilibrium with the processes
acting upon them." This is suspect as an operative regional generality.
It holds an element of validity for some climatic nuclei. But the
earth's regional Pleistocene morphogenetic instability precludes more
than a local climax lagacy.

.

As Howard (1965) notes, the general existence of time-independent
landforms (climax features) would deprive the geomorphologist of the
cyclic landscape concept. It would also inhibit our subjective consideration of environment in a space-time continuum. Fortunately, the steadystafe regional relation does not seem to exist. Local near-climax relations can provide us with climatic standards for comparison with the
countless landforms and deposits in varying states of dis-equilibrium.
The same climax phenomena constitute the geomorphic analogs which
can serve for evaluating paleo-environmental relicts, both those which
truly typify particular climatic conditions and those which are transitional. In this context, the morphogentic cycle provides the framework
for analysis.
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CHARACTERIZATION OF THE BIVARIATE NEGATIVE
BINOMIAL DISTRIBUTION
James

E. Dunn

INTRODUCTION

The univariate negative binomial distribution (also known as
Pascal's distribution and the Polya-Eggenberger distribution under various reparameterizations)
has recently been characterized by Bartko
(1962). Its broad acceptance and applicability in such diverse areas
as medicine, ecology, and engineering is evident from the references
listed there. On the other hand, the corresponding joint distribution,
the bivariate negative binomial, seems to have received only negligible
attention with the principal applications having been made in studying
accident proneness, c.f. Arbous and Kerrich (1951), Bates and Neyman
(1952).
In trying to trace the history of this distribution, one becomes
aware that no comprehensive study of the distribution apparently exists;
in the context where it occurs, it appears as an intermediate step to
some other result. Hence, the purpose of this paper is two-fold. First,
it will be desirable to compile a list of properties which characterize
the distribution. It is hoped that this availability willmake it easier for
applied scientists to examine their research for new applications of the
bivariate negative binomial distribution. Second, since the estimation
problem must certainly arise in applications, some new results, in
particular the maximum likelihood (ML) solution, will appear here.
BIVARIATE PROBABILITY GENERATING FUNCTIONS
It is well known that use of probability generating functions
provides a powerful tool in revealing properties of probability distributions. For example, one may consult Bailey (1964) or Feller (1957) for

excellent discussions of their characteristics in the univariate case. However, it seems worthwhile to review some of their basic properties in
the bivariate situation.
Definition: Let X, Y be jointly distributed, non-negative, integral
valued random variables.
If Pr{x«x, Y-y} ¦ p
then the associated
bivariate p.g.f. is defined to be the power series transformation.

* ¦ LL v <

i'z

o(z

]

-

*

(l)

Theorem 1: The univariate p.g.f. for the marginal distribution of
X is given by ox(z) G(z, l); the univariate p.g.f. for the marginal
distribution of Y is given by oy (z) o(l, z).
Note that either z\ op Z2, corresponding to X, or Y, is set equal
to 1 and the subscript is dropped from the remaining Z.

Published by Arkansas Academy of Science, 1967

-

81

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1
78

Arkansas Academy of Science Proceedings
Theorem 2: Let W = X + Y define a new random variable. The
p.g.f. for the marginal distribution of the sum W is

univariate

• o(z,

ov(z)

z).

°*

Theorem 3: Given a bivariate p.g.f. zi» zz}, the terms of the
corresponding distribution {p } may be obtained as
Pqq
p

-_

0(0, 0)

if x

»X+y G(Zlt Z2 )
8Z* 3Z*

Zx

-Zg

-y

0
Ifx>0 or y>0

0

- ...
- !l'!VV xl yl

We define the joint r,s factorial moment by

Theorem 4:

(Y-x*l)>
Etx< x 1) ••• (X-r*l)Y(Y-l)
"(r ¦]
where E denotes the expected value operator. Then

v,,

3Z, 3Z

h

1""2

"Z

X

2

Proofs of these results follow by direct application of the indicated
operations to the definition of the bivariate p.g.f.
BIVARIATE NEGATIVE BINOMIAL DISTRIBUTION

Since we shall need to make frequent references to the univariate
negative binomial in what follows, we state the following:
Definition: We say that a non-negative, integral valued random
variable V has a (univariate) negative binomial distribution if for
parameters

--

A>0, O<P<1
Pr{V«v>

P

r

(1-P) A
(1-P) A

-

if t-0
A(A-»l)...(A»v-l)PT
v!

-

It is easily verified that the mean
respectively
E<V)

(2)

ifr>0

and variance

gl , rar(V> jgp

in this case

are
(3)

univariate p.g.f. is, by definition

The associated

wl>r**-m"

Feller (op.

(i*)

cit.) gives the following

Definition: We say that non-negative, integral valued random
variables X,Y have a bivariate negative binomial distribution if their
joint p.g.f. is

where

.

a. P o

,

Px P 2>0; Pq+Pj+P,,

-
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Applying theorem 3, we obtain terms of the distribution directly
p00

Pxy

p0

-Pl

...

x terms
(-a-xfl)(

p»

"

(-a )(-a-1)

Vlzx-p2z2

(i-

«iyi

a(a+l)...(a»x+y-l)
a '
P0
xlyl

Since the general

-

-

...

)x (-a-x )

expression for

9^"

terms

( -a-x-y*l)(-p )y

2

)*+x+y

p 1x pjf

_.^

y

if x

4

0 or y

W<>

+0

(7)

G(Z, , Z.)

appears

as an inter-

mediate step in obtaining (7), we can apply theorem 4 directly to
obtain the joint r,s factorial moment, viz.

njr>l]

.(**l)...(a*r+8-l)(p1/p0)r(p2/p0 )"

Marginal Distributions

Applying theorem 1 and recalling that Po
p.g.f. for the marginal distribution of X as

•.««••'••«

-

(8)

i-Pj-^,

we

obtain the

{te*^"pfej

which, by identifying

-

P

"~j^r
l-p and

-

A

=

2

a, is

identical with

(4).

It

follows from the uniqueness of the p.g.f. that the marginal distribution
of X is negative binomial with respective mean and variance,
E<X)
(9 )
ap^ , Yar(X) ap^p^)
P0

P0

2

and probability distribution given by
I

(10)

/
2 I Il-p2

l-p

By symmetry of Pizi
and 1>2Z2 in (5), it follows immediately that
the marginal distribution of Y is also negative binomial with
(ll)

2
Po

P0

and probability distribution given by

Pr(Y-y)

-/ p0 Y a(a-»l)...(a»y-l) / P 2 Y

The marginal distribution of the sum W
since from theorem 1,

Ify>0

(12)

= X + Y is equally simple

-

v> -•<•.•> -£S$.T

which, by identifying p Pi*vz aBi A " a , is again identical with (4).
Hence, this marginal distribution is also negative binomial with respec-

tive mean and variance
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E{W>

-

--

*—S- ,

-

var<W)

-

of Science

Proceedings

±5-^-

2
P0

and probability distribution '
Pr(W-O)
(l- -p )a p0
Pl 2
PHW-v)

2
pQ a(^l?

;;-(a^-l) (pi+p2)k u v>0

The existence of these three derived distributions is well-known, cf.
Feller (op. cit.) but it is interesting to see their explicit functional forms.
Covariance

and Correlation

Bivariate and multivariate distributions possess an additional interanalogues inasmuch as they allow characterizaSetting r = s = 1
tion of the association between random variables.
(8),
in
we easily obtain
est over their univariate

E(XY)

-

a(a+l)p p

-

P0

-

from which, by definition, the covariance and correlation between X
and Y are respectively

-

corCX.Y)

corr(x Y)

E(XY) -E{X)E(Y)

"

(13)

P0

.

¦((p o*p1)(po*p2) /
X
where means and variances of
and Y are given in (9) and (11).
Obviously 0<corr(x,Y)<l Wnere the lower bound is attained if Pj"O or p2»0
and the upper bound by setting P 0"0.
(ytIx)

Conditional Distributions
Since conditional distributions form the theoretical basis of all
regression analyses, it is informative to examine these properties in the
special context of the bivariate negative binomial distribution. By
definition, the conditional probability that Y = y given that X =: x,
written Pr{Y"y|x-x), is

¦***!*«> -^^feS 61

Hence, by taking the ratio of (7) and (10) and simplifying, one obtains

--

the familiar expressions
*
Pr<Y-O|X-x> (l-p2 )a4

Pr(Y-y|X-x)

..

(l-p,.)***(a+»Xa-f«*l )

.U*x+r-l)

<!«•>

p/

Ify>0

i.e. the conditional distribution of Y is negative binomial. By identifying
P"P 2 and A»a+x in (2), it follows immediately that the conditional mean
and variance of Y are respectively
»P2 +/Pg
\
E{Y|X-X) Pg<«««>(15)

- .
-

i-p [x^-j
3^J2
(a*x)
P
r«r{Y|x-x)

2

(1-P2 )2
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with p.g.f. given by

W z) lE^f/

--

CiT)

By symmetry of X with Y and Pj with P 2 , it follows that the
conditional distribution of X given Y = y is also negative binomial with
Pr{X-O|r-y)
Pr(X-x|r-y)
with

-

(l-p^**7
(1-

Pl

)a4y

E{X|Y-y}- Pl(a^>
rar{X|T-y>

z>0

xi

-!El_*/!L_)y
y*

i-p

p

(18)

(a*y)(a-*y+l)...(»«r*»>l)p1x

x v i-px

(19)

i-p

x

(a4y)

(20)

l

(X-p/
0,1,(8)
X|y

7
-l^h-)"
(i- z/

(21)

Pl

Arbous and Kerrich (op. cit.) were aware of the nature of these conditional distributions but their rather cumbersome notation involving
several exponential terms gives a foreboding appearance to inherently
simple formulae.
Expressions (15) and (19) are fundamental to regression analysis
as they provide the classical prediction models, i.e. regression
of the mean for y given x and for x given y respectively.
In each
case, they are written in two forms to emphasize the linearity of the
conditional mean on the conditional variable. Under these conditions,
as Meyer (1965) points out, we might equivalently have written
(x-E{X>)
(22)
E{T|X-x> E(Y) «• cov(X.Y)

inasmuch

and

E{x|Y-y)

-

Tar(X)

E{X) ? coy{X.Y>
Tar(Y)

.
.

(y-E{Y}),

(23)

these relations being easily verified by substituting the results of (9),
(11), and (13) in the above expressions and comparing the results to
(15) and (19).
Intuitively, one might suppose that since expressions (22) and (23)
hold for the bivariate normal distribution, c.f. Fraser (1958), and also,
as we have shown, for the bivariate negative binomial, that they hold
for all bivariate distributions. Meyer (op. cit.) gives several counter
examples. In actual fact, one must verify in each case, as we have
done, that these regression models are linear. Of course, in the
process, we have revealed the salient feature that each of the conditional distributions is univariate negative binomial.
ESTIMATION

The existence of the regression models shown in (15) and (19)
immediately suggests the practical question of trying to estimate the
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unknown

parameters of the models from experimental data. In what
;*";x
X
follows, let us suppose that x\>
n* yn is a random sample
2* y2
pairs
negative
n
drawn
from
a
bivariate
of
common
binomial distribution. The immediate problem is to estimate p0> P x »2 , and a defined

.

in (5), (6), and (7).

Graphical Solution
(a)
(b)

Plot y as a function of
x. Draw a "sight line" (or fit by least
Hx.
squares).
Call it y = G

+

Plot

=

x

(c)

function of y. Draw

x as a

K

+ Ly.

a "sight

line" and call it

Equating the constants of these fitted lines to their equivalents
in (15) and (19), i.e. estimated intercepts to theoretical interyields estimates
cepts, etc., and solving for the unknowns

-

* -lfe

*¦¦&

(»>

2

& -(1-^jK

or

a

(1-P 2

*1
"
*0 !"V*2

(25)

)G

*2
Moment Estimation

Let
n
mx m

xt •
I
!¦!

"T ¦
y

n

n

I*«1
1-1

B

xv

" nI
Vi
11
1«1

(26)

a

b

these sample moments to their population equivalents
e(x), e(y), e(xt) given previously and solving for the unknowns, we
obtain the moment estimators
Equating

m

-m m

"l

(27)

a+m +m

Arbous and Kerrich (op. cit.) used moment estimates in their
example. However, a profusion of exponential terms makes their
expressions look formidable compared with those given above.
Maximum Likelihood Estimation

x-o "d Y-o for nQ pairs of observations and that either
the remaining n-»»0"r pairs of observations. Using (7), the
joint likelihood function is
x y
L(a ,p ,p )-(l-p -p )na
1 1 2
1 2
Pl ip2 ia(a*l)¦ (a+x^-1)
Suppose

x»»o

or Yj«o for

-p

..

where the product involves only those pairs where either xi*°or *i*0 •
The maximum likelihood (ML) estimators are those values of »• Pi» P2
which maximize L(«t px, p2) or equivalently in L(a,p1$p2 ). We obtain
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31nL

-na
1-'l-P 2

u

9p

l

?!

-

31nL m
-na
3p
2 1-Pl -P2

P2

-j^- n ln(lPl-p 2 ) + [

-

(a+j-1) x

[

"*

Equating each of these to zero, we obtain the ML estimators as
my
«pl &-HI1 -nn • P-.
2 a-mi +ra
x

x

y

(28)

y

where a is the positive solution of
-* la

tU)

(l^)+1,1^^-^-0

Newton's iteration
f'(*) *

x

4^ ¦

is useful in solving (29) where

k

4.

,'\-2 and either moment

I

I (-+.
i-1 j-l *»*J-i

y

a(a-HB -fa )

x

(29)

estimates

or the

graphical solution may be used as a starting point of the iteration.
If
R

¦

adipj+rpjj)

n

an

P0

a(np 2+rpQ )

¦ym.

p
0

;

where Jmr^o I
¦4
ance matrix

k

1-1

n
P0

2

J

r(a+k)(P;L +p )

k

2

r(.)r(ktiKa.M)2

for the ML estimators

' the as ym Ptotic variance

- covari

"

is given by

Having shown the feasibility of the ML solution, we are then in
tests of hypothesis based on Wilks' (1962) likelihood ratio criterion. For example, suppose we wish to know if the
means of X and Y are identical. Formally, hq: e(x) e{y) where the
logical alternative is V E x>'< e(y>. But from (9) and (11), we see that
p2
Ho is true only if pi"
Hence, the hypotheses may be restated as
Ho :p " P Hi
:pi V We have already indicated in (28) and (29)
i 2*
the ML solution in the unconstrained parameter space under n1 Let
1.(4, pj, p2 ) denote the value of the likelihood function at this solution.
a position to suggest

* .

*

-

.

In the constrained parameter space where Ho is true, i.e. where
after equating derivatives to zero we see that the likelihood
function is maximized by choosing

pi"
p2Mp sa Y/

a
P

.

*

«_?«.

y

(30)

2(i-nn -HH )

y y
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where a* again is the positive solution of (29), i.e.
From (30), we see that

& and 6* are identical.

." >1**2
P

2

i.e. simply take the average of the estimates of t± and P2 • Let L(£,$,j)
be the value of the likelihood function at this solution. Wilks' likelihood
ratio procedure suggests that when HQ is true, test statistic
(31)
T -2 ln[L{i,p,i)/l.(».,t ,P 2 )]
x
of freedom.
has an asymptotic chi-square distribution with one degree
p
Hence, reject h at the o-level of significance of T>x (jjj^.

-

Example

Table 1 gives data reproduced from Arbous and Kerrich (1951)
involving accident proneness of 122 experienced railroad shunters. The
columns (y) refer to the number of accidents suffered by an individual
in the 6 year period 1937-42; the rows (x) refer to the number suffered
in the following 5 years 1943-47. Table entries indicate the number
of individuals suffering a particular combination of accident rates.
Table 1: Accidents among 122 experienced railroad shunters (25
from Adelstein (1951).

years experience),

1937-42 (6 years)
l2

10
2
3

19l»3_li7

3

U

5

6

21 18 8
2 1 0
0
13
ll» 10<• 1 1* 1 0
U
5
2 1 0 1
2132010
0011000
0000000
0000000
0
1 0
0 0 0
0

0
1

•»

5
6
7

I

U0

39 26

8

6

2

*• p

50
1*3
IT

I

1

9
2
0
0
1

122
p and
i

p obtained from the proTable 2 gives estimates of
of
2
cedures just obtained. In the graphical solution, we actually fitted ihe
regression of x on y and y on x by least squares as an intermediate
step and obtained

y

x

-

0.9857U

? 0.29193 x

0.67986

0.23263

?

(32)

y

Table 2: Comparison of estimates by three methods.
p
p
pi
o
2
Graphical

0.58531

0.18873

0.22596

Moment

0.59505

0.17587

0.22908

3.30023

Maximum
0.60361
Likelihood

0.17215

0.22l»23

3.1*2002
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Two estimates of a result from the graphical solution as indicated
in (25). No clear guide for choosing one over the other is evident.
Moment and ML estimates are in close agreement, though from our
knowledge of estimation problems in the univariate case, we suspect
that this may be a coincidence, that in fact the two estimation procedures may lead to quite different estimates depending on the actual
values of the parameters. Usually the ML estimates are more efficient;
i.e. smaller variances, and hence are preferred where available.
Since the invariance principle holds for our ML estimates of *• Po'
obtain ML estimates of various functions of these parameters
directly by simply replacing parameters with the corresponding estimates. Estimates of some of the more interesting functions are shown
in table 3.
Table 3. Maximum Likelihood Estimates of Various Functions
p

l* P 2* we

Function
E{X>

Estimate
0.97539

var{X)

1.25357

e<y>

1.270147

var{Y)

1.7U2143

cov(X,Y)

0.3623U

corr U.Y)

0.77529

E{y|x»x}

0.98853

E{x|y-y}

0.71119 ? 0.2O795y

?

0.2890ltx

E{Y|X-2)

1.56666

E{X|Y-2)

1.1271

The ML estimates of the regression lines may be compared with the
corresponding least squares estimates given in (32). The discrepancy
does not look too serious for most purposes.

-

To test Ho : ***}¦E(Y) / we calculate the following quantities:
-In LU.i^.fig) -3I41. 77^95

f>

-

0.19819

-In L(i,§),§>)
T

¦

-

-132l»5.082

25807.

Since Pr{X/1j>25flO7}<io~5, we conclude that there is strong evidence of a
location shift in accident frequency from Y (1937) to X (1943-47).
Examination of the estimates in table 3 suggests the shift is e{Y)>e(X),
i.e. the over-all rate of accidents has been reduced. One might suspect
that new safety innovations may be responsible for this change.
SUMMARY

So far as the author is aware, the bivariate negative binomial is
the only joint distribution other than the bivariate normal in which both
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marginal random variables, both conditional random variables, and
the sum of the random variables all have a common probability distribution, namely the univariate analogue of the bivariate distribution. We
have shown that the correct models for regression of the mean are
linear in both cases and have indicated a choice of estimation procedures. In addition to the indicated test for shift in means, one would
still like to formulate a likelihood ratio test for independence.
Though
the test seems plausible, the method of approach is not evident.
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MONTE CARLO STUDY OF ESTIMATION EFFICIENCY
FOR NONLINEAR MODELS SUBJECTED TO
LINEARIZING TRANSFORMATIONS
Jeff Kennington and James E. Dunn
University

of Arkansas

INTRODUCTION

The purpose of this study was to make a quantitative evaluation
of several estimation procedures commonly applied to nonlinear models.
Though the set of methods considered here is by no means complete,
for example we have omitted Bayesian procedures, we feel that we
have included those which are most commonly used. The general
approach was to start with a model involving known parameters,
generate artificial data by adding random errors to the expected values
given by the model, and proceed to estimate the parameters by each
of the procedures. By using the inherent speed of a modern digital
computer for all computations, we were able to generate many sets
of data based on the same model and thus were able to study quantitatively the average behavior of the various estimation procedures.
ESTIMATION PROCEDURES
In what follows, we shall suppose that statistically independent
*
responses y±> ?2' '"* yn are measured at specified times *^« t 2 •••> n
respectively.
In order to have a specific model to work with, suppose
¦ t exp(-Bt ) =
it is also known that
i
i t^ where E denotes the expected value operator. How shall we estimate the unknown parameters A and B? In the following development, assume that all
summations are over all n observations.

.

Nonlinear Least

Squares

(Modified Gauss-Newton)

that the i'th observation 3^ may be expressed as
error inherent in making the observai
iis a random
Formally, the least squares estition with E( ei ) = o and var (e^ = a 2
mates of A and B are those values, say A and B, at which
=

may argue
-We
+ e
where »
i

.

[(y. - f.)2
(1)
attains its minimum.
Finding the location of this minimum, of course,
poses the major computational problem.
Q(A,3) =

=

Typically we will argue that these estimates must solve

°- 2

=

=^- -*<)w*-o
!

(2)

hence, we proceed to their values by an iteration of the form
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M

=

P*] " Yirl P ]
1

(3)

where the elements of the matrix H are
.-,

3c

*!¦ ¦•t3q

.

2

1^ -K»i_-

3 f<

?

3 f.

3f.

(i*)

. . .,

I=

1, 2,
are over
n. The well known
1 and H as
iteration takes the form of (3) with v
(1961) has recently suggested a modified Gauss-Newton

and all summations
Newton-Raphson

3f.

Vndt
-lair
/3f• \ 2

=

shown. Hartley
3
procedure in which all terms of the form £( y. _ f.) __J. are dropped
from (4) and v is chosen to minimize Q(A,B) in the interval o<v<l. We
have used this latter procedure in the work that follows.
t

— Unweighted

Linearized

Least Squares

linearizing the model by a
Many references would suggest
) = a in t. - Bt approximatelogarithmic transformation to obtain E< ln 7;
i
ly. Assuming an additive error •£ with this model, then estimates A*,
B* are obtained by minimizing q*(a,b) = [(e*)2 = [(in y. a in t + bi^)2 ,
i.e. solve the normal equations

.

A*l In2 tj - B»Itj In t± = [(in t.)(ln y± )

-A»[tiIn ti+ B«£tj

=

-[t._ In y.

(5)

Solving a set of linear equations of this type is an elementary exercise
and thus leads to the popularity of this approach.
Linearized

—

Weighted Least Squares

The Gauss-Markov
Is there an intermediate procedure? =
- Bt + e£, theorem
A ln t
ln y±
that for the linearized model
the best
t
i
+
+
linear estimates of A and B, say a and b / ar e obtained by minimizing
Q*(A,3) = Iv..(e») 2 = JVdn y. A In t. + Bt^)2, i.e. solve

suggests

-

- 5;w t
In2 t
k*lv
t
i B i
i
+
+

-A Iw.t

In t.
i

= lv (in t.)(k y.)
ti
±
2
=
t
-^tj In y.
In

+ B+[

Wi

[6)

.

to [vardn y.)]"1

is
Since
where the weights
are proportional
t
nonlinear transformation, we can only approximate its variance. If
E(y) = C and we subject y to the transformation z = T(y), then a commonly used approximation is var(z) var[T(y)] = var(y)[T'(C)]2 cf- ao
(1952).
In our case, E(y.) = f^ , varfy^ = a2 , and T(yi ) = ln y± SO that
var(ln y.) = a2/f. 2
approximate |y |f follows that
= [t* exp(-Bt )]2
[vartln y^T1"
(T)
v

-

a

-

±

t*/°\
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The obvious problem now in trying to solve (6) is that the weights
given in (7) involve the unknowns A and B. Hence, we will need to
2
iterate to the solution of (6), i.e. set "j ¦ 1 or »j y and solve (6),
w
re-evaluate the i using these solutions and resolve (6), etc. until

•

convergence.

ERROR DISTRIBUTIONS
Even though the above estimation procedures are distribution free
in the sense that they may be used whatever the functional form of the
error distribution, it is not evident what effect varying error distributions
will have on the properties of the estimates of A and B. To examine
this, we generated random errors from the following three probability
distributions, each properly scaled so that
Ev'a) = 0 and var(e) = 1

(3)

.

• •
In each case, we assumed the existence of a sequence
of independent random numbers arising from a rectangular distribution
The power residue method, cf. I.B.AA. (1959),
on the (0, 1) interval.
which we used, provides an easy means for generating such a sequence
on the digital computer.

u U
i' 2'

Rectangular

. ...
If
...
satisfying conditions
.
u
i>

e

e

±i 2

u2

defined above and

e

= 2l/^ (u

" 1/2)

, then
of independent rectangular random numbers
(8) and with density function 6(e ) = (2/J)"1 on the
is as

j

j

is a sequence

>

interval (-/3,/J)

Normal
If ui» U2

••

= (-2

e
J

e

J+1

• • is as

'

IP

1
In U )
J

= (-2
la

defined above and

we set

cos 2irUJ*-^

Uj)1/2

sin 2t,U

j+1

...

Box and AAuller (1958) show that e±y e2 >
is a sequence of independent, normally distributed random numbers satisfying conditions (8)
with density function g (e ) ={2n)~1/2 exp(-e 2 /2) on (-», -)•
Pearson Type III
If U}. u2, ,
e

k

= -( 1Q )"1/2

I

js

defined as above and

''1-'Jio(

1

k_i)+i

. then

>1/2

)-(lo

i'e2«

e

...

is a sequence

of independent random numbers satisfying conditions (8) and having
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a Pearson

,,

Type IIIdensity function (gamma) defined by

1/2 e-HO} 9 exp[-(lO
g(e) = [1O

1/g

' 9!
=^

e+lQ]

10

on the interval (-io1/2, »).

Notice that the rectangular distribution might correspond to a
situation where extreme outliers have been brought in closer to the
mean, i.e. the Wisorization procedure, while the Pearson Type III
corresponds to a skewed distribution of errors.
Measures

of Efficiency

'

In order to compare the methods of estimation, we shall need a
quantitative measure of their behavior. An obvious approach is to
compare their bias and error mean squares.

-

Suppose t is an estimator of some parameter t. Then if E (*)
t + & , d js called the bias in T.
If dt = o, then t is said to be an
t
t
unbiased estimator of t. In any case, E(T) provides a mean value for
the estimator.

-

The error mean square (EMS) for ? is defined by
2
EMS(t) = E[(t
t)2 ] = var(t) + d
= o,
d
then the EAAS(t) and variance of t are identical.
If the bias t
any case, EMS provides a measure of dispersion of the estimator.

In

If we want to use mean value and EMS as a basis for comparing
the estimation procedures then we need estimates of these two expressions for our various estimators of A and B. This is where the Monte
Carlo approach enters in. Suppose from known values of A and B we
generate m independent sets of data which give rise to m independent
, b^,
estimates Ai» A2 » ""' *m °f A and m independent estimates s;
», » ...b_
of B. It may be shown that the following are consistent estimators:
n

5"

i=l

A./m
1

A

for

B +

n

i./m
I
i-1

I IJL
1

i=l

x

m

(3
I
1
i=l

+ d

for

A

(L

(9)
A)2/:.:

for

EMS(A)

- Br/m

for

EMS(S)

p

These four functions, calculated for each of the estimation procedures,
form the basis of the numerical comparisons which follow.
Numerical Results
) + e were generated by
Two forms of the model y± = t* exp(-Bt i
±
varying A and B. Expected values of y for various settings of t are
given in Table 1 for each form of the model. Model 1 corresponds to
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of a full growth-decay cycle. Model 2 is essentially
pure growth with only slight decay in the last measurements.
near completion

Tables 2 and 3 give estimates of the mean values and EMS's
calculated from equations (9) for each of the estimation procedures.
In these results, m = 1000 corresponding to the number of data sets
which were generated from each of the error distributions previously
described. With respect to the Monte Carlo procedure, from an inspection of the sequence of these estimates, as
m-<-iooo , it appears that
the figures given in tables are correct except possibly for some instability
in the last digit shown.
Examination of tables 2 and 3 yields some interesting conclusions.
All of the procedures yield essentially unbiased estimates for A and B
regardless of the error distribution used or the model specified. We feel
that the discrepancies which appear between E(A) and A or E(B) and B
in some cases can be largely accounted for by the fact that we stopped
with m
1000 data sets rather than, say m = 100,000 or more.
There was no indication as m-iooo that any of the sequences of
estimates was converging to a parameter other than that specified by
the model.

=

Striking differences do appear, however, in comparing the EMS
among methods. In every case both the linearized-weighted and GaussNewton procedures yield estimates of both A and B with considerably
smaller EMS than the corresponding estimates by the linearized-unweighted procedure
in some cases by more than an order of magnitude. Equally remarkable is the fact that the linearized-weighted procedure and the Gauss-Newton yielded estimates with essentially identical
EMS's, i.e. the procedure of using a linearized model and empirically
calculated weights apparently is quite a good competitor with the
Gauss-Newton iteration, particularly when we consider the extra effort
required by the latter procedure.
Certainly our results lend evidence
to the argument that one should not simply ignore the disturbance in
variance structure which occurs when subjecting data to nonlinear
transformations.

—

Extensions
Several extensions to these methods are immediately evident.
Though we had some theoretical basis for using the weights defined by
(7), Box (1957) has suggested using weights of the form v = [E(y.)]r
where r as well as the unknowns of the model are involved in the
iteration. He had made no quantitative study of the behavior of the
resulting estimates at the time of this writing.

Looking again

at (7), we notice

.

=
var(y. appears in the
a^
work, we were not concerned

that

)

denominator of the v^ In the foregoing
with a. since we constructed our error distributions such that a i= ifor
all i. On the other hand with real data, one cannot always assume
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that these variances are all constant and, in fact, it may be evident
that they are not. What should be done? Though Box's (op. cit.)
procedure may have merit here, we want to suggest an alternative.
Following the steps of the linearized-weighted procedure, at each stage
)] in (7) where A and B are the
of the iteration, set° i= [y± tiexp(-Bt i
current estimates of A and B. This should have the effect of gradually
reducing the influence of outliers and/or aberrant data points and more
heavily weighting those observations which are quite consistent with
the model. Regrettably, we cannot give a quantitative evaluation of
this suggestion at present.
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Table I. Expected values of observations for various
parameter

t and

under two

settings.

t

Model 1
A=4, B-O.5

Model 2
A=5, B=O.5

2
3
4
5
6
7
8
9
10
11

5.886
18.07
34.65
51.30
64.52

11.77
54.22
138.6
256.5
387.1
507.5
600.2
656.0
673.8
658.2

12
13
14

15
16
17
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72.50
75.02
72.89
67.38
59.83
51.40
42.94
35.03
28.00
21.98
17.00
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Table 2. Mean values and EMS for estimators of A=4 and B=0.5
(Model 1)
RECTANGULAR ERRORS
E(A)

EMS(A)

E(B)

EMS(3)

Linearized-unweighted

3.998

7.16x10

.1*997

3.26x10

Linearized-weighted

l».000

2.16x10"

.1*999

1.13xlO~ 5

2.16x10"
3.999
NORMAL ERRORS

.5000

1.13xlO" 5

Method

Modified Gauss-Newton
Method

E(A)

EMS(A)

E(B)

EMS(B)

Linearized-unweighted

3.998

7.30x10

.1*995

3.3l*xlO~5

Linearized-weighted

U.000

2.08x10"

.1*999

l.lOxlO"5

Modified Gauss-Newton

3.999

2.07x10
.!*999
PEARSON TYPE III ERRORS

l.lOxlO"5

Method

E(A)

EMS(A)

Linearized-unweighted

U.000

6.8OX1O"

Linearized-weighted

l*.000

2.05X10"

Modified Gauss-Hewton

l*.000

2.07x10"

*

1

*

1

E(B)

EMS(3)

.5000

3.09xl0" 5

.5002

1.09xl0"5

.5002

l.lOxlO"5

Table 3. Mean values and EMS for estimators of A=5 and B=0.5
(Model 2)

RECTANGULAR ERRORS
.Method

E(A)

EMS(A)

E(B)

EMS(S)

zed-unweighted
Linear i

U.999

5.**7xlO~

.1*993

6.13>:1O" 5

5.000

l.lUxlO"5

.5000

6.66x10"^

5.000

l.lUxlO"5

.5000

6.66xlO~ T

Linearize i-weighted
.Modified

Gauss-Newton

NORMAL ERRORS
Method

E(A)

EMS(A)

E(B)

EMS(B)

Linearized-unwei^hted

1*.999

5.6?xlO"

.1*998

3.25xlO~ 5

Linea.-i^ed-weiRhted

5.000

l.O7xlO"5

.5000

6.22xlO" T

5.000

1.07xl0~ 5

.5000

6.21x10"'''

Modified Gauss-Newton

PEARSON TYPE IIIERRORS
Method

E(A)

EMS(A)

E(B)

EMS(B)

Linearized-unweighted

U.999

.U998

3.OlxlO"5

Linearized-weighted

5.000

5.25x10
l.O8xlO~ 5

.5000

6.63xlO~ T

5.000

l.O8xlO"5

.5000

6.26xl0"7

Modified Gauss-Newton
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CONSPIRACY AND POWER POLITICS
John E. Guendling
Arkansas Polytechnic College
Ishould like to examine some first-magnitude concepts of political
theory in their constellation about a key concept, conspiracy, for the sake
of illuminating an ideal of integral democracy.

It should be recognized at the outset that the political conditions
which foster tendencies to conspiracy require some distinction from those
conditions in society which foster accusations of "conspiracy". To be
sure, an actual tendency to conspiracy furnishes occasion for the accusation; but the absence of the tendency does not preclude the accusation.
What seems to be required for an understanding of the disparity
study of the dynamics of political behavior which attends less to the
qualitative differences of ideology between the parties involved and
more to the quantitative disposition of their forces in the struggle for
power. The aim of such an approach should be to draw from the
equilibrations of political forces in a society what might be called
generalizations upon the dialectic of power politics".
is a

The observations here essayed are, however, rather more preliminary, their value being construed mainly in terms of their suggestion
of the fecundity for political theory of concepts ingredient in the ancient
tradition of dialectical philosophy.

*

*

*

The notions most men hold of "power" and "freedom" antecedent
to political reflection bear witness to the efforts of every thing living
to procure for itself a state of well-being. Such a state may be defined
as a favorable balance between intrinsically self-aggrandizing factors
and whatever extrinsic factors impose limitations on any thing's being.

Power, accordingly, in its pre-political aspect, is simply the positive,
self-integrating or substantive display of these intrinsic factors of
vitality, while freedom is the negative, dispersive or non-substantive
conception of the lack of obstacles to their operation. As positive and
negative sides of the same idea, both bespeak as common to every
organic being a striving to master and reduce its immediate environment to material upon which it can set its own characteristic form and
by means of which it can magnify its substance unchecked by alien
impositions.
Although the biological world is one which, at first glance, exhibits
universal conflict between unrestrained tendencies to self-aggrandizement, the ecologist, is able to recognize standing patterns of irresolution
constitutive of so-called "balances" in nature.
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It was among the Greek natural philosophers of the Sixth Century
B.C. that generalized expression was first given to the idea that the
characteristic ways in which the dynamic components of nature equilibrate their relations furnish paradigms for understanding the human
social order. This insight, traceable to Anaximander of Miletus, was
explicated in the thesis that justice and law exist first and foremost in
a cosmic state and only secondarily in human society, where they
furnish natural norms for human behavior. The assumption was that
there is an inherent order in nature, a self-enclosed, self-regulating
system of due proportions in the give and take among things, whereas
in human society, on the contrary, laws have been necessitated as
conscious contrivances for securing justice by their regulation of socially
conflicting claims.

The theory of "cosmic justice" of Heraclitus of Ephesus mirrors
the "state of nature" with metaphorical aptness: The world is made
up of "opposites" checking each other. Nothing gives check to itself.
Cosmic justice is, accordingly, the principle of equilibration between
all forces in being, monitoring their "strife" lest they overstep their
"natural limits".
I regard to the factions competing for power in any body politic,
Greek thought discerned a system of checks and balances, recognizing
in their operation but a special case of a natural, cosmic law. The
moral for mankind is expressed in an emphatic tendency in ancient
political theory, even among those thinkers who no longer stand
explicitly within the tradition of dialectical philosophy, as, e.g., Aristotle, Polybius and Cicero, to seek conscious compliance with such a law.

It is within this theoretical context that I wish to affirm, as being
of contemporary relevance, certain political apercus, starting with the
following as a working definition of "justice": Justice is that idea! of
an accepted norm defining the limits and arbitrating the occasions of
conflict among competing parties within any system of power-relations
in accordance with a principle which seeks to secure maximal stability
in the total system through maximal responsiveness to the shifting
balance of power among the competing parties.

*

*

?

No individual, institution or movement in society has a natural
tendency to give check to itself: That is, if you will, a law of primitive,
blind being.
If, notwithstanding, any entity acknowledges limits to what it may
"lawfully" do, if it defers to any so-called "rights" of others or agrees
to give them their "just due", or if it formally subscribes to a system
of moral or legal rules of "fair play" among competing "loyal"
elements, it does so from a platform of acquired realism instructing
its view of the possible.
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Reciprocity, i.e., mutual toleration, interposes itself as a rule where
prevents unilateral rule: That is, as it were, a
law of nature, enlightened being.

a

division of power

Where a tradition of mutual guarantees, tolerance of differences
and equality before the law governs the administration of justice,
responsible majority and loyal minority share alike in a public conscience
In
binding them to common observances in the exercise of freedom.
the measure that these observances extend to all forces competing in
the society, it exemplifies the definition of an integral democracy.
Under such a system the principle of checks and balances is no longer
simply a fact of life but becomes an avowed value directing the
several parties to common terms of constraint in their behavior.
If, accordingly, justice be conceived as a principle specifying the
terms of competition governing the political dialectic, it should be clear
that it will function effectively in this capacity only so long as all parties
stand truly "under" or "within" the dialectic, i.e., are unable to
manipulate the terms definitive of the conditions of competition to
their individual ends. Only so long may justice be said to be "impartial" in its dispensations.
If, on the contrary, one faction is able to monopolize the positions
of power for any length of time, it reveals a resurgent primitive
tendency to stand "above" the dialectic, i.e., to make itself master of
the meaning of justice and arbiter of the mechanisms of arbitration.
Old balances may then be drastically upset as the spectrum of permissible allegiances shifts or contracts and hitherto "loyal" opposition groups
are "unmasked" and made to suffer the brunt of accusations of "conspiracy", "counter-revolution", "subversion", etc.

This is a tendency ever at work no matter who the parties or
what the claims of the system.
Lord Acton's observation on the
tendency of power to corrupt and absolute power to corrupt absolutely
must count as a corollary to any dialectical theory of politics.
But individuals and groups lag in their adjustments at times,
failing to respond to new situations preemptorily in accord with the
or machtpolitik, precisely because
they do have
dictates of real
consciences, private and public, which cannot overnight be remade.
Accordingly, abuses of power develop slowly or quickly depending on
a number of factors, including the nature or severity of the political
imbalance, the length and strength of the imperiled constitutional tradition (as the formal expression of the common consensus of justice), as
well as on characteristics peculiar to the contending factions themselves.

—

But peculiar ideological characteristics,

whether of the attacking

or defending parties, I consider of least significance as genuine casual
agents in the curtailment of political freedom, even though action
against a disfavored group generally follows upon accusations designed
to establish a stereotype of disloyalty in terms of specific beliefs or
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—

omitting from the bill of charges its real sin, namely, its
relative inability to fight back in the terms of pure power politics.

practices

It may, indeed, be true for reasons at least partly doctrinal, that
a Catholic majority in this country would infringe upon the liberties of
other groups more readily than a similar Quaker majority. To this
of Catholics and "peaceableness"
extent, the peculiar "aggressiveness"
of Quakers would be germane to understanding certain details of the
But the burden of my thesis diminishes the signifiusurpatory process.
cance of such group differences before the fact that both groups, if
long able to escape the normal checks on power, would tend with
comparable avidity to meet harsh "justice" to their erstwhile loyal
opposition.

*

+

*

The ideal of integral democracy can be approximately realized
only where a hardy distrust prevails with respect to anyone's ability
long to resist the abusive seductions of power, a distrust much in
evidence among the founding fathers of the American constitutional
system.
Its success is contingent on a continuing schooling in the basic
moral principle, the golden rule, of doing to others as you would
have them do to you. This principle is in radical opposition to the
power-political sophism of doing to others as they "actually" do to
you. For the latter readily results in a standard patterned upon a
conceit as to the disparity between our own and our neighbor's behavior,- it conveniently feeds our fancy of injury and threat, magnifying
their intolerability in nice proportion to the accumulation of power
whereby we can "appropriately" requite them.
The notion of "integral democracy" implies that whenever there
is a group in the policy which does not honor the common commitment
to justice the system is to that extent endangered in its integrity. Two
approaches suggest themselves by way of remedy: (1) Invocation of
sanctions against the offending group, including, in the extreme case,
proscription of its existence, and (2) employment of positive, systemidentifying stimuli to encourage it to acceptance of the common commitment.
Before discussing remedies, however, it is necessary to weigh the
considerations which lend or deprive of credence the charge that a
group is breaking faith by resort to "conspiracy", "rebellion" or other
usurpations. To do so, one must examine the charge for its dialectical
significance, i.e., for what it means in terms of its tendency at the
time of imputation to affect the balance obtaining in a system of
power-relations.
Conspiracy implies dissimulation in the organization of an attempt
to command the legal order by illegal means and is obviously a breach
of the moral foundation of integral democracy. But it is not usually
the weak who so conspire, though due allowance need be made for
a quota of fools who cannot realistically assess the balance of power.
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Rather, as a genera! rule, the weaker a group the greater its recognition
of the wisdom of a strict observance on its part of the canons of
reciprocity. To be weak and at the same time obnoxiously radical is
to be doubly exposed, a tempting prey to those behind whose conspicuous asseverations of patriotic devotion there lurks the primeval instinct

for leaping

at the jugular.
uncommon
event that petty misguided groups conspire, a
In the
society does well to exercise forebearance in letting the conspiracy
mature to a consciousness of its own futility, a state of mind affording
some possibility of self-redemption.
Only where conspiracy plainly
issues in overt action damaging to law-abiding interests does the
urgency arise for punishment by the constituted authorities.
But honesty should compel the conclusion that, more often, the
dialectical significance of a charge that some numerically weak and
odious group is conspiring lies in what it evidences about the accusers
bearing as it does the tell-tale mark of psychological
themselves
projection
unwittingly witnessing to their own conspiring to rig the
system against a vulnerable adversary.

—
—

It is by regarding the strong that we discover the usual conditions
for conspiracy, as furnished by two contrasting possibilities: (1) Where
an out-group conspires against the government because the relations
of actual power are not accurately reflected in the legal distribution
of power and the system does not provide or use is not easily made
of a commensurating mechanism of redress, and (2) where the government, i.e., the legal ruling-power, conspires against an out-group
because the former's actual power so exceeds its legal mandate as to
make feasible proceedings against that out-group through suspension
or revocation of its protections under the law.
A usurpation, i.e., the consequence of a successful conspiracy, takes
the form either of revolution or despotism, accordingly as the conditions
under (1) or (2) prevail.

*

*

*

"Revolution" implies drastic change, characteristically, but not
necessarily, attended by violence. What is dialectically significant
about a revolution is that its proponents justify it by reference to the
excesses of the government whose overthrow is sought, while proponents of despotism justify their repressions in turn by reference to
the subversive nature of the excesses implicit in the undertakings of
the opposition, excesses which render the latter "a clear and present
danger" to the security of the state, i.e., an intolerable threat to the
established balance of power.

It is not necessary for threats to be real in order to play on them.
For despotism constitutes an ingathering of power by methods which
naturally tend to evoke one set of threats in order to invoke another.
It is, indeed, from despotism's own excesses that its bugaboos derive
more than phantom power so as to congeal against its wishes a new,

https://scholarworks.uark.edu/jaas/vol21/iss1/1

102

Journal of the Arkansas Academy of Science, Vol. 21 [1967], Art. 1

99

Conspiracy and Power Politics
albeit now unconstitutional opposition which will endeavor to take its
dialectical measure.
Any group conspires out of a certain sense of alienation from
he existing order and its processes of justice. The weaker the group
he greater the possibility that positive inducements and adjustments
can be made to give it a sense of identification with the constitutional
governances of the system.
The negative route, involving sanctions or
jroscription, is dangerous to employ against even the weakest group
and constitutionally fatal, if not in fact futile, when employed against
a major faction in the society.
The problem of abridging any group's legal right to operate is
always complicated by the fact that the group which spearheads the
effort to censure or suppress is not in the nature of the case a disinterested party in the cause of justice. As a consequence, the unsettling
effect of the attendant displacements in power, he fears stimulated in
hose groups having questionable "affinities" to the banned group but,
above all, the witch-hunting spirit of inquiry engendered by resort to
jroscription as a device in waging politics create a condition of crisis
n the existing order which may well only be overcome by a despotic
sacralization of institutional forms at the price of a departure of the
iving spirit therefrom. That there is a pained awareness of these
endencies in some quarters of America today is due, in part at least,
o the scarcely allayed ghost of McCarthyism.
What is important, in summary, is that justice, as the defining
characteristic of any legal order, pendulates between two natural limits
or usurpatory extremes, revolution and despotism. It is at its optimum
or the greatest number of people when it returns, after minimal deviaions, to a certain mean.
Integral democracy, accordingly, represents a conscious attempt to
oster this condition of equilibrium by supporting the existence of various
ystem-stabilizing institutions at cross-power with one another and
erving to dampen dialectical excess. As such, it is the political counerpart of an ethical conception, the golden rule, for the utility of the
atter is construed as residing precisely in its social tendency as the
prime agent for enforcement of a "golden mean".
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THE OUTDOOR LABORATORY IS AN AID TO TEACHING
BIOLOGY IN THE SECONDARY SCHOOLS 1
Edward E. Dale, Jr.2
University

.of Arkansas

The usual approach to teaching biology in the secondary schools
today almost totally ignores the study of plants and animals in the
field. This is in spite of the fact that the field is a focal point of
biology where living organisms occur naturally and the most logical
place to gain insights on relationships between living organisms and
their environments. It can be further stated that since most youngsters
enjoy field work, an excellent learning situation is present. Also, most
schools, particularly in Arkansas, can readily obtain access to areas
suitable as outdoor laboratories for field work, no expensive equipment
is required, and the field is an easy place to gather information suitable
for teaching the scientific method as applied to the principles of biology
through the study of plant and animal populations and their environments.

There are several reasons why field work has been so badly
neglected as a teaching aid in biology, but the primary reason has
been the lack of training on the part of most biology teachers in
effective use of the outdoor laboratory as a teaching device.
In 1965, the University of Arkansas was awarded a grant by the
National Science Foundation to conduct a Cooperative College-School
Project in Biology for high school teachers and students for a ten week
period during the summer of 1966.

The primary objectives of this project pertinent to the use of the
outdoor laboratory were: (a) to strengthened the training of secondary
school teachers in basic fundamentals of ecology,- (b) to show them
how to effectively use the laboratory in their teaching; and, (c) to help
them implement field work into the biology training programs of their
own schools. Related objectives were to help the teachers gain an
increased understanding of the methods of science by: (a) engaging
them in actual short-term research projects in field ecology and directing
the written report of their studies; (b) provide a situation where the
teachers could direct student investigations under the guidance of
experienced research scientists; and, (c) provide high-ability high school
students a stimulating experience in field studies and give them an
opportunity to learn how to communicate their findings in the manner
of scientific papers.
'Supported by NSF Grant GW-723.
Professor of Botany and CCSS Project Director

2 Associate
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An Outdoor Biology Laboratory
school teachers representing thirty schools in
and Kansas arrived on June 6, and
were enrolled in field botany and zoology courses carrying graduate
credit applicable toward the Master of Natural Science degree.
Thirty-one

high

Arkansas, Missouri, Oklahoma,

•
>

The course content was essentially the same as most beginning
plant and animal ecology courses, but the approach was oriented
toward general ecological principles and field procedures most useful
to a high school teaching situation. Also, considerably more time than
usual was spent on the techniques of gathering, compiling, and interpretation of data, and writing a short paper in a manner that was at

least mechanically suitable for publication as a scientific paper in a
professional journal. All papers were based on field data gathered by
teachers working individually or in teams, and on pertinent literature
from professional journals and other appropriate materials.

>

The course organization consisted of regularly scheduled lectures
in plant and animal ecology presented by the project faculty, and field
work in five different vegetation types. All field work was conducted
in the Lake Wedington Division of the Ozark National Forest located
approximately thirteen miles west of Fayetteville. In addition, university
faculty members from four departments served as consultants.
They
presented information directly pertinent to basic ecology in entomology,
geology, soil science, and plant pathology through special lectures,
demonstrations, and field trips.
The first five weeks of the project were concerned with teacher
training only. Field studies were usually scheduled in the mornings,
and classroom work in the afternoons.
This was done in the interest
of comfort to escape the higher afternoon temperatures in the field,
and to take advantage of air conditioned classrooms available in the
afternoons.

High-ability eleventh grade students who had completed a course
biology entered the training program at the beginning
of the second five weeks on July 10. In most instances, one student
participant was selected from a list of one or more students nominated
by each teacher from his own school. This selection procedure was
followed primarily because the student would be available to help the
teacher implement the outdoor laboratory program in his school the
in high school

following fall.

The course content for students was similar to that given the
teachers with modifications appropriate to their level of training.
Most lectures to students in basic plant and animal ecology were
given by the project faculty, and special lectures, field trips, and
laboratory work were presented by the consultants. The regular field
and laboratory work was taught by the teacher participants, who also
directed individual student research projects. This plan made it possible
for the students to receive high-level instruction as a group from the
university faculty, and individual supervision of field and laboratory
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work by his teacher. The teachers gained experience in directing
student field work with the project faculty available for consultation
if needed.

Opinions expressed by teacher participants, project staff, and high
school administrators shortly after the close of the training program on
August 10 seemed to indicate that the project objectives were effectively
accomplished.
This was later confirmed by visits to each participating
school by the director or other project faculty during the late summer
of 1966 and during the academic year of 1966-1967, and on the basis
of personal communications and questionnaires returned by the teachers
during the spring of 1967.

One accomplishment of the project deemed particularly worthwhile
was the establishment and use of outdoor laboratories in twenty-seven
high schools, with consequent upgrading of teaching programs. Another
is the development of a preliminary version of a laboratory block on
field studies by some of the teacher participants as a result of their
work in the project. This material is being tested in some schools at
present, and appropriate revisions are being made in cooperation with
the project faculty. Other worthwhile accomplishments include the
competence in basic ecology, field techniques, and methods of scientific
research and writing acquired by both teacher and student participants,
and finally, the stimulation of interest in field studies on the part of
many high school students.
Several teachers have reported that in
many instances the slower students in the biology classes of their
schools have gained as much or more from the field work as the better
students.
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