are being proposed each year with claims of being as good as or superior to SIFT for representing point features. In this context we design a simple experimental framework to compare the performances of different descriptors for realtime recognition of 3D points in a given environment. We use this framework to show that robust descriptors like SIFT perform far better when compared to fast binary descriptors like ORB if matching process uses approximate nearest-neighbor search (ANNS) for acceleration. Such an analysis can be very useful for making appropriate choice from vast number of descriptors available in the literature. We further apply machine learning techniques to obtain better approximation of SIFT descriptor matching than ANNS. Though we could not improve its performance, our in-depth analysis of its root cause provides useful insights for guiding future exploration in this topic.
Introduction and Background
Estimating pose (position and orientation) of a camera in a given image is at the heart of many applications in Augmented Reality and Visual Robot Navigation. Over the past few years interest point or keypoint based 3D point recognition has facilitated substantial progress in vision based camera pose estimation. 3D point recognition provides the necessary input for well known PnP (Perspective n-Point) framework [13, 15, 29] for computing pose. Many high dimensional robust keypoint descriptors [3, 18] have been developed in order to identify 3D points in images under the challenge of variation in camera viewpoint. SIFT descriptors are consistently proven to be one of the best candidates for point matching [8, 19] . While they have been successfully applied on problems involving computation of camera pose [4, 25] , their cost of computation and matching prevents their use in applications which require real-time speed on video frames.
For achieving real-time speed on video frames, many keypoint recognition approaches which employ simple binary decisions based on raw pixel comparisons are being proposed. In [14] sequence of binary decisions based on comparing random pair of pixels around interest points (extremas of Laplacian of Gaussian filter) are used to identify the keypoints. Random Ferns framework [22] uses similar pixel comparisons, but the sequence of decisions are converted to binary coding which is indexed directly to attribute values for faster recognition. In [27] boosting is used to arrive at the optimal binary coding scheme for an image patch around a keypoint. In [24] depth values from Kinect sensors are also used along with the color information while learning the sequence of binary decisions.
Despite claims of significant success in each new approach, the effort to produce new methods to match the performance of SIFT seems to be still continuing. The reason may lie in the failure of those approaches to stand up to their claims in independent evaluations. For example, in [17] , it is shown that SIFT descriptors perform better than random ferns in terms of ability and accuracy of matching. Evaluation in [11] claims that SIFT outperforms many popular binary descriptors like BRIEF [6], BRISK [16] , ORB [23] .In this context we feel that it is immensely necessary to perform careful evaluation for a newly designed descriptor before claiming improvement over SIFT. Moreover, it is preferable if the evaluation framework can be applied on images of any environment and not limited to datasets which either have dense depth information [30] or put limitations on the geometric variations [1].
Contribution and Overview
In order to make a fair evaluation, we feel that it is necessary to match SIFT descriptors with operations having similar computational complexity as that of the type of descriptor with which it is being compared. We use approximate nearest neighbor search (ANNS) to accelerate SIFT based matching and compare its accuracy with that of ORB binary descriptor [23] . The choice of ORB is justified by the fact that ORB, like SIFT, has invariant property w.r.t. rotation and it is shown to be better compared to other binary descriptors in the presence of scale and rotation change [12] . We design an evaluation framework which needs only a sparse set of 3D points and camera positions in a set of images of the environment. This information can be obtained for any environment by simply running Structure from Motion (SfM) [28] on a set of images. The results from this experiment motivates us to explore further in the direction of improving techniques for matching SIFT descriptors rather than trying to design new binary descriptors. We train axis-parallel decision trees (APDT, decision trees which use only one attribute of the feature vector in a node to take decision) to learn SIFT based matching. We exploit the fact that SIFT descriptors are integer valued and perform exhaustive search to obtain optimal decision threshold at each node of the tree. We find that ANNS still performs slightly better than APDTs. Next we employ Canonical Correlation Analysis (CCA) [26] and train oblique decision trees whose decision boundaries need not strictly align to the axes of the SIFT descriptor space. Though we do not succeed in obtaining improvement over ANNS by using oblique decision trees for SIFT based matching, the insight obtained through these experiments which are detailed in this paper are useful for future exploration in this topic.
