The RTSORAC model supports the expression of temporal consistency constraints on data. Temporal consistency constraints express how old" data can be to still be considered valid. Absolute temporal consistency restricts the age of a single data item. For example, in an automated train control system, the data corresponding to a sensor that measures the speed of the train should be updated often, e.g. every ve seconds. The value of the speed is temporally consistent as long as it is no more than ve seconds old. Relative temporal consistency restricts the relative ages of a group of data items with respect to each other. For example, if the train control system computes the new fuel consumption levels using the current speed and position on the tracks, it is important that the ages of the speed and position data be relatively close to one another e.g. within two seconds so that they represent the same" snapshot of the environment.
RTSORAC also supports the expression of time constrained t r ansactions. Timing constraints on transactions come from one of two sources. First, temporal consistency requirements of the data impose timing constraints on a transaction. For instance, the period of a sensor transaction is dictated by the absolute temporal consistency requirements of the sensor data that it writes. The second source of timing constraints on transactions is system or user requirements on reaction time. There are typically two t ypes of timing constraints on transactions: absolute timing constraints e.g. earliest start time, latest nish time and periodic timing constraints e.g. frequency of transaction initiation. The criticality of meeting timing constraints is often characterized as hard r ealtime or soft real-time. Although predictability is desirable, it is very di cult to achieve in a complex database system 23 . In the RTSORAC model and prototype, we concentrate on soft real-time database management, where providing predictability is desirable, but not necessary.
The addition of timing constraints on transactions and data requires advanced transaction scheduling and concurrency control techniques 1, 3, 2 3 . Transaction schedules should meet timing constraints and they should maintain the logical consistency of the data in the database. Most conventional database system concurrency control techniques seek to maintain logical consistency of data while not supporting temporal consistency and transaction timing constraints. For instance, a conventional technique may block a transaction with tight timing constraints or one that updates temporally invalid data if the transaction attempts to write to a data item that another transaction is reading. Alternatively, a concurrency control technique could seek to maintain temporal consistency of a data item by preempting the transaction that is reading the data item in favor of an update transaction or one with tighter timing constraints. However, this preemption may violate the logical consistency of the data or the logical consistency of the preempted reading transaction. The RTSORAC model supports expression of both logical and temporal consistency requirements and their trade-o s, as described in Section 2. Our prototype system uses a novel real-time semantic concurrency control technique to enforce these constraints and trade-o s, as described in Section 3.
In situations where logical consistency is traded for temporal consistency, imprecision may b e i n troduced into a transaction's view" of the data or into the data value itself. Many real-time control applications allow a certain amount o f imprecision . For instance, it may be su cient for the stored data value representing a train's oil pressure to be within a speci ed number of units of an exact value. Also, since much of the data in real-time applications is periodically read from sensors, allowing temporary imprecision may be permissible because precise values can be restored on the next update. However, even if imprecision is allowed, it typically must be bounded in the system. The RTSORAC model of Section 2 provides for the expression of imprecision accumulation and bounds; Section 3 describes how the prototype system's concurrency control technique enforces the imprecision bounds.
Other work has been done on temporal consistency enforcement, real-time transaction management, and imprecision in real-time databases see 23 for a survey. This work has primarily involved extensions to the relational data model. Although the relational model is useful for many applications, there are several reasons why w e believe that it is not as well-suited as an object-oriented database model OODM for a survey of object-oriented database research see 24 for many other real-time applications. An OODM allows for the specication of more complex data types than those typically allowed in relational databases. The encapsulation mechanisms of a OODM allow constraints that are speci c to a data object to be enforced within the object. That is, instead of imposing a correctness criterion that ignores temporal consistency, such a s serializability, the schema designer can express both logical and temporal consistency constraints for each individual object. This allows for more exible correctness criteria to be used. The capability to include user-de ned operations methods on data objects can improve real-time capabilities by providing complex operations with well-known timing behavior and by allowing a wide range of operation granularities for semantic real-time concurrency control. That is, instead of only enforcing concurrency among read and write operations, as is typically done in relational data models, the OODM can potentially allow for the enforcement of concurrency among a rich set of user-de ned operations on objects.
The remainder of this chapter is structured as follows. Section 2 describes the RTSORAC real-time object-oriented data model. Section 3 summarizes our prototype development which includes techniques for real-time concurrency control, real-time scheduling, and data de nition data manipulation under the RTSORAC model. Section 4 reviews the strengths, weaknesses, and current work involving the model and implementation.
THE RTSORAC MODEL
The RTSORAC model incorporates features that support the requirements of a real-time database into an extended object-oriented model. It has three components that model the properties of a real-time object-oriented database: objects, relationships and transactions. Objects represent database entities. RTSORAC extends a traditional object model with attributes that have time and imprecision elds. Objects are also extended to express constraints: logical constraints on the value elds of attributes, temporal constraints on the time elds of attributes, and bounds on imprecision on the imprecision elds of attributes. To support trade-o s among con icting constraints, each object also expresses a compatibility function among its methods. RTSORAC relationships represent associations among the database objects. Relationships also express inter-object constraints. RTSORAC transactions access the objects and relationships in the database. These transactions can have timing and imprecision constraints.
We n o w describe each of the RTSORAC model components in detail.
Objects
An object Figure 1 consists of ve components, hN;A;M;C;CFi, where N is a unique name or identi er, A is a set of attributes, M is a set of methods, C is a set of constraints, and CF is a compatibility function. Each attribute of an object is characterized by hN a ; V ; T ; I i. N a is the name of the attribute. The second eld, V , is used to store the value of the attribute, and may be of some abstract data type. The next eld, T , is used to store the time at which the value was recorded. Access to the time eld of an attribute is necessary for maintaining the attribute's temporal consistency. F or example, in the Train object, there is an attribute for storing the oil pressure called OilPr which is updated periodically by a sensor. This update is expected every thirty seconds, thus the OilPr attribute is considered temporally inconsistent if the update does not occur within that time frame. The system must examine the time eld of the OilPr attribute to determine if the update occurs as expected.
The last eld, I, of an attribute is used to store the amount of imprecision associated with the attribute. This eld is of the same type as the value eld V . W e elaborate on the management of imprecision in our discussion of an object's compatibility function later in this section, and in Section 3.4. Each method of an object is of the form hN m ;Arg;Exc;Op;OCi. N m is the name of the method. Arg is a set of arguments for the method, where each argument has the same components as an attribute, and is used to pass information in and or out of the method. Exc is a set of exceptions that may b e raised by the method to signal that the method has terminated abnormally.
Op is a set of operations that represent the actions of the method. These operations include statements for conditional branching, looping, I O, and reads and writes to an attribute's value, time, and imprecision elds.
The last characteristic of a method, OC, is a set of operation constraints. An operation constraint is of the form hN oc ; OpSet; Pred; ERi where N oc is the name of the operation constraint, OpSet is a subset of the operations in Op, P r e dis a predicate Boolean expression, and ERis an enforcement rule. The predicate is speci ed over OpSet to express precedence constraints, execution constraints, and timing constraints 22 . The enforcement rule is used to express the action to take if the predicate evaluates to false. A more complete description of an enforcement rule can be found in the paragraphs below describing constraints.
Here is an example of an operation constraint predicate in the Train object:
P r e d: completePut OilPr NOW + 5*seconds A deadline of NOW + 5*seconds has been speci ed for the completion of the Put OilPr method. Note the use of a special atom completee, which represents the completion time of the executable entity e. Other atoms that are useful in the expression of timing constraints include starte, wcete, and requeste which represent the execution start time, worst case execution time, and the execution request time of entity e respectively.
Constraints.
The constraints of an object permit the speci cation of correct object state.
Each constraint is of the form hN c ; AttrSet; Pred; ERi. N c is the name of the constraint. AttrSet is a subset of attributes of the object. P r e dis a predicate that is speci ed using attributes from the AttrSet. The predicate can be used to express the logical consistency requirements by using value elds of the attributes. It can express temporal consistency requirements by using the time elds of attributes. It can express imprecision limits by using the imprecision elds of attributes.
The enforcement rule ER is executed when the predicate evaluates to false, and is of the form hExc; Op; OCi. Excis a set of exceptions that the enforcement rule may signal, Op is a set of operations that represent the actions of the enforcement rule, and OC is a set of operation constraints on the execution of the enforcement rule.
As an example of a temporal consistency constraint, consider the following.
As mentioned earlier, the Train object has an oil pressure attribute that is updated with the latest sensor reading every thirty seconds. To maintain the temporal consistency of this attribute, the following constraint is de ned: The enforcement rule speci es that if only one or two of the readings have been missed, a counter is incremented indicating that a reading has been missed and a w arning is signaled using the exception OilPr Warning. If more than two readings have been missed, then an exception OilPr Alert is signaled, which might lead to a message being sent to the train operator. The counter Missed is reset to zero whenever a new sensor reading is written to the OilPr attribute.
Compatibility Function.
The compatibility function of an object expresses the semantics of allowable concurrent execution of each ordered pair of methods in the object. For each ordered pair of methods, m i ; m j , a Boolean expression BE i;j is de ned. BE i;j can be evaluated to determine whether or not m i and m j can execute concurrently. In many object-oriented systems, the execution of a single method of an object prevents any other methods of the object from being executed, i.e. the entire object is locked upon invocation of a single method. Through the use of the compatibility function, the designer of an object can allow more exibility in sharing of objects by de ning the semantics of the compatibility of each pair of methods.
In the ordered pair m i ; m j for which BE i;j is de ned, m i represents a method that has an active i n vocation, and m j represents a method for which a n i n vocation has been requested by a transaction. The boolean expression may i n volve predicates for several system characteristics including: a ected sets 5 , which are the attributes of the object that can be read or written by a method; the current time and the temporal consistency requirements of attributes; the current amounts and limits of imprecision of attributes and method arguments; the object's other active methods, as well as other characteristics 8 . All of the information that the compatibility function uses to make its determination is available locally within the object or in the arguments of the methods involved. If the compatibility function evaluates to TRUE, then the method invocations may execute concurrently; otherwise, they should not be allowed to execute concurrently.
Compatibility
Imprecision Accumulation Based on the semantics of the application, the compatibility function may allow method interleavings that introduce imprecision into the attributes and method arguments. Therefore, in addition to specifying compatibility b e t ween two method invocations, the compatibilityfunction expresses information about the potential imprecision that could be introduced by i n terleaving method invocations. There are three potential sources of imprecision when methods invocations m i and m j are interleaved: imprecision in the value of an attribute that is written by both m i and m j , imprecision in the value of the return arguments of m i when m i reads attributes written by m j and imprecision in the value of the return arguments of m j when m j reads attributes written by m i 17 . of the Get OilPr method invocation does not exceed the limit speci ed by the invoking transaction P 1 :implimit, see Section 2.3. The amount of imprecision to add to P 1 in this case is also speci ed by the compatibility function.
Example C demonstrates how the OilPr attribute can become imprecise if two sensor transactions individually invoke the Put OilPr method and these methods are allowed to interleave. Note that although we use only simple methods essentially reads and writes in this example, the compatibility function can specify imprecision accumulation for general object methods 8 .
Relationships
Relationships represent aggregations of two or more objects. In the RTSORAC model, a relationship Figure 4 consists of hN;A;M;C;CF;P;ICi. The rst ve components of a relationship are identical to the same components in the de nition of an object. In addition, objects that can participate in the relationship are speci ed in the participant set P, and a set of interobject constraints is speci ed in IC. Each participant in a relationship is of the form hN p ;OT;Cardi. N p is the name of the participant. OT is the type of the object participating in the relationship. Cardis the cardinality of the participant, which is either single or multi 7 . Constraints can be used to express cardinality requirements of the relationship, such as minimum and maximum cardinality of the participants. In Figure 5 , Train and Track are single cardinality participants.
Interobject Constraints.
The interobject constraints placed on objects in the participant set are of the form: hN ic ; PartSet; Pred; ERi. N ic , P r e d , and ER are as in object constraints, and P a r t S e tis a subset of the relationship's participant set P. The predicate is expressed using objects from the P a r t S e t , allowing the constraint t o b e speci ed over multiple objects participating in the relationship. Enforcement rules are de ned as before by hExc; Op; OCi, h o wever the operations in Op can now include invocations of methods of the objects participating in the relationship.
As an example of an interobject constraint, consider the Energy Management relationship in Figure 5 . A Train object will be on one speci c segment of track, represented by the Track object participating in the relationship. The train should obey the speed limits set on the track segment, so the following interobject constraint predicate could be speci ed:
P r e d: Train.Get Speed Track.Speed LimitTrain.Get Location
If the speed of the train exceeds the speed limit posted at the train's location on the track, the corresponding enforcement rule signals SpeedLimitExceeded.
Transactions
A transaction has six components, hN t ; O; OC; PreCond; PostCond;Resulti, where N t is a unique name or identi er, O is a set of operations, OC is a set of operation constraints, PreCond is a precondition, PostCond is a postcondition, and Result is the result of the transaction. Each of these components is brie y described below.
Operations.
The operations in O represent the actions of the transaction. They include statements of the language in which the transaction is written, and method invocations on database objects MI. Method invocations MI are of the form hMN;ArgInfoi, where MNis the method name prepended with the appropriate object identi er and ArgInfo is a set of tuples containing argument information. Each argument tuple is of the form haa; maximp; tcri where aa is the actual argument to the method, maximp is the maximum allowable imprecision of the argument, and tcr is the temporal consistency requirement of the argument. The elds maximp and tcr are speci ed only for arguments that are used to return information to the transaction. These elds allow the transaction to specify requirements that di er from those de ned on the data in the objects. For example, the transaction might be willing to accept a value whose temporal consistency requirements have been violated so as to meet other timing constraints. The data may still be useful to the transaction because of other available information for example, it may be able to do some extrapolation. A transaction may also specify that data returned by a method invocation must be precise maximp is zero.
Operation Constraints.
OC is a set of constraints on operations of the transaction. These constraints are of the same form as the operation constraints speci ed for methods, hN c ;
OpSet; Pred; ERi. They can be used to express precedence constraints, execution constraints, and timing constraints. For example, a transaction may require that a sensor reading be returned within two seconds.
Precondition, Postcondition, Result.
PreCond represents preconditions that must be satis ed before a transaction is made ready for execution. For example, it may be appropriate for a transaction to execute only if some speci ed event has occurred. The event m a y be the successful termination of another transaction, or a given clock time. 
IMPLEMENTATION OF THE RTSORAC MODEL
To implement the RTSORAC model in a prototype system, we h a ve extended the Open Object-Oriented Database System Open OODB 21 . The open, modular design of Open OODB facilitates extending it with features to support speci cation and management o f R TSORAC objects, relationships, and transactions. The following sections summarize the Open OODB system, describe interface extensions to Open OODB, and discuss the extensions to the Open OODB architecture. The interface extensions involve a graphic interface for specifying classes for RTSORAC objects. Extensions to the Open OODB architecture include real-time transaction management that performs earliestdeadline-rst scheduling and real-time object management for shared-memory RTSORAC objects.
Open Object-Oriented Database System
The Open OODB system was initiated by the U.S. Advanced Research Projects Agency ARPA. An alpha version was released in 1993 and subsequent v ersions have been released in 1996. The project's goal is to establish a common, modular, modi able, object-oriented database system suitable to be used by a wide range of researchers and developers 21 . Open OODB is designed so that features such as transaction management, query interface, persistence, etc. are modules that can be individually unplugged" and replaced by other modules.
Open OODB's computational model strives to transparently extend the behavior of objects that are found in application programming languages. The current release is a transparent extension to C++. In Open OODB's computational model, objects can exist in one of many address spaces. Currently there are two address spaces supported: transient, which resides in main memory, and persistent, which resides remotely in the Exodus 6 storage manager. The system provides communication and translation facilities to allow transfers between di erent address spaces to an Open OODB transaction's address space. That is, an Open OODB transaction that wishes to use an object is granted a lock on that object and the Open OODB run-time system copies the object into the transaction's address space. There are language extensions to C++ that specify requests for objects as well as extensions that specify other database functionality.
The basic conceptual system architecture of Open OODB is shown in Figure 6 along with the proposed real-time extensions that we h a ve added. The support managers are modules that are currently implemented as library routines that get linked into the user's C++ program to transparently provide the extended database capabilities. The Address Space Manager supports mappings between global identi ers and object identi ers used in the local address space. The Communication Manager provides support for interfacing to one or more underlying communications mechanisms. The Translation Manager translates an object stored in one format to a target format. For instance, it translates objects stored in Exodus into objects suitable for a C++ application program. The Data Dictionary is a globally known repository of the data model and type information, instance information, name mappings of application names to instances and possibly system con guration and resource utilization information.
Policy managers PMs provide extenders to the behavior of programs by coordinating the support managers just described. The Persistence Policy Manager provides applications with an interface through which they can create, access, and manipulate persistent objects in various address spaces. The Transaction Policy Manager enables concurrent access to persistent and transient data; its implementation in the current release is a trivial mapping to Exodus write locks on all objects. Other policy managers include those for distribution, change management, indexing, and query processing.
The query interface is in two forms: an extended version of C++ and an SQLlike language called OQL, which m ust be embedded in C++ code 21 . The C++ interface is C++ code extended with methods that invoke capabilities of the managers. OQL has a very basic set of SQL-like commands that work on sets of objects. Although the current v ersion is skeletal, actual examples can be executed. It relies heavily on Exodus as its persistent storage and for concurrency control and recovery. E v entually, as Open OODB development progresses, many of the manager capabilities will be incorporated into the Open OODB architecture Figure 6 .
RTSORAC Extensions to the Open OODB Interface
In the current v ersion of Open OODB, the schema is speci ed as a collection of C++ classes and transactions are speci ed as C++ programs, or as OQL programs that are compiled to C++ programs. Recall that objects and transactions in the RTSORAC model have additional features beyond those supplied by C++ classes and programs. To support these additional capabilities, we have added two additional interfaces to Open OODB: a graphic interface to specify classes for RTSORAC objects, and real-time extensions to the standard SQL query language to specify RTSORAC transactions.
Graphic RTSORAC S c hema Speci cation. A s c hema in our extended
Open OODB prototype is speci ed as classes for RTSORAC objects which are translated to C++ code suitable to execute on the extended Open OODB system. Speci cation of these classes is done with a graphic interface programmed with X-windows and Motif. The graphic interface directs database schema speci cation while following Rumbaugh's OMT model 12 for object-oriented design with additional real-time features 20 . The interface is a version of a Motif-based software package called Object-Oriented Designer from Pusan University, Korea, extended to provide facilities to de ne the RTSORAC model features that must be added to C++ classes.
Our prototype implementation provides attributes having only oating point value elds. We h a ve designed the capability to create arbitrary real-time attribute classes by using the type of the value eld as an argument to a C++ template that provides time and imprecision capabilities. The compatibility function and constraints are added to classes through a special tool 11 that can be selected from the graphic interface menu. The tool parses the speci cation o f a s c hema object and computes a default compatibility function based on a ected sets of methods see Section 2.1. It then interacts with the schema designer to incorporate semantic information into the compatibility function.
The interface produces a C++ class speci cation with certain meta members", including a wait queue, compatibility function, POSIX mutual exclusion locks mutexes and condition variables, and member functions to request and release locks on the object. These meta members are used by the concurrency control mechanism described later in Section 3.3.2. The compatibility function de ned by the interface tool is structured as a two dimensional array. The rows represent currently active methods and the columns represent requested methods. Each element of the array i s a T R UE, FALSE, or pointer to a user-de ned boolean function. The array element determines whether the methods which correspond to the element's row and column, are compatible. For instance, the array representing the compatibility function of a Train object would have a pointer to a boolean function specifying each of the conditions and associated imprecision accumulation shown in Figure 3 of Section 2.1.
Transactions. Transactions in our prototype are C++ programs that include the schema le of object type declarations which w as generated by the graphical interface. Each transaction program is compiled into a POSIX process that maps all database objects, which reside in shared memory as described in Section 3.3.2, into its own address space. The process uses calls to the concurrency control mechanism Section 3.3.2 to lock objects while using them. These calls are provided by our Open OODB policy manager code, as shown in Figure 7 of Section 3.3.2. Once an object is locked, the transaction calls the object's methods as if the object were in the transaction's own address space. A transaction process uses calls to the underlying operating system to set its priority and to set alarms for start times and deadlines.
RTSORAC Extensions to the Open OODB Architecture
Our RTSORAC extensions to the Open OODB architecture are designed within Open OODB's original framework, as shown in Figure 6 . We h a ve made two changes to the system's underlying architecture by implementing extensions using a real-time POSIX operating system 15 and by incorporating a realtime persistent storage subsystem. We h a ve also added a policy manager for real-time transaction management and a policy manager for real-time object management.
Basic Open OODB Architecture M o di cations
As shown in Figure 6 , our prototyping uses a real-time operating system that is consistent with the POSIX standards and a real-time persistent storage manager. The current release of Open OODB executes on a Sun Sparc architecture with the Sun Solaris operating system. Solaris contains many of the real-time operating system features speci ed in the IEEE ISO POSIX real-time operating system standards 15 . These features include shared memory, prioritybased scheduling and priority-based semaphores.
Our major basic architecture modi cation is the addition of a real-time persistent store. The current Open OODB version relies heavily on the Exodus storage manager as its persistent store. Exodus's unpredictable execution times, handling of requests in rst-come-rst-serve order rather than priority order, and conservative l o c king capabilities, render it unacceptable for a real-time data management system. Instead of relying on Exodus, we are incorporating another address space to Open OODB: a real-time persistent address space. Our current design uses this address space as checkpointed permanent storage for shared main memory RTSORAC objects see Section 3.3.2 and for swap space if all objects can not t into shared memory.
RTSORAC Object Management
RTSORAC database objects are designed to be kept in shared main memory for fast, predictable access. That is, instead of keeping objects in one of the current Open OODB address spaces, where they must be copied into a transaction's local address space for use, the protoype system keeps objects in shared main memory. The Object Policy Manager OPM that we h a ve added to Open OODB manages this shared memory and provides concurrency control for the objects. Figure 7 shows the implementation of object management.
Shared Main Memory Management.
In the prototype system, an object keeper process creates a shared main memory segment at system startup. This keeper process may load the shared segment with object instances, either by restoring previously archived objects, or by instantiating new objects. Transaction processes use the POSIX shared memory capabilities to map the shared segment i n to their own virtual address spaces see Figure 7 , thereby gaining direct access to object instances. Transactions use an overloaded C++ new operator to dynamically place objects in the shared segment or to locate existing objects by name. To do this, part of the shared segment is reserved at a well-known o set for use by the system as an object Semantic Locking Object Concurrency Control. Since each transaction may concurrently map objects in the shared memory segment i n to its own virtual address space, we m ust provide a concurrency control mechanism for the shared objects. Open OODB's current policy enforces serializability through exclusive l o c king of objects by transactions before a transaction makes a copy of the object into it's own address space. This is quite slow compared to shared memory accesses. Additionally, the exclusive l o c king of objects ignores transaction and data timing constraints.
We h a ve developed a concurrency control technique called semantic locking for RTSORAC object management 8 . The semantic locking technique is capable of supporting logical consistency, temporal consistency, and the trade-o s between them as well as bounding any resulting imprecision. The technique utilizes the user-de ned compatibility function Section 2.1 of a RTSORAC object to determine the trade-o and to de ne correctness for that particular object. In this technique, a transaction requests a semantic lock t o i n voke a method on an object. Semantic locks are granted based on the evaluation of a set of conditions and on the evaluation the compatibility function of the object.
When a transaction requests a semantic lock for a method invocation, it calls the meta member function SLM lock of the object specifying the method and the arguments for the requested invocation. The meta member function acquires the POSIX mutex for access to the object's meta data. When the mutex is granted, the SLM lock meta member function attempts to acquire a semantic lock for the transaction. There are two possible outcomes when a transaction process requests a semantic lock for a method invocation: the SLM lock meta member function either grants permission to the transaction process to execute the requested method, or it suspends the requesting transaction. A suspended transaction will be awakened and will retry its lock request whenever a lock is released discussed later. In either case, the transaction releases the mutex at the end of the SLM lock meta member function. Note that the OPM uses mutexes to ensure mutual exclusion only for each object's meta members during the semantic locking mechanism execution; transaction access to object attributes is controlled with semantic locks. Figure 8 shows the semantic locking mechanism that the SLM lock meta member function performs when a transaction requests a semantic lock for a method invocation m req . First, SLM lock computes the maximum amount of imprecision that m req could introduce into each of the attributes that it writes and into each of its own return arguments Step A. It computes these values by using the amount of imprecision already in the attribute or return argument and calculating how m req may update this imprecision through operations that it performs.
Next, the meta member function evaluates a set of conditional statements that determine if granting the lock w ould violate temporal or imprecision constraints. The rst condition ensures that if a transaction requires temporally valid data, then m req will not execute if any of the data that it reads will become temporally invalid during its execution time. The other two conditions test that m req will not introduce too much imprecision into the attributes that it writes and into its return arguments.
If all of the above conditions hold, the SLM lock meta member function updates the imprecision amounts computed in Step A and saves the old amounts in a data structure, in case the request is not granted Step C. The meta member function then loops to evaluate the compatibility function for m req with each currently locked method invocation and with each l o c k request in the wait queue for a method invocation with higher priority than m req Step D. If all tests in the loop succeed, the meta member function grants the lock for m req , adds it to the active l o c ks set and gives the transaction permission to execute the method. If any of the conditions or any compatibility test fails, the SLM lock Step E, places the lock request in the priority queue, and suspends the requesting transaction Step G.
A transaction must explicitly release the locks that it is granted by calling the SLM release meta member function on the object. This meta member function removes the method invocation from the object's active l o c ks set. It then broadcasts on a POSIX condition variable to awaken all of the suspended transactions in the object so they may retry their lock requests. Due to the newly-released lock, it may n o w be possible to grant some of these previouslydenied locks. The use of a the real-time POSIX scheduler, discussed next, assures that the awakened transactions make their lock requests in priority order.
Performance simulations indicate that our semantic locking technique maintains temporal consistency better than several other object locking techniques 10 . In 9 w e prove that our Object Manager's semantic locking technique can bound imprecision in the database and that it can support global correctness by showing that it can enforce a form of Epsilon Serializability 17 specialized for object-oriented databases.
RTSORAC T ransaction Management
Our Open OODB Transaction Policy Manager TPM provides for real-time scheduling of transaction processes, and transaction timing constraint enforcement.
Real-Time Scheduling. The real-time transaction scheduling performed by the TPM is essentially a mapping of timing constraints expressed in RTSORAC transactions into real-time POSIX priorities for transaction processes. This mapping is designed so that the transaction process priorities realize EarliestDeadline-First EDF scheduling. EDF scheduling has been shown to be effective in real-time databases 1 , but implementing EDF scheduling using the capabilities speci ed by the POSIX interface is non-trivial. The problem is that optimal EDF scheduling requires in nite priorities one for each possible deadline, while POSIX mandates a minimum of only 32 priorities 1 . F urthermore, POSIX mandates a form of First-In-First-Out FIFO scheduling for processes of the same priority 2 . FIFO s c heduling can adversely a ect EDF scheduling since a later deadline may execute before an earlier deadline within same priority. Our TPM is designed to minimize the violation of EDF transaction scheduling order while using the capabilities of POSIX. It does this in three steps:
1. Initial priority assignment is done by mapping the RTSORAC transaction deadline to a POSIX process priority using the probability distribution of deadlines in the application. This mapping uses the distribution to equalize the expected number of processes at any given priority. F or example, if most transaction processes have deadlines in the 50ms to 100ms range, this range might be split into several POSIX priorities while a range of several seconds in length might map to a single priority because there is a lower probability o f R TSORAC transactions within that particular larger range of deadlines. 2. The TPM uses POSIX primitives to shu e transaction processes within a priority so that they are queued in deadline order, not FIFO order. 3. The TPM increases priorities of transaction processes as time progresses.
That is, when time passage causes a transaction process to map to a new higher priority because its deadline is nearer, the TPM increases that transaction process's priority.
Details and simulation results of this scheduling technique are presented in 18 .
Transaction Timing Constraint Enforcement. In addition to earliest deadline rst scheduling on the processor, the TPM is also responsible for mapping RTSORAC transaction timing constraints to POSIX primitives for enforcing timing constraints. In particular, the TPM maps expressed earliest start times, deadlines, and periods into appropriate POSIX timer primitives. A RTSORAC transaction's earliest start time e is implemented by setting a timer for e and suspending the transaction process until the timer signal arrives. A RTSORAC transaction deadline d is implemented by setting a timer for d. I f the timer signal arrives, it causes the transaction process to jump to the signal handler, which contains high-level RTSORAC enforcement rule exception handling code. Periodic execution requires repeatedly setting timers for the start and end of period frames. This enforcement procedure is described in 22 .
CONCLUSION
This chapter has presented the RTSORAC model and its use in designing realtime extensions to the Open OODB system. The model supports expression of logical consistency, temporal consistency, and imprecision constraints as well as their trade-o s for both data objects and transactions. It also supports expression of complex data types and associations among data items. The prototype uses main-memory objects with semantic real-time concurrency control to achieve fast access that observes the semantics of the logical, temporal, and imprecision constraints.
We believe that real-time object-oriented database systems can be e ective for many applications that involve management of complex, real-time data. The RTSORAC model is a useful abstraction of the incorporation of real-time requirements into object-oriented database systems. The prototyping of the model in the Open OODB system is an important step towards indicating the feasibility of the RTSORAC approach.
