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In this paper we study the semigroups of operators associated with 
Markov branching processes. Our approach is based on the semigroup of 
operators associated with the generating function of the probabilities of a 
given branching process. Let F(s, t) = crSO P,(t)s”, / s 1 < 1, denote the 
generating function of the probabilities {P.(t)}. We consider F(s, t), for 
every fixed t, to be an element of the Hilbert space Hz of functions analytic 
in the unit circle, and define an endomorphism T(t) on H, as follows: For 
F(s, t) E Hz , T(t)[F(s, u)] = F(F(s, t), u) = F(s, t + u). If F(S, 0) = s, 
then the above becomes F(s, t) = T(t)[s]. It is shown that the family of 
endomorphisms {T(t), t > 0) is a semigroup of endomorphisms in Hz 
and various properties of the semigroup and its infinitesimal generator are 
established. 
1. INTRODUCTION 
Within recent years an increasing number of probabilists have utilized the 
theory of semigroups of operators to study Markov processes and their 
properties. In the main, these investigations have been concerned with the 
operator-theoretic treatment of Markov chains and processes with a denumer- 
able state space, and Markov diffusion processes; and in particular have been 
concerned with the existence and uniqueness theory of the Kolmogorov 
equations, strong Markov processes, certain pathological processes, and 
ergodic properties. In the semigroup theory of Markov processes a particular 
process is usually represented as a semigroup of contraction operators in 
some concrete Banach space, and the properties of the particular process are 
deduced from the properties of the associated semigroup of operators. This 
relationship between a process and its associated semigroup of operators 
* This paper was presented at the Third Prague Conference on Information Theory, 
Statistical Decision Functions, and Random Processes, held in Liblice, Czecho- 
slovakia, June, 1962. 
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enables the probabilist to utilize the methods of functional analysis in the 
investigation of the structure and properties of the process. 
In this paper we consider the application of semigroup methods in the 
theory of branching (or multiplicative) processes. By a branching process we 
mean a mathematical representation, or model, for a system whose evolution 
or development takes place due to the reproduction, transformation, and 
death of its components; the transitions being determined by some postulated 
mechanism based on the laws of probability. In order to utilize semigroup 
methods we assume that the branching processes are Markovian; that is the 
process {X(t), t > 0}, where the integer-valued random variable X(t) 
represents the number of individuals in the system at time t, is a Markov 
process. Let 7r , 72 . . . denote the lengths of the intervals of time between 
successive transformations of the components (or individuals) in the system. 
The branching process will be Markovian if the T~(z’ = I, 2, . ..) are inde- 
pendent and identically distributed random variables, the common distribu- 
tion function being the negative-exponential. Branching processes with the 
Markov property constitute a special class of Markov processes with a 
denumerable state space; hence our results, while specialized, are germane 
to the semigroup theory of denumerable Markov processes. 
The present paper is a continuation, and more detailed treatment, of the 
semigroup approach to branching processes formulated in [l]. In Section 2 
we give a brief review of the semigroup approach to Markov processes with 
a denumerable state space; and in Section 3 we present a discussion of 
branching processes and generating functions. Section 4 is devoted to a 
discussion of generating functions as elements of concrete Banach spaces of 
analytic functions. In Section 5, which is the main section of this paper, we 
consider the semigroups of operators associated with branching processes as 
semigroups of operators in the Hilbert space H, of analytic functions, and 
discuss some of their properties. Finally, in Section 6, we consider some 
properties of the simple birth, and simple birth-and-death processes. 
2. DENUMERABLE MARKOV PROCESSES AND SEMIGROUPS OF OPERATORS 
In this section we give a very brief discussion of denumerable Markov 
processes and the associated semigroups of operators. Let X(t) be an integer- 
valued randomvariable taking values in a denumerable state spaceE consisting 
of the nonnegative integers, i.e., E = (0, 1, 2, . ..}. and let 
Pij(t) = 9(X(t) = j 1 X(0) = i}, i, j E E. 
We can define a Markov process with a denumerable state space as a collection 
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~82 = {Pij(t)} of real-valued functions on T = {t : t 3 0) satisfying the following 
conditions: 
(i) pij(t) 3 0, tE T, i,jeE 
(ii) zPik(t) < 1, tE T, i6E 
ksE 
(iii) pij(tl + tz) = ~P,k(Pkj(f), 
kc? 
t, , t, E T, i,jeE 
(the Chapman-Kolmogorov equation) 
(iv) P,,(O) = Fz Pij(t) = I&, i,jE E. 
(2.1) 
Condition (ii) characterizes dishonest (or quasi-) processes. When (ii) is 
strengthened to 
(ii’) zPik(t) = 1, tE T, iEE 
ksE 
.A? is called an honest process; and in this case the functions Pij(t) are the 
transition probabilities of a time-homogeneous (stationary) Markov process 
{X(t), t E T} with denumerable state space E. 
It is well-known that in most cases the transition probabilities Pij(t) satisfy 
the backward and forward Kolmogorov diSferentia1 equations 
(2.2) 
Hence, the matrix of transition probabilities1 P(t) = (Pii( satisfies the 
system 
q = QP(t) 
F = P(t)Q 
(2.3) 
with P(0) = I (the identity matrix). In the above Q = (qij) is the matrix 
injinitesimal transition probabilities (or Kolmogorov matrix), where the 
elements qij are defined as the right-hand derivatives 
i,jEE. (2.4) 
1 Also called a Markov or stochastic matrix. 
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As is well-known (cf. [2-4]), these Doob-Kolmogorov limits exist, and are 
such that 
0 < qii < a, i#.i 
c 4ij < --Qij( = SC) < Co. 
j#i 
In the semigroup theory of denumerable Markov processes, the process J? 
is usually described by an endomorphism S(t) on the Banach space &, defined 
by 
(W4~ = z XkPk,(% x = (x0 ) x1 ) . ..). (2.5) 
ksE 
The probabilistic interpretation of these operators is as follows: The Banach 
space / is the space of absolutely convergent sequences x = {xi}, with 
norm I] x 11 = CL0 / xi /. Let xi = 9(X = i}, i E E; then xi 2 0 for all 
i~E,andC~@~~~ = 1. In(2.5) xk = P{X(O) = k}, and (S(~)Z)~ = P{X(t) = j}. 
Hence the element x = (x0 , x1 , . ..) is the distribution function associated 
with the denumerable Markov process {X(t), t E T}. We remark that since 
xi 3 0 for all i E E, S(t) operates on the positive conea /+ of /, since 
f+ = {x : x E 8, xi > 0, i E E). 
The properties of the transition probabilities listed under (2.1) imply that 
the family of endomorphisms C = {S(t), t E 7’) defined by (2.5) is a contrac- 
tion semigroup of class (C,) on the Banach space & that is, the endomorphisms 
S(t) have the following properties: 
(4 S(t>x 3 0, x 30, tET 
(b) II S‘W It G II x II, x 3 0, tE T 
(4 SC4 + h) = s(w(t,)P t, , h E T 
S(0) = I (the identity operator) 
(d) lii II (S(t) - 1)x I/ = 0 for each x E 8. 
(2.6) 
If (ii’) holds, (b) is replaced by 
(b’) II s(t)x II = II x It, x 3 0, t E 1’; 
and in this case the family endomorphisms 2 is a transition semigroup of 
class (C,) on 8. 
2 The positive cone I+ of a Banach space 9 is the set of elements of 3 with the 
following properties: (i) If x,y E %“+ and a, 6 are nonnegative constants then 
olx -1 j3y E %+. (ii) If x ES+ and --x E SC, then x = 0. 
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We remark, in view of the above properties, that s(t) is a positive operator 
(i.e., S(t) for each t E T maps /+i- into itself), and that S(t) converges to I in 
the strong operator topology of 8. 
A semigroup of operators on a Banach space 3 is uniquely determined by 
its infinitesimal generator. We define 
L, = ; [S(t) - I], t > 0, 
and 
L,x = ;+$ Ltx, x E .Y (2.7) 
whenever the limit exists. The operator L, is called the injkitesimal operator 
of the semigroup Z The domain of L, , written 9(L,), is the set of all 
elements of % for which the strong limit in (2.7) exists. It is clear that 9(L,) 
is a linear subspace of the Banach space X on which the semigroup is defined, 
and that L, is a linear operator. The least closed extension of L, , when it 
exists, is called the injkitesimal generator of the semigroup 2, and will be 
designated by L. If the semigroup is of class (C,,) the operator L, is closed, 
and we have L, = L. 
For denumerable Markov processes the infinitesimal generator is 
the matrix of infinitesimal probabilities Q = (qij). Let yj = xi, xiqij , 
where CisE 1 xi 1 < co. The domain of Q, 9(Q), is the set of all elements 
x = (x0 , Xl , . ..) E 8 such that the series defining the yi are all absolutely 
convergent and Cj, 1 yj 1 < a3. 
In order to determine if a given linear operator L is the infinitesimal 
generator of a contraction semigroup of class (C,), there are several ways one 
can proceed. A standard procedure is to utilize the Hille-Yosida theorem 
([5], pp. 363-364). This theorem, which is fundamental in semigroup theory, 
can be stated as follows: If (i) L is a closed operator with dense domain, (ii) the 
resolve& operator 
R(A; L)x = 1: e+ S(t) xdt (2.8) 
existsfor h > 0, and (iii) 11 R(X; L)I 1 < 1 /A for all X > 0; thenL is the injinitesimal 
generator of a contraction semigroup {S(t), t > 0} of class (C,). 
Another procedure, when the Banach space is a Hilbert space, is to utilize 
a theorem due to R.S. Philips [6,7] concerning dissipative operators and the 
generation of contraction semigroups. An operator L on a Hilbert space H is 
said to be dissipative if (Lx, x) + (x, Lx) < 0 for x E B(L); and maximal 
dissipative if it is not the proper restriction of any other dissipative operator. 
Phillips’ theorem can be stated as follows: A necessary and su#kient condition 
518 BHARUCHA-REID 
for an operator L to generate a strongly continuous semigroup of contraction 
operators on a Hilbert space His that L be maximal dissipative with dense domain. 
In closing this section we remark that since the Markov semigroup 
2 = {S(t), t 3 O> has a unique representation (2.5) in terms of a Markov 
process J&’ = {Pij(t)}, i, j E E, t E T, we can, from the point of view of 
functional analysis, consider a denumerable Markov process as a contraction 
(or transition) semigroup of endomorphisms on the Banach space 8. 
For a detailed discussion of denumerable Markov processes we refer to 
[2-41. For the general theory of semigroups of operators we refer to [5], and 
for the semigroup theory of denumerable Markov processes we refer to 
[5, 81. 
3. BRANCHING PROCESSES AND GENERATING FUNCTIONS 
In this paper we shall restrict our attention to the study of one-dimensional 
(i.e., univariate) continuous-time parameter branching processes. We will 
assume that the processes are Markovian; hence the processes here considered 
represent a special class of denumerable Markov processes, with the non- 
negative integers representing the possible population sizes. 
Let 
P%(t) = Plz(t) = 9{X(t) = x 1 X(0) = l}, x E E, t E T; 
and let 
F(s, t) = CqP)} = 2 Pz(t)s”, iSI <I, tET (3.1) 
XEE 
denote the generating function3 of the probabilities {P,(t)>. The following 
properties are noted: 
(i) F(s, 0) = s, since we assume X(0) = 1. 
(ii) F( 1, t) < 1 for all t E T since C,CEE Pz(t) < 1. 
We will restrict our attention to honest processes, hence 
F(1, t) = 1 for all te T. 
(iii) For every fixed t E T, F(s, t) is analytic in the unit circle 
A = {s : ) s j < I}, and continuous on the boundary j s 1 = 1. 
(iv) The abolutely convergent series F(s, t) = C,,Pz(t)sZ, s Ed, is a 
measurable function of t if the probabilities P,Jt) are measurable for t > 0. 
a For a discussion of generating functions me refer to [2, Appendix A] and [9, 
Chap. XI]. 
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(4 F(s, t, + 6,) = V(s, h), t2) = m% t2), tJ
fort,,t,ETandsEA. 
(vi) If the individuals in the population are statistically independent the 
transition probability Pfj(t) is the coefficient of sj in [F(s, t)li. Hence, if 
X(0) = i > 1, and we put Fi(s, t) = CjEE Pij(t)sj, then Fi(s, t) = [F(s, t)li. 
Let 
df’,(t) - = Alp,(t) 
dt 
dP,(t) - = P,(t)N,xEE,tET 
dt 
(3.2) 
be the backward and forward Kolmogorov differential equations for the 
probabilities P,(t), subject to the initial condition 
In (3.2) N is a dz.erence operator depending on the infinitesimal probabilities 
qij ; and each of the above equations represents an infinite system of differen- 
tial-difference equations. The difference operator N replaces the Kolmogorov 
matrix Q of (2.3) since the probabilities P,(t), x E E, are the elements of the 
second row of the Markov matrix P(t) = (Pij(t)). Application of the trans- 
formation defined by (3.1) to (3.2) yields the system of partial differential 
equations 
cYF(s, t) 
- = 94% t)l at 
W, t> 
at = v(s) g , 
(3.4) 
and the initial condition (3.3) becomes 
F(s, 0) = s, (3.5) 
since P,(O) = 1, and Pi(O) = 0 f or i # 1. The above equations are the 
generating function analogues of the backward and forward Kolmogorov 
equations, respectively; and we observe that the transformation (3.1) has 
the very desirable effect of transforming an infinite system of differential- 
difference equation into a single partial differential equation. 
The function v(s) in (3.4) expresses in polynomial form the infinitesimal 
transition probabilities qij as defined by (2.3). Let OI,(PZ = 0, 1, . ..) denote the 
coefficient of S” in 9;(s). It is easily verified that 
qij = icuj-i+l , i = 1, 2, . . . . j = 0, 1, . . . . (3.6) 
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In view of the above relationship between the polynomial v(s) and the matrix 
Q, we will call p(s) the I(oZmogorov polynomial. In general, since Cm qij < 0, 
ig E, and qij 3 0 for i f j, the only negative coefficient in F(S) ii=& . Also, 
since ~(0) = N,, , and x- ol, = 0; and since 01~ is negative, we have 
n=ll 
01~ = CX~ + (us + a.., and p?(l) = 0. 
As an example, in the case of the simple birth-and-death process 
ih, for j=i+l,i=l,2 ,... 
qii = w, 
I. 
for j-i-1,i- 1,2 ,... 
0, for ii-j] >l, 
where h and p are the birth and death rates, respectively. Hence the associated 
Kolmogorov polynomial in this case is 
y(s) = p - (A + p)s + A.9. 
For a more detailed discussion of branching processes and their properties 
we refer to [2, l&13]. 
4. GENERATING FUNCTIONS AS ELEMENTS OF A BANACH SPACE 
OF ANALYTIC FUNCTIONS 
Let .4 denote the interior of the unit circle, i.e., d = {s : j s j < l}, and 
let & denote the class of all complex-valued functions which are defined 
(single-valued) and analytic in d. For any functionf(s) E ~2, let 
Jqf; 4 = 
1 
(-& Jr lf(rdo) lp dB)l”, for PC* 
sup I f(s) I, for p = co, 
(4.1) 
ISI <r 
where 0 < Y < 1. If sup,,i Mp[j; r] < co, thenf(s) is said to be an element 
in the Hardy class H,(d). The class of functions H, is a Banach space with 
norm 
llfll, = ;"?: M,[f; rl. (4.2) 
If p > 1, H, coincides with the class of all power series whose real parts are 
Poisson integrals of functions which are elements of the Lebesgue space 
Jw, 274. 
We denote by H, the class of all functions f(s) E ~2 such that If(s)1 is 
bounded when s E d. For f E ~2, we have rnaXISICT] f(s)] = lim,,,M,[f; r]. 
Hence we define MJfi r] = maxls,=r/f(S)]. Thus H, is the class of all 
functions f E& such that Mm[f; Y] < co as a function of r. Therefore, H, 
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is the Banach space of all bounded analytic functions. For f E H, we define 
the norm IlflL = su~~~~/f(s)l. 
Let K denote the class of functionsf( ) s w ic are defined and continuous h h 
when 1 s / < 1, and analytic for j s / < 1. Hence K is the space of analytic 
functions which are continuous within the unit circle and on the boundary. 
It is clear that K is a linear subclass of H, . Iff 6 K, its norm, as an element 
of H,, is defined as ]if]ia = max,=,lf(s)l. 
From the properties of the generating function F(s, t) listed in Section 3, 
it is clear that we can consider the generating functions to be. for every 
fixed t E T, elements of the Banach space H, , or K. In fact, we can consider 
the generating functions to be elements of any of the H, spaces, p > 1. 
In addition to the above Banach spaces of analytic functions, we can also 
consider the functions F(s, t) to be elements of the Banach space of all power 
series whose sum of absolute values of coefficients is convergent. It is well 
known that this space is isomorphic to the Banach space 6 
In order to utilize Hilbert space theory we shall consider the generating 
functions F(s, t) to be elements of the Hardy space H, . Consider a function 
m4 = cf, cnzn, z E A. Then, then Parseval relation 
(4.3) 
shows thatF(z) E H, if and only if Cm 1 c, I2 < co. IfF(z) E H, the numbers 
c, are bounded, and the series co&Fges at every interior point of A; and 
F(z) is analytic at every interior point of A. Define 
(4.4) 
Then the Hardy space H, may be regarded as a complex Banach space; in fact, 
a Hilbert space [14]. 
It is known that H, is identical with the class of all functions analytic in 
A and such that 
lii (-& Jr j F(reis) I2 dS)1,‘2 (4.5) 
exists [15]. This limit is precisely II F I/, as given by (4.4). If F E H, , then 
lim,,,F(veis) exists almost everywhere on 0 < 0 < 27 and this limit function 
F(eis) = limF(reis), 
r+1 
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called the boundary value function of F(z), belongs to L,(O, 2~). That is, H, 
is isomorphic with a subspace of the functions of class L, on the unit circle 
under the correspondence 
w - &- F(reid). 
H, is also isomorphic to the Hilbert space 8, under the correspondence 
F(4 - (cc, , cl , -1. 
We also remark that the space H, is complete and separable. 
For a detailed discussion of H, spaces and their properties, and some 
transformations in H, spaces, we refer to [16-21, 141. 
In view of the above, the generating function F(s, t) defined by (3.3) is an 
element of H, when and only when CLEE. / Pe(t)12 < co for every fixed t E T. 
This condition is clearly satisfied since the coefficients I’%(t) are probabilities, 
and, for every t E T, 0 < P,(t) < 1. Hence we can consider the generating 
functions {F(s, t)} to be elements of the Hilbert space H, of analytic functions. 
We observe that in this case the boundary value function associated with 
F(s, t), namely F(eis, t), is the characteristic function (cf. [22]), and is an 
element of L,(O, 2~). 
Since the probabilities Pz(t) are nonnegative, the generating functions 
{F(s, t)> are elements of Hz+, that is, the positive cone of H, , where 
Hz+ = F(s, t) = xPz(t)sz: F(s, t) E Hz , 
! 
and PJt) > 0, x E E, t E T . 
SEE I 
5. BRANCHING PROCESSES AND SEMIGROUPS OF OPERATORS 
IN THE HILBERT SPACE H, 
A. The Semigroup of Operators Associated with the Generating function 
Let the generating function F(s, t) = CmsE P,(t)s”, s E A, t E T, as an 
element of the Hilbert space H, , satisfy the following conditions: 
(a) For each t E T, F(s, t) E &; and F(s, t) maps d into itself. 
(b) For tl,t2ET, and SEA, 
F(s, t, + tz) = F(F(s, td, tz) = FW, tz), td (5.1) 
(c) F(s,O) =s,s~A. (5.2) 
(d) F(0, t) = P,(t), 0 < P,(t) < 1. 
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(e) For each s E d, F(s, t) is differentiable with respect to t, t E T. Also, if 
F(s, t) = s + tp;(s) + o(t), t --f 0, (5.3) 
where p)(s) is some function defined for 1 s 1 ,< 1, and o(t)/t --+ 0 uniformly 
in s; then 
Y(S) =g m t )] t=O ) 
and y(s) is a power series convergent in d. 
It follows from (e) that g)(s) E LZ!. 
The function F(s, t), as an element of H, , is for every fixed t E T analytic 
ind and such that IF(s, t)l =F(s, t) < 1, withF(1, t) = 1. IfF(s, u) E H,, 
u E T, then the functionF(F(s, t), ) . u IS a so an element of H, . ForF(s, U) E H, 1 
we define4 a transformation T(t) on H, to itself as follows: 
T(t)[F(s, -41 = W(s, t), 4. (5.5) 
It is easy to see that T(t) is, for every fixed t E T, an additive homogeneous 
transformation on H, to itself; that is T(t) is a linear operator. From (5.1), we 
have 
T(t)[F(s, u)] = F(F(s, t), u) = F(s, t + u). 
From (5.5) we see that the generating functionF(s, t) can be expressed as 
F(s, 4 = W)PF(s, 011. (5.6) 
If we put u = 0 in (5.5) we have, when F(s, 0) = s 
T(t)[F(s, 0)] = F(F(s, t), 0) = F(s, t). 
Therefore, the generating function F(s, t) can be represented as a linear 
operator T(t) acting on a suitable chosen initial element F(s, 0) E Hz . Since 
F(s, 0) = s, the above becomes 
F(s, t) = T(t)[s]. (5.7) 
That F(s, t) can be represented in the form also follows from the semigroup 
theory of initial-value problems of partial differential equations. We note 
that the generating function analogue of the forward Kolmogorov differential 
equation (3.4) can be written as 
4 The transformation T(t) can also be defined as follows: For an appropriate 
function f(s) E Hz , we put T(t)[f(s)] = f(F(s, t)), where F(s, t) is the generating 
function associated with a given branching process. 
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where A is the operator 
AF = v:(s) as , (5.9) 
and P(s, t) satisfies the initial condition F(s, 0) = S. Considering (5.8) as an 
operator equation in the Hilbert space H, , it is well-known that its solution 
can be represented as F(s, t) == T(t)[s]; that is, the solution F(s, t) may be 
obtained as the result of a linear transformation on the initial value F(s, 0) = s. 
The operator T(t) is often referred to as the solution operator of equation (5.8). 
The following theorem establishes some of the properties of the family of 
operator 0 = (T(t), t 3 0) associated with the generating function F(s, t). 
THEOREM 1. Let F(s, u) = Cz, P,( u ) s, u E T, be an element of the Hilbert 
space H,(A) satisfying conditions (a), (b), (c) and (d) given above. Then (i) 
the series 
T(W(s, 4 = W’(s, t), 4 = AMWAY, W 
XtE 
converges absolutely for every F(s, t) E H,(A), and defines an endomorphism of 
H,(A); and (ii) the family of endomorphisms 0 = {T(t), t > 0} is a semigroup 
of bounded operators of class (C,,), with /I T(t)jl < (1 + P,,(t))/(l - P,,(t))1/2. 
PROOF. As we observed earlier, the generating function, as an element of 
H2, is for every fixed t E T analytic in A and such that 1 F(s, t)/ < 1 for 
s E A, t E T. If F(s, u) E H, , then the function 
H = F(F(s, t), u) = -j$ P,(u)[F(s, t)]” 
ZEE 
is, for every fixed u, t, an element of H2 ; and the above series converges 
absolutely since 1 F(s, t 1 < 1. Hence, as before, it is easy to see that the 
transformation T(t) defined by (5.5) is an operator on H, . 
The boundedness of T(t) follows from Theorem 1.1 of [18], where it is 
shown that for T(t) a linear operator on H, 
1 +qo, t) 11 T(t) 11 G( 1 -F((), q 1 
1/P ; 
hence we have 
(5.10) 
From the above it follows that T(t) is an endomorphism, and that for every 
fixed t E T, T(t) E g(H,), the Banach algebra of endomorphisms of Hz. 
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The semigroup property follows from (5.1). We have 
this interchange being valid by the absolute convergence of the series defining 
F(s, t), for any s E d. Also, since 
we have 
Therefore 
T(t,)T(t,) = qt, + tz), t, , t, > 0. (5.11) 
To show that the semigroup 0 is of class (C,) we must show that T(t) 
converges strongly to I as t + 0. To establish this we shall utilize the following 
theorem ([5], Theorem 10.6.5) : A set of necessary and suficient conditions that 
lim,,,T(t) = I exists in the strong sense is that (i) T(t) be strongly measurable 
for t > 0, (ii) there exists a jinite positive constant M such that // T(t)11 < M 
for t E (0, 11, and (iii) 
The strong measurability of T(t) is established in Theorem 6; and condition 
(ii) is clearly satisfied, since P,(t) E [0, 1) for all t E T. To establish (iii) we 
have only to observe that the conditions of the following lemma ([5], Lemma 
10.6.1) are satisfied: If {T(t), t 3 0} is strongly measurable for t > 0 and 
sutis$es the condition J’ /I T(t)F 11 dt < CO for each FE H, , then the condition 
lim,-, 11 T(t)lJ = O(1) i&plies 
B. The Injinitesimal Generator of 0. Some Basic Properties of 0 
In the last section we showed that the family of operators 0 = (T(t), t > 0} 
associated with the generating function F(s, t) is a semigroup of operators in 
the Hilbert space H, . We now determine the infinitesimal generator of 0, 
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and consider some basic properties of 0. The infinitesimal generator A of 0 
is defined by 
AF = lim [T(t) - IIF 
t-10 t ’ FE%, (5.12) 
the limit being taken in the strong sense in H, . The domain of A, written 
g(A), is defined as the subset of H, for which the limit in (5.12) exists. It 
follows from (5.12) that for F(s, U) E g(A), u E T fixed, and s E d, 
AF(s, U) = lim [T(t) - IIW, 4 
t-10 t 
2 
since for every fixed s E A, F(s, U) is a bounded linear functional of F (cf. [ 191). 
THEOREM 2. If (5.2), (5.3) and (5.4) are satisfied, the injinitesimalgenerator 
A of the semigroup 0 = {T(t), t 3 0) in Hz , where T(t) is defined by (5.5), 
is given by 
A% 4 = F(S) g , F(s, 4 E %% SEA. (5.14) 
PROOF. From (5.13), for F(s, u) E B(A) and each s E A, 
From (5.5) 
AF(s, U) = lim (T(t) - W(s, 4 
t+0 t 
AF(s, u) = lim [IV% t), u> - W, 41 -- 
t+0 t 
=‘t’y [F(F(s, t), 4 - W% O>, 
t 
Hence 
= &PCs, t)>4] t=O 
= F’W, 9,~) ;F(s, t,] t o 
= dW’(F(s, 01, 4 
= v(s)F’(s, u). 
AF(s, 4 = g)(s) g , 
41 - 
which is (5.9). It is clear that 9(A) is contained in the subset of H, consisting 
of those elements F(s, uj for which v(s)F’(s, U) defines an element of H, ; i.e., 
Q(A) C !F(s, u): F(s, u) E Hz , V(s) g E H, / . (5.15) 
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We now state several theorems which establish some properties of T(t), 
A, and B(A). The first result shows that the operator T(t) is strongly 
differentiable with respect to t. The operator T(t) on H, will be strongly 
diffkrentiable if 
lim [ T(t + ‘1 - T(t)lF , F E H 
u-0 u 
z 
exists, the limit being taken in the strong sense in H, . 
THEOREM 3. Let FE 9(A), and to E T; and let K(s, u) = AF(s, u) = 
v(s) 8Fjas. If 
(i) T(t)[F]EB(A) for tE T, 
(ii) T(t) is strongly continuous for t > 0, 
(iii) F-q I/ [T(t) - T(t,)]R // = 0, t E I’; 
then T(t)[F] is strongly differentiable with respect to t at t = to , and 
; W)[Fl]t~t = T(to)K = T(t,)AF = AT(t,)F. (5.16) 
0 
We omit the proof, since the result can easily be obtained as a special case 
of Theorem 2.1 of [18]. 
The next theorem (Theorem 4) gives a more explicit statement of the 
domain of the infinitesimal generator A; and Theorem 5 establishes that A 
is a closed operator. The proofs are omitted, as these results follow from 
Theorems 2.2 and 2.3 of [18]. 
THEOREM 4. If lim,,, /I [T(t) - I]F 11 = 0 exists for every F(s, u) E H, , 
then the domain of the infkitesimal generator A of the semigroup 0 is the set 
9(A) = IF: F(s, U) E H2 , K(s, u) = P)(S) $ E H, 1 . 
THEOREM 5. Under the same hypothesis as Theorem 4, A is a closed operator; 
and S(A) is dense in Hz . 
The next theorem establishes the strong continuity of the operator T(t). 
THEOREM 6. A necessary and sz@cient condition that T(t) be strongly 
continuous as a function on (0, co) to zS’(H,) (the Banach algebra of endomorph- 
isms of H,) is that the probabilities P,(t), for every x E E, be measurable for 
t > 0. 
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PROOF. The necessity of the condition is obvious. To prove sufficiency, 
we observe that if the P=(t) are measurable for t > 0, then the absolutely 
convergent series 
represents a measurable function oft. It follows that T(t) is a weakly measur- 
able function of t. Since Hz is separable, weak measurability of T(t) implies 
its strong measurability; and this implies the strong continuity of T(t) on 
(0, co) to -@(Hz) for t > 0 ([5], Theorem 10.2.3). 
We remark that since T(t) is strongly measurable it follows that 11 T(t)// 
is bounded in each interval [a, b], where 0 < a < b < 00 (cf. [5], Lemma 
10.2.1). 
We now prove the uniqueness of a semigroup 0 = {T(t), t > 0} for a 
given Kolmogorov polynomial p)(s). 
THEOREM 7. Let A = pi(s) a/as and B = &s) a/as be the infinitesimal 
generators of two semigroups 0, = {T,(t), t -> 0} and 0, = {T,(t), t 3 O> 
of cZuss (C,) in H, . If am = q+(s), then T,(t)F = T,(t)F for all F E H, . 
PROOF. It follows from the general theory that under the assumptions 
stated above the resolvent operators associated with 0, and 0, are equal; 
that is, 
R(X; A)F = 1: e&t T,(f)F df = /re+ T,(f)F dt = R(h; B)F (5.17) 
for all F E H, . Now T,(t)F and T,(t)F are continuous for t > 0; hence it 
follows from (5.17) and the uniqueness theorem for Laplace transforms 
(cf. [5], Theorem 6.1.3) that 0, = 0, for all t > 0. 
C. The Relationship between the Semigroups .Z and 0 
In this last subsection we discuss the relationship between the semigroup 
,E = {S(t), t > 0} in the space 8 associated with a denumerable Markov 
process and the semigroup 0 = {T(t), t > 0} in H, associated with a Markov 
branching process. In [23] we studied equivalent Markov processes utilizing 
the notion of equivalent semigroups of operators.5 Let Y, = (Ul(t), t > O> 
and Ys = {Us(t), t 3 0} be semigroups of operators of class (C,,) in Banach 
6 For an announcement of some results concerning equivalent Markov processes 
we refer to our note “Processus de Markov Cquivalents et semi-groupes d’optrateurs,” 
C. R. Acad. Sci. Paris 257 (1963), 1668-1670. 
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spaces XI and Xs , respectively. Y, and Y, are said to be equivalent semigroups 
if their exists a linear homeomorphism H of %r onto Xs , and real constants 
w and a: (LX positive) such that 
Uz(t> = H(e471(at))H-l. (5.18) 
And, we say that two Markov processes are equivalent if their semigroup 
representations are equivalent in the sense of the above definition. 
We now prove the following theorem. 
THEOREM 8. The semigroups Z and 0, in the Banach spaces 8 and H, , 
respectively, are equivalent. If Q and A are the infinitesimal generators of C 
and B, respectively, then (i) A = HQH-l, (ii) 9(A) = Hg(Q), and (iii) 
R(h; A) = HR(/\; Q)H-l. 
PROOF. For every fixed t 3 0, let x(t) E /denote the probability distribu- 
tion {P,(t)} = (P,,(t), Pi(t), . ..). and define the mapping H on 6 to H, as 
follows: 
f+(t)1 = W’nWI = F(s, 9. (5.19) 
N is clearly a homeomorphism. The inverse mapping H-l on fSa to & is 
defined as follows: 
H-l[F(s, t)] = & j w dE = (P,(t)}. (5.20) 
Without loss of generality, we take the element in G to be the initial 
probability distribution x(O) = {P,(O)}. We have 
H-lT(t)H[x(O)] = H-lT(t)H[P,(O)] 
= H-lT(t)[F(s, 0)] 
= H-lT(t)[s] 
= H-‘[I+, t)] 
= {~n(t>l = (S(Wn 
= w[4N* 
Hence H-lT(t)H = S’(t), or 
T(t) = HS(t)H-1; (5.21) 
that is, Z and 0 are equivalent semigroups with w = 0 and CII = 1. 
The relations (i), (ii), and (iii) for equivalent Markov processes are 
established in [23]; hence we will not prove them here. 
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We remark in closing that the semigroup 0 is also equivalent to a semigroup 
of operators in the spaceL,(O, 2~) of characteristics functionsF(8, t), as well 
as the semigroup of operators in 8, associated with denumerable Nlarkov 
processes (cf. [24, 251). Semigroups of operators in other Hilbert spaces have 
been studied in the theory of Markov processes (cf. [26,27]), and it would be 
of interest to investigate the relationship between these semigroups and the 
semigroups Z and 0. We also remark that the equivalence relationship here 
considered is analogous to the equivalence of the Heisenberg and Schrodinger 
representations in quantum mechanics [28]. 
6. SOME REMARKS ON THE SEMIGROUP OF OPERATORS IN H, 
ASSOCIATED WITH A GIVEN BRANCHING PROCESS 
A. Representation of the Generating Function 
We have seen that the infinitesimal properties of a branching process are 
reflected in the Kolmogorov polynomial v(s). It is of interest to consider the 
following problem: Given a Kolmogorov polynomial q(s), find the semigroup 
of operators {T(t), t > O> in H, generated by the differential operator r,~(s)8/& 
Because of the relationship between the coefficients a, and the infinitesimal 
transition probabilities qij , as given by (3.6) the above problem is the 
analogue of the following problem: Given the Kolmogorov matrix Q = (qij), 
find the semigroup of operators {S(t), t 2 0} in / generated by the matrix 
operator Q. 
Let us define a function CD(S) as follows: 
where s,, , s E d. The path of integration in d is chosen so as not to pass 
through any singularity of 1 /y(s). Also, s0 is chosen so as not to be a singularity 
of l/p(s). We assume the following: (i) l/v( s is analytic in A except, perhaps, ) 
for a single pole, and (ii) if sr and sa are in A, are not singularities of l/~&s), 
and sr # sa , then @(sJ f @(~a). 
THEOREM 9. The generating function F(s, t), and hence the operator T(t), 
in H, admits the unique representation 
F(s, t) = T(t)[s] = @-l[@(s) + t], 
when s E A is not a singularity of l/v(s). 
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PROOF. From the backward and forward equations for the generating 
function F(s, t) (Eq. (3.4)), the solutions of which must satisfy the initial 
condition F(s, 0) = s, it is clear that F(s, t) must satisfy the relation 
@(F(s, t)) = B(s) + t 
for fixed s E A. Hence it follows that 
(6.2) 
F(s, t) = T(t)[s] = @-p(s) + t], 
where D-l is the function inverse to CD, when s is not a singularity” of l/v(s). 
It is clear that (6.3) defines F(s, t), and hence the operator T(t), uniquely; 
and that F(s, t) is an analytic function of s in d for every fixed t > 0. 
B. Representation of the Semigroup Associated with Birth Processes 
In this subsection we consider the semigroup of operators associated with 
branching processes of the pure birth type.7 For pure birth processes the 
coefficient 01s in the associated Kolmogorov polynomial p(s) is zero, and P,,(t), 
the probability of extinction, is identically zero for all values of t 3 0. 
The theorem we give is a representation theorem for the generating function 
F(s, t), and hence the operator T(t), in Ha. 
THEOREM 10. For a branching process of pure birth type the associated 
semigroup {T(t), t > O> is a contraction semigroup in H, , and the generating 
function F(s, t), and hence the operator T(t), admits the representation 
F(s, t) = T(t)[s] = J 1: eipt dE(p)[s], (6.4) 
where {E(p), -co < p < co} is a resolution of the identity of a unitary operator 
U(t) in a Hilbert space H containing Hz as a subspace, and J is a projection 
operator with domain H and range H, . Also, the resolvent operator R(h; 14) 
admits the representation 
R(h; A) = (X - A)-l = Im a, 
--m 
fey Re(h) > 0. 
PROOF. From Theorem 1, 
6 When s is a singularity of l/y(s) we define F(s, t) = S. 
7 The processes may be simple (binary) or multiple birth processes. 
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hence /I T(t)]1 < I, since for pure birth processes P,,(t) = 0 for all t >, 0. 
Therefore8 (T(t), t > 0} is a semigroup of contraction operators in Ha. 
Since {T(t), t > 0} is a contraction semigroup in the Hilbert space H, we 
can now use Sz.-Nagy’s representation theorem for contraction operators 
in Hilbert space [30] and write 
where U(t), t E (-co, 03), is a unitary operator on a Hilbert space H, con- 
taining H, as a subspace, and J is a projection with domain Hand range H, . 
It now follows from Stone’s well-known representation theorem for unitary 
onerators that 
F(s, t) = T(t)[s] -= J Jr: eiwi dE(p)[s]. 
This establishes (6.4). 
To establish (6.5), we first state that in the case of pure birth processes 
the infinitesimal generator A = y(s) a/as is maximal dissipative,9 that is, 
(AF, F) + (F, AF) < 0 for everyF E 9(A), and A is not the proper restriction 
of any other dissipative operator. Since A is maximal dissipative we can use 
a theorem of Dolph [31] to obtain (6.5). Dolph’s theorem states that the 
resolvent R(h; A) of a maximal dissipative operator A may be represented as 
where G(p) = J&L) is a generalized resolution of the identity. 
We remark that for a particular branching process (that is, the associated 
Kolmogorov polynomial p)(s) is completely specified) of the birth type the 
representation of the associated semigroup can be obtained as follows: 
The resolution of the identity G(p), or E(p), can be obtained from (6.5) 
from a knowledge of the resolvent operator and an application of the inversion 
theorem for Stieltjes transforms. Once the resolution of the identity is 
obtained the family of unitary operators is completely determined; and 
finally, the dilation space H can be constructed since H is spanned by 
{U(t)F, --co < t < w},FEH~. 
We conjecture that for birth processes a possible dilation space is L, of the 
unit circle. If f(0, t) EL, , and 
f(~9, t) = cn(t)ein8, 
* We remark that it is well-known [29] that if F(s, t) E Hw , 1 < p s zo and 
F(0, t) = 0, then T(t) E 1(H,), and /I T(t)11 < 1. 
’ That A, as the infinitesimal generator of a contraction semigroup, is maximal 
dissipative, follows from a theorem of Phillips [6, 71. 
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then the projection operator J is the map 
C. The Semigroup Associated with the Simple Birth-and-Death Process 
In this subsection we consider the semigroup of operators associated with 
the simple birth-and-death process .l” In this case the Kolmogorov polynomial 
is 
p(s) = d - (b + d)s + bs2, (6.6) 
where b and d, b # d, are the birth and death rates, respectively. 
SinceF(s, t) = cF[cD(s) + t], we have 
dt 
@(‘) = j:, d - (b + d)[ + bf2 
,so# l,d/b 
= Gd tanh-1 !‘b +byJ 2b’] , 
for so = (b + d)/2b, and 
@-l(s) = k [(b + d) - (b - d) tanh (v)] . 
Therefore 
F(s, t) = k [(b + d) - (b - d) tanh ( (b - d)(T(s) f t, )] . 
After some computations the above can be written as 
(6.7) 
where A(t) = 2d tanh((6 - d)t/2), B(t) = (b - d) + (b + d) tanh((b - d)t/2), 
and C(t) = 2b tanh((6 - d)t/2). If F(s, 0) =f(s) = P, 71 = 2, 3, . . . . (i.e., 
X(0) = n), then 
(6-W 
lo We refer to [2, pp. 86-941 for a discussion of the simple birth-and-death process 
and its properties. 
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Since for the birth-and-death process P,,(t) f 0, it follows from (5.10) that 
where 
Q,‘b-d’t - 1) 
‘tit) = ,je’b-d,t _ d ’ 
(6.9) 
We now consider the domain and point spectrum of the infinitesimal 
generator associated with the simple birth-and-death process. This operator 
is defined by 
AF = (d - (b + d)s + bs2) g . (6.10) 
THEOREM 11. g(A) is the set of functions F E H, for which 
aF 
(d - (b + d)s 1 bs2) as 
de$nes an element of H2 . 
PROOF. Follows from Theorem 4. Verification of the condition of 
Theorem 4 is established by the following lemma. 
LEMMA. Let f(s) E H, , and let 
A(t) + B(t)s 
w>rfNl =f jRp) + qqs 1 . 
Then lim t+o II (T(t) - 4f II = 0. 
PROOF. Consider the functions f (eio) and 
We know that 
IWe) - VMW IL, = IIf - TWCf(41 llHz . 
Now, the function f(eie) can be approximated in mean (in L,(O, 277)) by a 
function g(eiO) which is continuous in 0. In fact, given E > 0, we can find a 
g(eie), continuous in 0, such that 
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for all y = tanh ((b - d)t/2) such that / y 1 ,< y,, < 1. One can then select 
a y1 such that 
for 1 y i < y1 . Hence given f and given E 1 0, one can choose y1 such that 
for IY I G y1 -
Finally, we have 
THEOREM 12. If A is the operator defined by (6.10), with domain as given 
by Theorem 11, then the point spectrum of A 
b-d/ 
PO(A) = )A: Re(X) < 2, 
PROOF. The eigenfunctions of A must satisfy the equation 
(d - (b + d)s + bP)h’(s) = Ah(s), s E A. 
The solutions of this equation are 
The functions are in H, provided j Re(h)I < (b - d)/2. This shows that 
%(A) = {A: ( Re(h)j < (6 - d)/2). 
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