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Abstract 
A new method is introduced for the identification of nonlinear dynamic system described by Wiener model, which 
consists of a linear dynamic block followed by a static non-linearity. Firstly, it is assumed that static non-linear part is 
invertible and its inverse characteristics can be expressed or approximated by a polynomial of known orders. 
Secondly, based on these assumptions, a novel neural network structure is designed, the weights in which are 
corresponding with the parameters of polynomial Wiener model. Finally, to solve the problem of non-convergence of 
conventional back propagation iterative, the improved one is derived, through which the non-linear and linear 
dynamic part can be optimized and the coefficients of the polynomial Wiener model are gotten with a higher 
convergence rate. A numerical example is included to show the effectiveness and the practical feasibility of the 
presented approach. 
Index Terms—Wiener model, neural network, back propagation, identification 
Introduction 
Wiener model is the most known and the most widely implemented member of this class with the linear 
dynamic block (element) preceding the nonlinear static one [1]. 
Models of nonlinear static elements can be realized in different forms such as polynomials [2], splines 
[3], basis functions [4], wavelets [5], neural networks [6], look-up tables [7], and fuzzy models [8]. 
Impulse response models, pulse transfer models, and state space models are common representations of 
linear dynamic systems [9]. 
Polynomial models are widely used as models of nonlinear elements. A great advantage of these is 
effective parameter optimization, which can be performed off-line with the least squares method or on-line 
with its recursive version [10]. 
The rest of the paper is organized as follows: In section 2, the architecture of polynomial Wiener model 
is discussed. Section 3 describes the basic principle of the sequential pattern learning. Calculations of the 
gradient in series-parallel Wiener models with the improved back propagation algorithm are carried out in 
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Section 4. Simulation experiments for Wiener model identification and corresponding analysis are 
presented in Section 4. Finally, Section 5 concludes the paper. 
Problem formulation  
Nonlinear models of a given internal structure composed of sub-models, referred to also block-oriented 
models, are members of the class of gray box models. Wiener model, shown in Figure 1, is well-known 
examples of such single input single output  (SISO) models, composed of sub-models.  
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Figure 1.  Model of Wiener system 
The model contains a linear dynamic system and a nonlinear static element in a cascade. While in the 
Wiener system the nonlinear element follows the linear dynamic system. The output ty  of the Wiener 
system at the time t  is 
ttsfty ,                             (1) 
where f  denotes the nonlinear function describing the nonlinear element, t  is the additive system 
output disturbance, and ts  is the output of the linear dynamic system and input of the nonlinear static 
element 
tu
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ts 1
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                            (2) 
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and 11 qAqB  is the pulse transfer function of the linear dynamic system, 1q  is the backward shift 
operator, with the properties that mtytyq m  and mtsftsfq m , 1a , …, na , 1b , …, mb  
are the unknown parameters of the linear dynamic system. 
Let us assume that, the orders m and n  of the polynomials 1qA  and 1qB  are known, the linear 
dynamic system is casual and asymptotically stable, and the non-linear function f  is continuous. And 
assume also that the polynomials 1qA  and 1qB  are coprime with the input tu  has finite moments 
and is independent of t  for all time t . 
The steady state characteristic of the system can be approximated by a polynomial f  of the order p  
as 
tsˆcˆ...tsˆcˆtsˆcˆcˆtsˆcˆtsˆfˆ pp
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where tsˆ  is the output of the linear dynamic system model 
tuˆ
qAˆ
qBˆ
tsˆ
1
1
,                         (6) 
Therefore, the parameter vector ˆ  of the SISO Wiener model defined by (5) and (6) is 
T
pmn cˆ,...,cˆ,cˆ,bˆ,...,bˆ,bˆ,aˆ,...,aˆ,aˆ
ˆ
102121
Prediction error method  
The identification problem can be formulated as follows: Given the sequence of the system input and 
output measurements Ntty,tu 1  estimate the parameters of the linear dynamic system and the 
characteristic of the nonlinear element minimizing the following global cost function 
N
t
tyˆtytJ
1
2
2
1 ,                    (8) 
where tyˆ  is the output of the SISO Wiener model. 
In this paper, we use the sequential pattern learning to find the minimum of the global cost function. 
The method uses pattern-by-pattern updating of model parameters, changing their values by an amount 
proportional to the negative gradient of the local cost function. This results in the following rule for the 
adaptation of model parameters 
1
1
t
tJ
tt
11 t
tyˆ
tyˆty
t
tJ ,                 (10) 
where t  is the weight vector containing all model parameters at the time t , and 0  is the learning 
rate. It has been shown that such a learning procedure minimizes the global cost function tJ  provided 
that the learning rate  is sufficiently small. 
The output of the linear dynamic model is given by the following difference equation 
m
i
m
n
i
i itubˆitsˆaˆtsˆ
11
.             (11) 
Note that the characterization of the SISO Wiener system is not unique as the linear dynamic system 
and the nonlinear element are connected in series. In other words, Wiener systems described by 1
1
qkA
qB  
and kf  reveal the same input-output behavior for any 0k .  
Gradient calculation 
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A. Back Propagation Algorithm  
The calculation of the gradient in Wiener models can be carried out with the well-known back 
propagation algorithm. The parallel Wiener models are dynamic systems and the corresponding neural 
networks are recurrent ones with one linear recurrent node that models the linear dynamic system followed 
by the polynomial model of the nonlinear element. The architecture of the parallel model is shown in 
Figure 2.  
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Figure 2.  Architecture of polynomial SISO Wiener model 
In the architecture, Wiener model does not contain any inverse element and is even simpler in 
comparison with that of the series-parallel one. The parallel model is of the recurrent type as it contains a 
single feedback connection and tu  is the only input to the model. The output tyˆ  of the parallel Wiener 
model is given by tsˆfˆtyˆ . 
In parallel Wiener models, the architecture complicates the calculation of the gradient considerably. A 
crude approximation of the gradient can be obtained with the back propagation method, which does not 
take into account the dynamic nature of the model. This simplifies the training of the model considerably.  
In the back propagation method, the dependence of the past linear dynamic model outputs itsˆ , 
n...i 1 , on the parameters ia  and ib  is neglected. 
Hence, from (5) and (11), it follows that 
tsˆ
tyˆ
itsˆ
aˆ
tsˆ
tsˆ
tyˆ
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tyˆ
ii
, n,...,i 1 ,    (12) 
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tyˆ i
i
, p,...,i 1 .              (14) 
The partial derivative of the parallel Wiener model output with respect to the output of the linear 
dynamic model is 
tsˆcˆp...tsˆcˆcˆtsˆcˆi
tsˆ
tyˆ p
p
p
i
i
i
1
21
1
1 2 .  (15) 
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B. Improved Back Propagation Methods 
The improved back propagation method differs from the standard one markedly in the calculation of 
partial derivatives of the output of the linear dynamic model with respect to its parameters 
mn bˆ,...,bˆ,bˆ,aˆ,...,aˆ,aˆ 2121 . In general, as the improved back propagation method uses a more accurate 
evaluation of the gradient than the standard one, a higher convergence rate can be expected. 
Assuming that the parameters iaˆ  and ibˆ  do not change and differentiating, we have  
n
ij,j i
j
i aˆ
jtsˆ
aˆitsˆ
aˆ
tsˆ
1
, n,...,i 1 ,    (16) 
m
ij,j i
j
i bˆ
jtsˆ
bˆitu
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tsˆ
1
, m,...,i 1 .    (17) 
The partial derivatives (18) and (19) can be computed on-line by simulation, usually with zero initial 
conditions. 
The substitution of (18) and (19) into (14) and (15) gives 
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, m,...,i 1    (19) 
In comparison with the back propagation method, the improved one is only a little more 
computationally intensive. The increase in computational burden comes from the simulation of nm  
sensitivity models, whereas dynamic models of a low order are used commonly. 
Note that to obtain the exact value of the gradient, the parameters iaˆ  and ibˆ  should be kept constant. 
That is the case only in the batch mode, in which the parameters are updated after the presentation of all 
learning patterns. In the sequential mode (pattern by pattern learning), the parameters iaˆ  and ibˆ  are 
updated after each learning pattern and an approximate value of the gradient is obtained. Therefore, to 
achieve good approximation accuracy, the learning rate should be sufficiently small to keep changes in the 
parameters negligible. 
C. Iterative Convergence Process 
Followed by the global cost function tJ  defined in (8), the iterative learning of the SISO Wiener 
parameter as shown in figure 2 can be estimate with one certain input and output measurements 
N
tty,tu 1  of the system. 
Error expression: 
tyˆtyte .                       (20) 
Parameter update expression: 
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i
i , p,...,i 1 ,        (23) 
where iaˆ , ibˆ , icˆ  are the update of the SISO Wiener parameters iaˆ , ibˆ , icˆ  after each learning pattern. 
It is well known that parallel models can loose their stability during the learning process even if the 
identified system is stable. A common way to avoid this is to keep the learning rate  small. To preserve 
the stability of Wiener models, some other heuristic rules can be applied easily. Another simple approach, 
which can be applied in the sequential mode, is based on the idea of a trial update of parameters, testing the 
stability of the model, and performing an actual update only if the obtained model is asymptotically stable; 
otherwise the parameters are not updated and the next training pattern is processed. 
The initial parameters iaˆ , ibˆ , icˆ  can be all set zero. At the beginning of each batch of iterations, the 
initial parameters are 0tyˆ , 0
iaˆ
tyˆ , 0
icˆ
tyˆ , 0
ibˆ
tyˆ  and 0ts . 
After hundreds of iterations, the parameters do not reach convergence until the global cost function 
J  is less than a preset mini-parameter . 
Simulation experiment  
In the simulation experiment, the second order Wiener system composed of a continuous linear 
dynamic system given by the transfer function was converted to discrete time, assuming a zero order hold 
on the input and the sampling interval 1ms, leading to the following difference equation 
2701202501250 tu.tu.tuts.ts.ts . 
The system contained also a nonlinear element given by 
tsts.ts.tsfty 322050  
The system was driven by a sequence of 500 numbers with the following function 
tsintsintu
12020
1
2520
1 . 
The obtained responses of the SISO Wiener for sine excitation signal are illustrated in Figure 3. 
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Figure 3.  Response of the SISO Wiener model 
The SISO Wiener model was trained recursively using the steepest descent method, with the learning 
rate 10. , and calculating the gradient with the improved back propagation algorithms. To observe 
convergence rates of the algorithms, a mean square error (MSE) is defined as 
N
t
tyˆty
N
MSE
1
21 . 
The simulation results for a Wiener system are disturbed by the additive output Gaussian noise 
0100 .,N . In the learning process, the terminal condition  is 810 . After iterative training of 125 times, 
the SISO Wiener model is convergence. 
Take the excitation signal tu  into the identified SISO Wiener model, and the practical outputs of the 
model are shown in Figure 4. It is not difficult to find that the simulation output ty  is in good agreement 
with the identified ones tyˆ , which means the identification of Wiener is successful. 
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Figure 4.  Comparison between simulation and identification outptus 
Conclusion  
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In this chapter, a steepest descent-learning algorithm for SISO Wiener model has been derived and 
analyzed. An important advantage of the improved back propagation algorithm is that its training requires 
almost half the computational burden for the training of the series-parallel model with the standard one. 
Applying the improved back propagation algorithms, one can expect a higher convergence rate as a more 
accurate gradient approximation is used. 
References 
[1] S. Gerksic, D. Juricic Dani, and S. Strmcnik, “Adaptive implementation of Wiener model based nonlinear predictive contro,”  
IEEE International Symposium on Industrial Electronics, 1999, vol. 3, pp. 1159-1164. 
[2] V. Cerone, and D. Regruto, “Parameter bounds evaluation of Wiener models with noninvertible polynomial nonlinearities,” 
Automatica, Oct. 2006, vol. 42, no. 10, pp. 1775-1781. 
[3] M.C. Hughes, and D.T. Westwick, “Identification of IIR Wiener systems with spline nonlinearities that have variable knots,” 
IEEE Transactions on Automatic Control, Oct. 2005, vol. 50, no. 10, pp. 1617-1622. 
[4] R. Stanisawski, W.P. Hunek, and K.J. Latawiec, “Modeling of nonlinear block-oriented systems using orthonormal basis and 
radial basis functions,” Proceedings of 19th International Conference on Systems Engineering, Las Vegas, NV, United states, 
2008, pp. 55-58. 
[5] P. Aadaleesan, N. Miglan, and R. Sharma, Rajesh, “Nonlinear system identification using Wiener type Laguerre-Wavelet 
network model,” Chemical Engineering Science, Aug. 2008, vol. 63, no. 15, pp. 3932-3941. 
[6] Y.L. Hsu, and J.S. Wang, “A Wiener-type recurrent neural network and its control strategy for nonlinear dynamic applications,” 
Journal of Process Control, Jun. 2009, vol. 19, no. 6, pp. 942-953. 
[7] S. Sieben, “System identification by input sequences generated from orthonormal sets,” Systems Analysis Modelling 
Simulation, 1998, vol. 30, no. 1-2, pp. 73-91. 
[8] J.P. Yeh, “Identifying chaotic systems using a fuzzy model coupled with a linear plant,” Chaos, Solitons and Fractals, May 
2007, vol. 32, no. 3, pp. 1178-1187. 
[9] M. Neve,N.G. De, and L. Marchesi, “Nonparametric identification of population models via Gaussian processes,” Automatica, 
Jul 2007, vol. 43, no. 7, pp. 1134-1144. 
[10] D.R. Morgan, Z.X. Ma, and J Kim, et al, “A generalized memory polynomial model for digital predistortion of RF power 
amplifiers,”  IEEE Transactions on Signal Processing, Oct. 2006, vol. 54, no. 10, pp. 3852-3860. 
[11] A.Janczak, Identification of nonlinear systems using neural networks and polynomial models, Berlin:Springer-Verlag, 2005. 
