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A bs tra c t
This thesis involves the analysis of four classes of nonlinear oscillators. We investigate 
a dam ped planar pendulum  subject to vertical sinusoidal displacement of appropriate 
am plitude and frequency, a Hamiltonian planar pendulum  with support point oscillating 
in the vertical direction, a forced spherical pendulum  as a constrained dynamical system 
and a spinning double pendulum  with the two masses oscillating in transversal planes.
The motivation for this research was to understand and determine the fundam ental dy­
namical properties of the four model systems. For this purpose analytical and numerical 
tools have been employed. Linearization, phase portraits, Poincaré sections, basins of 
attraction, KAM theory, Lyapunov exponents and normal form theory have been con­
sidered as examples.
For the dam ped planar pendulum  a rigorous analysis is presented in order to show that, in 
the presence of friction, the upward equilibrium position becomes asymptotically stable. 
Furthermore, using numerical tools, the dynamics of the system far from its equilibrium 
points is systematically investigated.
For the undam ped and param etrically perturbed  planar pendulum , we use KAM type 
arguments to rigorously prove the stability of the equilibrium point corresponding to  the 
upside-down position.
For the spherical pendulum  a numerical framework is developed, which allows orbits to 
explore the entire sphere. We show th a t the qualitative change in the Poincare sections 
from regular to chaotic behaviour is in excellent qualitative agreement with correspond­
ing computations of the Lyapunov exponents.
Finally we study the dynamics of the spinning double pendulum  by using normal form 
theory. We have identified the regions in physical param eter space where a codimension- 
two singularity occurs. An algorithm for the Cushman-Sanders normal form is construc­
ted and analyzed. A representative model for the truncated normal form is presented.
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In troduction
Dynamics is an area of applied m athem atics th a t still a ttracts a  strong and popular 
interest in science and technology, both for the interesting phenomena it describes, and 
for its applications to fields such as meteorology, heat conduction, fluid mechanics, lasers, 
chemical reactions and non linear circuits, amongst others.
The evolution of dynamics combined with the high-speed digital computers have allowed 
us to build intuition about the solutions of nonlinear differential equations and how they 
change as a function of varying the param eters of the system. It was only the combination 
of detailed numerical computations and theoretical developments th a t made it possible 
to get an extraordinary understanding of the phase space of dynamical systems.
Prom an analytical point of view, Poincaré contributed to the understanding and devel­
opment of theoretical dynamics by creating among other things the theory of normal 
forms. Normal forms are a  fundam ental tool in dynamical systems to study the dynam ­
ics in a neighbourhood of invariant objects, like equilibrium points, periodic orbits or 
invariant tori. From a theoretical point of view, they provide nonlinear approximations 
to the dynamics in a neighbourhood of the invariant object th a t allow one to obtain 
information about the actual solutions of the system by taking the normal form up to  a 
suitable finite order.
Moreover the normal form m ethod provides, in principle, a way to  completely classify 
the possible local behaviour of a dynamical system around an invariant object with given 
linear behaviour; it also provides a constructive way of reducing the system to a simpler 
one, equivalent to the original one.
For practical reasons, in actual computations we are obliged to perform the normal form 
expansion (or transform ation) only up to some fixed order. In doing this, we will in 
general have an infinite series, and again in actual computations we will have to consider 
a truncation of such a series. We have then  to extract information on the solutions of
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the full system by the solutions of the truncated system.
During the past 40 years there has been an explosion of research in nonlinear dynam­
ics. Some of the most im portant break-throughs in this field have been the celebrated 
Kolmogorov-Arnold-Moser (KAM) theory and the discovery of strange attractors. The 
KAM theorem states th a t the invariant tori of integrable systems continue to exist under 
a sufficient small perturbation  for most initial conditions. In this sense we can say tha t 
when KAM theorem applies the motion is not ergo die. Indeed, we know from the KAM 
theorem th a t the phase space of (small) perturbed Ham iltonian systems exhibits ordered 
motion and may become chaotic on a global scale when the perturbation  is raised.
On the other hand it was w ith the use of a  computer tha t Lorenz discovered the strange 
a ttractor in a three dimensional flow. Nowdays, it is well known th a t strange attractors 
are synonymous to chaotic motion for nonintegrable dynamical systems. It is im portant 
to note that strange attracto rs appear only in dissipative systems for which the phase 
space volume is not constant bu t shrinks during the evolution of the flow. The final 
state is a motion confined in a  region in phase space, called an attractor, of lower di­
mensionality than the original phase space. We say th a t an a ttrac to r is strange, if it 
contains a transversal homo clinic orbit; th a t is the motion on it will be chaotic, i.e. it 
has sensitive dependence on initial conditions, in the sense th a t nearby initial da ta  will 
diverge exponentially in finite tim e on a compact set in phase space.
This thesis deals mainly w ith perturbed  nonlinear pendula. Driven pendula are systems 
which physically look simple; there are no hidden mysteries in the underlying physics. 
However mathematically they are much more complicated. They hold great suprises for 
us. Their behaviom  is deterministic, and thus they obey the fundam ental laws of dynam­
ics. However they have a predisposition for disorder, complexity and unpredictability.
The main objectives in this thesis are to investigate and analyse the complex behaviour of 
four classes of nonlinear systems. The first one is a damped planar pendulum  subject to 
vertical sinusoidal displacement of appropriate am plitude and frequency, the second one 
is a  Hamiltonian planar pendulum  w ith support point oscillating in the vertical direction, 
the th ird  one is a forced spherical pendulum  as a constrained dynamical system and the 
fourth one is a spinning double pendulum  with the two masses oscillating in transversal 
planes.
All these systems involve coupled nonlinear differential equations of second order. For 
their theoretical and numerical analysis we use various techniques, such as lineariza­
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tion, phase portraits, Poincaré sections, basins of attraction, KAM theory, Lyapunov 
exponents and normal form theory.
In order to simplify their analysis some assumptions have been made: there is no friction 
in the pivots, and air resistance is considered negligible. These assumptions are usually 
made in the analysis and exploration of dynamical systems, and lead to conservative 
dynamical systems which can then  be analysed using the powerful m ethods of Lagrangian 
and Hamiltonian dynamics.
In what follows, the dynamics of the planar pendulum  with param etric vertical time- 
periodic forcing is considered. Analytical and numerical methods are employed to study 
the various dynamical features of the  system. A rigorous analysis is presented in order to 
show that, in the presence of friction, the upward equilibrium position becomes asymp­
totically stable when the period of the  forcing is below an appropriate threshold; this is 
illustrated by performing numerical com putations and advanced visualization techniques. 
Also the dynamics of the system  far from its equilibrium points is systematically invest­
igated by using Poincaré sections and phase portraits. The attractors and the associated 
basins of attraction are computed. Furtherm ore we calculate the Lyapunov exponents 
to show th a t for some param eter values the dynamics of the pendulum  shows sensitivity 
to initial conditions.
In chapter 3, we consider the planar pendulum  with support point oscillating in the 
vertical direction, and we study its motion around the equilibrium point corresponding 
to the upside-down position. We prove th a t the equilibrium point is stable for the 
projection of the motion on the pendulum  phase space (for a full measure subset of the 
stability region of the linearized system  inside the two-dimensional space of param eters), 
by proving the persistence of invariant KAM tori for the two-dimensional Hamiltonian 
system describing the model.
In chapter 4, orbits of the spherical pendulum  with time-periodic forcing are con­
sidered. A numerical framework is developed, which allows orbits to  explore the entire 
“globe” : the spherical pendulum  is considered as an invariant manifold in an ambient 
six-dimensional Euclidean space. The numerical integrator is the second-order Stormer- 
Verlet m ethod coupled w ith the SHAKE-Ra t t l e  algorithm. The algorithm preserves 
numerically the tangent bundle of the sphere to machine accuracy.
In the autonomous case, the symplectic structure of the numerical m ethod results in 
conservation of the energy over long integration times, up to small fluctuations. For the
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forced case, Poincaré sections, restricted to the configuration space, are used to illustrate 
the transition  from oscillatory behaviour to chaotic solutions, as the am plitude of the 
pivot motion is changed. The qualitative change in the Poincaré sections from regular to 
chaotic behaviour is in excellent qualitative agreement with corresponding computations 
of the Lyapunov exponents. The Lyapunov exponents are also computed using a novel 
variant of the SHAKE-Ra t t l e  algorithm.
The results show th a t irregular behaviour can explore the entire sphere -  even at low 
forcing amplitudes -  and therefore local m ethods which parameterize only part of the 
sphere are inadequate in general, and may lead to spurious dynamics. The numerical 
framework provides a tool for more detailed investigation of the symmetric chaos of the 
forced spherical pendulum.
In chapter 5, a transverse spinning double pendulum  is introduced. This pendulum  is of 
interest as a simple mechanical system w ith two-degrees of freedom w ith ro tation which 
is autonomous. In addition to having physical origins, the pendulum  is constructable for 
experim ental observation. Our main interest in introducing and analyzing this system 
is th a t it is the simplest physical system w ith the codimension two singularity -  in the 
linearization about the trivial solution -  associated with coalescence of four zero eigenval­
ues. It is the dynamics of the nonlinear system in the neighbourhood of this singularity 
th a t is of interest. We study this problem using normal form theory. An algorithm for 
the Cushman-Sanders normal form is constructed and analyzed. A representative model 
for the truncated normal form is presented. This truncated normal form has seven para­
meters; it is not integrable in general and it is predicted th a t the dynamics associated 
w ith this model will be quite complex.
In chapter 6 , the accomplishments of this thesis are summarised and some open problems 
are proposed.
On the D y n a m ic s  o f  a Vertically D r iven  
D a m ped  P en du lu m
2.1 Introdu ction
Over the last decades param etrically excited nonlinear oscillators have begun to be ex­
tensively studied, both theoretically and numerically. Their dynamics is generally very 
complicated even when only one and a half degrees of freedom are involved: this shows 
th a t the complex behaviour does not arise from a large number of variables, bu t from 
the nonlinearity of the equation of motion.
Below, a planar pendulum  whose point of support (pivot) is subjected to vertical si­
nusoidal displacement is studied. This system has two equilibrium configurations: the 
downward position and the upward position. It is known th a t the upward equilibrium 
state can be made stable by subjecting the pivot to a harmonic vertical oscillation of 
appropriate frequency and amplitude: analytically this is obtained by the m ethod of av­
eraging (see K apitsa [52], Landau and Lifshitz [55] or Percival and Richards [6 8 ]), which, 
however, is not completely satisfactory [13, 11].
Stephenson [78] in 1908 was the first who predicted theoretically this remarkable result,
Ài
Figure 2.1: The pendulum  with the point of support oscillating on a vertical line.
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and the idea has reappeared in a number of subsequent studies (Ness [67]; Kalmus [51]; 
Pippard [69]; Leiber and Risken [56]; Koch al. [53, 60]; Michaelis [61]; Blackburn et al. 
[13]; Acheson [1 , 2 , 3]).
In this chapter analytical and numerical techniques are employed to make detailed studies 
of such a system in the presence of friction. We shall investigate the stability of both  
fixed points and study their basins of attraction  when they are (asymptotically) stable.
We shall also investigate the existence of other attractors, and again determine the 
corresponding basins of attraction; analogous results for similar models can be found in 
literature [14, 21, 76, 77]. The results depend strongly upon the values of the parameters: 
both  regular (smooth) and chaotic attractors can arise, bu t never simultaneously. A 
systematic study of all possible scenarios arising by varying the param eters values is 
certainly interesting, bu t we shall not perform it here, as we are interested rather in 
showing the complexity of features exhibited by the system. Furthermore we find also 
strong numerical evidence tha t in the cases we explicitly consider we find all attractors 
(by showing th a t the  union of the basins of attraction  fills all the phase space).
We compute the Lyapunov exponents to show sensitivity to initial conditions, thereby 
corroborating the fact th a t the system does possess the chaotic dynamics described above.
Numerical Poincaré sections [44, 70, 45] and phase portraits [27, 43, 9] have been em­
ployed to show that, according to appropriate param eters values, the motion of the 
pendulum  can be either regular or chaotic. Some of the results we find are already been 
observed in literature (see below): in such cases there is complete agreement w ith our 
observations.
Visualization techniques [39] are used for further analysis of the dynamics of our system; 
generally computer anim ation techniques provide a great potential for illustrating prop­
erties of dynamical systems. We shall make use of MAPLE [42, 65] and other algebraic 
packages to show th a t, in the presence of damping, the  upward fixed point becomes 
asymptotically stable.
A rigorous analysis proves that, in the presence of (even small) friction, the upward 
equilibrium position of the driven pendulum  does indeed become stable if the period of 
the forcing is small enough, in excellent agreement with both numerical computations 
and graphic visualization.
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2.2 A  Forced P lan ar P endulum
A schematic of the pendulum  is shown in Figure 2.1, A simple pendulum  consisting 
of a point mass m  a t a distance constrained to move in a vertical plane under the 
influence of gravity, oscillates about the pivot which is vertically forced at a distance 
yo{t) = bcosojt, where b and w are the am plitude and frequency of the pivot motion.
The governing equation is deduced by introducing coordinates relative to the plane of 
motion of the pendulum  and using a Lagrangian formulation. The coordinates of mass 
m  are denoted by (æi,a;2 ) and given by
xi{ t)  =  ism O {t) , X2 {t) =  yo{t) -  i c o s 6 { t ) , (2 .1)
where 9 is the (clockwise counted) angle th a t the pendulum  forms with the vertical 
(oriented downward), and yo{t) is the prescribed vertical forcing. The Lagrangian for 
the system is then
£  =  7^71 (i^9^ +  2 iÿo {t) cos +  mgC cos 0
= ^171^^9“^ -k m g i cos 9 — mCbuP' cos 9 cos (2 .2 )
where g is the gravitational constant. The governing equation of the system is given by :
9 T   cos s in 0 =  0. (2.3)
By letting t  = cot we have
9 { a  — P c o s r ) s ' m 9  =  0, a  =  - ^ ,  ^  (2 .4)
This equation is referred to  as the vertically driven pendulum equation: it is structu r­
ally identical to (2.3), bu t it is w ritten  in a  generalised dimensionless form. It has the 
advantages th a t
1 . of the original four param eters {g ,i ,b ,u )  only two (o:,/5) are left;
2 . due to the dimensionless character of all the terms, it can be used to compare 
directly the dynamics of nonlinear, driven oscillators in any field, for example in 
mechanics, electrodynamics or solid state physics.
Since the system is 27t periodic in 9, the fixed points are (0,0) and (tt, 0). The (0,0) fixed 
point corresponds to the downward sta te  of the pendulum, while the ( t t , 0 ) corresponds
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to the upward state. Equation (2.4) can not be solved anaytically, but if we assume 
that 6  remains near the equilibrium point throughout the motion, it may be linearised: 
linearization around (0,0), by Taylor expansion, leads sin0 to be approximated by 6 , so 
tha t the equation of motion becomes
(2.5)
while linearization around ( v r ,  0 )  leads s in 0  to be approximated by tt  +  ^, so that, by 
letting ^ = n + 0, (2.4) reads as
^  +  ( — a  + P c o s t )  ^ =  0 . (2 .6 )
Equations (2.5,2.6 ) are called M athieu’s equations; they are second order homogenous 
non-autonomous linear differential equations with real periodic coefficients. Figure 2.2 
shows that the solutions of M athieu’s equations, depending on the values of the para­
meters o: and /3, are either stable or unstable (bounded or unbounded). In Figure 2.2 we
-1 -0  5
Figure 2.2: Stability diagram for M athieu’s equations (2.5,2.6 ). To the right of the dotted 
line (a  =  0 ), the 0  = 0  state is unstable in the shaded region, on the left the 6  = n state 
is unstable in the shaded region. Only the region /3 > 0 is explicitly represented as the 
diagram is even in p.
observe that if p  is small there is an instability region centered on a  % 1/4. If a  — 0.5 
and P = O.l the downward state  is stable, while if o; =  0.25 and P = 0.\ it is unstable; 
this carries over to the full system (2.4), as shown in Figure 2.3. Also if o; =  —0 . 1  and 
P = 0.545 we are inside the stability region of the upward state  of the pendulum, while 
if a  =  —0 . 2  and ^  =  0 . 1  the upward state becomes unstable and the trajectories move 
away from the fixed point; again this carries over to the full system, as illustrated in 
Figure 2.4.
The presence of friction, unavoidable in any physical context, leads to introduce a damp­
ing term  into the equation of motion (2.4), which becomes
6  + {a — P cos r)  sin ^ -k 7  0  =  0 , (2.7)
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I
(a) Stable solutions of (2.4) us­
ing CK =  0.5 and /3 =  0.1.
(b) An unstable solution of (2.4) 
using CK =  0.25 and 0  =  0.1.
Figure 2.3: Stabilility and instability of the downward state of the pendulum  described 
by (2.4).
I
(a) Stable solution of (2.4) using 
a  =  —0.1 and 0  =  0.545.
(b) Unstable solutions of (2.4) 
using a  =  —0.2 and =  0.1.
Figure 2.4: Stabilility and instability of the upward state of the pendulum  described by
(2.4).
with 7  >  0  denoting the dissipation coefficient.
The linearization of (2.7) around the two equilibrium points leads to  the same equations
(2.5) and (2.6) for the variables 9'{t) =  and ^ '(t) =  respectively,
provided tha t a  is replaced with a' — a  — 7 ^ / 4  in both  cases; see Jordan and Sm ith [50], 
Ch. 8 . Therefore if 7  is small enough (for practical purposes one can take 7  as done 
below), for the values of a  and ^  given above the behaviour of the linearized equations in 
presence of friction (for 9' and ^') is the same of th a t of M athieu’s equations (for 9 and 
<^) obtained for 7  =  0 ; it is im portant to  note, however, th a t a stable equilibrium point
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for the linearized m otion of 6 ' and becomes asymptotically stable for the linearized 
motion of the original variables 6  and The stability chart of M athieu’s equation with 
damping was numerically determined by Leiber and Risken [56]; to compare (2.7) with 
equation (4) of [56] use th a t <5 =  4q: and e = 2/3.
2.3 T rajectories in P h ase Space and B asins o f A ttraction
Given an attractor, the most direct way of determining a basin of attraction  is to numer­
ically integrate the differential equation (2.7) for each possible initial point and record 
those initial conditions which eventually asym ptote to the a ttrac to r (see also [13]). This 
approach has been used to generate high resolution basins containing as many as 1048576 
(1024x1024 grid) initial conditions.
We have determined the basin of a ttraction  for the upward and downward state for values 
of the param eters for which they are stable. A small target area of dimension 0.20x0.20 
around the a ttractor was first specified. Points were then selected from the grid of initial 
conditions and for each one a fourth order Runge-K utta integration routine was used to 
numerically integrate the system  over an initial transient phase; the integration time step 
(time unit) was set at 0.1 (about one-sixthieth of the drive period). After this phase, 
which was typically 4000 tim e units, a further period of integration was specified and 
if a t any time the solution entered the target area and remained there for several more 
time units it was assumed th a t th a t initial condition belonged to the basin of attraction 
for th a t attractor, since other a ttracting  states were far away from the target area.
As an illustration of this m ethod, consider the system (2.7) w ith a  = —0.1, /3 =  0.545 
and 7  =  0.08. For this case we have found th a t there are three coexisting attractors: 
the stationary state {0,9) = (vr,0 ), which corresponds to the upward position of the 
pendulum, and two other a ttractors which correspond to ro tating (running) solutions. 
We show in Figure 2.5 (a) the basin of attraction for the stationary solution, and in 
Figure 2.5 (b) the basin for the clockwise and anticlockwise running solutions. Any 
initially condition inside the black regions in Figure 2.5 will ultim ately arrive a t the 
corresponding attractor. Note th a t for each basin there are regions in which the structure 
seems to be factral [76]; for instance Fig. 2.5 (a) reveals a dense core surrounded by fractal 
layers.
We have also investigated numerically the system (2.7) for the values of the param eters 
a  =  0.5, P = 0.1 and 7  =  0.03. We have found th a t there are four coexisting attractors;
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e
(a) Stationary solution. (b) Rotating solutions.
Figure 2.5; Coexistence of three basins of attraction (in black) for the vertically driven 
pendulum  with o; =  —0.1, /? =  0.545 and 7  =  0.08; one has ^ =  tt +  0.
the stationary state {6,9) = (0 , 0 ), an oscillating solution, a clockwise running solution 
and a counterclockwise running solution. We show in Figure 2.6 (a) the basin of a t­
traction for the stationary solution, in Figure 2.6 (b) the basin of attraction for the 
oscillating solution, finally in Figure 2.6 (c) the basins of attraction for the clockwise and 
anticlockwise running solutions.
To characterise the attractors one can use a phase portrait in which the time variable is 
ignored, by projecting all trajectories on the ‘phase space’ (^ ,0 ), w ith ^ =  tt -}- in the 
case of Figure 2.5, or {6,6) in the case of Figure 2.6; practically this is accomplished by 
using DSTOOL [28].
For param eters values a  =  0.5, =  0.1 and 7  =  0.03 and for initial conditions inside the
black region in Figure 2.6 (a), the trajectories converge to the fixed point {6,6) = (0,0) 
as shown in Figure 2.7 (a). For the same param eters values and for initial conditions that 
are inside the black region in Figure 2.6 (b), an oscillatory behaviour can be observed 
after some transients: the trajectories converge to an oscillating orbit, which in this case 
is the attractor, as shown in Figure 2.7 (b). Finally for initial conditions that are inside 
the black region in Figure 2.6 (c), a clockwise running solution and a counterclockwise 
running solution can be observed; due to the symmetry of the phase space, each of these 
two attractors can be found by rotating the other by tt.
Figures 2.7 show a phenomenon that is characteristic of nonlinear systems but cannot 
occur in linear systems. For the given system param eters a  = 0.5, 0^ =  0.1 and 7  =  0.03, 
there is a coexistence of four different attractors: depending on the initial conditions, 
trajectories converge towards one of these attractors (while for linear systems differences
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(a) Stationaiy solution. (b) Oscillating solution.
e
e
(c) Rotating solutions. (d) Union of all basins.
Figure 2.6: Coexistence of four basins of attraction (in black) for the vertically driven 
pendulum  with a  =  0.5, =  0.1 and 7  =  0.03.
(a) A spiral orbit that goes to- 
wai'd the fixed point attractor.
(b) Attractors for the oscillating 
and the two rotating solutions.
Figure 2.7: A ttractors for the vertically driven pendulum with a  =  0.5, /3 =  0.1 and 
7  =  0.03.
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in initial conditions are dam ped out resulting in a single attractor).
We have also found th a t there is numerical evidence tha t these four coexisting attractors 
are the only attractors for the fixed param eters values. This was done by numerically 
integrating the system for each initial condition and recording (colored in black) those 
initial conditions which eventually asym ptote to  the attractors in Figures 2.7 (a,b). Any 
trajectory will ultim ately end up to one of the attractors as shown numerically in Figure
2 . 6  (d), where the union of the four basins is represented.
(a) A spiral orbit that goes to­
ward the fixed point attractor.
(b) Rotating clockwise and 
counterclockwise solutions.
Figure 2.8: A ttractors for the vertically driven pendulum  with a  =  —0.1, P = 0.545 and 
7  =  0.08.
Similarly for the system (2.7) w ith a  =  —0.1, P =  0.545 and 7  =  0.08, there is a 
coexistence of three different attractors: for initial conditions inside the black region in 
Figure 2.5 (a) the  trajectories converge to the fixed point a ttracto r (0,0) =  ( t t , 0), as 
shown in Figure 2.8 (a), while for initial conditions th a t are inside the black region in 
Figure 2.5 (b), a  clockwise running solution and an anticlockwise running solution can 
be observed as shown in Figure 2.8 (b). Also in this case we found th a t these three 
attractors are the only a ttractors (the same picture as in Figure 2.6 (d) is obtained by 
drawing simultaneously aU the basins represented in Figure 2,5).
For the param eter values a  = 0.02, p  =  0.35 and 7  =  0.03 the downward state and the 
upward state are both  stables; in such a case we found th a t there are five coexistent 
attractors: the two stationary states (0 , 0 ) and ( t t ,  0 ) (if we use the coordinate 0 ), an 
oscillating solution, a  clockwise running solution and a counterclockwise running solution; 
see Figure 2.9. The corresponding basins of attractions are given in Figure 2.10; again 
their union gives the entire phase space.
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%
Figure 2.9: Attractors for the vertically driven pendulum with a  = 0.02, P = 0.35 and 
7  =  0.03.
(a) Stationary downwaid solution. (b) Stationary upward solution.
e
e
(c) Oscillating solution. (d) Running solutions.
Figure 2.10: Coexistence of five basins of attraction (in black) for the vertically driven 
pendulum  with a  =  0.02, /3 =  0.35 and 7  =  0.03.
The param eters values considered so far are all inside the stability region in Figure 2.2. 
W hat happens, as a general rule, is tha t, if an equilibrium position is stable for M athieu’s 
equations (2.5) or (2.6), then it remains stable also for the nonlinear damped equation 
(2.7); this holds only approximately for negative values of a  (see [56] for a detailed
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description of the stability diagram). In such cases one typically finds coexistence of 
several smooth attractors, like in the cases explicitly worked out above. The situation 
drastically changes when one takes values of the param eters for which the fixed points 
attractors are both  unstable: in such cases new chaotic attractors appear, a  phenomenon 
which is well known in literature [38, 13]; see §2.4.
2.4 P oincaré Section s and Strange A ttractors
It is well known th a t if a nonlinear dissipative system is driven by an external force, then 
depending upon the nature of the external force the system can leave the equilibrium 
state  and exhibit new dynamics: the system may have oscillatory (periodic or qiiasi- 
periodic) behaviour or show an even more complicated time evolution, characterised by 
the existence of strange attractors [29], i.e. subsets of the phase space of the system to 
which orbits are attracted  and on which nearby trajectories display exponential diver­
gence (on the average). An interesting question is how these attractors arise as some 
param eter of the system is varied, and to what degree they are dependent on the driv­
ing param eter. Several routes to chaos have now been well documented; these include 
infinite period-doubling cascades, interm ittency and sharp transitions from a periodic or 
quasi-periodic regime to a chaotic one. Sudden qualitative changes, called crises, have 
been observed numerically and may also cause a transition to chaos. If a system is char­
acterised by only one param eter, it is relatively easy to study the routes to chaos as 
the param eter is varied. For real physical systems, however, the number of param eters 
is usually larger than  one: even simple systems such as nonlinear oscillators which are 
externally driven, have, apart from their natu ral frequency, the driving frequency and 
the damping coefficient as im portant param eters. Nevertheless, in many cases a typical 
picture can be obtained if all the param eters are kept fixed and only the am plitude of 
the driving force, for example, is varied.
In this section we analyse the dynamics of our system by fixing a  (and 7 , so tha t, for 
the linearized equation obtained from (2.7) one has a fixed value a' — a  —7 ^ / 4 ; see §2.2) 
and by scanning values of P along a vertical line in the plane {ot,P).
For a  and 7 , we choose the values a  =  0.5 and 7  =  0.03. From the stability diagram 
of M athieu’s equation, in Figure 2.2, one can see tha t, for the linear case w ith 7  =  0, 
see (2.5), the critical value of P for the stability of the downward state  is 0.6058. For 
the full system (2.7) one finds numerically for the critical value Pc =  0.6063; above Pc
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the stationary downward state  for the linear system is unstable. For /3 > 0.55 a period 
doubling transition to chaos occurs when the param eter /? increases. We have detected 
up to 32-period. More precisely for P e  (0,0.55) a  period one occurs; at /? =  0.55, 
P = 0.618, P — 0.6352, P =  0.6391, P = 0.6401 period doubling bifurcations occur, 
leading to orbits w ith period 2, 4, 8 , 16, 32, respectively. For P larger than  Pd =  0.64018 
the motion is fully chaotic.
We computed some Poincaré sections (or stroboscopic phase representations, see below) 
[53, 54, 60, 61] using the full equation (2.7) and choosing P — 0.7. A typical picture is 
shown in Figure 2 . 1 1  (b), which gives the evolution of 1600 initial conditions (disregarding 
the first few iterates): we think th a t it represents a strange attractor, because the flow 
has a positive Lyapunov exponent as we show in §2.5 below. Analogous pictures have 
been found numerically also for similar models [14, 27, 60, 76]. By proceeding as in §2.3, 
we found numerical evidence th a t such an attractor be the only a ttrac to r in th a t regime.
Note that, even if the strange attractor disappears below Pc-, there are still initial con­
ditions whose first iterates appear as a sequence of dots lying over the rem nant of the 
strange attractor existing above Pc before being swept towards some of the attractors, 
according to  the scenario described by Blackburn, Smith and Edmundson in similar 
systems [14]. This is shown in Figure 2.12.
As we cross the critical line from above the system shows an oscillatory behaviour. 
Keeping a  and 7  the same param eter values, namely a  =  0.5 and 7  =  0.03, and setting 
P = 0.63 we found th a t the system behaves periodically: the Poincaré sections consist of 
four dots which show th a t the system is tending toward an orbit on which the motion is 
periodic with period 4 (see above).
To generate the pictures in Figure 2.11 (b,d) we have computed the Poincaré sections 
obtained by removing one of the phase space dimensions (in our case the time ‘r ’). The 
key point is th a t this simplified geometry nevertheless contains the essential information 
about the possible chaoticity of the system ’s dynamics. Since our system has a natural 
period associated with it, i.e. the period of the forcing term , then  the plane of the Poin­
care sections could be a surface corresponding to a definite but arbitrarily  chosen phase 
of th a t forcing (so in our case Poincaré sections and stroboscopic phase representations 
can be identified [29]). The choise of the plane is not crucial as long as the trajectories 
cut the surface transversally, th a t is the trajectories do not run  parallel or almost par­
allel to the surface as they pass through. In our case the Poincaré sections are formed 
by recording the values of the angle, and the corresponding angular velocity whenever
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(a) Chaotic trajectory with initial 
datum (0,0) =  (0 .1 ,0 ).
(b) Poincaré section with sampling 
phase shift of 3 (in radians).
1
(c) Periodic orbit with period 4 with 
initial datum (0,0) =  (0 .1 , 0 ).
(d) Poincaré section with sampling 
phase shift of 1 (in radians).
Figure 2.11: A chaotic trajectory and a periodic trajectory with the corresponding Poin­
care sections for a  = 0.5 and 7  =  0.03. The values of S  are respectively P = 0.70 and 
P = 0.63. Transients are disregarded.
the phase of the periodic force reaches some definite value. The pictures qualitatively do 
not change if the sampling phase shift is fixed to other values, with respect to the ones 
explicitly considered in the Figures.
Similar results are obtained along the scan line P for a  =  —0.1 and 7  =  0.08. For the 
linear undam ped system (2 .6 ) the critical value for stability \s P = 0.618.
For values of P less than  Pd = 2.145 the system have an oscillatory behaviour; depending 
on the value of P trajectories will eventually end up to a smooth attractor as shown in 
Figure 2.13.
The upward state becomes unstable at Pc =  0.623: then one has a Hopf bifurcation 
leading to a flutter mode [13]: for Pc < P < Pe = 0.679 the pendulum  oscillates around
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m . 4
(a) Strange attractor remnant for a  
0.5, (3 =  0.5 and 7  =  0.03.
(b) Strange attractor remnant for 
a  — 0.5, /3 =  0.3 and 7  =  0.03.
Figure 2.12: Strange attrac to r rem nants for a  =  0.5 and 7  =  0.03.
I
(a) a  =  —0 .1 , 13 =  1 .2  and 7  =  0.08. (b) a  =  —0.1, l3 =  1.5 and 7  =  0.08.
(c) Q =  —0.1, /3 =  1.8 and 7  — 0.08; (d) a  =  —0 .1 , 0 =  2 .1  and 7  =  0.08.
Figure 2.13: Smooth attractors (disregarding transients) for a  = —0.1 and 7  =  0.08.
the vertical at half the drive frequency with an amplitude which increases as ^  — (3c ] see 
Figure 2.14 (a). By further increasing ^  the oscillating orbit disappears and only rotating 
attractors are left, up to the value (3d'- again this is in agreement with the results found
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(a) (b)
Figure 2.14: (a) Oscillating attractors corresponding to the flutter mode for a  = —0.1 
and 7  =  0.08, at different values of € (0.623,0.679). (b) Poincaré section for a = —0.1, 
P = 2 . 2  and 7  =  0.08, with sampling phase shift of 1  (in radians) of a chaotic trajectory; 
1600 orbits as shown (disregarding transients).
by Blackburn, Smith and Grpnbech-Jensen exactly for the same model [13]. For j3 taking 
values larger than  the value of Pd = 2.145 the motion is chaotic, as shown in Figure 2.14 
(b).
2.5 Lyapunov E xp on en ts and S en sitiv ity  to  In itial C ondi­
tions
As we mentioned in §2.4, our system can exhibit regular periodic motions as well as com­
plicated non-periodic motions. Although there is a lack of m athem atical proofs, a lot of 
numerical investigations and some experiments on physical systems have yielded evidence 
th a t stable chaotic motions really exist for certain param eter intervals. The assumptions 
concerning the chaotic motions are supported by approximate values for quantities char­
acterizing the chaos, i.e. entropies, fractal dimensions, Lyapunov exponents. One of the 
fundam ental characteristic of a chaotic physical system is its sensitivity to the initial 
state. By sensitivity to initial conditions we mean that if two identical mechanical sys­
tems are started a t initial conditions x  and x  -f e respectively, where e is a very small 
quantity, their dynamical states will diverge from each other very quickly in phase space, 
their separation increasing exponentially on the average.
Lyapunov exponents (often w ritten as A) play an im portant role in the theory of both dis­
sipative and non-dissipative systems. They provide a computable, quantitative measure 
of divergence of two initially nearby trajectories. If two nearby trajectories on a chaotic
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attracto r s tart off with a separation do Q-t tim e t = 0, then the trajectories diverge so 
th a t their separation at tim e t, denoted by d{t), satisfies the expression d{t) % dae^^ [29].
We study here the time evolution of equation (2.7) by using Lyapunov exponents; we 
numerically show th a t for some param eters values, we have positive Lyapunov exponents, 
thus confirming the chaotic character of the motion. For a dissipative system the sum 
of the exponents must be negative. If the system is chaotic then at least one of the 
exponents is positive. For our system there are two Lyapunov exponents corresponding 
to the two dimensions of the phase space {0,6). In §2.4, we have proposed th a t the 
Poincaré section in Figures (2.11 (b), 2.14 (b)) represents a strange attractor. We have 
computed the largest Lyapunov exponent (which is obtained from the linearization of 
system (2.7)) for the same param eters values we chose to obtain Figures 2.11 (b) and
2.14 (b). We found th a t for a  =  0.5, /? =  0.7 and 7  =  0.03 the Lyapunov exponent settles 
down to 0.179563, while for a = —0.1, P =  2.2 and 7  =  0.08 the Lyapunov exponent 
settles down to 0.207936. For both  cases the number of time steps was 10^ w ith time 
unit set at 0.001. The above results are a  true indicator of the chaotic behaviour of the 
system. In Table 2.1 we give a list of some computed Lyapunov exponents as P is varied. 
We should note here th a t in the chaotic regime the Lyaponov exponent is related w ith 
any initial condition th a t tends to the only existing attractor (i.e. Figures 2 . 1 1  (b) or
2.14 (b)). In the non chaotic regime, the  Lyapunov exponent is related with any initial 
condition th a t tends to one of the ro tating attractors found in §2.3 and §2.4.
/? Lyapunov exponents A P Lyapunov exponents A
0.63 -0.0140605 0 . 8 -0.0399938
0.64 -0.0143172 0.9 -0.0399802
0.64018 0.0109093 1.3 -0.039983
0.64019 0.141205 1 . 6 -0.0399905
0.65 0.179953 1.9 -0.0399149
0.67 0.180256 2.14 -0.0395598
0 . 6 8 0.178863 2.145 0.0242153
0.69 0.179888 2 . 2 0.207936
0.70 0.179563 2.5 0.228123
Table 2.1: Com puted Lyapunov exponents as P is varied ; the left table corresponds to 
values of a  =  0 .5 , 7  =  0.03, while the right table correponds to values of o; =  —0 .1 , 7  =  
0.08.
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2.6 A n A n alytica l P ro o f o f  A sym p to tic  S tab ility
111 the following, w ith  respect to  the previous sections, we are slightly changing the
notations, in order to  m ake m ore terse the com parison w ith  th e existent m athem atical
literature on th e subject, especially  w ith  A r s c o t t  [7] and BLANCH [15].
If we are interested in th e stab ility  o f the p osition  6 =  t t  (upside-dow n pendulum ), define 
=  TT -|- 0, so that (2.7) becom es
f  n bu)^ \^ -(-s in (  f - -  -j- —  co sw y  =  0 . (2 .8 )
Define ujt =  2 r and æ(r) =  ^(t); then (2.8) writes
4o 26 'Tæ -1-sina; (q,-f 2 g co s 2 r ) - f  2 Ax =  0 , q = ~ ^  A =  —, (2.9)
(with X = dæ /d r and x  =  d^x /d r^ ), which can be rew ritten as
f { T ) x  + 2Xx — [x — sin a;] / ( r ) ,  / ( r )  =  a -f 2çcos 2r. (2.10)
Set
x{r) = 6e~^'^y{T) : (2 .1 1 )
then, by writing (2.10) w ith s inx  expressed as Taylor series of x  and dividing it by ô ,
we obtain
°°
V +  M r )  y =  /(r )  e =  (2.12)
m=l  ^  ^'
where
/o('T') = / ( r )  -  A^  =  « 0  +  2 gco s 2 r  , oq =  a -  A^  . (2.13)
In the linear case ( e  — 0) the substitution (2.11) is the standard  procedure to show j
th a t the solutions of M athieu’s equation with damping are conjugated to the solutions !
of M athieu’s equation; see §2.2. '
For e =  0, (2.12) becomes (the standard  form of) M athieu’s equation,
ÿA - fo {T )y  = 0,  / o ( t )  =  Û0  +  2çcos2 r ; (2.14)
we refer to J o r d a n  an d  S m it h  [50], Ch. 8 , for an introductory review and to [7] for a
more detailed exposition of the subject.
Note th a t in (2.13) one has ao < 0 (see (2.9) and (2.13)). Let ao{q), bi{q) be the curves 
of the first characteristic values of M athieu’s equation, [7], Ch. Ill; for ag, g such th a t
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tto(ç) < ao <  0} the solution of 2.14 is stable, [7], Ch. VI. More precisely
there exist two independent (Floquet) solutions
u i( r )  =  , U2 (r) =  pq[t ) , (2.15)
where 0 < /iq <  1, [7, 15], and Po(t ) is an analytic function of period x ,
Po(t) =  ^  , po(0 ) =  1 , p o ( - r )  =  po(r) ; (2.16)
i/GZ
here and henceforth, given z E C, ^ denotes the complex conjugate of Both and
Po{t ) depend on ng and q. Note th a t
|P0 ,/| < f  e F =  max | p g ( r ) |  , (2.17)
T €[0 ,7 rJ
for some k G
One can construct two real independent solutions as
= “  [e*^*°>g(r) -  e“ '^ ‘°"‘pg(7
(2.18)
m (T ) =  i  [e'^‘°> o (r)  + e  *^°>g(r)] , W2 {t) = ~  'po(r)] ,
where c G E is such th a t 1 6 2 (0 ) =  1. Note th a t wi is even and W2 is odd.
The solution ?/^ ® (^r) of (2.14) w ith initial da ta  (^(^)(0),ÿ(^)(0)) =  (A ,B ) G can be 
w ritten as
y^°^(r) =  iü i(r) A +  it»2 (r) B , A^ +  B^ =  l , (2.19)
hence it is in general quasi-periodic (periodic if po is rational), w ith rotation vector 
Wg — {po,2). The normalization condition in (2.19) is imposed ju st for convenience; see 
(2.23) below.
In terms of the Floquet solutions, (2.19) becomes
yW (r) =  l ii( r )  C  -f U2{t ) D — e*^°'’’pg(r) C  +  po{t ) D, (2 .2 0 )
where
C =  D = C = M ^ ,  (2 .2 1 )
Expressed in the variable x, the solution becomes
$(°)(T) =  fc -^ ’'y(°)(T) =  S P ' ‘»’- ^ V o ( t )  C  +  e - ‘» ’-^'"po{T) £>] , (2.22)
so th a t one sees th a t its lim it for r  -4 oo tends to 0 : if one neglects the nonlinear terms 
in (2.10) the origin is asymptotically stable. Note that, in terms of the variable x, the 
initial condition in (2.19) gives
a;(0 )2 (0 )^ .i.{ 0 )2 ^ ^ 2  ^ (2.23)
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so th a t 5 measures the distance of the initial datum  from the equilibrium point (0 , 0 ).
The solution given by (2.22) can be w ritten as
x<“>(t) =  g»wo-.,T-2 AT^ .(l))^  (2.24)
where wg =  (/Lig, 2 ), v =  (z/i, 1/2 ), w ith vi =  ± 1  and =  (Spg^ j^ jC'; here and
henceforth • denotes the inner product in Z^, so th a t uq - v  = pqv\ +  2i>2- Hence x^®^(r) 
depends on r  only through and e~^'^. The first factors gives an oscillatory
behaviour, while the th ird  one is responsible for the decay towai'ds the origin.
If e 7  ^ 0 we look for solutions analytic on e for e small enough, whose dependence on r  
is still through the factors and e~^'^. This means th a t we look for solutions
of the form
00
y(r) =  y(r; e) = ^  ^  E  ( 2  25)
n=l 71=1 i/ÇZ^  /ü= 0
We shall show that, fixed an arb itrary  direction (A, B), with +  B^ =  1, in the plane 
(y ,2)), the solution y{r) of (2 .1 2 ), w ith initial condition (i/(0 ), î/(0 )) =  (^(^)(0 ),ÿ(^)(0 )) — 
(A, B), remains bounded around the equilibrium point (0,0), provided e is small enough. 
Note th a t the component /c =  0 already appears when n =  0, i.e. for y^°^(r): anyway the 
presence of oscillating (or even constants, th a t is w ith k = Q and 1/  = 0) term s is not a 
problem because the solution x (r)  of the equation (2 .1 0 ) is related to y (r) through the 
change of variable (2 .1 1 ), and 6{t) is such th a t x{œt/2)  =  tt +  6{t).
Then (x(0),x(0)) =  (6A,SB)  is the initial datum  for the equation (2.10), hence
(0(0), ^(0)) =  ( tt  +  6A,0B)  is the initial datum  for the equation (2.7). By the above 
discussion we have tha t any initial datum  near enough to the equilibrium point ( t t ,  0 ) 
generates a  solution of (2.7) which is exponentially asymptotic to ( t t , 0): this implies the 
asymptotic stability of the position (0 , 0 ) =  ( t t , 0 ) for the upside-down pendulum.
More formally the result can be stated  as follows.
T h e o r e m . Given the equation (2.7), assume that the parameters w and b are such that
ao{2b/£) <  ~~j^ 2  ^  min{6i(26/£), 0 } , (2.26)
xjohere q -4 ug(q) and q -4- bi{q) are the curves of the first characteristic values of Math­
ieu ’s equation. Then the series (2.25) is absolutely convergent for e small enough. This 
means that there exists <5g > 0  such that the equilibrium position (0,0) =  ( tt, 0) i s  the w -  
limit set of any initial datum (0(0), 0(0)) satisfying [0(0)— tt]^-f 0^(0) <  ^g. In particular
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the ball of center (vr, 0 ) and radius 6q is contained inside the basin of attraction of {tv, 0); 
one has (5g =  0 (VA).
The proof of the above Theorem is carried out in Appendix A. The condition (2.26) 
could be easily relaxed into a weaker one. In fact (2.25) requires the solution to be 
quasi-periodic: in term s of the param eters w, b this means th a t they lay inside the lowest 
stability region, so th a t po is real, [7]. Anyway the solution has a  damping factor 
e~^'^ (see (2 .2 2 )), so th a t po could be allowed to have also an imaginary part (smaller 
than  A). As we are not looking for optim al bounds, we have neglected such a feature 
in stating the Theorem; however recall th a t the damping term  destabilizes the motion 
of the inverted pendulum  with respect to the undamped case (cf. L e ib e r  AND R isk e n  
[56]).
Using th a t oo(ç) ~  1 — g^ / 2  for q small enough, for A =  0 the condition (2.26), if 
b/^ < 0.450 so th a t min{6i(26/£), 0} =  0, reads as 2g£ < which is the condition 
found by the averaging m ethod (see P er c iv a l  a n d  R ic h a r d s  [6 8 ], Ch. 9; compare 
also [1 ], formula (2 .1 ), for a single pendulum ).
The analytical result stated  by the Theorem can also be checked using a computer 
animation. To accomplish this, we have created a Maple program which numerically 
integrate the equation of motion (2.8), w ith param eters values b =  0.35, ^ =  1, w =  10 
and g = 1. For the purpose of the illustration we chose a large value of the dissipative 
param eter, 7  =  0.99: such a value enables us to achieve the Figure 2.15, with initial 
conditions (0,0) =  (2.7,0), w ithin 56 time-steps. As we expect, due to dissipation, the 
oscillation of the pendulum  and the initial phase point term inates at (vr, 0 ), which is the 
fixed point; however the pendulum  is still moving up and down because there is some 
energy left due to the forcing. A second order symplectic integration routine was used.
We note also the theorem  above (more exactly the convergence of the series (2.25) and 
the definition of the change of variables (2 .1 1 )) implies th a t the solutions 0 (t), with 
initial conditions inside the basin of a ttraction  of ( 0 , 0 )  =  ( t t , 0 ) converge to such point 
exponentially, at a rate  which, in term s of (2.9) reads as A. The numerical com putation 
of the largest Lyapunov exponent A for the upward state, at the fixed values of the 
param eters, gives the value A, in excellent agreement with the results found analtycally.
In  our analytical estimates no optim ality has been looked for. Note th a t our bounds 
work for any kind of perturbation  with respect to the linear case, (we simply show in the 
Appendix A th a t the nonlinear term s do not worsen the conditions of stability holding in
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Figure 2.15: An illustation of the effect of dissipation in the vertically driven pendulum  
using a computer animation. Each pendulum  is equivalent to 1 time-step. The dot in 
each picture corresponds to the position of the  phase point of the orbit (the phase plane 
coincides with the plane of the pendulum ).
the linear case), so they do not distinguish between an interaction cos 0  (as the vertically 
driven pendulum  yields) and, for instance, an interaction cosh 0 : of course in the first 
case a larger basin of a ttraction  is expected. Note also th a t we explicitly use the parity 
of the perturbation in order to obtain an expansion in powers of e =  (see Appendix 
A) : however this is not at all an essential feature, and the analysis can be easily adapted 
to any kind of analytic perturbation  (simply expanding directly in powers of S). I t would 
be interesting to try  to take advantage of the exact form of the interaction in order to 
improve the bounds: as a  m atter of fact the nonlinear terms could even improve such 
conditions, and this is what is likely to  happen physically. For the reason explained above 
the bounds of the stability regions (in phase space) are far worse than  the experimentally 
observable ones (cf. A c h e so n  a n d  M ullin  [4]).
The bound on the diam eter of the basin of attraction given by the Theorem is not
2.7 CONCLUDING R E M A R K S  26
uniform in A (it shrinks to zero for A - 4  0). On the other hand, in absence of friction, the 
equilibrium position ( tt, 0) is expected to be stable for w  large enough, see §2.2. W ithin 
the linear approxim ation a bound of the stability region in the plane (a, q) is given in 
[1]. If one also wants to  take into account the  nonlinear terms, one can use KAM type 
arguments to rigorously prove the stability for the undamped pendulum  [1 2 ].
In the absence of friction no stability is in general expected in the case of more than  one 
pendulum. The existence of KAM tori (which could be easily proved also in such a case) 
is no more sufficient to prevent ArnoVd diffusion. Anyway one could probably prove 
stability on long times (of Nekhoroshev type), for instance by following the m ethods in 
(G uzzo , Fa sso  a n d  B e n e t t in  [40]).
2 .7 C oncluding R em arks
In this chapter we investigated a planar pendulum  with param etric vertical time-periodic 
forcing. Analytical and numerical techniques were employed to analyse the various dy­
namical features of the system.
First we studied the linearised system, described by M athieu’s equation. We have shown 
numerically th a t the solutions of the linearised system, for various values of the param et­
ers a  and P near the two equilibrium states can be either stable or unstable in accordance 
with the well known theory of M athieu’s equation.
Then the attractors and their associated basins of attraction were computed for the 
upward and downward state  of the pendulum . We found th a t for those values of the 
param eters such th a t the two equilibrium states are stable, there is a coexistence of four 
different attractors for the downward state  and three different attractors for the upward 
state of the pendulum. Depending on the initial conditions, trajectories converge towards 
one of these attractors.
Additionally, we showed numerically th a t these are the only attractors for the downward 
and upward position of the pendulum . These results are very im portant and significantly 
contribute towards having a more complete picture of the dynamics of this system.
Furthermore Poincaré sections, phase portra its  and sensitivity to initial condiltions 
provide information about the dynamics of the pendulum  for specific values of the para­
meters O', P and Ô. We found tha t depending on the values of a  and P the pendulum  can 
show an oscillatory behaviour or an even more complicated time evolution, characterized
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by the existence of strange attractors. We have strengthened this scenario by computing 
the Lyapunov exponents, which they tu rn  out to be positive as they should.
Finally, an analytical proof of asymptotic stability was developed; we have rigorously 
shown th a t in the presence of small dissipation, the upward equilibrium position becomes 
asymptotically stable. This result is in excellent agreement w ith numerical computations, 
advanced visualization techniques and real experiments [4].
K A M  Theorem  and S tabili ty  o f  the 
U p s id e -D o w n  P endu lu m
3.1 In troduction
3.1 .1  T he S ta te  o f  th e  A rt
The upside-down pendulum  w ith the support point oscillating w ith a frequency w large 
enough has been extensively studied in literature as a simple model exhibiting a quite 
nontrivial behaviour; see (B a r t u c g e l l i, G e n t il e  a n d  G e o r g io u  [11]) and the refer­
ences quoted therein.
The stability of the upside-down position can be proven by the averaging method (see for 
instance PERCIVAL AND R ic h a r d s  [6 8 ], C h . 9): the result is th a t if the support point 
oscillates fast enough then the upward position becomes stable. However such a kind of 
analysis is not completely rigorous both  because no explicit control on the corrections 
term s can be obtained, and because it can lead to incorrect results, as has already been 
pointed out in (BLACKBURN, S m ith  a n d  J e n s e n  [13]). In fact the averaging approach 
can be followed also for studying the stability of the downward position, and the result 
one finds in doing so is th a t such a position is always stable provided tha t u  is large 
enough to make it possible to apply the averaging, say w > wi, for some a»i, a result 
obviously unacceptable, as by varying w above wi one can lose also the linear stability 
(as it follows from M athieu’s equation theory).
A  rigorous proof has been given for the linearized system in (A c h e so n  [1]), where 
also the case of several pendula has been considered. In the latter case the linearized 
system can be w ritten (by a diagonalization procedure) as a system of several un-coupled 
M athieu’s equations. So both  for a single pendulum  and for more than  one pendulum, 
the theory of M athieu’s equation applies. In particular for a single pendulum  the physical 
param eters describing the system have to be such th a t the param eters (a, q) appearing in 
M athieu’s equation x -f (o -f 2ç cos 2 r)x  =  0 lay inside the stability region corresponding
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to negative values of a (see A c h e s o n  [1 ]): if the amplitude of the oscillation of the 
support point is small enough (with respect to the length of the pendulum ), then one 
has stability if the frequency cu is large enough above a threshold value wg, and the same 
value predicted by the averaging m ethod is found for wg.
3 .1 .2  S ta b ility  and  K A M  T h eory
W hat is missing in the literature is a rigorous discussion of the full system (not only 
the linearized one). In this chapter we achieve such a task, by studying the full sys­
tem  by means of the pertu rbation  theory techniques. As the linearized system can be 
w ritten as a two-dimensional integrable Hamiltonian system, the full system becomes a 
perturbation  of an integrable system: so KAM theory applies. Then we can prove th a t a 
large quantity of invariant tori persist under the perturbations, and the nearer the initial 
da ta  (0 (0 ) , 0 (0 )) are to the upside-down position (?r,0 ) the nearer the curves obtained 
by projection of the tori on the pendulum  phase space (0 , 0 ) are to such a position: this 
proves the stability of the upside-down position for the pendulum.
Note th a t in applying the above argument it is a fundam ental fact th a t the system is 
a two-dimensional one, so th a t the  existence of the tori yield a topological obstruction 
for trajectories starting  inside a torus to cross it and move far from it. So such a result 
cannot be used in order to study the stability of the upside-down position in the case 
of more than  one pendulum: as a  m atter of fact, in the latter case, it is even likely th a t 
ArnoFd diffusion can occur and, as a consequence, the position is not stable at all. See 
also comments in (B a r t u c c e l l i , G e n t il e  a n d  G e o r g io u  [11]).
3 .1 .3  C on ten ts
As far as the proof is concerned, in such a note we simply show th a t the system can 
be w ritten in terms of action-angle variables, and gives rise to a  perturbed  isochronous 
system, by referring to (B a r t u c c e l l i , G e n t il e  [10]) for the proof of persistence of 
KAM invariant tori w ithin the framework of the Lindstedt series recently developed in 
literature (see [10] for references) starting  from the pioneering work by E l ia sso n  [30].
In §3.2 we consider preliminarily a very simple model just to illustrate the problem in 
an easier case: it plays the role of a propedeutic problem. Then in §3.3 we introduce 
the model which we are really interested in, and we show how the analysis of [1 0 ] can 
be applied to it. Finally in Appendix B.2 we show how the condition for the oscillation
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frequency of the support point of the pendulum  can be relaxed into a weaker one still 
using the Lindstedt series methods: from a technical point of view Appendix B.2 repres­
ents the main interest of the present note. [Appendix B .l is simply a brief review on the 
canonical change of coordinates leading the Hamiltonian into action-angle variables.]
3 .2 F irst M odel: A  P rop ed eu tic  Exam ple
3 .2 .1  A  S im p le  M o d el
Consider the system described by the non-autonom ous Ham iltonian
Ho = + p^x l)  + fo{xji,xi,t)  (3.1)
where G (0 , 1 ), (yi, xq) G are conjugated variables, and /o is analytic in its arguments 
(in a suitable domain B), is 27r-periodic in t and depends on term s of order a t least 3 
in x i , y i ’. therefore the origin (0 , 0 ) is an elliptic equilibrium point for the motion of the 
variables (x i,y i). Then we can define
(3 . )
w ith £ a small param eter. Then (3.1), divided by becomes
H  = ^ { P l + p ^ q l )  P  f{ p i ,q i , t ,£ )  (3.3)
where f { p i ,q i , t ,£ )  =  f o { y i ,x i , t )  is such th a t f  = 0{e).
By passing to action-angle variables (as far as (g i,p i) is different from (0,0))
f  pi = \/2Ai^cos ai,
qi = ^ / 2 A ^ s in c K i, (3.4)
we can write H  as an autonomous Ham iltonian by introducing an auxiliary variable A 2 
conjugated to a 2 = t, i.e.
H  = M ' A f { o i , A i , e ) , (3.5)
where A  =  ( ^ 1 , ^ 2 ) G and a  = ( a i , 0 :2 ) G are conjugated variables, oj =  ( / i ,  1), • 
denotes the inner product in and /  a function analytic in the variables A i, ck and e, 
in a  domain
{ (A ,a ,e )  : =  1,2, |el <  £i, A% G A}, (3.6)
where A  is an open subset of M \  {0 } (depending on B as well as k and ei) and such 
th a t f  — 0{e). Note th a t the dependence of /  on A± and e is only through the product
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more explicitly, by denoting v  = {^1 , ^ 2 ), one has
00
f { o t ,A i ,e )  =  ^ / p ( a ) A ^ / V “ ,^ (3.7)
p=3
with
/!>(“ ) =  E  (3.8)
a property which one can take advantage of in order to improve the conditions one has 
to impose on w to prove the persistence of invariant tori (see §3.2.3 below and Appendix 
B.2).
We shall explicitly consider also the special case
/ ( a ,  A i,e ) =  B(q;i, A i,e) cos 0 2 , (3.9)
i.e. /o (y i ,x i ,t )  =  Bo(yi, x’l) cost in (3.1), so th a t the coefficients f-p{cx) in (3.7) can be 
w ritten as
/p (« )  ^  (3.10)
\ u i \ < p  V>2 = ± 1  | Z / | < p + l
where in the last formula one puts fp^u =  0  whenever u  is not of the form u  — (i/i, ± 1 ), 
w ith I (/I I < p.
The system (3.1) represents two harmonic oscillators interacting through a potential 
depending only on the angles and on the action variables A\:  the la tte r condition, in
particular, implies th a t one oscillator is simply a clock, i.e. it rotates w ith fixed frequency.
The corresponding equations of motion are
à i  = f.1 F  Oa J ,
V À 2 — 1
SO th a t one sees th a t 0 : 2  (i) =  t.
3 .2 .2  S ta b ility  o f  th e  O rigin
We want to study the persistence of tori near the origin. Note tha t, for any value of A, 
the origin is recovered by setting 6  =  0 (see (3 .2 )). On the other hand for 6  =  0 the 
scaled Ham iltonian (3.5) reduces to w • A , so th a t it admits invariant tori for any value
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Ao =  (Aoi, A0 2 ) of the action variables A , all run w ith the same rotation vector w: such 
tori are defined by
T  =  {« (t) =  w£, A (t) =  A q}, (3.12)
where w is fixed and A q G
Note th a t the Ham iltonian (3.5) is of the form considered in B a r t u c c e l l i, G e n t il e
[10], so th a t we can apply the theorem  1.4 of [10]. Then suppose w =  (^, 1) to be
Diophantine w ith Diophantine constants C  >  0 and r  > 1, i.e.
|w - f/| >  C Vi/ G \  {0} : (3.13)
by the theorem 1.4 of [10] we know th a t there exist two functions h ('0 , A , 6 ,y;o) and 
H('0, A, 6 , )Uo), called the conjugating functions,  analytic in their first three arguments 
in a domain
-  { (A ,o :,6 ) : |Ai -  Aoi| <  / ,  \^a j \  < k' , j  = 1,2, |6 | <  eg}, (3.14)
for some p' G (0 ,p ), k' G (0,k) and 0 < eg <  £ 1  small enough, and vanishing for e =  0, 
such tha t the following holds: fixed any value Ag for which B^(Ag) C A  for some p > 0, 
it is possible to  find arbitrarily  near to p  a, value po with wg =  {po, 1) Diophantine with 
Diophantine constants Cg =  hC and r ,  for some constant h, and, correspondingly, a  value 
£ =  £* with |£*| <  £g, such tha t
f  Ot{t) =  W g£ +  h ( w g £ ,  Ag, £*, ^ ig ) ,  . .
\  A(£) =  Ag +  H(wg£, Ag, £*,/.tg)
is a solution of the equations of motion (3.11). As the value of £ =  £* is such th a t 
difference between p  and p^ is 0 (£), see [1 0 ], the closer p^ is to p, the smaller is the 
value of £, i.e.,  by (3.2), the closer is the motion to  the origin.
Note tha t (3.15) defines an invariant torus T  run with rotation vector wg. The projection 
of such a torus on the plane (x i,y i)  gives a  closed curve C w ith distance of order 0(e)  
from the origin: in fact in (3.15) one has |Ai(£) — Agi| =  0 (e), by analyticity, while we 
can talce Agi =  0 (1 ) (in e).
In the original variables, along the motion corresponding to the considered torus T ,  one 
has
x l  +  y l  =  0 { e %  (3.16)
in the sense that, for initial da ta  (x i( 0 ) ,y i( 0 )) w ith Xi(0 ) 4 - ^i(O) =  e^, one has |xf(£) 4 - 
yi{t) — £^| < Oe^, for some constant O; in particular for e small enough along the motion
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one has A \  (£) ^  0 , so th a t the trajectory never cross the origin (which can be outside the 
analyticity domain of the conjugating functions). So we have a closed curve surrounding 
the origin and which can be made arbitrarily  near to it. As all trajectories starting from 
initial da ta  contained inside the torus described by (3.15) have to  rem ain inside, we have 
th a t the projections of them  onto the plane (x i,y i)  have to  rem ain inside the closed 
curve C. Therefore we obtain the stability of the origin for the motion of the variables
3 .2 .3  E x ten sio n  to  V ectors  S a tisfy in g  on ly  a N o n —R eso n a n ce  C ond i­
tion .
Note th a t the theorem 1.4 of B a r t u c c e l l i a n d  G e n t il e  [10] requires w to be Di­
ophantine. As it is well known (see for instance H o f e r  AND Z e h n d e r  [46]) such a 
condition is not necessary and in fact it can be relaxed (by using th a t the perturbation 
depends on A  and e in a precise way, see (3.7)4-(3.10)): such extension of the proof 
is discussed in Appendix B .2 , w ithin the formalism introduced in [10], and gives the 
following result.
Given the Hamiltonian (3.1), if w =  (/i, 1) verifies the non-resonance condition
|w • I'l 7  ^ 0 e  { v  = (i^i,i^2 ) € : |f/i| <  3}, (3.17)
then the equilibrium position (0 , 0 ) for the motion of the variables (x i,y i)  is stable, i.e. 
for any e >  0  there exists 5 >  0  such th a t for all initial data  (x i( 0 ), y i( 0 )) verifying
4 ( 0 ) + ! / i ( 0 ) < 5 " ,  (3.18)
one has
^ l { i ) n l { t )  < , (3.19)
for all £ G M. The stability follows from the existence of KAM invariant tori corresponding 
to  rotation vectors wg =  (/.tg, 1 ) which can be made arbitrarily close to w and verify some 
suitable Diophantine condition (see Appendix B.2 for details).
3.3 Second M odel: T he V ertically  D riven  P endulum
3.3 .1  T h e U p s id e -D o w n  P en d u lu m
Consider a pendulum  w ith point of support P  = (xp ,y p )  oscillating in the vertical 
direction with the law yp { t )  =  bcoswt  (and xp{ t )  = 0). The system is described by the
3.3 THE V E R T IC A L L Y  D R IV E N  PENDULUM  34
Lagrangian (see, for instance La n d a u  a n d  L ifsh itz  [55] or P er c iv a l  a n d  R ic h a r d s  
[681)
1  • d 0Co — - m i ^ 6^ A-mgi {cos 9 + 1) ~  m£b(jj^ {cos 0 + 1) cos cat, 0 =  — , (3.20)
which, by the change of variable
0(£) =  7T +  x (r) , T — üJtj2, (3.21)
can be w ritten as
— m gl (cos x  — 1) +  m£bu^ (cos x  -  1) cos 2r, x  =  ^ .  (3.22)
Note th a t w ith respect to BARTUCCELLI, GENTILE AND GEORGIOU [11] we have added 
to £o a to ta l derivative (which does not change the equations of m otion).
The corresponding (non-autonomous) Hamiltonian is
2tFH q =  +  {mgi — mUbuP' cos 2r) (cos x \  — 1 ) ,  (3.23)
where x \  = x  and yi is the m omentum conjugated to x%. Again we are interested in 
the stability of the position (0 , 0 ) =  ( t t ,  0 ), i.e. (x ,x )  =  (0 , 0 ), for oj large enough (see 
P e r c i c a l ,  R ic h a r d s  [6 8 ] and A c h e s o n  [1]), so that we can define
yi = Spi,
Xi -  Sqi, (3.24)
and write (3.23), divided by 6^, as
^  ^  cos 2 r )  &
OO .
+  (m gl -  m£bu^ cos 2 r) X . (~~ 1 (3.25)
p ~ 2  ^
where the last sum is obtained by Taylor expanding the cosine function and disappears 
for (5 =  0 .
As in §3.2.1 we can consider the autonomous Hamiltonian
H  = —^  2  T  ^ 2  ~  {mg£ — Tniboj^ cos 2 0 :2 ) ^
00  .
4- {xngl-m£boj^ cos 2 a 2 ) ^ ^ { - l Y j ^ - ÿ q l ^ ô ^ ^ ^ ~ ^ \  (3.26)
with (L2 , 0 =2 ) conjugated variables.
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By a (canonical) rescaling
2  V  ,Pi ■ ■. . . . . . . . . . , q-[ - >    qi, (3.27)V m P o P  
we can put (3.26) into the form
H  = ^  +  / 2 + ( - ^ + y C O S 2 « 2 ) |
where, for notational simplicity, we still denote by (p i,g i) the new variables.
Let us consider the Ham iltonian obtained from (3.26) by putting <5 =  0: one easily 
realizes th a t the corresponding equation for a;i is M athieu’s equation
gi +  (a +  2ç cos 2r) =  0 (3.29)
so th a t the solution is of the form
g i(r)  =  p R e u i(r ) , Ui (r) =  (t) , (3.30)
for some p (and for a  particular choice of the initial phase) and w ith Pq{t ) a periodic 
function of period tt; /i is a  real number in (0,1), for w large enough (see A r s c o t t  [7], 
J o r d a n  a n d  S m it h  [50] a n d  B l a n c h  [15]; see also [11] for the notations and for a 
review of some basic properties of M athieu’s equation which will be used below). In 
(3.30) we can choose p so tha t g^(0) + p f(0 )  =  1 (i.e. a;^(0) 4 - Pi(0) =  0(<5^)).
It is possible to pass to action-angle variables through a canonical transform ation
(pi, ^2 , ?i, 0 :2 ) (A, (x) =  (Ai, A2 , 0 :1 , 0 :2 ), (3.31)
see G a l l a v o t t i  [32] and C h i e r c h i a  [23] (see also Appendix B .l below), with 0 : 2  the
same in both  sides. Then the Ham iltonian (3.28) at <5 =  0 becomes
H  = cj ’ A ,  w =  (/i, 1), (3.32)
which is an isochronous Hamiltonian, while the perturbation
0 0  .
{mgl -  cos 2 0 :2 ) y ^ ( - l ) ^ (3.33)
p=2 '
in (3.28) can be w ritten in terms of the variables (A, a ) ,  and gives a function analytic 
in its arguments (in a suitable dom ain). By setting 5  ^ =  e and defining
G{a2) = {mgl — c,o^2a2) ~  ^  0 ,^2 (3.34)
k 2 |<l
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the Hamiltonian (3.28) becomes
Lr =  • A  + / ( a ,  A i , e ) ,  (3.35)
where (see Appendix B .l)
oo oo
/ ( a ,A i ,£ )  =  Y. E  E  (3.36)
p= 2  p= 2  |i/i|<2 p«^ 2 €Z |i/2 |<l
with
^ p (a , Ai) =  G (a 2 )F p(a , A i), (3.37)
where the functions JPp(a, Ai) are analytic in (a , A i) uniformly for all p.
3 .3 .2  K A M  R esu lts
Then we can reason as in the previous section, and the same results follow. In particular 
for the motion in the plane (0 , 0 ), the equilibrium position (0 , 0 ) =  (0 , 0 ) is stable (in
the same sense as in §3.2.2). As for the model studied in §3.2, also for the upside-down
pendulum  we can relax the condition on the ro tation vector w; see Appendix B.2.7 below.
C om puting  Global Orbits  o f  the Forced 
Spherical P endu lu m
4 .1 In trodu ction
The spherical pendiihim  is a model for a range of physical phenoinema, and is a funda­
m ental model for mechanical systems w ith a circular symmetry. The spherical pendulum  
is integrable, and a comprehensive treatm ent can be found in CuSHMAN & BATES [24]. 
The forced spherical pendulum  is not in general integrable, and it has been known for 
some tim e th a t the motion can be quite complicated, and its dynamics has been charac­
terized as chaotic in a  num ber of studies. The irregular motion of the spherical pendulm n 
seems to have features which are distinctly more complicated th an  the motion of a forced 
planar pendulum. Because of the  presence of a continuous symmetry, the forced spherical 
pendulum  is also of interest as a  model for the study of symmetric chaos.
In the first systematic study of the  dynamics of the forced spherical pendulum . M i l e s  [62] 
showed th a t the weakly nonlinear motion could be highly irregular. The spherical pen­
dulum  in this case was a model for the sloshing of fluid in a partially-filled cylindrical 
container, m otivated by aerospace applications (cf. M i l e s  [64]). Revisiting this problem 
with the tools of m odern dynamical systems. M i l e s  [63], studied the weakly-nonlinear 
normalized equations and showed th a t the irregular behaviour was associated with a 
positive Lyapunov exponent, a widely agreed signature of chaos. Experim ental evidence 
( T r i t t o n  [80]), and further numerical studies of Miles’ model equations ( T r i t t o n  &  
G r o v e s  [81]) support the evidence for complex chaotic behaviour. However, all the 
above theoretical studies were based on approximate model equations which are valid 
only in a small neighborhood of the stable equilibrium position.
B r y a n t  [20] extended this work to finite-amplitude dynamics of the forced spherical 
pendulum , and identified param eter regions where the motion is chaotic. However, the 
sphere was approximated by the lower hemisphere, and therefore all orbits are restricted 
to  lie below the equator. A s t o n  [8 ] also studies finite-amplitude dynamics, using a com­
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bination of numerical and bifurcation techniques. The concept of blow-out bifurcation 
is used to give a more precise characterization of the chaos by finding a bifurcation of 
chaotic planar states to chaotic non-planar states. However, all the analysis is carried 
out on a single coordinate chart for the sphere, based on spherical coordinates, which is 
not regular at all points of the sphere.
In  this chapter, we formulate and analyze the spherical pendulum  as a constrained dy­
namical system. The ambient phase space is Euclidean six-dimensional space, with the 
spherical pendulum  dynamics associated w ith a four-dimensional submanifold: the tan ­
gent bundle of the sphere. In this setting there is no restriction on orbits: they can freely 
explore any point on the “globe” .
Let a?o(i) G be the specified position of the origin, and let q{t) = {qi{t).,q2 {t)^qz{t)) be 
coordinates for the position of the pendulum  mass, relative to the position of the origin. 
As a constrained dynamical system, the governing equations for the spherical pendulum  
take the simple form
q — ~ p  and p  = ~m xo{t)  -  m g e 2 -  qX{t) , (4.1)
where m  is the pendulum  mass, g is the gravitational constant, and X{t) is a  Lagrange 
multiplier associated with the constraint q ' q  =  The difficulty with solving this 
equation is the required coupling w ith the sphere constraint, and the hidden constraint, 
p  • q = 0. Therefore the complete system is (4.1) with the tangent bundle constraints.
In this chapter we will concentrate on developing a numerical framework for solving these 
equations. The central difficulty is the preservation of the constraints numerically. Here 
we will use the S h a k e - R a t t l e  algorithm  which was originally proposed for molecular 
dynamics simulations ( A n d e r s o n  [5]), and then later found to have im portant geometric 
properties ( L e im k u h le r  & 8 KEEL [57]). In particular, the m ethod is symplectic, and 
can preserve the constraint manifold to machine accuracy.
In Figure 4.1, an example of the range of dynamics th a t can be computed with this 
numerical framework is shown. The figure shows the configuration space of the Poincaré 
section for the forced spherical pendulum  a t a fixed value of the param eters. The position 
of the pendulum  mass on the sphere at t =  n T  where T  is the period of the periodic 
forcing and n  a natural number is shown. It is clear tha t virtually the entire sphere 
is explored by this single orbit, and so param eterizing only part of the sphere or using 
a weakly nonlinear approxim ation would fail to capture the dynamics. Further results, 
illustrating the transition from regular to  irregular behaviour, can be found in §§4.4-4.5.
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Figure 4.1; Configuration space of the Poincaré section for the forced spherical pendulum  
with m =  1, 9  =  1, £ =  1, forcing frequency w =  \/2 , and forcing amplitude e — 0.5 
(details of forcing function and initial da ta  are in §4.4).
The orbit in Figure 4.1 is certainly irregular enough to suspect tha t it might be chaotic, 
and therefore it is natural to compute Lyapunov exponents. Here, we compute the 
Lyapunov exponents by combining linearized S h a k e - R a t t l e  with the symplectic struc­
ture of the flow, to construct a relatively efficient algorithm for computing the largest 
Lyapunov exponent. The results we present here are the first numerical calculations 
of Lyapunov exponents for the forced spherical pendulum, with no restriction on the 
am plitude or position of the orbit. Our results confirm that the flow in Figure 4.1 has 
a positive Lyapunov exponent, and we give other examples of param eter values with 
positive Lyapunov exponents.
An outline of the chapter is as follows. In §4.2, the precise governing equations are de­
rived, as a constrained Hamiltonian system in # .  In §4.3 the S h a k e -R a t t l e  algorithm 
is applied to the forced spherical pendulum  equations. The two nontrivial basic states of 
the unforced spherical pendulum  are the conical pendulum  solutions, and the planar -  
zero momentum -  solutions. Both of these classes of periodic solutions can be deduced 
purely from symmetry properties (cf. MoNTALDi, R o b e r t s  & S te w a r t  [66]). In §4.4 
the effect of forcing on the conical pendulum  orbits is considered. The main tool is the 
Poincaré section, which illustrates the qualitative change of the orbits, as the am plitude 
of the forcing is increased. In §4.5 and §4.6 the planar, and planar drift orbits are con­
sidered with forcing. Here the tools are Poincaré sections and com putation of the largest 
Lyapunov exponent. In §4.6 an algorithm for the Lyapunov exponents for a constrained 
system are developed. The appearance of positive Lyapunov exponents is in excellent 
qualitative agreement with the appearance of irregular orbits in the Poincaré section.
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4 .2 T he Forced Spherical P endulum  as a C onstrained D y ­
nam ical S ystem
A schematic of the system is shown in Figure 4.2. The components of the vector
represent the displacement of the mass m  in the x, y  and % directions respectively, relative 
to the pivot point. The components of q are related by the equation of constraint,
ql + ql + q l =  f .
Xq
m
Figure 4.2: Schematic of the forced spherical pendulum, with the motion of the point of 
support, s, prescribed.
The position of the base point s is specified, and can move in any direction. The 
position of s relative to the fixed origin o is given by some time-dependent vector 
®o(i) =  Typical examples for the motion of s are (a) purely ho­
rizontal periodic motion along the a;-axis of am plitude e and frequency w,
xo(t) =  6  sin(w^), î/o(i) =  0 , ^o(^) =  0  ;
(b) purely vertical periodic motion along the y-axis of am plitude e and frequency w,
Xo{t) =  0 , yQ{i) = e , %o(t) =  0 ;
and (c) spherical quasiperiodic forcing of amplitude £,
xo{t )  =  e s in (w it)  sin(w2^), yo{t) =  e s in (w it)  sin(w2^), ZQ t^) =  Esin(w2^),
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where wi/w 2  is irrational.
The absolute coordinates for the position of the mass m  at tim e t  are x { t )  = 
{ x { t ) , y { t ) , z { t ) )  with
x{ t )  =  xo{t )  +  qi { t )  , y { t )  =  yo{t)  +  q2 { t ) , z { t )  ^  z o { t ) q s { t ) .
The velocity is u{ t )  =  {u{ t ) , v { t ) , i u{ t ) )  with u{ t )  =  x{ t ) .
The Lagrangian for the system is then
q) =  ^ i T L U - u - V { q )  -  X{t) §(g - g -  f  ,
where A, is a Lagrange multiplier representative of the force required to keep the pendu­
lum  mass on the sphere. The function V { q )  represents the potential energy (PE), which 
is considered to be due to gravitational forces only. Taking the x  axis as the level of zero 
potential energy (with PE  negative above the x  axis and positive below), it takes the 
form
V{q) ^  mg  (yo (i) +  9 2 ) =  mg  yo(^) +  0 2  • g ,
where g is the positive gravitational constant, and 6 2  =  (0 ,1 ,0). Substitution of the 
above quantities into the Lagrangian results in
L(g, q)  =  |m (œ o(0  +  Q) ' (®o(^) +  g) ~  m g e 2 ■ xo{ t )  -  m g e 2 • g -  |A (i)(g  - g -  f  ) .
The first variation of L, with fixed endpoints leads to the governing equations
?n(xo +  g +  9 ^ 2 ) +  A g =  0, (4.2)
In term s of the position and linear m omentum vector, p  =  (p i,P 2 ,P 3 ) =  m g , the gov­
erning equations are
^ ~  and p  =  F i t )  -  q  X ( t ) , (4.3)
w ith F { t )  — —mæo(i) — m y 6 2 - In the position-momentum formulation, the initial da ta  
is constrained to  lie on the tangent bundle of the sphere: g g =  f^ and p  ■ q  =  0 . The 
flow of the equations (4.3) is symplectic in the sense that
A dg =  0
where d q  and d p  satisfy the variational equations associated w ith (4.3).
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4 .3 S ym p lectic  C onstraint-P reservin g N um erics: Shake-
R a ttle
The numerical integration of the constrained system is developed in this section. In 
addition to the constraint surface, it is desirable to  preserve the symplectic structure of 
the system.
Symplectic integrators are now well developed (cf. S a n z - S e r n a  & C a l v o  [73]), and 
have the im portant advantage of preserving energy -  when the system is conservative 
-  over very long tim e intervals, up to small fluctuations (cf. R e ic h  [72]), and generally 
have excellent stability properties.
The S h a k e - R a t t l e  algorithm which was developed for natural mechanical systems in 
molecular dynamics is designed precisely to preserve the constraints and the symplectic 
structure [5, 57]. This algorithm is based on an explicit Stormer-Verlet tim e integrator for 
the unconstrained system, which is second-order accurate, coupled with Newton iteration 
to determine the Lagrange multipliers a t each step. This algorithm leads to the following 
discrete approxim ation of the governing equations (4.3) and constraints.
S h a k e - R a t t l e  f o r  t h e  n o n l in e a r  s y s t e m
=  P n  + 2 “  g jx ^ i) (4.4)
h (4.5)~  +
P n + l +  2 ( - ^ “  gn+lA^n) (4.6)
e — g^+i ■ g 7x4-1 (4.7)
0 — g? i+ i ■ Pn+l ' (4.8)
The Lagrange multipliers An and pn are determined by imposing the constraints (4.7) 
and (4.8), respectively. To determine An, substitu te (4.5) into (4.7), using (4.4). The 
result is the following quadratic equation for An,
X/' \ , ^ (p l.n  +  |^ (-F l,n  -  (Zl,?xAn)) V  ■ f  , H P 2,n +  ~  q2,nXn))J -  (^51,„ +  -------------------------------  )  +  -I----------------------m -------------------
, f  , ^(P3,n 4-+  \Q3,n H--------------- m - e (4.9)
THE E F F E C T OF FORCING ON CONICAL PENDULUM  ORBITS  43
This equation could be solved for using the quadratic formula, but it is simpler to 
use iteration based on Newton’s method. Given an initial estimate for A^, denoted by 
A^^ -  for example from the previous time step -  the Newton algorithm, within the n th  
time step is,
A(f+^  ^ =  , i  =  0 ,1 , . . .  . (4.10)
The Lagrange multiplier pn is determined by imposing the constraint (4.8). Substituting 
(4.6) into (4.8) results in a  linear equation for (in-, which is easily solved without any 
iteration,
_ 2(9i,n+lPi,n+^ +  92,n+lP2,n+| +
A l( 9 l ,n + l9 l ,n + l  +  9 2 ,n + l9 2 ,n + l  +  9 3 ,7 i+ l9 3 ,n + l)  
I 9 l,n + l-E i,n -} - l +  92,71+1-^2,71+1 +  9 3 ,n + lE 3 ,n + l  
91,71+191,71+1 +  92,71+192,71+1 +  93,71+193,71+1
In summary, Newton iteration is used first to determine An- W ith  A^, Pn+i and q^+i  are 
determined using (4.4) and (4.5) respectively. Equation (4.11) is then solved explicitly 
for Hn. W ith pn substitu ted  into (4.6), ^ ^ , + 1  can be determined. If the Newton iteration 
is carried to convergence, the tangent bundle of the sphere is preserved at each step to 
machine accuracy.
4 .4 T he Effect o f Forcing on C onical P en du lu m  O rbits
The conical pendulum  orbits are one of the two basic nontrivial solutions of the unforced 
spherical pendulum , and are relative equilibria associated with the circular symmetry 
( M o n t a l d i ,  R o b e r t s  & S t e w a r t  [66]). In the lower hemisphere, they can be char­
acterized as the intersection of the plane q2 = a w ith —i < a < 0  and the sphere. 
Explicitly,
qi{t) = r  cos 0 ( t ) , 9 2 (A) == a ,  qz{t) — r  sin 0(A), (4.12)
with
= \ / P  — , a =  — and 6 {t) — V x t  -{- 6 q .
If we assume that the m omentum  is specified (for example by specifying the initial data), 
then the value of the momentum  determines the value of A. The momentum is
7 =  9391 -  9193 =  “ P391 -  P i93 , (4.13)
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and so, when evaluated on a conical pendulum  solution, I  = — a^)y/X. To illustrate a
conical pendulum  solution, we choose param eter values m  = g = & = 1 and initial data
=  ^V^3, q2 {t) = - ^ ,  q s { t ) ^ 0 .0 , p i(t)  =  0 .0 , P2 ( i ) = 0 .0 , P3 {t) = \ / ÿ 2 .
(4.14)
These param eter values are associated w ith A =  2.
The conical pendulum  orbits are energy conserving and therefore provide a good test of 
the energy properties of the numerical scheme. In  Figure 4.3 we show the orbit obtained 
from the initial da ta  (4.14), which has to ta l energy E  =  .25. Figure 4.3 (b) shows the 
absolute energy and Figure 4.3 shows the energy error which is of the order of 10” ^°, 
even after 1 0  ^ time steps.
(a) (b) (c)
Figure 4.3: (a) Projection on the plane of the trajectory of a conical pendulum, (b) 
Conservation of Energy, (c) Energy error versus time.
4 .4 .1  P o in ca re  sec tio n  in  th e  con figu ration  space
W hen the spherical pendulum  is forced harmonically, the natural Poincaré section is the 
tangent bundle of the sphere a t t  =  nT , where T  is the period of the harmonic forcing. 
In  this section we illustrate the configuration space of this Poincaré section: for t — n T  
we plot the location on the sphere of the position of the pendulum  mass.
The forcing function is the position of the pivot point of the pendulum  and is specified 
to be xo{t) — {xQ{t),yo{t),ZQ{t)) w ith
a>’o(t) =  0 , yo{t) = e s inuj t , ;%o(^ ) =  0 ,
w ith  u  =  \/2 . The forcing frequency is equal to the frequency of the conical pendulum
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orbit, and the initial d a ta  is chosen to  be on the above conical pendulum  state.
Figure 4.4 shows the resulting orbits for a  range of values of e, the forcing amplitude. 
In Figure 4.4 (a) the am plitude of forcing is zero and the resulting orbit is a  conical 
pendulum  solution. Since the forcing frequency is equal to the frequency of the conical 
pendulum  orbit, the orbit in the Poincaré section is ju st a  point (at the right edge of the 
sphere in the picture). However, when the forcing is turned on the orbit explores more 
of the globe w ith increasing complexity as e increases. In each of the figures, the initial 
da ta  is the same. W hen e > 0.5 the orbit becomes irregular and begins to explore the 
entire sphere.
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(a) e = 0.0 (b) f  =  0.025 (c) e = 0.05
cT '
(d) 6 =  0.1 (e) e = 0.2 (f) e = 0.3
cT '
(g) £ =  0.4 (h) £ =  0.5
■
(i) 1.0
Figure 4.4: Configuration space of the Poincaré sections for forced conical pendululin 
solutions, sampled once per period of the forcing. Gravity points in the negative q2 
direction, and m =  1, w =  \/2, g = 1 , £ — 1. The initial conditions are: qi{t) = ^ \/3 , 
Q2 {t) = - 1 /2 ,  qzit) = 0.0, pi{t) = 0.0, p 2 {t) = 0.0, p 3 {t) = \ /3 /2 . The tim estep is 
h = 0.001410439028, and the number of timesteps is 10' .
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4 .5 Effect o f Forcing on D rift Orbits; P oincaré Sections
The second basic non-trivial sta te  of the unforced spherical pendulum  is the family of 
planar states, which are obtained by setting the angular m omentum  to zero. In Figure 
4.5(a), an example of the unforced planar pendulum  is shown. Because the forcing period 
differs from the natural period, the Poincaré section shows a “line” associated w ith this 
orbit. In the rest of the pictures in Figure 4.5, non-zero m omentum  is added to the 
initial data, resulting in a quasiper iodic drift orbit when e: =  0 , and increasingly complex 
dynamics when the forcing is turned on. The form of the forcing function is the same as 
in §4.4. The largest Lyapunov exponent associated with these orbits will be computed 
in §4.6 .
4.6 C om puting L yapunov E xpon en ts on th e  Tangent Space 
o f th e  Tangent B u n d le  o f th e  Sphere
Lyapunov exponents (LEs) are a qualitative tool for studying the complexity of orbits, 
particularly the exponential divergence of nearby orbits, and are obtained by integrating 
the linearized system. Since the phase space of the constrained system is the tangent 
bundle of the sphere, T 5 |,  we need to integrate the linearized discrete system on the 
tangent space of TS '|.
A straightforward linearization of the  discrete system (4.4-4.8 ) leads to  the following 
system,
S h a k e - R a t t l e  f o r  t h e  l in e a r  s y s t e m
=  dpj, - - {dq^Xn  + QndXn) (4.15)
dQn+i = dq^ + ^ d p ^ ^  (4.16)
dPn+l = dp^_^i -  !^{dq^+^Pn A-qn+ldpn)  (4.17)
0 =  Qn+i ■ dq^+i  (4.18)
0 =  . (4.19)
Let X =  T { T S ‘f).  Then the above linear system is on X C M®. The restriction from E® 
to X is obtained by linearization of the tangent bundle constraints, and the associated
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(a) £ =  0.0 (b) e =  0.0 (c) e =  0.1
(d) 6 =  0.125 (e) £ — 0.126 (f) £ =  0.2
Figure 4.5: Configuration space of the Poincare sections, sampled once per period of the 
forcing, for the forced drift orbits. Gravity point in the negative q2 direction. For the 
Figures (b,c,d,e,f) initial conditions are : q\ = 0.29, <?2 =  -0 .9 , q^ = 0.13, p\ = 0.28, 
P2  =  0.08, P3  =  —1.0. For Figure a, the initial conditions are the same as in Figures 
(b,c,d,e,f) except that p i, pg are set to zero, leading to zero m omentum and a planar 
state. The param eters are ?n =  1, a; =  2, p =  1, / =  1, h =  0.0009973310014, and the 
number of timesteps is 1 0 '.
variations of the Lagrange multipliers and which need to be computed at each 
step. They are computed using a linearized version of S h a k e - R a t t l e .
Since appears in (4.15), we substitu te the expression (4.16) into (4.18). Then, using
(4.15), we obtain.
f  {dXn) — 2çi n+1 f n d" h{dpi^Ti — \h{dXnq\,n + Xndqi^n))m
I o { ^  1 (^^7*2,n -  \h{dXnq2 ,n + Andp2 ,n))+  ^ P2,n+l I ap2 ,n H---------------------------------------------m
, r, f j  , Hdp3,n -  \h{dXnq3,n + Xndqs^ n)) + ^ q3,n+l I a<73,n H---------------------- ----------------------
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This expression is linear in and so it is straightforward in principle to solve explicitly 
for dXn- However, the calculation is lengthy and therefore we use one step of the Newton 
algorithm.
To determine dpn we proceed in a similar way. Substitute the expressions for and
dQn^i  into (4.19). This equation is linear in dpn  and the expression is simple enough to 
solve explicitly for djin^ The resulting expression is then substituted into (4.17).
In summary, given A» and /.%, we first compute dX^ using one step of the
Newton iteration. Substitution of dXn into (4.15) then allows calculation of and
An expression for dpn is explicitly calculated as described above, and then 
^Pn+i is calculated using (4.17). If dXn is calculated so th a t (4.18) is satified to machine 
accuracy, then this numerical scheme preserves the tangent space of the tangent bundle 
of the sphere, to  machine accuracy.
One n-step of the above algorithm can be described abstractly as
Y -  A n Y n  , where Y n  = {dq^, dp^)  e  n  X , (4.20)
w ith Y 0  prescribed and of unit length. It follows from results of [57] th a t the m apping 
A n  is symplectic. An explicit expression for A„ can be given but will not be needed in 
the sequel.
4 .6 .1  A n  A lg o r ith m  for C o m p u tin g  th e  L argest LE
W ith the system in the abstract form (4.20), we are now in a position to apply standard 
results on the largest LE of a discrete dynamical system. Using Lemma 2.2 of DiECi & 
VAN V l e c k  [26], the largest LE is given by
Aoo =  hm  — y ^ lo g  6 ,- . (4.21)n->-oo n J= 0
An expression for hj will be given shortly. There are two ways this expression needs to 
be modified for the calculations. First, it is not necessary to compute this sum at every 
time step. The time step is typically very small because the Stormer-Verlet algorithm 
is explicit, bu t the sum in the definition of the LE may not change much in one step. 
Therefore we typically take K  steps before evaluating the sum. Secondly, to take into 
account th a t the discrete system comes from a flow, we need to add a scale factor
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where A t is the step size (see equation (16) of [34]), and so
1 1 ^=  (4.22)
j=Q
where N  indexes the steps at which the sum is evaluated.
The sequence hj, j  =  1 ,2 , . . . ,  is determined as follows. Let z j  = ||Y j|| and express 
Y  j — QjZj ,  then Qj  has unit length, and Zj satisfies
•2(n+l ~  6 nZfi 5 w ith bn ~  {Qn+lt-^nQn)  ’ (4.23)
where {•, •) is a standard  Euclidean inner product on E®. Given Y we normalize it to
have unit length, denoted by Qj.  Then V =  A j Q ^  and
bj =  (Q j+ i, A j Q j )  = ( j [ y ^ | | | [ , AjQj-) =  ||A;Q^.|{, (4.24)
and so bj = Hy^+iH when Y  j  is normalized to have unit length.
To avoid summing the series in the expression for Ajv at each TV—step, a recursion formula 
can be developed,
= A i Z  = A i  I E  iGg I ■J= 0  \ J = 0  /
and so N  1 1
To illustrate the role of Lyapunov exponents, we compute them  for the param eter values 
associated w ith Figure 4.5 w ith e, the am plitude of forcing, varying. The results are 
given in Table 4.1. In  each case the simulation was run  for 10^ time steps.
The results show excellent qualitative agreement with the Poincaré sections in Figure 
4.5. For 0 <  E <  0.125 the flow in Figure 4.5 appears to be quasiperiodic -  or in 
general regular -  and the associated LEs are almost zero. However, it is apparent in 
Figure 4.5 th a t a transition occurs between e =  0.125 and e =  0.126. W hen e = 0.126, 
the orbits are exploring most of the globe, and the largest LE reflects this complexity 
by becoming positive between e =  0.125 and e =  0.126. Further increase in e shows 
complex dynamics in the Poincaré sections, and the largest LE remains positive and 
increases with increasing e. The positive LE is a good indication th a t the orbits in 
Figure 4.5 are chaotic for e > 0.126.
A similar calculation at the param eter values associated with Figure 4.1, showed th a t 
the largest LE is positive, w ith a  value of Aqo ~  0.030014.
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E Largest Lyapunov exp
0 . 0 1.4655 10"^
0 . 1 1.51907 10-^
0 . 1 2 1.54312 10“ ®
0.125 1.53176 10“ ®
0.126 0.0904216
0.13 0.0937221
0 . 2 0.124655
0.3 0.16336
0.4 0.184631
0.5 0.20834
0 . 6 0.226179
Table 4.1: Computed Lyapunov exponents associated with the results in Figure 4.5 as e 
is varied. The param eters are w =  2.0, m  =  1.0, g =  1.0 and ê = 1.0, w ith initial data  
for the flow qi =  0.29, q2 — —0.9, qs — 0.13, pi  ~  0.28, p2 — 0.08, pa — —1.0. For the 
linearized system random  initial da ta  of unit length is used.
4.7  C oncluding R em arks
One of the two m ain results of this chapter is tha t global orbits of the -  forced or 
unforced -  spherical pendulum  can be computed accurately by integrating in the ambient 
6 -dimensional phase space, and constraining orbits to lie on the submanifold which defines 
the spherical pendulum: the tangent bundle of the sphere. By using the SHAKE-RATTLE 
algorithm, the tangent bundle is preserved to machine accuracy, and therefore numerical 
errors are restricted to  location on the manifold. The second result main result is that 
Lyapunov exponents associated w ith global orbits can be calculated using a variant of 
the S h a k e - R a t t l e  algorithm  for the linearized constrained system.
The natural Poincare section for orbits, when the forcing is T —periodic, is the tangent 
bundle of the sphere a t each T.  We showed that the configuration space of this Poincaré 
section provides interesting qualitative information about orbits, and a change from 
regular to chaotic behaviour was confirmed by the calculation of the largest Lyapunov 
exponent.
Only the undam ped system was considered, bu t it is straightforward to  include damping 
in the numerical framework. Indeed, it is known th a t symplectic m ethods are also ex­
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cellent for systems with uniform contraction, for example, systems with constant linear 
damping, which is a standard  model for damping in mechanical systems.
The orbits of the forced system showed clear evidence of chaotic behaviour. There are 
many open questions about the nature of the chaos in the forced spherical pendulum , 
since evidence suggests th a t it is more dram atic than  in the forced planar pendulum . 
The numerical framework presented in this chapter provides a tool for investigation of 
the qualitative properties of symmetric chaos in this system.
A Transverse Spinn ing Double P endu lu m
5.1 In trodu ction
1 1 1  addition to being interesting dynamical systems, pendulums are a model for a  wide 
range of physical phenomena such as ro tating machinery, coupled satellites, and coupled 
roll-pitch motion in ships, for example. In this chapter a  rotating double pendulum  is 
considered: each pendulum  mass is constrained to oscillate in a different plane -  w ith the 
requirement th a t the two planes be transverse -  and the complete system rotates with 
prescribed constant angular velocity about a  vertical axis. A schematic of the system is 
shown in Figure 5.1. The details of its derivation are given in §5.2.
This double pendulum  is about the simplest mechanical model which can be physic­
ally constructed w ith two degrees of freedom, non-trivial rotary forces, and without 
time-dependent forcing. The presence of rotation gives rise to an interesting range of 
dynamical behaviour. In fact, the emphasis in this chapter will be on an interesting 
codimension-two singularity which appears to be a central organizing feature of the dy­
namics of this class of pendulum s, as well as a  large class of two degree of freedom 
Hamiltonian systems.
The model and governing equations for the spinning coupled pendulum  are derived in 
§5.2. Taking the simplest coupling between the two pendulums, the governing equations 
for the angular displacements 6 i{t) and 0 2 {t) are
(m i  +  7?T,2)^^^1 +  7712^1^2 (^2 COS COS 7  COS 02 ~  9  ^COS 9i COS 7  s i l l  02)
+  7772^1^2 ( —2 0 ^ 2  COS 0i s l l l  7  COS 02 +  02 s i l l  0i s i l l  02 +  Sm  9i COS 02)
-  {mi + m 2 ){^^ I i  sin 0 1  cos 0 i -  gli  sin 0 1 ) — m 2 ^i^2 (^^ cos 0 1  cos 7  s in 0 2 ) =  0 .
(5.1)
and
m 2 ^2 ^ 2  +  m 2 ^i^2 (^i cos 0 1  cos 7  cos 0 2  — 0 1  sin 0 1  cos 7  cos 0 2 )
53
5.1 IN TRO D U C TIO N 54
m i
Figure 5.1: Schematic of the transverse spinning double pendulum.
+  m 2 ^i^2 ( ^ 1  s in 6 i sin $ 2  +  Of cos 9i sin O2 +  2 U6 \ cos d\ s in 7  cos 6 2 ) 
— m 2 ^ 2  sin O2 cos 0 2  +  sin 0 1  cos 7  cos 0 2  — g sin 0 2 ) =  0 . (5.2)
In these equations 7  is the angle between the two planes of motion: 7  =  0  for motion 
in the same plane and 7  =  tt/2  when the planes of motion are orthogonal. This con­
struction extends previous work on orthogonal pendulums with spin of B r i d g e s  [16] and 
B r i d g e s  e t  a l .  [17] and orthogonal and transverse pendulum s with vertical forcing of 
S k e l d o n  [74] and JÀCKEL AND M u l l i n  [49].
A curious and interesting property of this coupled system is th a t the linearization about 
the trivial solution has a  co dimension-two singularity where all four eigenvalues in the 
linearization coalesce a t the origin. This codimension-two singularity occurs for a wide 
range of physically relevant param eter values. However, a  necessary condition is th a t the 
angular rotation be non-zero and the planes of motion be transverse. Codimension-two 
singularities have been studied for forced non-autonomous coupled pendulums, but as far 
as we are aware a codimension-two point has not previously been found for autonomous 
coupled pendulums.
The governing equations, when linearised about the trivial solution, reduce to the fol­
lowing pair of second-order equations:
{mi  +  m 2 ) ^ 1 0 1  -f m 2 h ^ 2  cos 7 0 2  — 2 ^ 7 7 1 2 ^1 ^ 2  s in 7 0 2
- ( m i  + m 2 )^i(n^ -  g / h ) 9 i  -  m 2 ^i^2 ^^  ^cos 7 0 2  =  0 , (5.3)
5.1 IN TRO D U C TIO N 55
Figure 5.2: Position of the  A—roots of A (A) as a function of and 6 2 -
and
cos 7 ^ 1  +  7712^ 2 0 2  +  2 f]?7%2 ^1 ^ 2  s in 7 ^i
—7772^(0^ — ^^2 /^ 1 )^2 — 7772^ 1^ 2^ ^^  COS7 ^ 1  =  0 . (5.4)
By letting 0i(t) =  e^^6 i{t) and 0 2 (^) =  e^^0 2 (^), the characteristic polynomial for A takes 
the form
A(A) =  A^  — ^lA^ +  ^ 2  =  0 , (5.5)
where and J 2  depend on the param eters: mass ratio, length ratio, dimensionless
angular rotation, and transversality angle 7 . Explicit expressions for (5i and Ô2 are 
given in §5.4. Here, the codimension-two singularity of interest is introduced. The
characteristic polynomial is in standard  form for a Hamiltonian system  on , linearized 
about an equilibrium point (the Ham iltonian structure of the double pendulum  will be 
presented in §5.2), and the qualitative location of the roots in the complex A—plane as 
a function of <5i and ^ 2  are shown in Figure 5.2.
The codimension two singularity we are interested in here is the point =  ^ 2  — 0. It is 
the strongest singularity possible in the above characteristic polynomial. In the sequel it 
is shown th a t there is a  surface -  w ith physically realizable values of the param eters -  in 
the four-dimensional param eter space ( 7 7 7 . ,^ ,  il, 7 ) where this codimension-two singularity 
occurs.
This singularity has been observed in several physical systems. It appears in the water-
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wave problem (cf. lOOSS AND KiRCHGASSNER [48], lOOSS [47]), and in the theory of 
twisted elastic rods (see Table 1 of C h a m p n e y s  [22] and references therein). However, 
the only analysis of the nonlinear problem near this singularity is due to lOOSS [47]. In 
[47], the nonlinear normal form is derived assuming the nonlinear differential equation is 
reversible. The normal form in the reversible case is quite complicated; however in [47] 
an analysis of the nonlinear normal form for some wedges around the origin in (^i, 6 2 ) 
plane was given, which indicated already th a t the dynamics of the normal form will be 
quite complicated; for example the truncated normal form is not integrable.
However, w ith the addition of Ham iltonian structure the nonlinear normal form simplifies 
considerably. The general expression for the nonlinear normal form for a Hamiltonian 
system on w ith a symplectic quadruple zero eigenvalue in the linear part, to arbitrary  
bu t finite order, was derived by CuSHMAN AND S a n d e r s  [25]. This theory needs to be 
modifed slightly for the spinning double pendulum  because of the presence of symmetry. 
We then apply this normal form theory to the pendulum  in §5.5, and introduce an al­
gorithm  which computes the five non-trivial coefficients in the cubic part of the nonlinear 
normal form. This constructive algorithm is designed using MAPLE, and the complete 
program is available on the web (cf. G e o r g io u  [37]).
In  addition to being an interesting codimension two point, this point is of interest be­
cause it corresponds to a point of coalescence of two classes of multi-pulse homoclinic 
orbits. Along Branch I in Figure 5.2, the nonlinear problem nearby has a  class of homo­
clinic orbits w ith oscillatory tails as well as attendant multi-pulse homoclinic orbits. 
But along Branch II in Figure 5.2, the nonlinear problem nearby has a  range of homo­
clinic and multi-pulse homoclinic orbits which decay monotonically to zero as it ± 0 0 , 
Aspects of these solutions, including references can be found in the review article of 
C h a m p n e y s  [22]. Globally, numerical results show th a t these two classes can be connec­
ted  in param eter space, bu t in a complicated way (cf. Figure 4 in [22]). Therefore a reas­
onable conjecture is th a t the nonlinear problem near the codimension - 2  point =  (^ 2 =  0  
encodes the global transition between the dynamics near branch I and II.
We will find however th a t the nonlinear normal form near this co dimension-2 point 
is quite complicated -  even when truncated a t cubic order! There are no quadratic 
term s in the normal form due to a  reflection symmetry, but the cubic part has five 
param eters, and in addition there are the two param eters associated with the unfolding 
of the codimension-two point. All indications are th a t the truncated normal form is not 
integrable. In this chapter we will present the canonical cubic truncation of the nonlinear
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norm al form, present an algorithm  for autom atically  com puting the coefficients in the  
nonlinear norm al form, and start the analysis o f th is representative system .
5.2 A Transverse Spinning D oub le P en du lu m
A schem atic of th e pendulum  is show n in  Figure 5 .1. T he m ass m \  is constrained to  lie 
in the plane ?/ =  0 . T he second m ass m2  oscillates in a vertical p lane at an angle 7  from  
the p lane y =  0 . W hen 7  =  0 b o th  pendulum  m asses oscillate in th e sam e vertical plane, 
and when 7  =  7t /2  the two pendulum s oscillate in orthogonal planes.
T he governing equations are deduced by introducing coordinates relative to a rotating  
frame and using a Lagrangian form ulation. T he coordinates o f m ass m j  are denoted by 
{ x j , y j , Z j )  and given by
a;i {t) = h  sin 0 1  { t ) , y i  (f) =  yo (^) ~  h  cos 0 1  ( t ) , %i(t) =  0 ,
and
X2{t)  — x i { t )  +  £2 c o s7 s in 02( i ) , y2{t)  =  y i { t )  -  2^ cos 02( t ) ,
Z2{t) =  z i { t )  +  &2 s in 7 s in 02( t ) ,
where 0% and 02 are angles defined in Figure 5.1 and yo{t)  is som e prescribed vertical 
forcing. T he velocities (wi, w i)  for each pendulum  relative to th e rotating frame are 
then  given by
Uj{t )  =  Xj{ t )  -  0 ,Zj{t) , Vj{t)  =  Xj{ t )  and Wj{t)  =  Zj{t)  +  Q x j { t ) , j  =  1, 2 , 
where is a prescribed constant sp in  rate. T he Lagrangian for th e  system  is then
1  ^
^  ^  9 "  ^102/1 -  'i 2^g y 2 ,
where g is the gravitational constant. S u bstitu tion  o f the velocities and positions leads 
to  th e  following form  for the Lagrangian,
L  = ~ (777.1 +  ^ 2 ) (^101 T  7/q +  2y'o0i^i sin 01 +  fZ^^i sin^ 0 1  — 2yyo +  2y^i cos 0 1 )
+  ^777,2(^2^2 +  02 +  2^1^201^2 cos 01 cos 7  cos 02 — 2^i^2f^0i  COS 0i s iii7 s in 0 2
4- 2ÿo^202 sin 02 4- 2^1^201^2 sin  01 sin 02 4- 2^i^2^02 sin  01 sin  7  cos 02 4- 2g 2^ cos 02 4- 
20^ £1^2 sin  01 cos 7  sin  02).
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The coupled equations of motion for Oi and 6 2  are then given in equations (5.1,5.2) in 
the introduction.
However to analyze the system it is easier to  work in a  Ham iltonian formulation. Intro­
duce new coordinates æi =  Oi and X2 =  0 2 , then defining m omenta coordinates via
dL  ,  dL
the Ham iltonian formulation is constructed via Legendre transform ation: H  = yiXi  + 
y2 X2 — L. The system is made dimensionless by choosing the tim e scale to be \ / h / g  and 
introducing the dimensionless param eters
m amd =m i -f  m 2 £2 £1
For the normal form analysis in the sequel, we will need the Ham iltonian function only
up to fourth order, and expanding H  in the neighbourhood of the trivial equilibrium 
point X  = y = 0 leads to
H {x ,y )  = H 2 {x,y) + H 4 {x,y)  H ,
w ith
, . 1777. o 777.£ COS 7  1 £^  g mb bmi .H 2 {x,y) = - — y l ---------------- 0 1 0 2  +  0 2  H------ 0 1 % -------- 0 2 3 : 1 -H------- cos7 (0 ia;i^  CL CL Cb CL CL CL
1 . _  bH^ , 2023:2)  4 -  -  1) 4 -  —^ ) ^ 1  +  -  l ) £ ^ f ^ ^  C O S7 3 :1 3 :2
+  777.(f2^  — £) 4 — — )3 :2  , (5.6)
and
H4{x, y) = 01 ( « 13:?  4* 02X4X2 + a^xl) 4 -  02( ^ 43:1 4 -  05X4X2 4 -  05X2)
4 -  0 1 0 2 ( « 73:1 4 -  OSX4X2 4 -  090:2) 4 -  01 (« 1 0 3 :1  4 -  « i i 3 : ? o : 2  4 -  « i2 3 : i o : ?  4 -  « 133:2)
4 -  02(« 1 4 3 :?  4 -  « 153:13:2 4 -  04QX4X2 4 -  « 173:2) 4 -  « i s s : ?  4 -  « 193:10:2 4 -  « 203:10:?
4 -  024X4X2 4 -  « 2 2 3 :?  (5.7)
where the coefficients « 1 , . . .  , « 2 2  are given in Appendix C .l.
5.3 L inearization and th e  Sym plectic Q uadruple Zero Ei­
genvalue
In this section we consider the  linearization about an arbitrary  equilibrium point of a 
Ham iltonian system on and identify the  co dimension-two singularity associated with 
the coalescence of four zero eigenvalues.
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Consider a Ham iltonian system in standard  form on , linearized about an equilibrium 
point
Z t ~ L z ,  w ith L  =  J M , 2  e  , (5.8)
where M  is a symmetric m atrix and J  = (  ^  ^  ) w ith J 2  =  f  J  ^ VV — 1 2  b y  V U i  y
The eigenvalues of L  are the roots of the polynomial
A(A) =  det[AI -  i ]  =  A^  -  5i \^  +  6 2 .
The roots of this polynomial are plotted as functions of <5i and 6 2  in Figure 5.2. We are
interested in the strongest singularity where =  ^ 2  =  0. Assuming there is no further
degeneracy in the linearized problem, this singularity corresponds to  a zero of algebraic 
multiplicity four and geometric multiplicity 1. In this case there exists an eigenvector 
and three generalized eigenvectors ^2 > • • • , ^ 4  satisfying
L^ i  — 0 , L ^ 2  =  & , L^s = ^ 2  , and L ^ 4  =  ^ 3  • (5.9)
Using the decomposition of L  in (5.8), these equations can also be w ritten
=  A f ^ 3  =  —J ^ 2 , and . (5.10)
Using these eigenvectors, the system (5.8) can be transformed to linear W illiamson nor­
mal form. Let T  be a 4 x 4 m atrix whose columns are defined using the vectors ^1 , . . . ,  ^ 4  
(the precise specification of the columns will be given below), and define a new variable 
z  = T w  and substitu te into (5.8). The linear system satisfied by w  is then
w t = = T ~ ^ L T w ,  w (5.11)
However, this equation is not Ham iltonian in general unless T  is a symplectic matrix; 
th a t is, T  is required to satisfy T ^ J T  =  J .  Let
£ = Cl{^i,^4 ) ,  where ^l{u,v) = { J u , v ) , (5.12)
and (• , •) is the standard inner product on , and scale (^ 1 and 1^4 so th a t the m agnitude 
of e is 1. Then e =  ±1 is a symplectic invariant (cf. W il l ia m s o n  [82]). W ith this 
definition for 6 , it is straightforward to  verify th a t the following form for T  is symplectic,
T - [ - 5 ( 4 |  - 6 ] : - [ T i | T 2 | T 3 | T 4 ] .  (5.13)
We will carry out this construction explicitly in §5.4. Using this form for T  and the 
properties (5.9) it follows th a t the W illiamson normal form for the linearization is
L  = T ~ ^ L T  =
0 0 0 0
1 0  0 0 
0 0 0 - 1
0 £  0 0
(5.14)
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ill which case (5.11) reduces to w t  = L w .
The adjoint eigenvectors associated with (5.9) are defined by
1 ^ ^ 7 7 4  =  0 , i ^ ? 7 3  =  774 , L ^ i -]2 = m  , and ^ ^ 7 7 1  =  772 . (5.15)
The special form for L  and the natural norm alisation given in (5.12) lead to the following
relations between the eigenvectors and the adjoint eigenvectors :
?7i =  eJ^4 , m  =  - e J ^ 3  , 773 =  e J ^ 2  , and 774 =  - e J ^ i . (5.16)
For the nonlinear normal form calculations, we will need an ordering of the adjoint 
eigenvectors analogous to the columns of T  in (5.13). Therefore define
U  =  [ -6774 I - £ 7 7 3  17 7 1 1 - 7 7 2 ] =  J [ 6  I -  6  I G^ 4  I ] :=  [U i \U 2 \Us \U 4 ]- (5.17)
Then, denoting the columns of C7 by C/i 7  =  1 . . .  4 and the columns of T  by Tj j  = 
1 . . .  4 , these vectors satisfy {Ui ,Tj) — 1 if i = j  and zero otherwise. Moreover, the 
vectors C/î , z =  1 . . .  4 satisfy
U ^ L  = 6 ^ ,  U ^ L  = U ^ ,  U I l  = - U ^ ,  and U j L  = eU'^.  (5.18)
In the next section, we show th a t for an open set in param eter space, the spinning
double pendulum  has the above codimension two singularity in the linearization about 
the trivial state and we construct explicitly the eigenvectors and transform  the system 
to linear normal form.
5.4 T he S ym p lectic  Q uadruple Zero E igenvalue for th e  
Spinning P endu lu m
In this section we show th a t there is a large range of param eters for the spinning trans­
verse double pendulum  where there is a  quadruple zero eigenvalue in the linearization 
about the trivial equilibrium, and we construct the vectors (^ 1 , . . . ,  (^ 4  needed to transform  
the linear part to symplectic W illiamson normal form.
Using H 2 {q,p) in §5.2, the governing equations for the transverse spinning double pen­
dulum  linearized about the trivial equilibrium point take the form
z t  — J 'V H 2 {z) =  L z  , z  =  (a;, y) G .
The eigenvalues of L  satisfy
A(A) =  -|- <52 >
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w ith
and
<5i = 2Q^(1 — m  — m  sin^ 7 ) — 1 ~  £
Ô2 =
1 — cos^ 7  
(1 — m  cos^ 7 ) ^ “* — (1 +  1
1 — m  cos^ 7
T he quadruple zero eigenvalue corresponds to  param eter values where =  62 =  0 . Since 
the denom inator o f <5i  and Ô2 never vanishes, th e condition <5i  =  2^ =  0 corresponds to  
the two equations
^2Q2 — 1 “  771 — m  sin^ 7  and ^  =  1 — ?7z — 3?7z sin^ 7  ,
w ith  the necessary condition  th at
m  < 11 +  3 s im  7
(1 + £ ) 2
Settin g  k =  — —— , these two equations can be com bined to y ield  a biquadratic equation
for sin  7 ,
U
771 X +  (2 7 7 1  — 2 7 7 1  +  S m k ) x  +  (1 — 77i ) ( l  —  771 -  f c )  =  0 , X =  sin 7 .
Since 1 — m  — k < 0  and 1 —  771 > 0 this equation has one positive root, and with the 
restriction th a t 0  <  7  < tt the value of 7  is
1/2
7  =  s iii-1 2 - 2m - 3Æ+  1 ^  8 +  8m )2?71 2771 (5.19)
Solutions of th is equation result in an open  set o f param eter values where a quadruple  
zero root o f equation (5 .5) occurs. F igure 5.3 shows the values o f the param eters m ,k  
where there is a quadruple zero eigenvalue.
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Figure 5.3: Graphical representation of equation (5.19).
Particular values which will be used in the sequel are
m =  -  ,  ^ , which result in 7  =  ^  and Q = 1 .o 2 2
The eigenvectors and generalized eigenvectors satisfy equations (5.9) and (5.10) in §5.3. 
For the transverse spinning pendulum , a straightforward but lengthy calculations leads 
to
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E igen vectors C om p on en ts
W3
V3
ui =  Cl
2 b.It2 — — —Cz
 ^ , lezTUi«3 =  ei ( 2  + J —^
_  ^ , l e 2 TW2W4 -  eaCz + 4 —^
111 =  Kz
OAZ
V2 = C ^Ci 4 ClT
V3 —  C C^z “  (I6 1 C1 +  -7 6 3  Tillr  4
114 =  - 6 6 2 ( 1  +  eiC C^z + 4 6
e i  =  -
6 2  -
(G-%i,Cz)
T(Cl,Cl)
26 (C2 ,C -iC z)
Cl =  et ^ n^e cos 7
(Cl, Cl)
T =  +  m C  — { m  +  P)Q,'^
b =  mCfl sin 7  
£ ~ ~sign(2 6 e2 +  ref)
Cz — —J2 C1
J 2  = 0 1- 1  0
,_i _  / m/?cos7c - i  = mC cos 7  m
a  =  ( mt{£ — n^)|2 6e2 +  ref
1/2
The vectors Ci, C2  € , the 2 x 2  symmetric m atrix C~^ and the param eters 6 , r , a, e, ei
and 6 2  are defined in the above table. The vectors in the table are only defined for 
param eter values on the surface (5.19). For non - degeneracy we require r  0 and 
2 6 6 2  +  re f  7  ^ 0. If r  =  0, the geometric multiplicity of the zero eigenvalue increases to 
two. The m atrix C  is defined by
/ d^ H2 d'^ H2 \  
C  = dpi dpidp 2 d^H 2 d'^H2
\  dp2dpi dpi J
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5.5 T he C ushm an-Sanders N orm al Form  for th e  N onlinear
P rob lem
Given any smooth Ham iltonian system on with standard  symplectic structure and 
w ith the properties th a t
H{0) = V H {0)  = 0,
and M  = D^H{0)  has a  zero eigenvalue with algebraic m ultiplicity four and geometric 
multiplicity one, CuSHMAN AND SANDERS [25] prove tha t the nonlinear system can be 
transformed -  to any finite order truncation -  to the Ham iltonian system
Wt =  J V H { w ) , w  =  (çi ,g2 ,Pi ,P 2 )^  G , (5.20)
where H  has the form
H {w )  = N 2 + F { t i ,T 2 ,T4 ) +  TsG(Ti,T2 ,T4 ) , (5.21)
where
N 2 = qiP2 -  leq l
n  = Pi
T2 = 36Ç2P1 +  2 p 2
T3 =  9 g iP i  +  9Ç2P1P2 +  4ep2
T4  =  %iPi  +  l^qiq2PiP2 -  6 eçip i +  ^eqipl -  ^qlpl  •
where e =  ±1 is defined in §2 (see C ushm an  a n d  SANDERS[25], page 364). If we include 
unfolding param eters, the quadratic part of H {w )  becomes
i ? 2  =  ^ 2  +  +  A^2 T2
=  qiP2 -  | e ^ 2  +  TiPi  +  M2 (3 eg2 Pi +  2 p f ) . (5.22)
In order to apply this theory to the spinning double pendulum , we will need a slight
modification of this normal form. In the original z —coordinates, the pendulum  has a Z 2  
symmetry;
H { R z )  — H { z ) ,  where =  diag[—1, —1, —1, —1].
A consequence of this symm etry is th a t the Taylor expansion of i ï ( z )  does not contain 
any term s of odd degree. Therefore we will require tha t the normalized system preserve 
this symmetry. Since the reflection R  is ju st minus the identity, it is clear that the
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Cushman-Sanders theory goes tlrrough, w ith transform ations th a t commute with the 
action of R .  Therefore the appropriate transform ed system which has the property
H { R w )  = H { w ) ,
is
H{w )  = N 2 + F [ t I , T 2 ,T4 ) + t i t z G { t I , T 2 ,T4 ) , (5.23)
where F (r^ ,T 2 , r 4 ) and G(T^, T2 , T4 ) are smooth functions of their arguments. The quad­
ratic part of the Z 2 —equivariant transform ed system remains the same as in (5.22).
Expanding the transform ed H  up to  terms of degree four and including the two-parameter 
unfolding, the truncated model nonlinear Hamiltonian system in the neighbourhood of 
the equilibrium with a quadruple zero eigenvalue is
wt  = J V H { w ) ,  w =  (9 1 , 9 2 ,Pi ,P 2 )^ G , (5.24)
with
H{w )  = qiP2 -  \ eq l  +  +  P2 T2 +  +  6 2 Ti T2  +  6 3 Tg +  +  6 5 T4  . (5.25)
In the next section, we will present an algorithm for constructing the coefficients 
, . . . ,  6 5 •
5.6 C onstructin g th e  C oefficients in th e  N onlinear N orm al 
Form
In this section we present the constructive algorithm for finding the five coefficients 
6 1 , . . . ,  6 5  in the cubic part of the nonlinear normal form.
Expand the vector field for the spinning double pendulum  in a Taylor series,
Zf =  F z  +  |iV 3 ( z , z , z ) - I   z =  (æ, y) G , (5.26)
with
L z  = J V z H 2 {z) and \ N ^ { z , z , z )  = J V z H 4 { z ) , (5.27)
where 1 ^ 4  is given by (5.7), and in general
Nz{u,  V, w)  = J V z H ^ i z  + e iu  +  6 2 V +  e^w) (5.28)ei =  6 2  =  6 3  =  0 , z  =  0 .
Note th a t since H 4  only involves quartic term s, and we are differentiating three times, it 
is actually unnecessary to substitu te  ei =  6 2  =  6 3  =  0 .
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The transform ed system can also be expanded in a  Taylor series, 
Wt = L w  +  F3 {w) H  w  = (q,p) e  , (5.29)
with L  as defined in equation (5.14) and Fz{w)  is the cubic part of V f f  in (5.25) 
Explicitly,
/  l^e^qlpi  +  l 2 eq2P2 \
24p2£Ç2Pi +  16p2 
0
V -186^pfç2 -  12pi£P2 /
Fs(tü) =  6 i + &2 + 63
+ 64
(  2 Ip\qi  +  1 8 piÇ2 P2  +  4ep| 
9Pi92 +  1 2 piep 2  
-9 p f  
-9PlP2\
\
+  65
(  4pi \  
0 
0
V 0 /
/
(  9pf£92 +  \
4piP2 
0
~3ple J
(  ISQiPi +  I 8 9 1 9 2 P2  -  6£9| ^
I 8 9 1 9 2 P 1  +  24e g i p |  -  6 g | p 2  
-18pfg i -  18pi92P2 -  8 ep |
\  - I 8 9 1 P1 P2  +  18£gfpl +  6 9 2 P2  /
(5.30)
The object of this section is to determine expressions for the coefficients 6 1 , . . . ,  6 5  as 
functions of the coefficients of H 4 {z). Introduce a formal power series transform ation 
between the z  coordinates and the w  coordinates,
z  =  F {w )  = Zi + Z2 + Z3 -h (5.31)
where each Zj is a  homogeneous polynomial function of degree j  in w.  The term  z \  
represents the linear part and is therefore given by
z i  =  T w  , (5.32)
where T  is a  4 x 4 m atrix defined in equation (5.13). Since there are no cubic term s in 
either the original nor transform ed system, the term  Z2 is identically zero. Let Z3 be an 
ai'bitrary cubic vector-valued polynomial function of lo, namely
^3 =  f i q l  +  /291Ç 2 +  h q l p i  +  f 4 q \p 2 +  h q i q 2  +  h q i p i  +  f i q i p l  +  f&ql  +  h é v i
+  / 1 0 Ç2P2 +  f l i q 2Pi  +  / 1 2 9 2 P2 +  f l S P i  +  f l 4 P iP 2  +  f l 5 P l P 2  +  f lGQi q 2Pl
+ / 1 7 Ç1Ç2P2 +  f l 8 P lP 2 qi +  f l 9P lP 2q2  +  f 2 0 P2 , (5.33)
where f j  € R"^  for each j  =  1 , . . . ,  20. Substitu te (5.31) into equation (5.26) to determine 
a  system of equations for the cubic part of the transform ation,
^ Z 3 -  L z s  = ^ N ^ i T w ,  T w ,  T w )  -  T F s { w ) . (5.34)
Now, substituting the expression (5.33) into (5.34) and equating term s proportional to 
like cubic term s in w  results in a system of 2 0  algebraic equations for the vectors f j ,  
j  — 1 , . . .  ,20. This system of algebraic equations is given in Appendix C.2.
*>5 =  7 ; ;^ { {U i ,N s {T i ,T i ,T 3 ) ) - ^ e {U u N s {T 2 ,T 2 ,T 2 ) )  + e{U2 , m { T u T i , T i ) )
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This system is not invertible, which is a conseqence of the fact th a t L  is not invertible.
However, the solvability conditions associated with this system yield explicit expressions 
for the coefficients 6 i , . . . ,  6 5 . The details are given in Appendix C.3 ; we find
6 1  =  ^ { { U i , N i ( T i , T i , T i ) )  + \ (U i ,N ^{T 2 , T i , n ) )
-l£(î7i,iV3(T2.T2,T3)> -  {U2 , N s { T i , n , n ) )
-e(C/4,«3(T2,T3,T3)) -  l { U 4 , N 3 ( n , T 4 , T 4 ) ) }  , (5.35)
6 2  =  ^ { ( % ,  % (T 3 , Z4 , 1 4 )) +  2E(% , % (T2 , 1 -3 , Ts))} , (5.36)
h  = ~ { { U i , N s { T s , T 2 , n ) ) } ,  (5.37)
h  ■= ^ { |(C7i.JV3(T4,T4,T4)) +  (i7i,JV3(Ti,T3,T3)) +  (t/i,Ar3 (T2 ,T 3 ,T 4 ))},
(5.38)
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- § ( % ' % ( % , 7 2 , % ) )  +  (% ,% (T i,T 2 ,r3 ) )  -  (% ,% (T l,r3 ,T 3 ))  
- {U 3 ,m {T 2 ,n ,T 4 ) )  -  |£(C73, JV3(T4 ,T4 ,T4)> +  §£(774, iV3(Î 2 ,T2 , T3))
+ 1{U4,Ns {T2,T4,T4)) -  {U4,N3[Tu T,,T4)) + {Ui ,N3{Ti ,T2,T4))} .
(5.39)
Note th a t the constants 6 i to 6 5  involve the function N 3 and therefore they depend on 
H 4 .
For example, when I =  ^  and ?n =  ^  we find
Full details of a M APLE algorithm which computes 6 1 , . . .  , 6 5  symbolically can be found 
in [37].
5.7 A  M od el for th e  N onlinear D ynam ics N ear th e C odi­
m ension  T w o P oin t
In this section we present the basic model for the behaviour of the nonlinear system for 
fixed values of 6 4 , . . .  , 6 5  w ith the param eters p i and p 2  considered as small unfolding
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P2
Figure 5.4: Eigenvalues of the linearization of the model system as a function of the 
unfolding param eters p i and p 2 -
param eters. The sign of e is not im portant for the dynamics; therefore we set £ =  —1, 
which corresponds to the param eter choices ^ |  and m  =  |  for the pendulum. In
fact representative values of 6 i , . . . ,  6 5  are given in(5.40). The model system of nonlinear 
ODEs is
4 i  =  fJ-iPi -  3/Z292 -  661 ( ~ 3 g 2 p i  +  2^ 2 )9 2  +  2 6 2 P i( - 3 g 2 P i  +  2 p |)  -  3Ô2pf92 +  dügpf
+ 6 4 (1 8 9 1 ^ 1  +  9 g2 P2 )pi +  9 6 4 (9 1 ^ 1  +  9 2 P 1P2  -  IpI) +  6 5 (1 8 9 1 ^ 1  +  I 8 9 1 9 2 P2  +  6g | ) ,
(5.41)
72 =  gi +  4 p2P2 + 8 6 1  ( - 3 9 2 P1 +  2 p l ) p 2 +  4 2^pfp2
+64(992^1 -  12p2)Pi +  65(189192^1 -  24g ip | -  6 g |p 2 ), (5 .42)
Pi =  ~ P 2 ~  9&4pf — 65(1891^1 +  I892P1P2 — 8p|) 5 (5.43)
P2 =  ~Q2 +  3/i2Pl +  661 ( —392P1 +  2p |)p i +  362P1
—9&4pfp2 — 6 5 (1 8 9 1 ^ 1 ^ 2  +  I 8 9 2 P 1 — 6 9 2 P2 ) • (5.44)
The properties of the linearization -  about the origin -  of this system are shown in 
Figure 5,4: for each region in the  p i — (12 plane the qualitative position of the eigenvalues 
in the complex A-plane are shown. However much work remains to be done, to understand 
the properties of the nonlinear system  in each of these regions.
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5.8 C oncluding R em arks
In this chapter, we have introduced a novel spinning double pendulum , which in addi­
tion to being an interesting model for coupled rotating systems, has a codimension-two 
singularity which has received limited attention in the literature previously.
Physically the co dimension-two singularity requires two properties of the pendulum: tha t 
it is rotating, and the planes of motion are transverse. Therefore this property should 
be robust to changes in the design of the pendulum . For example, in the experiments of 
S k e l d o n  & M u l l in  [75] an orthogonal double pendulum  with a joint more conducive 
to experiments was used for studying the dynamics of param etrically forced pendulums. 
W ithout time-dependent forcing, bu t with the addition of rotation, this pendulum  should 
also have the codimension-two singularity found here. This combination could lead to 
the experimental observation of this codimension-two singularity, providing insight into 
the physical ramifications.
For the spinning double pendulum  introduced in §5.2, we have identified the regions 
in physical param eter space where the singularity occurs and constructed the nonlinear 
normal form for the double pendulum  in a neighbourhood of the singularity. We have 
proposed the normal form, truncated  a t th ird  order as a represtative model system for the 
nonlinear problem. This model equation is still quite complicated, bu t some progress has 
been made, bu t much work remains to be done to understand the qualitative dynamics 
of this system.
—  6
Conclusions and Open Problem s
6.1 Sum m ary o f R esu lts
The aim of this thesis was to analyse and investigate four classes of nonlinear pendula. 
The motivation for this work was a desire to understand and determine the fundam ental 
dynamical properties of the four model systems. For this purpose novel variants of 
theoretical and numerical analysis were employed. These results are new and presented 
here for the first time.
First we considered a dam ped planar pendulum  with vertical periodic forcing. A rigorous 
analysis was presented in order to show th a t in the presence of friction, the upward equi­
librium position becomes asymptotically stable. A numerical framework was developed 
to study locally and globally the dynamics of this system. Initially the linearised system 
near the two equilibrium points was considered. The M athieu’s diagram  of this linear 
system was our navigator for the investigation of the nonlinear system. By selecting 
stable regions from the M athieu’s diagram, the dynamics of the pendulum  was studied 
globally.
We found th a t for certain values of the param eters there is a coexistence of three, four 
and five different attractors. These attractors and their associated basin of attraction  
were computed. Furthermore, we proved numerically tha t their union gives the entire 
phase space.
Moreover using Poincaré sections and phase portra its we found th a t depending on the 
param eters values, other more complicated attractors can arise. This was in excellent 
qualitative agreement with an alternative analysis of the system, by computing the largest 
Lyapunov exponent for the same param eters values.
Second, the undam ped planar pendulum  with vertical periodic forcing was considered. 
A rigorous analysis was presented to prove the stability of the upside position for the
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pendulum. This was accomplished by using KAM type arguments. We showed th a t a 
large quantity of invariant tori persist under the perturbations, and the nearer the initial 
da ta  are to the upside-down position the nearer the curves obtained by projecting the 
tori to such a position.
The th ird  system th a t was considered was a forced spherical pendulum  as a constrained 
dynamical system. We developed a numerical framework which allows orbits to explore 
the entire globe. We are the first to give an analysis and formulation of the forced 
spherical pendulum  which is regular a t all points of the sphere. We showed th a t the 
configuration space of the Poincaré section provides interesting qualitative information 
about orbits. A change from regular to  chaotic behaviour was confirmed by the calcu­
lation of the largest Lyapunov exponent using a novel variant of the SHAKE-RATTLE 
algorithm.
The fourth system th a t was considered was a transverse spinning double pendulum. Its 
Lagrangian formulation was developed and the equations of motion were derived. This 
pendulum  model has dynamics th a t is not found in simpler pendulum  models.
Several equilibrium points were observed in the system, out of which the trivial equi­
librium point where 9i — 6 2  = 0 was considered. Linearization was applied about this 
equilibrium and we showed th a t there exists a region of param eter space where the linear 
part has a quadruple zero eigenvalue.
Moreover, the Ham iltonian function of the system was found by using the Maple package 
for all the symbolic calculations. The terms of the vector field associated with this 
Hamiltonian were grouped w ith respect to their order.
Normal form theory was used in the neighborhood of the equilibrium point =  ^ 2  =  0, 
to transform  the linear and nonlinear part of this vector field. The transform ation led 
to a  simpler bu t equivalent form of the Hamiltonian system. This was done to simplify 
the study of the dynamics of this model. We have computed the coefficients of the 
truncated normal form and we showed th a t the dynamics associated with this model is 
quite complex.
6.2 O pen P rob lem s
For the damped pendulum  of particular interest will be the extention of our numerical 
work to the double pendulum  case and more generally to  the N-pendulums case.
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For the spherical pendulum , of particular interest would be an analytical study of all 
possible bifurcations by varying the param eters values. It would be also desirable to 
include some constant linear damping and study the dynamics of this system based on 
our numerical framework. Com putation of all possible attractors and the associated 
basins of attracioii would be very fascinating. Some beautiful results in this direction for 
the planar pendulum  have been recently obtained in chapter 2  of this thesis.
For the transverse spinning double pendulum  it would be very interesting to understand 
the dynamics of this model by using the truncated normal form. As we have pointed 
out, in the codimension two point, there is a coalescence of two classes of multi-pulse 
homoclinic orbits. It would be desirable to  apply some numerical analysis in order to 
understand qualitatively the global transition  between the dynamics near branch I and 
II.
A ■
P r o o f  o f  the Theorem  on the A s y m p to t ic  
Stabili ty  o f  the U pside-D ow n P endu lu m  on page
21
Equation (2.8) can be tackled by using tlie two-tim ing m ethod (see Jordan and Sm ith
[50]) which is suitable for tackling problems where the solution is expected to evolve 
on two different tim e scales, as in our case. B ut the two-timing method, like many 
other methods of classical perturbation  theory, is a formal m ethod with no rigorous 
backing. We wish to  study the asymptotic stability of the upward state in a fully rigorous
way, keeping all the term s in the solution series expansion and proving th a t the series
converges.
We look for solutions of the form
OO
y (r) =  y (r ; £) =  5 ]) ('^) ■ (A .l)
7 1 = 1
Inserting (A .l) into (2.12), we obtain, by equating the term s of the same order in £,
+ /o(T)y^°^ == 0 ,
+ /o(r)y^^^ =  ^e-^^"'y(T)y(^)^ , (A.2)
+  /o (r)  y(^) =  y(°)^y^^) -  ^ e “ ^^^ /(r) y^ °>^  ,
and so on; in general, to order n, one has
+ >  +  /o(r)!/'"> =  r<"'M . (A.3)
where
(A.4)
7 7 1= 1  7 7 1 '= 0
77l'
7 ii> l,. .. ,n ^ ,> l j = l
J»l+..-+n^; =n — m
The term  corresponding to m ' =  1 yields m  = n  and it has to be interpreted as
(AS)
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note th a t for n  =  1 it is the only present (see (A.2 ).
Then the equations (A.3) can be iteratively integrated as
(A.6 )
where - (:;};} :l:{)
is the Wronskian m atrix  of the linear system (2.14), so th a t W (0) =  id and det W (r) =  1.
Introduce the space A4 of functions h\ R —)• C, which admit a formal expansion of the 
form
K r )  =  E
k —9
and define
Note th a t
T d r 'Jo
A4o = {h E Ji4 ; ho.o =  0 }.
^wo'VT-kXr _  2
iojQ ' u — kX
A ojq-u t ' —k \ P
(A.8)
(A.9)
(A.IO)
for all (fv, fc) G X  N.
Given a function h G A4q denote by X{h) the primitive of h in Ado: then, by (A.IO), one 
can see tha t i^wo-i'T—kXr
(A .ll)iojQ ■ 1/ ~  kX
as h G Ado requires to have (i/, A;) 4  (0,0). The space A4 adm its a natural decom­
position into
OO
A4 =  ^  ^  Mu,k^ Q = {ly : iy ^  4  if  uq • i/ — ujq • i/} , (A.12)
t'CQ /b=l
and A4^ -,fc is the space of functions of the form h{r) = , w ith a G C and for
all v' in the same equivalence class of ly. Note tha t Q — Z^ if the components of loq are 
rationally independent. By construction Z: A4u,k'
Define the function w i2 as
W l2 ( z  / )  =  [W2(T)W1 ( / )  -  W i { t ) w 2 { t ' ) ]  = ^  [u i { t ) u 2 { t ' )  -  U 2 ( t ) u i ( t ' ) ]  . (A.13)
One can write explicitly (A.6 ) as
\wiy^"^(o)  + W 2 y W ( 0 )  J (A.14)
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r  (  [ ^ 2 W w i ( / )  -  w i ( T ) w 2 ( / ) ]  F W  ( / )
Jo \  [ ^ 2 (T)wi ( / )  -  m  {r)w 2 (r ') i F(^) (r ')
Choose (for simplicity) initial da ta  such th a t (y(")(0),y(")(0)) =  (0,0): this means tha t 
the  initial datum  remains (y(0; e), y(0; e)) =  (z/^°^(0),y(^)(0)) =  (A, F )  for all s for which 
the solution y(r; a) is defined.
Then (A.14) gives for the first component
y ( » ) ( r )  =  r d r ' w i 2 ( T , T ' ) F ( ’*>(T') = = i ( w i 2 F < " > )  (T) - l ( w i 2 f W )  (0). (A.15)
In particular one has
X  ( ^ w i 2 { T , r ' ) e ~ ' ^ ^ ' ^ ' (err), (A.16)
<7=0,1
for the first order term; see (A.2 ).
By expressing as in (A.15) and developing F^^^ as in (A.4), one obtains an (integral) 
expression of in term s of functions with n' < n. One can iterate the procedure 
until only terms given by (A.16) appear. In such a way one is naturally led to 
represent in terms of tree graphs (or simply trees): we refer to [41] for an introduction 
to the theory of graphs.
We need a formal way of keeping track of all the many term s which will arise when 
the series expansion (A .l) is inserted into (2.12), especially since we wish to keep all the 
terms. G raph theory provides a useful tool for this task which can be regarded essentially 
as a complicated book keeping exercise.
A tree 0 is a partially ordered set of points and lines connecting the points. The partial 
ordering is from right to left and it will be denoted by X. The leftmost point r is called 
the root of the tree, while all the  other points are called nodes and are denoted by labels 
V] by the definition of the order relation one has r y  v for all vertices v. The lines are 
denoted by i; they are all oriented towards the root. If a  line ^ connects a node V2 to 
a  node v\ y  V2 , we shall write £ =  £ ^ 2  and ^ 2  =  ^1 : we say th a t the line enters vi and 
exits V2 i and th a t is the node immediately following V2 . The line £q entering the root 
is called the root line: if we denote by vq the last node of the tree, then £ 0  =  Ivq • The 
first nodes of a  tree, i.e. the nodes which do not follow any other nodes, are called the 
endpoints of the tree. An example of tree is given in Figure A .l. We shall call F(0) the 
set of nodes in 0 and A(^) the set of lines in 0: by construction !V(^)| =  |A(0)|.
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e  = r
v u
Figure A .l: A tree 9 w ith 18 nodes and 8  endpoints.
Given a tree 9 and a node v G V{9)^ the set of nodes w -<v and of lines connecting them  
is still a  tree graph: we call it a  subtree of 9. Its root is the node v' of 9, and its root 
line is the line iy, so th a t we can denote the subtree by 9y, by explicitly assigning its 
last node (so uniquely identifying the root), and say th a t 9y enters v'. By construction 
9 =  9yQ.
If we write as in (2.19) we can expand in (A.4)
2 m + \ — r n '  /   ^ / \
J,(0)2m+l-m' Y , ( m  1 ( « ' i ( t )A )”" . (A .17)
m i = l  '
To each node we associate the labels r u y ,  r r i y i ,  ? r i y 2  and 7 n y 3 ,  which are positive integers 
satisfying the constraint that
I T l y l  ~i~ T T l y 2  T T f l y 3  --  ^ T T l y  T 1. (A.18)
The label ruy is called the order label, while is the branching label: the latter denotes 
the number of lines entering the node u; for instance in Figure A .l one has my^3 = 3, 
7Tiy23 2, 7TLy^ 3 ~~ 1 ; — 2, 7TLy^ 3 ~  0 and S O  on.
We define the order tt, of a tree as
n  — ^  l U y .
vev{d)
To each node v we associate also a time variable Ty, a function 
1
A v { T v )  = TTlyl \my2^'my3 ! ( - 1)
niv +1 „—2mv Art, (u;i(rv) A)"'"' [w2{ry) B) m„ 2
(A .19)
(A.20)
a function w i 2 { T y ) , T y ) ,  and a label G y  G {0,1}. To the root r  we associate a  tim e variable
T r  =  t .
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Note th a t one can associate the functions tü i ( v )  and iü2 ( v )  in to the node
v'\ in such a way to each node v we can associate a  label 6y G {1 , 2 } and a label
p y  G {1,2}, w ith +  5^ ; — 3, and write
Wl2{rl,Ty) = ^  i~'^Ÿ"’^^'Wp^{Ty>)W5^{Ty). (A.21)
Therefore we can associate to each node v e V{6) a node function
WS,,{Ty) Ay{Ty) J J  W {Ty) (A.22)
w : w'=v
and to the root a root function
K? _  f  (^) if ~  2  ,
\TT;2(t) H 6y,  =  l . (A.23)
Finally to each node v we associate a value Val(^^,), which is iteratively defined as follows. 
For V ^  Vq one sets
Val(0„) =  X  (B„) ( V ) -  X  (fî„) (0) =  ^  I  ( e . )  ( a . v ) ,  (A.24)
<r-u=0,l
if V is an endpoint, and
Val(%) =  I (B„V al(0i). . .  ValC^™.,)) ( v )  - Z ( B .V a l % ) . . ,  V a l(e ^ ,J )  (0 )
=  ^ 2  I  (B«Val(@i), . .  Val(0 m.3 )) (o'uA,'), (A.25)
<7t)=0,l
if V is not an endpoint, while for u =  uq one sets
V a l(0 )=  Y  B,-W2 :(B„„VaI(0 i)...V al(é»„„„ 3 ))(o-„„i). (A.26)
o-i,o=0,l
Each time <7 ,^ =  0 for some v E V{6) the subtree 9y contributes a  constant factor (i.e. 
independent of time) to the value of the tree 9: in general we have a product of several 
factorizing terms. This can be better understood graphically in term s of leaves (as done 
in [35], w ith respect to  which, however, we proceed in a  slightly different way). Given 
a tree 9, let us define the reduced tree 9 in the following way. For each node v ■< v q  
with Gy = 0 let us draw a bubble encircling the node together w ith the entire subtree 
9y, and let us delete all the so obtained bubbles, but the outer ones (i.e. the “maximal 
bubbles”); each remaining bubble encloses a  subtree with last node v and Gy label fixed 
to be zero, and it becomes an endpoint v which can be graphically represented as a
white ball attached to the node F  through a line êy] see Figure A.2. We call leaf such an
endpoint.
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e  =
Figure A.2: A reduced tree 6 w ith 9 free nodes and 4 leaves. It has been obtained by the 
tree represented in Figure 22, by encircling inside bubbles all nodes Vi w ith = 0 ,  then 
deleting all the bubbles except the outer ones, hence representing the subtrees enclosed 
by the remaining bubbles as white balls. There are 6  endpoints, two of which ( ^ 5  and 
vir) are free nodes. One has by construction <7 .^ 0  =  1, =  1, <^V2 =  1, =  1, — 1,
(T.yg — 1 , (Jyj — 1 , o"y-^Q — 1  aud (^vn ~  I] whüc cr^ g — 0 , cTyg — 0 , cTyg — 0  and o'viii ~  0 -
We call free nodes the reduced tree nodes different from the leaves; the leaves will be 
considered a particular type of endpoints, but they will be distinguished from the free 
nodes. We define the reduced order of a reduced tree as the sum  no of the labels 
associated to its free nodes; by construction no < n (the equality holding only if there 
are no leaves). We can associate to a  reduced tree 9 a value Val(0), where, corresponding 
to each free node u, there is a  factor Bv and, corresponding to each leaf v, there is factor 
Ly, which will be called the vahe of the leaf: a leaf v contributes to Val(0) only through 
a factor Wp {^Ty>) (which is taken into account in the node function By>, see (A.2 2 )).
Each leaf value Ly can be expressed as a  tree value Val(^v), provided th a t one sets ay = 0. 
The tree value Val(^) will be simply the product of the value of the reduced tree Val(^) 
times the values of its leaves: each leaf value Ly in tu rn  is given by the product of the 
value of a  reduced tree 6y times the product of the values of its leaves, and so on. Then 
in the following we can confine ourselves to consider the case in which ay = 1 for all 
V G V{9), provided the nodes can be allowed to represent also leaves w contributing the 
functions w^^^(ry) to the value of the (reduced) tree.
If we recall the expression (A.22) for the node functions By, we immediately see tha t 
each node function can be decomposed into
S,(r„-| =  (A.27)
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with
^  _  ^2m„Ar J J  Wr,
w : tu'=v
(A.28)
I/v
where the exponential g^^iply deletes the corresponding e 2 m„Ar g^^ising from Ay
(see (A.19)).
Then Vy — [yyi, 1/1,2 ) G 7? is called the mode label associated to the node v and represents 
the Fourier label of the function in (A.2 2 ).
For the root we set
(A.29)'^ÀVr ^Vq — J- 5
and call Vy 6  7? the mode label of the root.
Define the momentum  flowing through a line ly  and the decay label, respectively, as
^iv ^  ~  ^  1 ‘^ITly. (A.30)
W < V lU-^ V
In this way we have th a t the operator X  corresponding to a node v acts as X  applied to 
the exponential exp[%wo • U£^ Ty — ke^Xry], i.e. as in (A.IO), with 1/  =  i/£^  and k = ke^. 
Therefore we can represent the value of the tree not by associating to  the nodes the X  
operators, bu t using the Fourier expansion (A.27) for the node functions and associating 
to the any line I  exiting from a free node a propagator
=  { w o - v t - h X Y  
while we simply set g£= l \ i  I  exits from a leaf.
Finally we shall define the node factor and the root factor, respectively, as
Fy = By^^, if f  is a free node , _  _  » ( \  on\Fy = l ,  if ^ is a lea f, L,. -  bru,. {A.6 2.)
By writing y^”^(r) as in (2.25), then we can write, by also redefining the value of the tree 
w ith respect to the previous definition,
,(« )y f l  = E  Val(e), Val(é») =  Fr n a n (A.33)_üGy(0 ) /SA(9)
if TJj. is the  set of all trees of order n  such th a t
kp-vg = k, (A.34)
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if is the momentum flowing through the root line, i/,. is the mode label of the root 
and is the decay label associated to the root line. Note tha t k = uq < n.
Now it is easy to show th a t for all trees 0 G one has
< (A.36)E
l'avives
F,, n  F ,
veV{d)
for some constants k' G (0, k) and B i, Ci positive, while the number of trees in with 
fixed mode labels is bounded by for some constant C 2 ; the summability on {uy} in 
(A.35) can be performed (neglecting the constraint tha t a momentum — Uy has to flow 
through the root line) by using the property (2.17), in a standard  way; see for instance
[36].
Moreover one has
\9e\ <  (A.36)
as > 2  (see (A.30)): in particular no condition has to  be imposed on the rotation 
vector Wo- In term s of the param eters w, 6 , we require only th a t they lay inside the 
lowest stability region.
By collecting together all the bounds found above, we have that
<  B oC ^C ^X -^ , (A.37)y(n)
for some constant B q so th a t the series (A .l) defining y{r;e) converges for |e:| < £q =  
0 ( ^ .
The discussion in this section leads to the following result stating the asymptotic stability 
of the position (y, y) =  (0,0). Given the equation (2 .1 2 ), assume th a t the param eters w 
and b are such th a t (2.26) is satisfied; then there exists eo > 0  such th a t the equilibrium 
position (y, ÿ) =  (0 , 0 ) is the w-limit set of any initial datum  (y(0 ) ,y ( 0 )) satisfying 
y^(0) +  y^(0) < £q. In particular the ball of center (0,0) and radius Sq is contained inside 
the basin of a ttraction  of (0,0). One has eo — 0(A). By the discussion in §2.6 this 
implies the Theorem (recall also th a t <5 — y/£, for £ G R ^).
B
A ppendices  f o r  C hapter  3
B . l  A ction -A n gle  Variables for th e U p sid e-D ow n  P en d u ­
lum
B . l . l  F irst C han ge o f  C oord in ates.
Define Fo((/?, V') =  so th a t u i(t)  =  Fo(/.it,t). Consider the change of coordinates
Cl : X  T \  {(0,0) X  M X  T} K-j. x T x M x T defined as
{q u p i,l2 ,a 2 )
qi =  9i(A  y,V') == pRe(Fo(<p,^)) =  (B .l)
Pi  = P i(A  </), ^) =  p R e i D F o i c p , ^ ; ) )  =  p F (y ,^ ),
« 2  =  '0 »
where D  is the differential operator
Define also
with the notations of B a r t u c c e l l i ,  G e n t i l e  a n d  G e o r g io u  [11] one has k =  c ^  0 
(see (6.11) in [1 1 ]). One can easily show that the change of coordinates (B .l)  is analytic 
(see C h ie r c h ia  [23] a n d  G a l l a v o t t i  [32]).
B . l . 2 Second  C han ge o f  C oord in ates.
Consider the change of coordinates C2  : x T x M x M —>M_j_ x T x M x T  defined as
{p,(p,l2,'fp) ( A i , 0 1 1 , ^ 2 , 0 : 2 ) ,
1  2Ai -  -K p ,
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1 2 ( 9 Q  T.
a i  =  y,
0:2 =  '0 -
Then (B.4) is an analytic change of coordinates, such tha t the change of coordinates 
C2 o Cl is analytic and canonical, and, in the new variables, the Ham iltonian (3.26) for 
(5 =  0  becomes
H  =  uf • A  =  p A i  +  A2 . (B.5)
For the proof see C h ie r c h ia  [23] a n d  G a l l a v o t t i  [32], in particular the theorem 2 
in §1.3 of [23].
Moreover the second line of (3.28) can be w ritten as a function
CO
f { a ,A i ,5 ^ )  = ’Y ^e^ fp {o c ,A i), e = ô' ,^ (B.6 )
p = 2
which does not depend on A 2 , and such th a t the dependence of fp {a , A i) on 0 : 1  involves 
only harmonics with |z/i| <  2p (simply combine the definitions of the  two changes of 
coordinates Ci and C2 ).
B .2  N o n -R eso n a n ce  C onditions on th e R ota tion  V ectors
B .2 .1  N o n -R e so n a n t C o n d itio n  on  th e  R o ta tio n  V ector
The result in §3.2 can be improved in the following way. Consider first the case (3.10); 
see the rem ark (B.2.6 ) below for the extension of the results to the case (3.8).
Let w be such tha t
w . 1/ ^  0  V|i/| <  4. (B.7)
Then it is still possible to perform the analysis of ( B a r t u c c e l l i  an d  G e n t il e  [1 0 ])
w ith some minor changes. We refer to the formalism introduced in [10]: we use the same
notations used there, by assuming a full knowledge of tha t paper by the reader, w ith no 
further comments henceforth.
Assume th a t the rotation vector u> satisfies the non-resonance condition (B.7). This 
means th a t there exists a constant a  such th a t
‘ u \>  a  V|z/| <  4, (B.8 )
Na{e) < y ,  (B .ll)
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so that, for e small enough
|wo • z/| > a / 2  V|i/| <  4, (B.9)
provided th a t \u> — iVo\ < be for some constant b. Defining
Nc^ie) = \{l e  A{e) : |wo • i/g| <  a / 8 } | , (B.IO)
then one can prove the following bound.
B .2 .2 Lem m a .
For any tree 9 G one has
where k is the order of 9.
B .2 .3 P r o o f  o f  th e  L em m a (B .2 .2)
We prove by induction on the number of nodes V  = V{9) that
AT„(0) <  max{(3/c -  l ) / 5 ,0}. (B.12)
For V  = 1 one has Na{9) =  1 if Na{9) ^  0. On the other hand, if k is the order of the
tree, one has p =  /c +  2 in (3.7) so th a t |i/| <  A; +  3 by (3.10). Then by (B.9) one can have
Na{9) ^  0 only for A; >  2: as 3A: — 1 > 5 for k > 2  the bound (B.12) follows for F  =  1.
In general note th a t A: =  1 implies F  =  1 so th a t the above argument yields Na{9) =  0
for all 9 of order 1.
Given F  > 1, assuming (B.1 2 ) to hold for F ' <  F  we can show th a t it holds also for 
F . Let ^ be a tree of order k w ith F  nodes and let vq be the node which the root line 
lo = lyg of 9 exits from. Call O i,... ,9m  the subtrees of order > 2 entering the node uq 
and denote by k i , . .. ,km  and F i , . . . ,  respectively, the orders and the numbers of 
nodes of such subtrees. Call also k' and V ’ the sum of the orders and of the numbers of 
nodes, respectively of the subtrees of order 1 entering vq (of course k' =  V '). One has 
771 >  0, A:i +  . . .  +  km T  kyg -V k' = k and Vi +  . . .  +  Vm +  1 +  F^ — F .
If either |wq • > ck/ 8  or |wQ • U£g\ < a /8  and kyg k' > 2, then the bound (B.1 2 )
follows by the inductive hypothesis. In fact one has in the first case (|wo >  a / 8 )
Na{9) = Na{9i) +  . . . +  Ncc{9m)
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while in the second case (|wo > a /8  and kyg -\-k' > 2 )
Aa{9) =  1 A-Na{9i) + . . . Na{6m)
Ski — 1 Skm — 1 3(A: — 2) — ?n
So consider the case |wo ‘ ^e.g\ <  a /8  and ky^ +  A:' =  1 {i.e. ky^ =  1 so tha t fc' =  0 and 
777 >  1). One has
AAq( )^ =  1 +  Ncc{9\) +  . . .  +  Na{9m)
< l  +  g ^  +  . . .  +  g ^ ^ < ^ + ( l + ^ ~ ^ ~ ’" ) ,  (B.15)0 0 0 \  5 /
so that, for m  > 3, (B.12) follows also for V.
If 777 =  2 one has
N^{9) =  1 +  Na{9i) +  Na{92). (B.16)
In such a case the lines i i  and ^ 2  entering 77o can not be such that, simultaneously, 
|wo • < a /8  and |wo < a /8 : this would imply |wo • Uy^\ <  a /2 , which is not
possible, by (B.9), as \ipvo\ < 4 for A;^ ,^  =  1. Therefore at least one line entering dq, say 
£1 , does not contribute to Na{9), so that, if . ,91^, are the subtrees of orders >  2 
entering the node 771 which the line £i exits from, one has in (B.16)
Na{9i) — Na{9[) + . . . A -  Na{9!^,), (B.17)
and by the inductive hypothesis, by denoting by k" the sum of the subtrees of order 1 
entering 771 and noting th a t +  . . .  +  k!^ ,^ = ki — ky^  ^ — k" < ki — 1 and A:i +  A:2  =  A; -  1, 
one has
N M  = l-^N a{9 'i)  + . . .A - N M ,, ) + N a { 9 2 )
3(/ci -  1) -  777 ' Sk2 -  1
-   ^+ --------- 5 ---------- +  — 5 —
< g y +  ( 1 - ^ + ^ ^ + ’" ' )  (B.1 8 )
Therefore (B.12) is proved also in such a case.
If 777 =  1 one has
N M  = lp N c ,{ 9 i) ,  (B.19)
and the line i i  entering 77q must have a momentum such th a t |wo -i/g j > a /8  (simply 
reason as above by using th a t \i^vq\ <  4), so th a t
Na{9) =  Na{9'i) +  . . .  +  IV a (C ), (B.20)
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if 5 • • • > the subtrees of order > 2  entering the node which the line exits
from; if m ' >  2 the bound follows again by the inductive hypothesis. If m ' =  1  then one
has only one subtree 0[ entering v i , such th a t its order is k[ < k — 1 — < k  — 2 and
Ny,{e) = l+ N a {e [ ) ,  (B.21)
so th a t the inductive hypothesis gives
N .M  <  1  +  M ^  < 1 +  3 ( f c - ^ 2 ) ( b. 2 2 )
SO th a t (B.12) follows once more. If in' = 0 the discussion becomes trivial: one has
y  > 2 ,  hence k > 2 , while Na{0) = 1, so th a t (B.12) follows.
Finally if m  =  0 then again one has y  > 2 ,  hence fc > 2, while Na{0) =  1 , so th a t (B.12) 
trivially holds. □
B .2 .4  Im provem en t o f  th e  B o u n d  on  th e  R adiu s o f  C on vergen ce.
W ith  resp ect to  ( B a r t u c c e l l i  AND G e n t i l l e  [10]) w e can  m o d ify  th e  m u lt i-sc a le  
d eco m p o sit io n  b y d efin in g  th e  sca les  s ta r tin g  from  n  su ch  th a t  C o2'  ^ <  a / 8 <  Cq2”+^.
Then one can reason as in (G a l l a v o t t i , G e n t il e  a n d  M a s t r o p i e t r o  [33]) in or­
der to show that, by using the lemma B.2.3, instead of a factor C q^  one has a  factor 
(Sa~^)^CQ (here the exponent k  for 8 o:~^ is a bound on the num ber of lines which 
do not contribute to Na{9)).
This implies tha t the radius of convergence cq of the series defining the functions h , H , rj 
can be bounded by Cq =  for some constant E ' depending on a  but not on Cq.
B .2 .5 P er siste n c e  o f  K A M  Tori
Under the condition on (B.7) on w the analysis of [10] can be repeated for the Hamiltonian 
(3.5) with /  as in (3.7) and (3.10). By the discussion in §B.2.4 one finds eo =  E'Cq^^, 
so th a t one can choose e* E [0,£o] and repeat the same argument in §5 of [10]: the main 
difierence is tha t one can fix the interval I  of size |7| =  uCq^^ and, as }$> Co for Cq 
small enough (if Cq is not small one can choose the constant b in the theorem 1.4 of [10] 
so th a t the same conclusions hold), one can easily prove th a t there are infinitely many 
/io E I  such tha t the corresponding wo verify the Diophantine condition ( 1 .1 1 ) of [10].
B.2 N O N -R E SO N A N C E  CO ND ITIO NS ON THE RO TATIN G  VEC TO RS  8 6  
B .2 .6 R em ark
Note th a t in proving the lemma (B.2.3) for the case (3.10) what is really needed is th a t
/ w / ± l # 0  V|z/| <  3, (B.23)
which is weaker than  (B.7). If one wants to  deal with the case (3.8), the analysis can be 
performed with no essential change, simply imposing the non-resonance condition
^  0 Vi/ G {i/ =  (i/i,i/2 ) G : \v\\ < 3}, (B.24)
as it is straightforward to check.
B .2 .7 C ase o f  th e  U p s id e -D o w n  P en d u lu m
In the case of the model introduced in §3.3.1, so th a t the perturbation is of the form 
(3.35), if one requires
|w - 1/| ^  0 Vi/ such th a t |i/i| < 2  and 1 /2  G Z, (B.25)
then one can reason as in §B.2.3, to prove th a t if |wo-i/j >  a /2  for all v  such th a t \vi\ < 2, 
then the number of lines i  such th a t |wQ • i/| <  a / 8  is bounded as in (B .ll) . Therefore 
we can reason as in the previous sections and conclude the existence of invariant tori for 
any value of wg near to  w and verifying a suitable Diophantine condition.
c
A ppendices  f o r  C hapter  5
C . l  T he C oefficients o f th e  H 4 H am iltonian  in §5.2
05
0 9  =
On =
— COS^  7771 02 = co s  77722P {1 — 2m  cos^ 7  +  m? c o s “^ 7 ) ^2(1 — 2m  COS  ^7  +  772^  cos^ 7 )
— cos^ 7 m 04 ■” — cos^ 72£2(1 — 2m  cos^ 7  +  m ^ cos^ 7 ) 2(1  — 2m  cos^ 7  +  772^  cos'* 7 )
c o s  7 06 = cos^ 71 — 2m  cos^ 7  +  m ^ cos^ 7 2(1  — 2m  cos^ 7  4- m^ cos^ 7 )
co s  7(771 cos^ 7  +  1) 08 = 772 COS  ^7  +  12^(1 — 2m  cos^ 7  +  IV? cos^  7 ) .^ (1 — 2 m  cos  ^7 4  m? cos  ^7)
co s  7(772 cos^ 7  + 1) 772 co s  7O s in  7 (2 + m  cos^ 7)
0 1 2  =
2^(1 — 2m  cos^ 7  +  cos^ 7 ) 3(1 — 2m  cos^ 7  -f w? cos^ 7 )
mCi sin'y{2m& cos^ 7  — 1 — ?n cos^ 7  +  2 £)
2 ^ (1  — 2m  cos^ 7  +  m^ cos^ 7 )
sin jQ  cos 7 m  (—2 m  +  £)
(^1 — 2m cos% 7 + m^ cos  ^7)
m)fi!sin7(5?ncos^ 7 + 1) sin 7(6772 cos 7 +1)«13 =    .. 014 =
O l5 =  -
016 =
0 1 7  =
6 (^1 — 2m cos  ^7 + m  ^cos  ^7) 6(1 — 2m cos  ^7 + cos  ^7)
mcos 7^  ^sin7(—1 + 2^ )
1 — 2m cos  ^7 + m^ cos  ^7
sin 7^2(m^ cos  ^7 — 2m — 2m  ^cos  ^7 4- 
2(1 — 2m cos  ^7 + m  ^cos  ^7)
m  cos 'jQ, sin 7 ( 2  + m cos  ^7)
1 — 2?72 cos  ^7 4- m  ^cos  ^7
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1 — AD?m +  2m cos^ 7  +  12m^r2^  cos^ 7 )
018 *^24 1 — 2m cos^ 7  +  m"^  cos'* 7
1 ê^{—4:mü? cos^ 7  — cos'  ^7  — 1 — Sm^D? cos^ 7 ) 
24 1 — 2m cos^ 7  +  m? cos'* 7
_  1 D?im COS 7 ( —1 — m? cos^ 7  +  Ç>mi cos^ 7  — 5?n cos^ 7  +  Im  — Qlm)
^ ^ 6  1 — 2m cos^ 7  +  m? cos* 7
_  1 771 — +  2tm  +  m  cos^ 7  +  cos^ 7 )
^ ^ 2  1 — 2t?2 COS^  7  +  772^  COS* 7
1 772 ( —2772^  cos^ 7  — 2nn?I, COS'* 7  +  2m‘^ £ cos^ 7 )
2 1 — 2772 COS^  7  +  772^  COS'* 7
1 COS ^m{m?£ cos^ 7  +   ^— 6772  ^cos^ 7  +  6772  ^cos^ 7  — 7im  +  6772 )^
^^  6 1 — 2772 COS  ^7  +  772^  COS'* 7
1 772( — 4f]^ — 12772^n^ COS* 7  +  772^ f COS* 7 )
24 1 — 2772 COS^  7  +  772^  COS* 7
1  772(4772^^ COS^ 7  — 2772^ COS^ 7  +  ^  +  8772^^2^ COS^ 7  +  4^7^772)
24 1 — 2772 COS^  7  +  772^  COS* 7
C.2 S ystem  for C om pu tin g  Third Order N orm al Form  
C oefficients
d— Z3 -  L z z  =  \N z { T w ,T w ,T w )  -  TF s{w )
L f x - h  =  - \ m T l , T i , T x )
i / 2 - / 4 £ - 2 / s  =  - ^ J V 3 ( T i , T i , T 2 )
£ / 3 - / i 6 =  - l i V 3 ( T i , T i , T 3 )  +  18T i65
L f i - f n  +  f z  =  -1 jV 3 (T i,T i,T 4 )
£ /5  ~ / l? £  ~  3/g =  ——-W3(Ti ,T2)£2)
l ' / e  “  / i l  =  —'^Nz {T i ,T^^T^) — I8T3&5 +  27T164
I ' / t  “ / 1 2  + / 1 8  =  — 24Ï2()5E
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Lf% — / l o £  =  —qN^{'D2 ,T2 ,T 2 ) — 6T i& 5£
L/Jq — fiQS =  ——iV3(T2, T2, T3) +  18T4656: +  18T i6i£:^
- ^ / lO  + / g  ~  2 / i 2£  =  — - i V 3 ( T 2 , T 2 , r 4 )  — 6 T 2 6 5
D fii ~  =  “ 2 ^ 3 (2 2 , Î 3 , Ts) +  9ri62£ +  9 T2 6 4  — 18T4&i&^
L fl2  — 3 / 2 0 ^ +  /l9  — ~ 2 '^ 3 (2 2 ,T'4 ,T 4 ) +  GT4 6 5  +  I 2 T1 6 1 E
L fis  = —qN^{Ts ,T3 ,T s ) — 9 T3 6 4  — 3 7 4 6 2 ^ +  4 T1 6 3
I '/ l4  +  3 / 1 3  — —-iV 3 (T3 , T3 , T4 ) +  4 T2 6 2  — 9 T4 6 4
- ^ / i s  +  2 / 1 4  =  — —A s ( T 3 , T 4 ,  T 4 )  +  4 X 1 6 2  “  1 2 T 4 6 i £  +  1 2 r2 & 4 £ :
X /1 6  — f l 8 ^ — 2 / 9  — — 7 / 3 ( 7 1 ,  X 2 , 7 3 )  +  I8 T 2 6 5
I ' / l 7  + / 1 6  ~  2 / 7 8  — 2 / 1 0  =  —7 / 3 ( 7 1 ,  T 2 , T 4 )  +  1 8 X 1 6 5
7^/18 +  2 /6  - / i 9 =  - 1 ^ 3 ( 7 1 , 7 3 , 7 4 )  - 1 8 X 4 6 5
7 / 1 9  +  2 /1 1  — 2 / 1 5 6  =  - 7 ^ 3 ( 7 2 ,  7 3 ,  7 4 )  +  2 4 X 2 6 1 6  — 1 8 X 3 6 5  +  1 8 X 1 6 4
7 / 2 0  +  / l 5  =  ~  ^ 7 / 3 ( 7 4 ,  7 4 , 7 4 )  +  1 6 X 2 6 1  — 8 X 3 6 5 6  +  4 X 1 6 4 6
C .3 T he Solvability  o f th e  T hird Order N orm al Form Sys­
tem
Substitution of the twenty term  expansion for zs  in equation 5.33 into the third-order 
normal form system 5.34 leads to the twenty equations given in Appendix C.2 . Since 
each f j  is in E*, this system can be expressed as a linear m atrix equation of the form
A F  =  6 1  R i  +  6 2 R 2  +  6 3 R 3  +  6 4 R 4  +  6 5 R 5  , (C .l)
where F  G is defined by F  =  ( / i , . . . ,  and the m atrix A  and the five vectors
R i , . . . ,  R 5 , which are each 80—dimensional vectors, can be deduced from Appendix C.2. 
The m atrix  A  is singular, and therefore this system is not solvable unless the right-hand 
side is in the range of A. This solvability condition then provides explicit expressions for 
the coefllcients 6 1 , . . . ,  6 5 . However, the problem is slightly more complicated, dicated by 
the fact th a t L has one geometric eigenvector and 3 generalized eigenvectors. Therefore 
the approach is to enlarge this system by taking the inner product w ith each of the 
adjoint eigenvectors Uj, j  =  1, . . .  ,4 introduced at the end of §5.3. Let
U j j  =  (itj, /  o ) ,  Î — 1 , . . . ,  4,  j  =  1 , . . . ,  2 0  .
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Then we can form four linear systems of order 80 as in (C .l) for Z/*, % =  1 ,2 ,3 ,4 , where 
Z/4 =  ( Ui i , . . . ,  U i2 o)^- Applying solvability to each of these equations in tu rn  leads to  the 
expressions for 6 i , . . .  , 6 5  presented in §5.6. The details are lengthy yet straightforward 
and are therefore om itted.
C .4 T he V elocities in th e  R otatin g  Frame
To prove the expressions for the velocities used in §5.2, we suppose th a t 5  is a Newtonian 
frame of reference and S ' a frame of reference rotating about the origin O of 5  with 
constant angular velocity Q. Let be a moving particle. (We may think of A  as the 
mass of one of the two pendulum s oscillating in the rotating frame S '.)
z
X
Figure C .l: A pendulum  swinging in a rotating plane.
Because velocity is a vector we use vector theory to find the velocity of A  relative to the 
rotating frame. Let ( ^ 1 , ^ 2 ) =  (æ,^) be coordinates of A.
Prom the law of addition of vectors we have:
O A  =  O A i +  O A 2  . (G.2)
Let æ i, 2 / 1  be orthogonal unit vectors, fixed in S '. Then there will exist real numbers 
(æ,y) such tha t O A x — x x x  and O A 2  — yyx. So (C.2) becomes:
a — O A  =  ææi +  yyx  . 
Difiierentiation of (C.3) gives, for the velocity of A  (relative to 5), 
« =  ^ a  =  x x i +  a , - | x i + r à i + y | î / i .
(C.3)
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Suppose we have a unit vector w ith coordinates (i, j ) .  The unit vector is rotating with 
a  constant angular velocity H. Let <p — Clt ^  — Q.
J
XI
Figure C.2: Schematic of the unit vector (i,j)
sin  ^ % — sin (p(t4 ■—^ 2 — cos 0 0  — 0  — •
cos 0 (t) = Y j  — COS 0 (i) => — — s in 0 (t ) 0  =  — % 0  =  —H i .
From (C.4) and according to  the above we have :
d . d dv  = j ^ a  = : , œ , + x - x ^ + y y ^ + y - y ^
= ææi +  xCtyx +  yyx -  ijÜ xi 
=  {x -  Q y )x i  +  (ÿ +  Ü x ) y i .
Therefore {x — Qy) is the u\ velocity and [y +  Oæ) is the w \ velocity. Because the axis 
of rotation is vertical the system is motionless w.r.t y  axis.
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