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IRREDUCIBLE REPRESENTATIONS OF
BAUMSLAG-SOLITAR GROUPS
DANIEL MCLAURY
Abstract. We classify the finite-dimensional irreducible linear representa-
tions of the Baumslag-Solitar groups BS(p, q) = 〈a, b | abp = bqa〉 for relatively
prime p and q. The general strategy of the argument is to consider the matrix
group given by image of a representation and study its Zariski closure in GLn.
1. Baumslag-Solitar Groups
A group G is said to be residually finite if, for each g ∈ G, there is a finite
group H and a homomorphism h : G → H such that h(g) 6= 1. It is said to be
Hopfian if each epimorphism φ : G։ G is an automorphism; equivalently, a group
is non-Hopfian if it is isomorphic to one of its proper quotients. Residually finite
groups are Hopfian, but not conversely. For nonzero integers p and q, the family of
Baumslag-Solitar groups
(1) BS(p, q) = 〈a, b | abp = bqa〉.
was defined in [BS62] to provide examples of finitely presented non-Hopfian groups.
Note that BS(p, q) = BS(−p,−q), and further that BS(p, q) ∼= BS(q, p) by a 7→
a−1. The following definition helps classify the Baumslag-Solitar subgroups:
Definition 1.1. Positive integers p and q are said to be meshed if either
(i) p|q or q|p, or
(ii) p and q have precisely the same prime divisors.
Theorem 1.2. ( [BS62], Theorem 1; [Mes72], Theorem C) Let p and q be nonzero
integers. Then BS(p, q) is
(i) residually finite, and thus Hopfian, if |p| = |q| or |p| = 1 or |q| = 1;
(ii) Hopfian if p and q are meshed;
(iii) non-Hopfian if p and q are not meshed.
As finitely-generated matrix groups are known to be Hopfian (see [Mal40]), the
groups BS(p, q) with p and q unmeshed do not have any faithful representations.
The following fact about Baumslag-Solitar groups will be useful:
Proposition 1.3. For any integer k, bp
k
= a−kbq
k
ak in BS(p, q).
Proof. Rewrite the Baumslag-Solitar relation as bp = a−1bqa and take the j-th
power of each side, giving
(2) bpj = (a−1bqa)j = a−1bqja
1
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Now apply this to bp
k
repeatedly. In the case k > 0,
bp
k
= a−1bqp
k−1
a(3)
= a−2bq
2pk−2a2(4)
...
= a−kbq
k
ak;(5)
the k < 0 case is analogous, and the k = 0 case is immediate. 
As a reference for representations of non-Hopfian Baumslag-Solitar groups, see
[Goo02]. There, Goodman shows the existence of some particular representations
of BS(p, q) when p and q are relatively prime, and characterizes the geometry of
the variety of n-dimensional representations of BS(p, q) at these points.
2. Notation
Fix nonzero, relatively prime integers p and q, not both ±1, and let
(6) Γ = BS(p, q) = 〈a, b | abp = bqa〉.
Fix also an n-dimensional complex Γ-module V , and write ρ : Γ→ GLn(C) for the
corresponding representation. Let G denote the image of ρ, and write A and B for
ρ(a) and ρ(b), respectively. Finally, let H denote the subgroup of G generated by
B.
3. The Structure of G
Write G = G and H = H for the Zariski closures of G and H as subsets of
GLn(C). We assume the standard results about linear algebraic groups, as found
in chapters 1–3 of [Spr98]. In particular, recall that:
Fact 3.1. Let G be an algebraic group. If K ≤ H ≤ G with [H : K] finite,
(i)
[
H : K
]
is finite as well,
(ii)
[
H : K
]
divides [H : K],
(iii) K
0
= H
0
.
Key to the classification is that, while 〈b〉 is not a normal subgroup of Γ, its image
H will be normal in G. This fact is a consequence of the following two theorems:
Theorem 3.2. H EG.
Proof. It suffices to check that H is normalized by A, as B ∈ H and A and B
together generate G as an algebraic group. By the Baumslag-Solitar relation,
(7) ABpA−1 = Bq.
In turn, we see that
A〈Bp〉A−1 = 〈Bq〉,(8)
A〈Bp〉A−1 = 〈Bq〉,(9)
A〈Bp〉
0
A−1 = 〈Bq〉
0
.(10)
Applying Fact 3.1(iii) to 〈Bk〉 ≤ 〈B〉 ≤ G, we have 〈Bk〉
0
= H0 for all k, so
AH0A−1 = H0. Conjugation by A therefore induces an automorphism of the finite
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group H/H0 which takes 〈Bp〉/H0 to 〈Bq〉/H0; in particular, these two subgroups
have the same order, and consequently the same index. By Fact 3.1(ii), the former
has index dividing p, whereas the latter has index dividing q. As p and q are
relatively prime, both 〈Bp〉/H0 and 〈Bq〉/H0 must have index one in H/H0, so
〈Bq〉 = 〈Bp〉 = H. Now
(11) AHA−1 = A〈Bp〉A−1 = 〈Bq〉 = H,
so A normalizes H as desired. 
Theorem 3.3. If ρ is irreducible, then
(i) H is diagonalizable,
(ii) H is a finite cyclic group generated by B, and
(iii) the order ℓ of B divides pϕ(ℓ) − qϕ(ℓ); in particular, (ℓ, p) = (ℓ, q) = 1.
Proof. (i) Since 〈B〉 is commutative, so is its closure H. Recall that a commutative
linear algebraic group is the direct sum of its unipotent and semisimple parts, each
of which is moreover a characteristic subgroup. Therefore Hu E G, so we may
consider the G-submodule V Hu of points fixed by Hu. Since Hu is unipotent,
V Hu is nonzero. But V was simple by assumption, so V Hu = V , which can only
be the case if Hu = 1. We must then have H = Hs, so H is a commutative
group of diagonalizable matrices, and therefore diagonalizable. (ii) By the rigidity
of diagonalizable subgroups, NG(H)/ZG(H) is finite, so conjugation by A gives a
finite-order automorphism of H. Let r denote this order. By Proposition 1.3 we
have Bp
r
= A−rBq
r
Ar, so Bp
r
= Bq
r
, i.e. Bp
r−qr = 1. Therefore 〈B〉 is finite.
Consequently, 〈B〉 is already closed, so H = 〈B〉. (iii) If ℓ = 1 this is immediate,
so suppose ℓ > 1. As H is cyclic of order ℓ, |AutH| = ϕ(ℓ), so r|ϕ(ℓ). By the
argument from (ii), Bp
ϕ(ℓ)−qϕ(ℓ) = 1, so ℓ
∣∣ pϕ(ℓ) − qϕ(ℓ) . The rest is elementary
number theory. 
To summarize, we’ve now shown that every irreducible representation of Γ factors
through a metacyclic group, which is moreover cylic-by-finite-cyclic. The following
calculation will be useful in the next section:
Proposition 3.4. In G, we have the identities
(i) A−1BA = Bs, and
(ii) A−iBjAi = Bjs
i
in general,
where ℓ = |B| and p ≡ qs (mod ℓ).
Proof. (i) Since H E G, A−1BA ∈ H ; as H = 〈B〉, this means A−1BA = Bs for
some s. Now
(12) Bp = A−1BqA = (ABA−1)q = (Bs)q = Bqs;
as ℓ = |B| by definition, we have p ≡ qs (mod ℓ). (ii) is immediate from (i). 
4. A Basis for V
From now on, assume ρ is irreducible, so that V is a simple Γ-module and the
results of Theorem 3.3 will apply. (We will not need to make use of algebraic groups
any further.) As in the previous section, let ℓ denote the order of B and s be the
unique solution to p ≡ qs (mod ℓ). The next step is to get a canonical basis for V
of eigenvectors of B which behaves nicely under multiplication by A.
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Proposition 4.1. Let v be a nonzero λ-eigenvalue of B for some λ.
(i) Amv is a λs
m
-eigenvector of B.
(ii) {v,Av,A2v, . . . , Anv} is a basis of B-eigenvectors.
(iii) The eigenvalues of B are distinct primitive ℓ-th roots of unity.
Proof. (i) By Proposition 3.4(ii), B(Amv) = Am(Bs
m
v) = λs
m
(Amv). (ii) Let N
be the smallest positive integer such that AN+1v ∈ span{v,Av, . . . ANv}. Then
W = span{v,Av, . . . ANv} is a nonempty subspace of V invariant under a and b,
and consequently under all of Γ. Since V is a simple Γ-module, we must have
V =W . This set of N +1 vectors is linearly independent by construction, so it’s a
basis for V . Equating dimensions, N + 1 = dimV = n+ 1. (iii) We’ve now shown
each eigenvalue of B is a power of λ. If λ had order ℓ′ < ℓ, then each power of
λ would have order dividing ℓ′. As B is diagonalizable, this would mean Bℓ
′
= I.
So λ is a primitive ℓ-th root of unity. But λ was an arbitrary eigenvalue of B, so
each eigenvalue of B is a primitive ℓ-root of unity. Finally, if λs
m
= λs
m′
for some
0 ≤ m < m′ ≤ n, then λs
m′−m
= 1, contradicting the previous sentence. 
Corollary 4.2. An+1 stabilizes each eigenspace of B.
Proof. Let v be a λ-eigenvector of B. By the proposition An+1v is a µ-eigenvector
of B for some µ. Consider the action of A on V . Each of Av,A(Av), . . . A(An−1)v
is an eigenvector of B corresponding to some non-λ eigenvalue. If µ 6= λ, then we
would have imA ⊆ span{Av,A2v, . . . Anv}, which is a proper subspace of V . Since
A is invertible, this can’t be the case, so An+1v must be a λ-eigenvector of B. 
Interpreting these as statements about the matrices of A and B in a particular
basis, we’ve essentially proven the following result:
Proposition 4.3. There is a basis for V in which
(13) A = c


0 1
1
. . . 0
. . .
. . .
...
. . . 0
...
1 0


, B =


λ
λs
. . .
. . .
λs
n


for some nonzero complex number c and some root λ of unity.
Proof. Rescale the basis from Proposition 4.1(ii). 
We can cast these results in more representation-theoretic terms. Suppose we
have a representation of the form (13) with c = 1. Let η = 〈an+1, b〉 ≤ Γ. Then
we have ρ = indΓη χ, where χ : η → C
× is the character of η sending b to λ and a
to 1. In principle, we could now complete the classification of simple Γ-modules by
applying the Mackey irreducibility criterion to see which of these characters induce
irreducible representations of Γ. As it turns out, though, the argument from first
principles in the next section is simpler.
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5. Classification of simple Γ-modules
In Proposition 4.3, we showed that each n+1-dimensional simple representation
of Γ is conjugate to one of the form (13). In this section, we completely character-
ize such representations, thereby giving a complete description of the irreducible
representations of Γ.
Theorem 5.1. Let c be a nonzero complex number, ℓ a positive integer, λ a prim-
itive ℓ-th root of unity, and p ≡ qs (mod ℓ). There is an (n + 1)-dimensional
representation of Γ sending a to A and b to B, where A and B are as in (13), if
and only if ℓ divides qn+1 − pn+1.
Proof. Note that this condition implies that ℓ is relatively prime to both p and q.
We just need to check when ABp = BqA. Let {e0, e1, . . . , en} denote the standard
basis of Cn+1. For 0 ≤ i ≤ n,
(14) ABpei = A
(
λps
i
ei
)
=
{
cλps
i
ei+1 if i < n,
cλps
n
e0 if i = n;
BqAei =
{
Bqcei+1 if i < n,
Bqce0 if i = n,
(15)
=
{
cλqs
i+1
ei+1 if i < n,
cλqe0 if i = n.
(16)
For i ≤ n, the condition cλps
i
= cλqs
i+1
is always satisfied, as it is equivalent to
p ≡ qs (mod ℓ). For i = n, the condition cλps
n
= cλq is equivalent to psn ≡ q
(mod ℓ). Multiplying through by qn, we have pqnsn ≡ qn+1 (mod ℓ). As p ≡ qs
(mod ℓ), this just says that pn+1 ≡ qn+1 (mod ℓ), or in other words that ℓ divides
qn+1 − pn+1. 
As an example, consider three-dimensional representations of BS(2, 5) of this
form. We want to pick some value for ℓ which divides
(17) 53 − 23 = 125− 8 = 117 = 32 · 13.
When ℓ = 3, the solution to 2 ≡ 5s (mod 3) is s = 1. The primitive third roots of
unity are − 12 ±
√
3
2 , so we get the representations
(18) a 7→

0 0 cc 0 0
0 c 0

 , b 7→

−
1
2 ±
√
3
2 0 0
0 − 12 ±
√
3
2 0
0 0 − 12 ±
√
3
2

 .
When ℓ = 9, the solution to 2 ≡ 5s (mod 9) is s = 4. If ζ is a primitive ninth root
of unity, then we get the representations
(19) a 7→

0 0 cc 0 0
0 c 0

 , b 7→

ζ 0 00 ζ4 0
0 0 ζ7

 .
Notice that the former are reducible while the latter are not. All that remains is to
distinguish these two cases. From Proposition 4.1(iii), we know that it’s a necessary
condition that the eigenvalues λ, λs, . . . , λs
n
be distinct. Clearly this condition is
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sufficient as well – if it holds, then b fixes each span{ei}, while a permutes them in
a single orbit.
Corollary 5.2. Such a representation is irreducible if and only if ℓ does not divide
qk − pk for any 1 ≤ k ≤ n.
Proof. We’ve seen already that irreducibility is equivalent to B having distinct
eigenvalues. If B does not have distinct eigenvalues, then λs
i
= λs
j
for some i and
j with i 6≡ j (mod ℓ), or equivalently si ≡ sj (mod ℓ). This may be rewritten as
si−j ≡ 1 (mod ℓ); multiplying through by qi−j , we have pi−j ≡ qi−j (mod ℓ), i.e.
ℓ divides qi−j − pi−j . Finally, notice that the difference i− j can take on any value
between 1 and n. 
Applying this to the example above, we see that
(20) 52 − 22 = 25− 4 = 21 = 3 · 7, 51 − 21 = 3,
which is in accord with our observation that taking ℓ = 9 gave an irreducible
representation, while taking ℓ = 3 did not.
6. Conclusion
It is hoped that these results can be generalized to the case of arbitrary Baumslag-
Solitar groups, which contain the groups examined here as subgroups: if Γ =
BS(m,n), where (m,n) = d, then ∆ = 〈a, bd〉 ≤ Γ is isomorphic to BS(p, q),
where p = m/d and q = n/d. Note that ∆ is not, in general, of finite index in Γ.
This paper was prepared under the direction of Andy Magid, whose supervision
was invaluable in finding and solving the problem and submitting it for publication.
The author is also grateful to Nikolay Buskin for helpful discussions.
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