Abstract. Boij-Söderberg theory concerns resolutions of graded modules over a polynomial ring over a field. Specifically Boij-Söderberg theory gives a description of the cone of Betti diagrams for CohenMacaulay modules. Eisenbud and Schreyer discovered a duality between the cone of Betti diagrams and the cone of cohomology tables for vector bundles on projective space. In the dual theory an important role is played by so called natural vector bundles E which have the property that the cohomology of every twist of E is concentrated in a single degree. In [11] , Eisenbud and Schreyer consider the bi-graded theory on P 1 ×P 1 and conjectured that natural vector bundles exist with prescribed Hilbert polynomial. The Hilbert polynomial depends on three rational number α, β, γ. We prove this conjecture provided that α, β are not both integral.
Introduction
The aim of this paper is to describe some vector bundles on Q = P 1 ×P 1 and compute the cohomology of these bundles and their twists. Specifically we seek bundles E such that for all twists E(n, m) = E ⊗ O Q (n, m) the cohomology H * (E(n, m)) is concentrated in one degree; such bundles are said to have natural cohomology.
The motivation to search for these vector bundles comes from Boij-Söderberg theory and specifically a conjecture stated in [11] which says:
Conjecture 1 (Eisenbud and Schreyer). For any p(x, y) = (x+α)(y +β)−γ ∈ Q[x, y] with γ > 0 there exists a vector bundle E with natural cohomology and Hilbert polynomial χ(E(a, b)) = rank(E)p(a, b) for rank(E) sufficiently big.
There are direct sums of line bundles on Q which have natural cohomology and have γ < 0 (e.g. O ⊕ O(1, 1)). But in [11, Lemma 5.1] it is shown that if E is not a direct sum of line bundles then the condition on γ is necessary. Theorem 4.9. Let p(x, y) = (x + α)(y + β) − γ ∈ Q[x, y] with γ > 0 and α, β not both integral. If r > 1 is an integer such that rp(x, y) ∈ Z[x, y] then there is a vector bundle E of rank r with natural cohomology such that χ(E(a, b)) = rp(a, b).
After applying a suitable integral shift (x, y) → (x + n, y + m) it is straightforward to see the cases of conjecture 1 not covered by theorem 4.9 are when p(x, y) = xy − γ. However it seems plausible that an approach not too different than the one given here could be made to work for the remaining cases. The numbers β i,j (M ) can be considered as an integral vector β •,• (M ) in an infinite but countable dimensional Q vector space V ; β •,• (M ) is called the Betti table of M . Essentially Boij-Söderberg theory studies Betti tables up to scalar multiple. Specifically one considers the cone C BS generated by Betti tables of Cohen-Macaulay modules. An introduction to this material can be found here [17] .
The geometric side of Boij-Söderberg theory concerns the cohomology of vector bundles E on projective space P n . In this case one considers the numbers γ i,j (E) = dim H i (P n , E(j)). Then the collection of all γ i,j (E) gives an integral vector γ •,• (E) in an infinite dimensional Q vector space and γ •,• (E) is called the cohomology table of E. We set C ES to be the cone of cohomology tables of vector bundles; this geometric side was formulated by Eisenbud and Schreyer in [10] where it is shown that C BS and C ES are dual under a natural pairing.
In fact cohomology tables were considered in [9] even before Boij-Söderberg theory was formulated. This is not surprising because many interesting properties of a vector bundle are encoded in its cohomology table. For example E on P n is a direct sum of line bundles if and only if H i (P n , E) = 0 for 0 < i < n; this is due to Horrocks and is a special case of [21, 7.5,9.4] although the statement and proof is more easily extracted from [1, sect. 5] .
Of course for any point v in any polyhedral cone C we can express v as a finite sum of vectors on the extremal rays of C. For the cones C BS and C ES this statement becomes more significant when coupled with the fact that one can always find an integral point on the extremal rays that is represented by a module/vector bundle. Betti tables which are extremal are called pure resolutions and cohomology tables which are extremal are called supernatural bundles. Thus for example the cohomology table of an arbitrary vector bundle E can be expressed as a Q-linear combination of cohomology tables of supernatural bundles E super i :
It is natural ask if the numerical relationship in equation 1.1 can be "lifted" to a geometric relationship between E and E super i
. In fact Erman and Sam show this is possible in some cases [13] . A good amount is known about the cone of cohomology table C ES (X) on other projective varieties X. For example if X ⊂ P n is d dimensional, π : X → P d is a finite linear projection and if F ∈ Coh(X) has the property that π * F = O r P d for some r > 0 then C ES (X) = C ES (P d ). Such a sheaf F is called an Ulrich sheaf. Determining which X ⊂ P n have Ulrich sheaves is an open problem. Perhaps they all do? This is a question asked in [12] .
In contrast much less is known in a multigraded setting. There is a duality theorem [8] , which applies to toric variety that is defined at the level of derived categories. There are also some results about the cone of bigraded Betti tables [3, 4, 16] . But in some sense conjecture 1 captures how little is known about cohomology tables of vector bundles on P 1 × P 1 .
In general if X is a projective variety and L 1 , . . . , L n ∈ P ic(X) are line bundles then a vector bundle E on X has natural cohomology if for every (k 1 , . . . , k n the cohomology of the twist E ⊗ L
is concetrated in one degree. The most relevant cases are Z graded setting of O P n (1) on P n and the bi-graded setting of O P 1 ×P 1 (1, 0), O P 1 ×P 1 (0, 1) on P 1 × P 1 . In the Z graded setting the supernatural bundles appear as a subset of natural vector bundles. Our contribution here is theorem 4.9 which demonstrates the existence of a large number of bi-graded natural vector bundles. In light of theorem 4.9 the entirety of conjecture 1 now seems within reach. This would show that all the extremal rays in the bigraded version of C ES (P 1 × P 1 ) can be represented by a vector bundle. A criterion for when a bi-graded natural vector bundle generates an extemal ray in C ES (P 1 × P 1 ) is stated in [11, 5.2 ]. An explicit algorithm to express a general point as a sum of extremal rays would be obvious directions of future work as well as the question of how to 'lift' as in [13] .
Finally, we note Boij-Söderberg theory has now expanded in many different directions. The interested reader can consult [14] for a more expansive discussion.
Strategy.
Here we discuss the perspective we used to prove theorem 4.9. A fundamental tool in our approach is the moduli stack Bun G where G = GL r . This stack parameterizes rank r vector bundles on P 1 . The stack Bun G relates to bundles E on P 1 × P 1 in three ways:
The torsion free part of Rp * E is point F of Bun G and the rank of F is determined by H * (E| P 1 ×pt ).
Such statements hold on any surface that is the product of smooth projective curves. But the situation is particularly nice for P 1 . The splitting theorem 1 for bundles on P 1 assets that any rank r vector bundle E on P 1 is a direct sum of line bundles:
In turn the splitting theorem allows for explicit computations to be made over Bun G .
The basic idea is to consider vector bundles E on P 1 × P 1 that arise from maps f ∈ hom(P 1 , Bun G ) such that im f contains a single point. We call these bundles constant bundles but constant bundles are in general not the pull back of a vector bundle on P 1 because of the stack nature Bun G . We construct a specific class of constant bundles that depend on data (F, F 1 , F 2 , η) where F, F 1 , F 2 are bundles on P 1 and η is an element of Ext 1 (F 2 , F 1 ) ⊗ H 0 (P 1 , O(1)). Then the resulting rank r bundle E satisfies (proposition 4.4(d)):
Given this formula it is possible to show constant bundles exists with prescribed Hilbert polynomial. Then we show (proposition 4.8) that by a generic choice of η one can ensure that the pushforward of E along Q → P 1 has natural cohomology. Section 2 presents basic notation and gives a brief of account of stacks. It also discusses standard results about the stack Bun G which we utilize in the proof of theorem 4.9. Section 3 describes the constraints imposed by natural cohomology on the pushforward of a vector bundle along a projection Q → P 1 . These constraints show that in most cases of conjecture 1 the vector bundle must be of a particular form which we call a constant bundle. In section 4 various properties of constant bundles are proved leading up to a proof of theorem 4.9.
Conjecture 1 arose from Boij-Söderberg through the duality discovered by Eisenbud and Schreyer between the cone of Betti diagrams and the cone of cohomology tables for vector bundles on projective space. This duality is valuable because it opens the door for geometric tools such as moduli stacks to be used. It seems questions in Boij-Söderberg theory can suggest, via duality, interesting and perhaps unexpected questions and results in geometry. We hope the geometric techniques here provide a different perspective that can be used on related problems. 1.3. Notation. We work over Spec C and write P 1 = Proj C[z 0 , z 1 ] and take z = z 1 z 0 as a coordinate on P 1 . On Q = P 1 ×P 1 we think of the second copy as Proj C[w 0 , w 1 ] and take w = w 1 w 0 as a coordiante. If F ∈ Coh(Q) we denote F(n, m) = F ⊗ O Q (n, m). We often write O instead of O P 1 or O Q when no confusion is likely to arise. As usual, h i = dimH i . Generally E is a vector bundle on Q and F is a vector bundle on P 1 .
To a vector bundle E on Q we associate constants α E , β E , γ E ∈ Q to E via
The category of schemes over C is denoted Sch C and Grpo denotes the category of groupoids.
Stacks and Bun G
We use the language of stacks in a relatively minimal way. Indeed the reader willing to take for granted some results about moduli stacks can understand the key ideas without much loss. Here we give some remarks on stacks which should be sufficient to follow the paper. An introductory treatment that is more than sufficient for our purposes is [15] . We also discuss the stack Bun G which plays a fundamental role in our proof.
A scheme X can, through its functor of points, be thought of as a functor X : Sch C → Set where Sch C is the category of C-schemes and for a scheme T we have X(T ) = hom(T, X). There are necessary and sufficient conditions on a functor X that guarantee it is representable by a scheme: X must be a sheaf for the Zariski topology and X must be covered by open sub functors that are themselves representable .
Stacks can be described similarly. Given a functor X : Sch C → Grpo there is a list of additional properties on X that turn it into a stack. In [15] these are called (1) descent data is effective, (2) isomorphisms form a sheaf, and (3) there is a scheme X and an (étale or smooth) surjective morphism X → X . For this paper it's largely enough to think of stacks as functors into Groupoids.
A basic example is that of a quotient stack. Let H be an algebraic group acting on a scheme X. Define X/H : Sch C → Grpo by letting X/H(T ) be the groupoid of pairs (P, α) where P → T is a principal H bundle and α : P → X is an H-equivariant map. One can form the associated fiber bundle P × H X = P × X/ ∼ where (ph, x) ∼ (p, hx). The scheme P × H X is a fiber bundle over T with fiber X. Then the H-equivariant map α is equivalent to a section σ : T → P × H X. Whenever a smooth group H acts on a smooth scheme X we have dim X/H = dim X − dim H. In particular dim pt/H = − dim H.
In general we are interested in the moduli stack of H-bundles over a fixed scheme X. This stack can be conveniently defined as Bun H (X) := hom(X, pt/H). More directly Bun H (X)(T ) is the groupoid of principal H-bundles on X × T . Over X × Bun H (X) there is a universal principal bundle P univ . The functorial perspective is then to say that f ∈ hom(T, Bun H (X)) = Bun H (X)(T ) yields a map
and any principal H bundle on X × T arises as (id, f ) * P univ for some f . We are primarily interested in the case X = P 1 and in this case we suppress P 1 and simply write Bun H .
Remark 1. When G = GL r the groupoid of principal G bundles is equivalent to groupoid of rank r vector bundles where morphisms are given by vector bundle isomorphisms. The equivalence is given by sending a principal bundle P to the vector bundle P (C r ) := P × G C r .
Because of this equivalence we will think of G-bundles as vector bundles and sometimes tacitly identify P and P (C r ).
If we need to emphasize the underlying set of a stack X we write {X }. Thus X/H is the quotient stack and {X/H} is the set of H orbits in X.
2.1. Bun G , Automorphisms and Extensions. Let H be an affine algebraic group. Consider the basic cover by affines of P 1 :
We use this cover to construct three ind-algebraic groups:
Briefly an ind-scheme is an increasing union of schemes ∪ i≥0 X i with X i → X i+1 a closed immersion. An ind-algebraic group is a group object in the category of ind-schemes. We define
through their functor of points on the subcategory Aff C of affine C-schemes or equivalently the category of C-algebras.
As functors
The group H[z ± ] gives transition functions for principal H bundles on P 1 .
We denote by P γ the bundle obtained from gluing P − , P + along γ. Different γ can lead to an isomorphic bundle. We can alter P + , P − by an automorphism in H(C[z]) and H(C[z −1 ]) respectively leading to a bundle with transition function
Remark 2. Recall (remark 1) when H = GL r then a principal H bundle is equivalent to a rank r vector bundle. In this case we write F γ = P γ (C r ) to be the associated vector bundle.
Remark 3. Under our convention (2.2) the bundle O(n) corresponds to the transition function z −n .
The following proposition states the precise connection between the groups above and Bun G .
+ and the stack quotient leads to an equivalence
Proof. To begin note Bun G×H ∼ = Bun G × Bun H so we can reduce to the case G = GL r . For (a) we observe that any bundle is trivial on U, U − . In fact if T ⊂ G is the group of diagonal matrices then the splitting theorem in fact stays the map
The action of γ → γ − γγ
exactly accounts for the ambiguity of going from γ to F γ hence (b).
Part (c) is proved in [2, 3.4] for G = SL r but [2, remark 3.6] addresses the GL r case. The only discrepency is that in [2] the affine Grassmannian Gr G is used instead of
. But these are isomorphic as is shown in [22, 7.4] .
Part (d) is proved in [7] ; specifically the remark after proposition 5: as Bun G,d is smooth it is enough to show Bun G,d is connected. There is unique point of Bun G,d whose automorphism group has dimension G and all other points of Bun G,d have automorphism groups of larger dimension. But all connected components of Bun G have the same dimension − dim G hence Bun G,d is connected.
Finally for (e) note that by [23, 0.5] H is a connected affine algebraic group. According to 2.2 the group H has a Levi decomposition H = R H ⋉ U H where U H is unipotent and R H is a reductive group with R H ∼ = i GL r i . Every H-bundle reduces to an R H bundle. Also, as R H is a subgroup of H we have
Next we discuss automorphisms and extensions.
. Explicitly:
where A r 2 ×r 1 i are both the affine space hom(A r 2 , A r 1 ).
represented by a matrix of the following form
Proof. Parts (a)-(e) are a computation left to the reader. We proceed to prove (f). The trivial bundle in Bun G,0 is a dense open point with automorphism group G.
We observe dim Aut(F ) = dim G hence F must be the generic point of Bun G,d and it has natural cohomology.
The final property we need to know about Bun G is the Harder-Narasimhan stratification. For any smooth curve C there is a stratifcation of Bun G (C) called the Harder-Narasimhan (HN) stratification which is described in [19] . The HN stratification pulls back to any family of vector bundles over C. In the case of P 1 the HN stratication agrees with the stratification by isomorphism type. We are primarily interested in the most generic stratum. If E → X × P 1 is a family of vector bundles on P 1 then we denote by HN top (X) the open subset comprising the top stratum in the HN stratification. This example is typical in the following sense F 1 ) ) consists of bundles with natural cohomology. F 2 , F 1 ) ) if and only if for all twists the connecting map
is either injective or surjective for all n; equivalently, the map is of maximal rank.
Proof. In general dim Ext 1 (F 2 , F 1 ) will be a sum of h 1 (O(n)) and h 1 (O(n ± 1) with n = b − a. This can only be nonzero if n − 1 ≤ −2 which is equivalent to b − a < 0 or a > b. When Ext 1 (F 2 , F 1 ) = 0 the only extension we get is F 1 ⊕ F 2 and this has natural cohomology when a = b.
The space Ext 1 (F 2 , F 1 ) parameterizes a family of bundles hence arises from a morphism
by corollary 2.2(f) to prove (a) it is enough to show φ is dominant. Let ζ 1 be the generic point of
Then there is finite type locally closed substack Z ⊂ Bun G such that φ : Ext 1 (F 2 , F 1 ) → Z is surjective; we can take Z to be the union of the finitely many HN strata that appear in Ext 1 (F 2 , F 1 ).
We have ζ 0 = φ −1 (η 0 ) and so by [18, 6.
). Setting r = r 1 + r 2 and s = s 1 + s 2 we see that
It follows that in equation (2.3) all the inequalities are equalities and dim Z = dim Bun G,d , and φ is dominant.
We give a second proof by showing directly that the generic point η ∈ Bun G,d appears in Ext 1 (F 2 , F 1 ). Then HN top (Ext 1 (F 2 , F 1 )) must consist of bundles of this isomorphism type.
We have Bun G,d is connected so there is a vector bundle E over
is the generic point of Bun G,d and E| P 1
E has a Borel reduction, after an etale base
. Then E has a transition function of the following form
and r = rank(F 2 ). We know F γ i (z,0) ∼ = F i which are the generic points of Bun GLr,d 1 ,Bun GLs,d 2 respectively. It follows that the
cannot be more generic. In particular
) and so (a) follows because by corollary 2.2(f) the generic point E| 
We use this in section 4.
Pushforwards and Natural Cohomology
Let E be a vector bundle on Q and let P 1 p ← − Q q − → P 1 denote the projection to the first and second factors respectively.
The primary purpose of this section is to prove the following Proposition 3.1. Let E be a vector bundle with natural cohomology and χ(E(x, y))
If α E ∈ Z and r = rank E then (a) Rq * E(n, m) is a vector bundle on P 1 with natural cohomology.
r ∈ (0, 1) and b ∈ Z. The same is true with q replaced by p provided that β E ∈ Z.
For the proof we need some preliminary results
Lemma 3.2. With Q, E, p as above we have
and the same is true for pushforward along q.
Proof. Use the Leray spectral sequence
and all differentials are 0 so the spectral sequences collapses and the result follows.
Next we need a basic lemma about coherent sheaves on P 1 .
Lemma 3.3. If F ∈ Coh(P 1 ) and χ(F (a)) is constant for a >> 0 then F is torsion. In particular if χ(F (a)) = 0 for a >> 0 then F = 0.
Proof. Any F ∈ Coh(P 1 ) splits as sum of vector bundle and a torsion sheaf: F = F f ree ⊕ F tor . Then H * (P 1 , F ) is determined by the splitting type of F f ree and the length of F tor . In particular χ(F f ree (a)) = χ(F (a)) − χ(F tor ). By assumption, for a >> 0 we have that χ(F f ree (a)) = H 0 (F f ree (a)) is constant. However if F f ree is nontrivial then χ(F f ree (a)) would grow linearly in a. Hence F f ree = 0.
Let E be a vector bundle on Q. Consider the vertical twists E(m, * ) := E(m, n) for n ∈ Z and the horizontal twists E( * , n) := E(m, n) for m ∈ Z. Vertical and horizontal twists help explain the non integrality condition in proposition 3.1.
To see this assume E has natural cohomology. Then the parabola χ(E(x, y)) = 0 divides the plane into the three regions where H 0 , H 1 , H 2 are nonzero respectively; the regions are denoted H 0 R,H 1 R,H 2 R. H 1 R is uniquely specified by those points where χ(E(x, y)) < 0. H 0 R is the connected region where χ(E(x, y)) > 0 and which contains points (x, y) with x >> 0 or y >> 0 while H 2 R is the connected region χ(E(x, y)) > 0 which contains points (x, y) with x << 0 or y << 0. Writing
we see the horizontal and vertical lines {y = −β E } and {x = −α E } are the only horizontal or vertical lines that are entirely contained in H 1 R . A general horizontal or vertical line will meet two regions.
We write E(m, * ) ⊂ H i R ∪ H j R to mean the only nonzero cohomology group is either H i (E(m, * )) or H j (E(m, * )).
Summarizing we have
Lemma 3.4. Let E have natural cohomology and write
Proof. The statement that each line is only contained in two regions follows because any horizontal or vertical line intersects the hyperbola χ(E(x, y)) = 0 at most once; the other intersection point happening at infinity. Let us prove (b). The condition (m + α E ) < 0 implies that χ(E(m, a)) > 0 for a << 0 thus E(m, a) ∈ H 2 R for a << 0. Similarly χ(E(m, a)) < 0 for a >> 0 so E(m, a) ∈ H 1 R for a >> 0. Thus E(m, * ) ⊂ H 1 R ∪ H 2 R. The remaining statements are proved in a completely analogous manner.
The following corollary explains the non integrality condition in proposition 3.1.
Corollary 3.5. Suppose E is a vector on Q and
(a) If α E , β E ∈ Z then Rq * E(−α E , * ) and Rp * E( * , −β E ) are torsion sheaves.
(b) If E has natural cohomology and α E ∈ Z then Rq * E(m, * ) is a vector bundle for all m.
(c) If E has natural cohomology and β E ∈ Z then Rp * E( * , n) is a vector bundle for all n.
Proof. Part (a) follows immediately from lemma 3.3. For part (b) set F = Rq * E(m, 0). By the projection formula we have
As α E ∈ Z we have (m+α E ) = 0; assume (m+α E ) > 0 then by lemma 3.4 H 2 (E(m, * )) = 0. Moreover H 1 (E(m, a)) = 0 for a >> 0 and by lemma 3.2 these conditions say h 0 (R 1 q * E(m, 0) ⊗ O(a)) = 0 and h 1 (R 1 q * E(m, 0) ⊗ O(a)) = 0 for a >> 0 hence R 1 q * E(m, 0) = 0 by lemma 3.3. Thus F = q * E(m, 0). We need to rule out that F has torsion. If it did then H 0 (F (a)) ⊂ H 0 (E(m, a)) would always be nonzero which contradicts the fact that for a << 0 we only have H 1 (E(m, a) ).
The case (m + α E ) < 0 is proved similarly as is part (c).
Before the proof of proposition 3.1 we need one more lemma.
Lemma 3.6. Suppose F 1 , F 2 are vector bundles on P 1 of the same rank. Then H * (F 1 (n)) = H * (F 2 (n)) for all n ∈ Z if and only if
Proof. Isomorphic bundles have the same cohomology. For the other direction write F = ⊕ r i=1 O(n i ) m i with n i < n i+1 . Then we determine n r as n r = max{m|h 0 (F (−m)) = 0} and then m r = h 0 (F (−n r )). Thus we can pass to F ′ = F/O(n r ) mr and we are done by induction on the rank of F .
proof of proposition 3.1. By corollary 3.5 Rq * E(n, m) is a vector bundle and if it didn't have natural cohomology then lemma 3.2 would contradict that E has natural cohomology. This proves (a).
The fiber F z := E| q −1 (z) determines the rank of Rq * E at z ∈ P 1 . In particular by cohomology and base change [20, III.12.11] we have an isomorphism
As Rq * E(m, n) is concentrated in one degree we see that F z (n) has only H 0 or only H 1 hence (b).
For part (c) we first prove the fibers F z have constant isomorphism type. Equation 3.2 together with the fact that Rq * E(m, n) is locally free shows
Thus by lemma 3.6 all fibers F z are isomorphic. Finally, by lemma 3.7 we have that
Thus by the previous paragraph
Lemma 3.7. If E is a vector bundle of rank r on Q then for z, w ∈ P 1
Proof. Consider the short exact sequence
where D = p −1 (z). Then applying ⊗E and taking χ gives χ(E(a, 0)) = a · χ(E| p −1 (pt) ) + χ(E). We get a similar expression for χ(E(0, b)). Doing the same with
which with the previous expressions give the result.
Constant Bundles
Let E be a vector bundle on Q. Recall P 1 p ← − Q q − → P 1 are the two projections. We say E is constant if the isomorphism type of E| p −1 (z) is constant independent of z or if the same condition holds for E| q −1 (z) . In the first case we say E is constant with respect to p and in the latter case E is constant with respect to q. To unify these cases we write Q = P 1 b × P 1 f (base and fiber) and a constant bundle E on Q has the property that F = E| z×P 1 f is constant as z ∈ P 1 b varies. Loosely speaking bundles over Q are more complicated than bundles over P 1 . Constant bundles, however, are equivalent to principal bundles over P 1 as we shall see shortly.
Lemma 4.1. A rank r constant bundle E on Q is determined by a pair (F, P ) where F is a rank r vector bundle on P 1 and P is a principal Aut(F )-bundle. In particular a morphism λ : G m → Aut(F ) specifies such a bundle P . Remark 6. In general λ is not a group homomorphism.
Proof. We can view E as a family of vector bundles on P 1 f parametrized by P 1 b . That is, we can say E arises from a map φ : P 1 b → Bun G (C) with G = GL r . The image of φ necessarily consists of a single point F ∈ Bun G (C); that is φ must factor through the locally closed substack pt/Aut(F ) ⊂ Bun G . Then a morphism P 1 b → pt/Aut(F ) is by definition a principal Aut(F ) bundle on P 1 b . The last statement follows from proposition 2.1(e). Recall the universal bundle P univ (see (2.1) ) of Bun G ×P 1 f . From the proof of the lemma we see that any constant bundle E is of the form (φ, id) * P univ for a map Q (φ,id) −−−→ Bun G ×P 1 f . Lemma 4.2. Let F ∈ Bun G (C) and set H = Aut(F ). The restriction of P univ to pt/H × P 1 f is F/H. Let E be a constant bundle arising from a pair (F, P H ) where P H is a principal H-bundle. Then
Proof. A vector bundle on pt/H×P 1 f is equivalent to an H-equivariant vector bundle thus P univ | pt/H×P 1 f is F endowed with an H-equivariant structure given by the natural action of H on F . Finally from the diagram
Let us use coordinates (z, w) on Q to make this construction more explicit. Assume E = (φ, id)
. The H-bundle P is described by a transition function (α − , α + ) ∈ H[w ± ]. Finally, if G has rank r then E is glued together as follows:
while γ only depends on z.
4.1.
Pushforwards. Here we construct constant bundles with respect to q : Q → P 1 and compute their Euler characteristic. In this convention P 1 b = q(Q) and P 1 f = q −1 (z) = P 1 × pt. We begin with this lemma
for n ≥ 0 and R 1 q * E(n, 0) = F λ 1 (n) for n ≤ −1 where F is the map in proposition 2.1(a).
Proof. The restriction E| P 1 ×V ± corresponds to a map V ± → pt/Aut(F ) which must be trivial since every Aut(F ) bundle on V ± is trivial. Thus E(n, 0)
Part (b) follows readily from an examination of equation 4.1. Finally (c) follows from the fact that H 1 (F (n)) = 0 when n ≥ 0 and H 0 (F (n)) = 0 when n ≤ −1.
Examples of the matrices λ(n), λ 1 (n) are computed in equation (4.5) .
Recall the group Aut(F ) (corollary 2.
In particular an arbitrary element of Aut(F )[w ± ] that has the following form:
Similar to example 2 we can use appropriate row and column operations so that
where the subscript b indicates this is Ext 1 of two vector bundles F 1 = F λr 1 (w) and F 2 = F λr 2 (w) on P 1 b ; recall (proposition 2.1) that F γ is the vector bundle with transition function λ.
The following proposition describes the pushforward and Hilbert polynomial of constant bundles E which are determined by the pair (F, λ(w)) with λ as in (4.2). For the statement recall the top Harder-Narasimhan stratum HN top discussed before example 1. We also use the following notation: if g ∈ Aut(F ) then let Γ(g) denote the action of g on H * (F (n)). .2). Let E = E(F, λ(w)) be the constant vector bundle on Q determined by F and λ(w) via lemma 4.1.
(a) R 1 q * E(n, 0) = 0 if n ≥ 0 and q * E(n, 0) = 0 if n < 0. (b) F 1 = q * E and F 2 = R 1 q * E(−1, 0) are vector bundles given by F 1 = F λr 1 (w) and
(e) If F i have natural cohomology and deg(
)) consists of bundles with natural cohomology. (f) The bundle E can be recovered from the splitting type of F, F 1 , F 2 and the extension data
Proof. Part (a) follows from the fact that H 1 (F (n)) = 0 for n ≥ 0 and H 0 (F (n)) = 0 for n < 0. For part (b) observe that the isomorphism type of q * E is given by the action of Γ(λ(w)) on H 0 (O r 1 ) = H 0 (F ). Similarly the isomorphism type of R 1 q * E is given by the action of Γ(λ(w)) on
If n = 0, −1 then both summands of F contribute to H * (F (n)). In particular the summand O r 1 (n) ⊂ F (n) pushes forward to give the subbundle Rq * O r 1 (n) = F By (b), q * E = F 1 hence χ(E) = χ(F 1 ). As E is constant along q we have χ(E| q −1 (z) ) = χ(F ). It remains to determine χ(E| p −1 (z) ). But we have
where the first equality is from lemma 3.7 and the second from part (c). Therefore χ(E| p −1 (z) ) = χ(F 1 ) + χ(F 2 ) which proves the first part of (d). The second part follows from a direct computation.
Writing In light of proposition 4.4(f) we denote constant bundles of this form as
(1)) the space of extension data for E.
(1)) can be viewed as a moduli space of constant bundles by fixing F, F 1 , F 2 and associating to
(1)) the constant bundle E = E (F, F 1 , F 2 , η) . The reason to isolate η is that the cohomology of E depends continuously on the class η determines in Ext 1 (F |n| 2 , F |n+1| 1 ) whereas the choice F 1 , F 2 only contribute the discrete choices of r i = rank(F i ) and d i = deg(F i ).
Corollary 4.5. Suppose α, β, γ ∈ Q and α ∈ (0, 1) and p(x, y) = r(x + α)(y + β) − rγ ∈ Z[x, y]. Then there is a constant bundle E = E(F, F 1 , F 2 , η) such that χ(E(x, y)) = p(x, y). Moreover F 1 , F 2 can be taken to have natural cohomology.
Proof. Write α = r 1 r and set F = O r 1 ⊕ O(−1) r 2 . We wish to find vector bundles F 1 , F 2 such that for E = E(F, F 1 , F 2 , η) we have χ(E(x, y)) = p(x, y). But by proposition 4.4(d), χ(E(x, y)) depends only rank F i and deg F i . We show there exists d 1 , d 2 such that for any vector bundles F i of rank r i and degree d i we have E = E(F, F 1 , F 2 , η) has the desired Hilbert polynomial.
By proposition 4.4(d) we need to find r 1 , r 2 ,
We must take r 1 = rα and r 2 = r − r 1 and it remains to find
which has the unique solution
The final statement follows from lemma 4.6 Remark 8. The hypotheses α ∈ (0, 1) and rα ∈ Z together require r > 1. In particular corollary 4.5 can fail if r = 1: there is no line bundle with L with χ(L(x, y)) = xy − 1. Lemma 4.6. If r > 0 and d ∈ Z then there is a rank r bundle F on P 1 such that χ(F ) = d and E has natural cohomology.
Proof. As χ(F (1)) = χ(F ) + r, we can assume 0 ≤ d < r. Then take
We construct a rank 3 constant bundle E with χ(E(x, y)) = 3p(x, y).
Then for any choice of extension data η there is, by proposition 4.4, a constant bundle with E = E(F, F 1 , F 2 , η) with the desired Hilbert polynomial.
From F 1 , F 2 , η we recover an element λ(w) ∈ Aut(F )[w ± ]. We compute the automorphism Γ(λ(w)) of H * (E| P 1 ×Spec C[w ± ] ) induced by λ(w). This allows us to compute Rq * E(n, 0). Let V (w, −1, 6) = { 6 i=−1 c i w i } be the vector space of Laurent polynomials supported between w −1 and w 6 . Then by corollary 2.2(e)
In fact these steps handle the case n ≥ 0. The remaining cases are proved using the same steps except throughout one replaces c η (1, 0) with c η (−2, 0 F 1 , F 2 , η) and let c η (n, m) be the connecting map in cohomology associated to
For a generic choice of η the connecting map c η (1, m) will have maximal rank for every m.
For a generic choice of η the connecting map c η (−2, m) will have maximal rank for every m.
Proof. The linear map in (a) is injective because if η = 0 then q * E(1, 0) is a nontrivial extension in Ext 1 (F 2 , F 2 1 ) and hence c η (1, 0) = 0. So (a) follows because dim Ext has maximal rank for all n, m. In particular, for such a choice of η the vector bundle Rq * E η (n, 0) has natural cohomology for all n.
Proof. We will prove the case when n ≥ 0 as the case n ≤ −1 is completely analogous. For n = 0 there is nothing to prove and by assumption the result holds for n = 1. Consider the case n = 2. We have c η (2, m) ∈ hom(H 0 (F 2 ) 2 , H 1 (F 1 ) 3 ) and c η (2, m) restricts to a copy of c η (1, m) on each copy of H 0 (F 2 ). Specifically, c η (2, m) = c η (1, m) 1,2 ⊕ c η (1, m) 2,3 . Where c η (1, m) i,i+1 has image in the i,i + 1st copies of H 1 (F 1 ).
For every m the map c η (1, m) is either injective or surjective. Assume the latter. Then together c η (1, m) 1,2 ⊕ c η (1, m) 2,3 surjects onto H 1 (F 1 ) 3 . If on the other hand we have that c η (1, m) is injective then the dual map c η (1, m) * : (H 1 (F 1 ) 2 ) * → H 0 (F 2 ) * is surjective and so in a similar fashion c η (2, m) * is surjective and thus c η (2, m) is injective. It follows that c η (2, m) is of maximal rank for every m.
In general, c η (n, m) = ) and thus by 2.3(a) it also has natural cohomology. Theorem 4.9. Let p(x, y) = (x + α)(y + β) − γ ∈ Q[x, y] with γ > 0 and α, β not both integral. If r > 1 is an integer such that rp(x, y) ∈ Z[x, y] then there is a vector bundle E of rank r with natural cohomology such that χ(E(a, b)) = rp(a, b).
Proof. We exhibit a constant bundle E = E(F, F 1 , F 2 , η) with the desired properties. The involution of Q that switches the copies of P 1 reverses the roles of α, β so without loss of generality we can assume α ∈ Z.
By corollary 4.5 there is constant bundle E = E(F, F 1 , F 2 , η) with χ(E(x,y)) r = p(x, y). Further, the isomophism type of F is determined by α. By lemma 4.6 there is a unique choice for F 1 , F 2 if we require them to have natural cohomology. It remains to show we can choose η such that E has natural cohomology.
By the projection formula it is enough to show Rq * E(n, 0) has natural cohomology for n ∈ Z. By proposition 4.4(c) we always have that Rq * E ∈ Ext 1 (F We end with some remarks about the remaining cases of the conjecture. One must construct vector bundles with natural cohomology such that χ(E(x, y)) = r(xy − γ). On the face of it is not clear why these should be more difficult to handle. For example, in [11] , vector bundles with natural cohomology are constructed for the polynomials 3xy − x − y − 1, 2xy + y − 1, 2xy + x − 1, 2xy − 2. These bundles To construct vector bundles E with χ(E(x, y)) = r(xy − γ) one must consider bundles that have some jump lines. These come from maps in hom(P 1 , Bun G ) where the image hits more than one point.
Substacks of Bun G with more than one point appear more complicated than pt/Aut(F ) which is one of the difficulties in extending the arguments here to the remaining cases. Nevertheless it seems plausible that an approach not too different than the one given here could be made to work for the remaining cases.
