Malliavin calculus for parabolic SPDEs with jumps  by Fournier, Nicolas
Stochastic Processes and their Applications 87 (2000) 115{147
www.elsevier.com/locate/spa
Malliavin calculus for parabolic SPDEs with jumps
Nicolas Fournier
Laboratoire de Probabilites, UMR 7599, Universite Paris VI, 4, Place Jussieu, Tour 56, 3

etage,
F-75252 Paris Cedex 05, France
Received 15 October 1998; received in revised form 10 November 1999
Abstract
We study a parabolic SPDE driven by a white noise and a compensated Poisson measure.
We rst dene the solutions in a weak sense, and we prove the existence and the uniqueness
of a weak solution. Then we use the Malliavin calculus in order to show that under some
non-degeneracy assumptions, the law of the weak solution admits a density with respect to the
Lebesgue measure. To this aim, we introduce two derivative operators associated with the white
noise and the Poisson measure. The one associated with the Poisson measure is studied in detail.
c© 2000 Elsevier Science B.V. All rights reserved.
0. Introduction
Let T > 0 be a positive time, let (
;F; (Ft)t2[0;T ]; P) be a probability space, and let
L be a positive real number. We consider [0; T ] [0; L] and [0; T ] [0; L]R endowed
with their Borel -elds. Let W (dx; dt) be a space{time white noise on [0; L] [0; T ]
based on dx dt (see e.g. Walsh, 1986, p. 269), and let N be a Poisson measure on
[0; T ] [0; L]R, independent of W , with intensity measure (dt; dx; dz)=dt dxq(dz),
where q is a positive -nite measure on R . The compensated Poisson measure is
denoted by ~N=N−. Our purpose is to study the following one-dimensional stochastic
partial dierential equation on [0; L] [0; T ]:
@V
@t
(x; t)− @
2V
@x2
(x; t)

dx dt = g(V (x; t)) dx dt + f(V (x; t))W (dx; dt)
+
Z
R
h(V (x; t); z) ~N (dt; dx; dz) (0.1)
with Neumann boundary conditions
8t > 0; @V
@x
(0; t) =
@V
@x
(L; t) = 0 (0.2)
and with deterministic initial condition V (x; 0) =V0(x).
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In this paper, we rst prove the existence and uniqueness of a weak solution fV (x; t)g
to (0.1). Then we show, in the case where q(dz) admits a suciently regular den-
sity, and under some non-degeneracy conditions, that the law of V (x; t) is absolutely
continuous with respect to the Lebesgue measure as soon as t > 0.
Parabolic SPDEs driven by a white noise, i.e. Eq. (0.1) with h  0, have been
introduced by Walsh (1981, 1986). Walsh (1986) denes his weak solutions, then he
proves a theorem of existence, uniqueness and regularity. Since then, various properties
of Walsh’s equation have been investigated. In particular, the Malliavin calculus has
been developed by Pardoux and Zhang (1993), and Bally and Pardoux (1998).
But Walsh builds his equation in order to model a discontinuous neurophysiological
phenomenon. Walsh (1981) explains that the white noise W approximates a Poisson
point process. This approximation is realistic because there are many jumps, and the
jumps are very small, but in any case, the observed phenomenon is discontinuous.
However, SPDEs with jumps are much less known. In the case where f  0, Saint
Loubert Bie (1998) has studied the existence, uniqueness, regularity, and stochastic
variational calculus. We prove here a result of existence and uniqueness, because we
dene in a slighlty dierent way the weak solutions, and also because Saint Loubert
Bie does not study exactly the same equation. Furthermore, his result about the absolute
continuity does not extend to the present case.
The Malliavin calculus for jump processes we will build extends the work of Bichteler
et al. (1987), who study diusion processes with jumps. We cannot apply directly
their methods, essentially because the weak solution of (0.1) is not a semi-martingale.
Bichteler et al. (1987), use a \scalar product of derivation", which does not allow to
obtain satisfying results in the present case (see Saint Loubert Bie, 1998). Thus we
have to introduce a real \derivative operator", which gives more information.
Our method is also inspired by the paper of Bally and Pardoux (1998), who prove
the existence of a smooth density in the case where h  0.
The present work is organized as follows. In Section 1, we dene the solutions of
(0.1) in a weak sense, which is easy in the continuous case but slightly more dicult
here, because there are \predictability" problems. Then we state our main results. An
existence and uniqueness result is proved in Section 2. We study the existence of a
density for the law of the weak solution in Section 3. Finally, an appendix is given at
the end of the paper.
1. Statement of the main results
In the whole work, we assume that (
;F; fFtgt2[0;T ]; P) is the canonical product
probability space associated with W and N . In particular,
Ft = fW (A);A2B([0; L] [0; t])g_ fN (B);B2B([0; t] [0; L]R)g: (1.1)
Denition 1.1. Consider a process Y = fY (y; s)g[0;L][0;T ]. We will say that Y is
 Predictable if it is Pred ⊗B([0; L])-measurable, where Pred is the predictable -eld
on 
  [0; T ].
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 Bounded in L2 if sup[0;L][0;T ] E(Y 2(y; s))<1.
 A version of X = fX (y; s)g[0;L][0;T ] if for all y2 [0; L], all s2 [0; T ], a.s., Y (y; s)=
X (y; s).
 A weak version of X=fX(y; s)g[0;L][0;T ] if dP(!) dy ds-a.e., Y(y; s)(!)=X (y; s)(!).
 Of class PV if it is bounded in L2 and if it is a weak version of a predictable
process.
We now dene the stochastic integrals we will use.
Denition 1.2. Let Y be a process that admits a predictable weak version Y−. Let 
be a measurable function such thatZ T
0
Z L
0
Z
R
E(2(Y (y; s); s; y; z))q(dz) dy ds<1: (1.2)
Then we setZ T
0
Z L
0
Z
R
(Y (y; s); s; y; z) ~N (ds; dy; dz)
=
Z T
0
Z L
0
Z
R
(Y−(y; s); s; y; z) ~N (ds; dy; dz): (1.3)
The obtained random variable does not depend on the choice of the predictable version,
up to a P(d!)-negligible set. We dene in the same way the stochastic integral against
the white noise.
Using the classical stochastic integration theory (see Jacod and Shiryaev, 1987,
pp. 71{74; Walsh, 1986, pp. 292{298), we deduce, since Y− = Y dP dy ds-a.e., that
E
"Z T
0
Z L
0
Z
R
(Y (y; s); s; y; z) ~N (ds; dy; dz)
2#
=
Z T
0
Z L
0
Z
R
E(2(Y (y; s); s; y; z))q( dz) dy ds; (1.4)
E
"Z T
0
Z L
0
(Y (y; s); s; y)W ( dy; ds)
2 #
=
Z T
0
Z L
0
E(2(Y (y; s); s; y)) dy ds;
(1.5)
E
"Z T
0
Z L
0
(Y (y; s); s; y) dy ds
2#
6TL
Z T
0
Z L
0
E(2(Y (y; s); s; y)) dy ds:
(1.6)
We would now like to dene the weak solutions of (0.1). First, we suppose the fol-
lowing conditions, which in particular allow all the integrals below to be well dened.
Assumption (H). f and g satisfy some global Lipschitz conditions on R, h is mea-
surable on R  R, and there exists a positive function 2L2(R; q) such that for all
x; y; z 2R,
jh(0; z)j6(z) and jh(x; z)− h(y; z)j6(z)jx − yj: (1.7)
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Assumption (D). V0 is deterministic, B([0; L])-measurable, and bounded.
Following Walsh (1981,1986), or Saint Loubert Bie (1998), we dene the weak
solutions of (0.1) by using an evolution equation. Let Gt(x; y) be the Green kernel of
the deterministic system:
@u
@t
=
@2u
@x2
;
@u
@x
(0; t) =
@u
@x
(L; t) = 0: (1.8)
This means that Gt(x; y) is the solution of the system with initial condition a Dirac
mass at y. It is well known that
Gt(x; y)=
1p
4t
X
n2Z

exp
−(y − x − 2nL)2
4t

+exp
−(y + x − 2nL)2
4t

: (1.9)
All the properties of G that we will use can be found in the appendix. Now we can
dene the weak solutions of Eq. (0.1).
Denition 1.3. Assume (H) and (D). A process V of class PV is said to be a weak
solution of (0.1) if for all x in [0; L], all t > 0, a.s.
V (x; t) =
Z L
0
Gt(x; y)V0(y) dy +
Z t
0
Z L
0
Gt−s(x; y)f(V (y; s))W (dy; ds)
+
Z t
0
Z L
0
Gt−s(x; y)g(V (y; s)) dy ds
+
Z t
0
Z L
0
Z
R
Gt−s(x; y)h(V (y; s); z) ~N (ds; dy; dz); (1.10)
where we have used Denition 1.2.
Let us nally state our rst result.
Theorem 1.4. Assume (H) and (D). Eq. (0:1) admits a unique solution V 2PV in
the sense of Denition 1:3. The uniqueness holds in the sense that if V 0 2PV is
another weak solution; then V and V 0 are two versions of the same process, i.e. for
each x; t; a.s.; V (x; t) = V 0(x; t).
It is not standard to work with predictable weak versions. In the continuous case, no
such problem appears, and the classical diusion processes with jumps are a.s. cadlag.
But here, the paths of a weak solution cannot be cadlag in time. Indeed, this is even
impossible in the much simpler case where V0 = 1, f = g = 0, h(x; z) = 1, where
q(R)<1, and where the Poisson measure is not compensated. In such a case, the
Poisson measure is nite, thus it can be written as N =
P
i=1 fTi; Xi ; Zig, and hence the
weak solution of (0.1) is given by
V (x; t) = 1 +
X
i=1
Gt−Ti(x; Xi)1ft>Tig:
In this case, we see that for each !2
 satisfying (!)>1, the map t 7! V (X1(!); t)(!)
explodes when t decreases to T1(!).
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We are now interested in the Malliavin calculus. We thus suppose some more
conditions. First, the intensity measure of N has to be suciently \regular".
Assumption (M). N has the intensity measure (ds; dy; dz)=’(z)1O(z) ds dy dz, where
O is an open subset of R, and ’ is a strictly positive C1 function on O.
The functions f, g, h also have to be regular enough.
Assumption (H0). f and g are C1 functions on R, and their derivatives are bounded.
The function h(x; z) on R  O admits the continuous partial derivatives h0z, h0x, and
h00zx = h
00
xz.There exist a constant K and a function 2L2(O;’(z) dz) such that for all
x2R, all z 2O,
jh0z(0; z)j+ jh00xz(x; z)j6K; jh(0; z)j+ jh0x(x; z)j6(z): (1.11)
Note that (H0) is stronger than (H).
Let  be a strictly positive C1 function on O such that  and 0 are bounded, and
such that
2L1(O;’(z) dz): (1.12)
This \weight function" can be chosen according to the parameters of (0.1). The next
condition is technical.
Assumption (S). There exists a family of C1 positive functions K on O, with compact
support (in O), bounded by 1, and such that
8z 2O;K(z)!!0 1;
Z
O
(K 0(z))
22(z)(z)’(z) dz !!0 0: (1.13)
We nally suppose one of the following non-degeneracy conditions:
Assumption (EW). For all x in R, f(x) 6= 0.
Assumption (EP1). f = 0, and there exists ^2L1(O;’(z) dz) such that 06h0x(x; z)6
^(z). For all x in R,Z
O
1fh0z(x; z) 6=0g’(z) dz =1: (1.14)
Assumption (EP2). We set H = fz 2O=8x2R; h0z(x; z) 6= 0g. There exist some con-
stants C0> 0, r0 2 ] 34 ; 1[, and 0>0 such that for all >0,Z
H
(1− e−(z))’(z) dz>C0  r0 : (1.15)
Our second main result is the next theorem.
Theorem 1.5. Assume (M), (D), (H0), and (S). Let V be the unique weak solution
of (0:1) in the sense of Denition 1:3; and let (x; t)2 [0; L]  ]0; T ]. Then under one
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of the assumptions (EW), (EP1) or (EP2), the law of V (x; t) admits a density with
respect to the Lebesgue measure on R.
We will use two derivative operators. The rst one, associated with the white noise, is
classical (see Nualart, 1995). The second operator, associated with the Poisson measure,
is inspired from Bichteler et al. (1987, Chapter IV). They study the Malliavin calculus
for diusion processes with jumps, in the case where the intensity measure of the
Poisson measure is 1O(z) ds dz. Furthermore, they do not use any derivative operator:
they work with a \scalar product of derivation", which gives less information. Using
this method, we could probably prove Theorem 1.5 only under (EP1).
Our theorem gives in fact two results: the law of V (x; t) admits a density either owing
to W or owing to N . It seems to be very dicult to state a \joint" non-degeneracy
condition (see Section 3.5).
Assumption (EW) looks reasonable: although Pardoux and Zhang prove this theorem
under a really less stringent assumption when h= 0 in Pardoux and Zhang (1993) (it
suces that 9y2 [0; L] such that f(V0(y)) 6= 0), they use the continuity of their
solution. The rst condition in (EP1) (f = 0, h0x>0, h
0
x6^) is very stringent, but
the second one might be optimal: Bichteler et al. also have to assume this kind of
condition. Finally, (EP2) is much more general, but it is a uniform non-degeneracy
assumption.
St Loubert Bie proves (1998) the existence of a density under the assumption f=0,
an hypothesis less stringent than (M), an assumption quite similar to (H0), and under
(h1) or (h2) below (the notations are adapted to our context):
(h1) h0x = 0 and
R
O 1fh0z(z)=0g’(z) dz =1
or
(h2) 2L1(O;’(z) dz); h0x>0, and something like (EP1), but depending on the solution
process V.
Condition (h1) is very restrictive, and (h2) is not very tractable: one has to know
the behaviour of the weak solution. Saint Loubert Bie uses in both case the positivity
of N (as in the proof of Theorem 1.5 under (EP1)). However, since the white noise
is signed, this method cannot be extended to the case where f 60. That is why in this
work, the most interesting assumption is probably (EP2).
Let us nally give examples about assumptions (S) and (EP2).
Remark 1.6. Assume that O = R. Then (S) is satised for any ’; ; and any choice
of .
Proof. It suces to choose a family of C1 positive functions of the form
K(z) =
(
1 if jzj< 1=;
0 if jzj> 1=+ 2;
such that jK 0(z)j61fjzj2[1=;1=+2g. Using the Lebesgue Theorem and the fact that 2 2
L1(R; ’(z) dz), (1.13) is immediate.
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Example 1. Assume that O = R, and that ’ is a C1 function on R satisfying, for
some K >a> 0, K >’>a. We consider a function h(x; z) = c(x)(z), where c is
a strictly positive C1 function on R of which the derivative is bounded.  has to be
C1 on R, to belong to L2(R; ’(z) dz), and 0 must be bounded. If for some b2R,
[b;1[f0 6= 0g, then (M), (H0), (S), and (EP2) are satised: owing to Remark
1.6, it suces to check (EP2). Choosing (z)>z−7=61fz>b_1g, we see that (1.15) is
satised, since [b;1[H, and using
8x2 [0; 1]; 1− e−x>x=2: (1.16)
Example 2. Assume that O=]0; 1[, and that ’(z)=1=zr , for some r > 74 . We consider a
function h(x; z)=c(x)(z), where c is a strictly positive C1 function on R the derivative
of which is bounded, and where (z)= z, for some > 1_ (r−1)=2_ (7− r)=6. Then
(M), (H0), (S), and (EP2) are satised:
(M) is met, and (H0) holds, since > 1_ (r − 1)=2. It is clearly possible to choose
(z) of the form
(z) =
(
z if z6 14 ;
(1− z) if z> 34
(1.17)
with > 1 _ (r − 1) and >1. Using (1.16), the facts that H = ]0; 1[ and that
(z)>z1]0;1=4[(z), we see that (EP2) is satised if < 43 (r − 1).
We now choose a family K of C1 positive functions on ]0; 1[, bounded by 1, and
satisfying
K(z) =
8>><
>>:
0 if z< =2;
1 if < z< 1− ;
0 if 1− =2<z< 1;
jK 0(z)j6
4

1]=2; [[]1−;1−=2[(z):
An explicit computation shows that (S) is satised if >r + 1− 2 and if > 1.
Since > (7 − r)=6 and r > 74 , it is possible to choose  in ](r − 1); 43 (r − 1)
c[ \ ]1;1[ \ ]r + 1− 2;1[, and the conclusion follows.
Let us nally remark that (S) is satised for any O, , , if  is of class C2b , and if
(z) + j0(z)j !z!@O 0. Bichteler et al. (1987) assume this kind of condition about .
2. Existence and uniqueness
In this short section, we sketch the proof of Theorem 1.4. We begin with a
fundamental lemma.
Lemma 2.1. Assume (H). Let Y be a process of class PV. Then the processes
U (x; t) =
Z t
0
Z L
0
Z
R
Gt−s(x; y)h(Y (y; s); z) ~N (ds; dy; dz); (2.1)
X (x; t) =
Z t
0
Z L
0
Gt−s(x; y)f(Y (y; s))W ( dy; ds); (2.2)
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Z(x; t) =
Z t
0
Z L
0
Gt−s(x; y)g(Y (y; s)) dy ds (2.3)
belong to PV.
Proof. Let us for example prove the lemma for U . First note that U is bounded in
L2 owing to (1.4), (H), the fact that Y is bounded in L2, and (A.3). We still have
to prove that U admits a predictable weak version. We know from Walsh (1986,
p. 323), that
sup
x2[0; L]
Z T
0
Z L
0
 
Gt(x; y)−
NX
k=0
k(x)k(y)e−k t
!2
dy dt N!1! 0; (2.4)
where 0 =1=
p
L; k(x)=
p
(2=L)cos(kx=L), and k=(=L)2k2. We can thus approx-
imate U (x; t) by
UN (x; t) =
NX
k=0
k(x)e−k t
Z t
0
Z L
0
Z
R
k(y)ek sh(V (y; s); z) ~N (ds; dy; dz)
which clearly admits a predictable version since for each k; k(x)e−k t is deterministic
and the process
t 7!
Z t
0
Z L
0
Z
R
k(y)ek sh(V (y; s); z) ~N (ds; dy; dz)
is a cadlag martingale. Using (1.4), (H), and (2.4), one easily checks that, when N
goes to innity,
sup
x; t
E((U (x; t)− UN (x; t))2)! 0: (2.5)
Since for each N; UN admits a predictable version, and since there exists a subsequence
of UN going dP dx dt-a.e. to U , we deduce that U admits a predictable weak version.
Let us remark that even if Y is a predictable process, the process U dened by (2.1)
is not a priori predictable, but only admits a predictable weak version.
Proof of Theorem 1.4. The uniqueness easily follows from Gronwall’s lemma applied
to the function (t) = supx E((V (x; t)− V 0(x; t))2). Let us prove the existence. To this
aim, we rst build the following Picard approximations:
V 0(x; t) =
Z L
0
Gt(x; y)V0(y) dy;
V n+1(x; t) = V 0(x; t) +
Z t
0
Z L
0
Gt−s(x; y)f(Vn(y; s))W ( dy; ds)
+
Z t
0
Z L
0
Gt−s(x; y)g(Vn(y; s)) dy ds
+
Z t
0
Z L
0
Z
R
Gt−s(x; y)h(Vn(y; s); z) ~N (ds; dy; dz): (2.6)
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Due to (D) and (A.2), V 0 is deterministic and bounded. We deduce from Lemma 2.1
that for each n, Vn is well-dened and is of class PV. A simple computation using
(1.4){(1.6), assumption (H), and (A.2), shows that for each n>1,
E((Vn+1(x; t)− Vn(x; t))2)6K
Z t
0
dsp
t − s supx E((V
n(x; s)− Vn−1(x; s))2): (2.7)
We now set n(t) = supx E((V
n+1(x; t) − Vn(x; t))2). We obtain, iterating once (2.7),
and using the fact that
R t
0 ds=
p
(t − s) R s0 du=p(s− u)64,
n(t)6K
Z t
0
n−1(s)
dsp
t − s6K
Z t
0
n−2(s) ds: (2.8)
Since 0 is bounded (because of (D)), we deduce from the rst inequality in (2.8)
that 1 is also bounded. Thus Picard’s lemma allows to conclude thatX
n
sup
[0;T ]
(2n(t))1=2<1;
X
n
sup
[0;T ]
(2n+1(t))1=2<1 (2.9)
and hence,X
n
sup
x; t
E((Vn+1(x; t)− Vn(x; t))2)1=2<1: (2.10)
This clearly implies the existence of a process V bounded in L2 such that, when n
tends to innity,
sup
[0; L][0;T ]
E((Vn(x; t)− V (x; t))2)! 0: (2.11)
This process belongs to PV: for each n, there exists a predictable process Vn− which
is a weak version of Vn, and it is clear that Vn− goes to V dP dx dt-a.e.
Finally, making n go to innity in (2.6) (by using (2.11)), we see that V satises
(1.10). The proof is completed.
3. The Malliavin calculus
The aim of this main section is to prove Theorem 1.5. In Section 3.1, we will
dene some derivative operators. In Section 3.2, we will state the main properties
of these operators, and derive a criterion of absolute continuity. We will say how
to \dierentiate" stochastic integrals in Section 3.3, and then \dierentiate" the weak
solution of (0.1) in Section 3.4. We will conclude in Section 3.5. In the whole section,
we will assume at least (M), (D), (H0), and (S).
3.1. The derivative operators
We denote by Cpc (Rd) (resp. Cpb (Rd)) the set of Cp functions on Rd with com-
pact support (resp. of which the derivatives of order 1 to p are bounded). As stated
previously, we will dene two derivative operators.
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We begin with the derivative operator associated with the Poisson measure. We rst
denote by CL the set of measurable functions l(s; y; z) on [0; T ]  [0; L]  O, with
compact support, C2 on O (in z), such that l, l0z, and l
00
zz are bounded on [0; T ] 
[0; L] O. Then we dene the domain
SN =fX =F(N (g1); : : : ; N (gd))+a=d>1; F 2C2c (Rd); gi 2CL; a2Rg; (3.1)
where N (gi) stands for
R T
0
R L
O
R
O gi(s; x; z)N (ds; dx; dz). If X 2SN , if 2 [0; L],
2 [0; T ], and 2O, we set
DN;;X =
dX
i=1
@iF(N (g1); : : : ; N (gd))(gi)0z(; ; ): (3.2)
In order to \close" (SN ; DN ), we introduce another operator. For X 2SN ,
LNX =
1
2
dX
i=1
@iF(N (g1); : : : ; N (gd))N

:(gi)00zz +


’0
’
+ 0

(gi)0z

+
1
2
dX
i; j=1
@i@jF(N (g1); : : : ; N (gd))N (:(gi)0z :(gj)
0
z): (3.3)
We nally dene a scalar product. If S;; (!) and T;;(!) are in L2(P(d!)()
N (!; d; d; d)), we set
hS; T iN =
Z T
0
Z L
0
Z
O
S;; T;; ()N (d; d; d) and hSiN = hS; SiN :
Then one gets easily, for all X and Y in SN ,
hDNX;DNY iN = LNXY − XLNY − YLNX: (3.4)
By adapting Bichteler et al. (1987, Proposition 9(3), p. 113), we check in the lemma
below that LN is well dened: if X =F(N (f1); : : : ; N (fd))=G(N (g1); : : : ; N (gq)), then
using one expression or the other will give the same LNX .
Lemma 3.1. If X =F(N (f1); : : : ; N (fk))2SN ; and if X  0; then LNX  0; and thus
hDNX iN  0.
Proof. We assume that 
 is the set of the integer valued measures on [0; T ][0; L]O.
Let !2
 and (t; x; z)2 supp ! be xed. We set !0=!− (t; x; z), and for 2; ! =
!0 + (t; x; z+), where  is a neighbourhood of 0 in R such that z + O. Then !0
and ! are in 
. We set
Xt;x; z() = X (!) = F(!0(f1) + f1(t; x; z + ); : : : ; !0(fk) + fk(t; x; z + )):
Then Xt;x; z vanishes identically, and is C2 in . We deduce that
1
’(z)
@
@

(z + )’(z + ) @
@
Xt;x; z()

=0
= 0:
Writing this explicitly, and summing the obtained expression on all the points (t; x; z)2
supp !, we get LNX (!) = 0.
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We thus see that for each !2
, DNX (!) is well dened up to an N (!)-negligible
set: we could replace DN;;X (!) with anything when N (!; f; ; g) = 0. In order to
understand this notion of derivative, assume that 
 is the canonical space associated
with N . Then every !2
 is a counting measure on [0; T ] [0; L] O, and
1f!(f;; g)=1gDN;;X (!) = 1f!(f;; g)=1g
@
@
X (!− (;; ) + (;; +))

=0
: (3.5)
The following lemma can be proved as Proposition 9(3), (d), p. 113 in Bichteler
et al. (1987).
Lemma 3.2. If X and Y are in SN ; then
E(XLNY ) = E(YLNX ) =−1
2
E(hDNX;DNY iN ): (3.6)
We deduce from (3.6) the following lemma, which shows that DN is closable.
Lemma 3.3. Let Zn be a sequence of SN which goes to 0 in L2. Assume that there
exists S;; (!)2L2(P(d!)()N (!; d; d; d)) such that E(hDNZn−SiN ) goes to 0.
Then E(hSiN ) = 0.
Proof. Let X be in SN . The Cauchy{Schwarz inequality yields
E(hS; DNX iN ) = lim
n
E(hDNZn; DNX iN ):
But, owing to Lemma 3.2, E(hDNZn; DNX iN ) =−2E(ZnLNX ). Since Zn goes to 0 in
L2, we deduce that E(hS; DNX iN ) = 0. Then we apply this with X = Zk , and we let k
go to innity. We now dene the derivative operator associated with the white noise.
First, we dene the domain of the \smooth variables":
SW = fX = F(W (f1); : : : ; W (fk)) + a=k>1;
F 2C2c (Rk); fi 2L2([0; L] [0; T ]); a2Rg: (3.7)
Here, W (fi) =
R T
0
R L
0 fi(s; x)W (dx; ds). If X is in S
N , if 2 [0; L] and 2 [0; T ],
we set
DW;X =
kX
i=1
@iF(W (f1); : : : ; W (fk))fi(; ): (3.8)
If S;(!) and T;(!) are in L2(P(d!)d d), we set
hS; T ileb =
Z T
0
Z L
0
S;T; d d and hSileb = hS; Sileb: (3.9)
The following lemma can be found in Nualart (1995, p. 26).
Lemma 3.4. Let Zn be a sequence of SW that goes to 0 in L2. Assume that there
exists S;(!)2L2(P(d!)d d) such that E(hDWZn − Sileb) goes to 0. Then
E(hSileb) = 0.
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Now, we can build the operators on the product space. The smooth variables
domain is
S=

Y = H (W (f1); : : : ; W (fd); N (g1); : : : ; N (gk)) + a =H 2C2c (Rd+k);
k + d>1; fi 2L2([0; L [0; T ]); gj 2CL; a2R
}
: (3.10)
If Y belongs to S, we dene DNY and LNY (resp. DWY ) as previously, considering
the variables W (f1); : : : ; W (fd) (resp. N (g1); : : : ; N (gk)) as constants:
DW;Y =
dX
i=1
@iH (W (f1); ; : : : ; W (fd); N (g1); : : : ; N (gk))fi(; ); (3.11)
DN;;Y =
d+kX
i=d+1
@iH (W (f1); ; : : : ; W (fd); N (g1); : : : ; N (gk))(gi)0z(; ; ): (3.12)
The scalar products are denoted as previously, and we see that if X and Z are in S,
then X , Z , and hDWX;DWZileb are bounded; and hDNX;DNZiN belongs to
T
p<1 L
p.
If Z belongs to S, we set
&Z&2 = [E(Z2) + E(hDWZileb) + E(hDNZiN )]1=2: (3.13)
We denote by D2 the closure of S for this norm. Because of Lemmas 3.3 and 3.4,
the operators DW; and D
N
;; can be extended to the space D2.
Remark 3.5. We have extended DW and DN to D2; and the weak solution of (0:1)
will belong to this space. But no integration by parts formula (like (3.6)) hold on D2;
because LN cannot be extended to this space. Nevertheless, the \dierentiability" of
our solution will allow us to prove Theorem 1.5.
Notation 3.6. We will denote by fTngn>0 a sequence of stopping times, by f(Xn; Zn)gn>0
a sequence of [0; L]  O-valued random variables, such that for each n, (Xn; Zn) is
FTn -measurable, and such that
N (dt; dx; dz) =
1X
n=0
(Tn; Xn; Zn)(dt; dx; dz): (3.14)
Remark 3.7. (1) The way we have closed (SN ; DN ) shows that if X 2D2; and if
Y = X a.s., then Y 2D2; and a.s.,
hDWX − DWY ileb = 0; hDNX − DNY iN = 0: (3.15)
(2) Let S;; (!) and S 0;; (!) belong to L
2(P(d!)()N (!; d; d; d)). In the whole
sequel, the notation \S;;  = S 0;; " or \S = S
0" will mean
a:s:; hS − S 0iN = 0 (3.16)
which is the same as
a:s:; 8 n2N; SXn; Tn; Zn = S 0Xn; Tn; Zn : (3.17)
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(3) Let X be a random variable, eventually dened a.s. (X may be a stochastic
integral; : : :). In order to prove that X 2D2 and that, for some S;(!)2L2(P(d!)dd);
some T;;(!)2L2(P(d!)()N (!; d; d; d));
DW;X = S; and D
N
;;X = T;; (3.18)
it suces to nd a sequence fXng in S (or in D2) such that, when n goes to innity,
E((X − Xn)2) + E(hS − DWXnileb) + E(hT − DNXniN )! 0: (3.19)
3.2. Properties of the derivative operators
We now give the usual properties of our derivative operators. We omit the proofs
of the two rst ones, because the results are well known in the Gaussian context (we
refer to Nualart, 1995), and the adaptations are easy.
Proposition 3.8. D2; endowed with the following scalar product; is Hilbert:
hY; ZiD2 = E(YZ) + E(hDWY;DWZileb) + E(hDNY;DNZiN ): (3.20)
Proposition 3.9. (1) Let Y be in D2 and let F be in C1b (R). Then Z = F(Y ) belongs
to D2; DWZ = F 0(Y )DWY; and DNZ = F 0(Y )DNY .
(2) If f0 is in L2([0; L] [0; T ]); then W (f0) belongs to D2; DWW (f0) =f0; and
DNW (f0) = 0.
(3) If g0 is a measurable function on [0; T ]  [0; L]  O; of class C1 on O; with
compact support; such that g0 and (g0)0z are bounded; then N (g0) and ~N (g0) are in
D2; DWN (g0) = DW ~N (g0) = 0; and DNN (g0) = DN ~N (g0) = (g0)0z.
We carry on with a proposition which deals with the conditional expectations.
Proposition 3.10. (1) Let Z be in S. Consider the cadlag martingale Zs = E(Z jFs).
Then; for each s2 [0; T ]; Zs belongs to D2; and for all ; ; a.s.;
DW;Zs = E(D
W
;Z jFs)1f6sg (3.21)
and for all n; a.s.;
DNXn; Tn; ZnZs = E(D
N
Xn; Tn; ZnZ jFs)1fTn6sg: (3.22)
Furthermore; &Zs&26&Z&2.
(2) Let Y be an Fs-measurable element of D2. Then for each ; ; each n;
DW;Y = D
W
;Y1f6sg and D
N
Xn; Tn; ZnY = D
N
Xn; Tn; ZnY1fTn6sg (3.23)
and these random variables are Fs-measurable.
(3) Let X and Z be in D2. Assume that X and Z are independent. Then XZ belongs
to D2; and
DWXZ = XDWZ + ZDWX; DNXZ = XDNZ + ZDNX: (3.24)
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Proof. 1. Let s2 [0; T ] and Z = F(W (f1); : : : ; W (fm); N (g1); : : : ; N (gd))2S. We set
fi(; ) = fi(; )1f6sg; f^i(; ) = fi(; )1f>sg;
gi(; ; ) = gi(; ; )1f6sg; g^i(; ; ) = gi(; ; )1f>sg:
Then for each i; W ( fi) and N ( gi) are Fs-measurable, and W (f^i), N (g^i) are indepen-
dent of Fs. Thus, if  denotes the law of (W (f^1); : : : ; N (g^d)) and if H (X1; : : : ; Yd) =R
Rm+d F(X1 + x1; : : : ; Yd + yd))(dx1; : : : ; dyd), then
Zs = E(Z jFs) = H (W ( f1); : : : ; N ( gd)): (3.25)
Since F is of class C1c , it is easy to check that H is in C
1
b . It is not dicult to deduce
that Zs belongs to D2, and that for all ; , all n,
DW;Zs =
mX
i=1
@iH (W ( f1); : : : ; N ( gd)) fi(; );
DNXn; Tn; ZnZs =
m+dX
i=m+1
@iH (W ( f1); : : : ; N ( gd))( gi)
0
z(Xn; Tn; Zn):
But, @iH (W ( f1); : : : ; N ( gd))=E(@iF(W (f1); : : : ; N (gd)) jFs). We easily deduce (3.21),
and on the other hand,
DNXn; Tn; ZnZs =
m+dX
i=m+1
E[@iF(W (f1); : : : ; N (gd)) jFs](gi)0z(Xn; Tn; Zn)1fTn6sg
= E
 
m+dX
i=m+1
@iF(W (f1); : : : ; N (gd))(gi)0z(Xn; Tn; Zn)1fTn6sg jFs
!
= E(DNXn; Tn; ZnZ jFs)1fTn6sg (3.26)
and (3.22) follows. The inequality &Zs&26&Z&2 is a consequence of (3.21), (3.22)
and of Jensen’s inequality: for example,
E(hDNZsiN ) = E
 X
n
E(DNXn; Tn; ZnZ jFs)21fTn6sg(Zn)
!
6 E
 X
n
E((DNXn; Tn; ZnZ)
2jFs)1fTn6sg(Zn)
!
= E
 
E
(X
n
(DNXn; Tn; ZnZ)
21fTn6sg(Zn)jFs
)!
6 E(hDNZiN ): (3.27)
Condition (2) is a straightforward consequence of (1): let Zk be a sequence of S
going to Y in D2. Then it is clear that Zks = E(Z
k jFs) goes to Y in L2. Furthermore,
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we know from (1) that for each k, Zks belongs to D2, and
&Zk+1s − Zks&26&Zk+1 − Zk&2:
Thus Zks is Cauchy in D2, and thus tends to Y in D2. One concludes easily by using (1).
(3) Let G (resp. A) be the -eld generated by X (resp. Z). Let X 0k (resp. Z 0k) be
a sequence of S going to X (resp. Z) in D2. Using the same arguments as in (1), one
can check that X k =E(X 0k jG) (resp. X k =E(X 0k jG), still belongs to D2 and converges
to X (resp. Z) in D2. Furthermore, the variables X , X k , hDNX ileb, hDNX kileb; hDN (X−
X k)ileb, and hDNX iN ; hDNX kiN , hDN (X−X k)iN are G-measurable. The same list of
random variables, replacing X and X k with Z and Zk are A-measurable. On the other
hand, it is easy to check that for each k, X kZk 2D2, and that DWX kZk = X kDWZk +
ZkDWX k and DNX kZk = X kDNZk + ZkDNX k . The convergence of X kZk to XZ in D2
is easily proved, using repeatedly the same independence argument.
We nally state the absolute continuity criterion that we will use. This is adapted
from Nualart (1995, p. 87).
Theorem 3.11. Assume that Z belongs to D2; and set =hDWZileb +hDNZiN . Then;
if > 0 a.s.; the law of Z admits a density with respect to the Lebesgue measure on R.
Proof. Suppose rst that jZ j< 1. Let  be a Lebesgue-negligible function from ]−1; 1[
to [0; 1]. We have to show that (Z) = 0 a.s. Let 	(y) =
R y
−1 (x) dx. Following
Nualart (1995, p. 87), one can show that 	(Z)2D2, that DW	(Z) = (Z)DWZ , and
that DN	(Z) = (Z)DNZ .
On the other hand, 	(Z) = 0. So its derivatives vanish, and the uniqueness of the
derivatives yields that a.s.,
h(Z)DWZileb + h(Z)DNZiN = 0:
It follows that 2(Z) = 0 a.s., and thus that (Z) vanishes almost surely. The rst
step is nished. If Z is not bounded any more, it suces to apply what precedes with
(Z), where  is a bijective C1b function from R to ] − 1; 1[, with a strictly positive
derivative.
3.3. Derivation and stochastic integrals
In the evolution equation (1.10), one can see three random integrals. In order to
apply Theorem 3.11, we have to compute their derivatives. We begin with a remark
which might avoid confusion.
Remark 3.12. (1) Let Y and Y 0 be two weak versions of the same process. Assume
that for each y, each s; Y (y; s)2D2. Then for almost all y; s,
Y 0(y; s)2D2;
hDWY (y; s)− DWY 0(y; s)ileb + hDNY (y; s)− DNY 0(y; s)iN = 0 a:s:
(2) Let Y be a process such that for each y; s; Y (y; s)2D2. Assume that for each
; , DW;Y (y; s) = S;(y; s) dP dy ds-a.e. (i.e. S; is a weak version of D
W
;Y ), and
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that for each n; DNXn; Tn; ZnY (y; s) = S
0
Xn; Tn; Zn(y; s) dP dy ds-a.e. (i.e. S
0
Xn; Tn; Zn is a weak
version of DNXn; Tn; ZnY ). Then for almost all y; s, a.s.,
hDWY (y; s)− S(y; s)ileb + hDNY (y; s)− S 0(y; s)iN = 0:
Proof. (1) This is immediate, since for almost all y; s, a.s., Y (y; s) = Y 0(y; s).
(2) For example, owing to Fubini’s Theorem,Z T
0
Z L
0
E(hDWY (y; s)− S(y; s)ileb) dy ds
=
Z T
0
Z L
0
d d E
Z T
0
Z L
0
(
DW;Y (y; s)− S;(y; s)
2
dy ds

= 0:
Let us now dene a class of processes the integrals of which will belong to D2.
Denition 3.13. Let Y be a process of class PV. We will say that Y is D2-PV
if the following conditions hold:
 For every y; s; Y (y; s) belongs to D2, and supy;s&Y (y; s)&2<1.
 For each ;  xed, the process DW;Y (y; s) admits a predictable weak version (and
vanishes when > s). The map !; ; ; y; s! DW;Y (y; s)(!) is globally measurable.
 For each n>0, the process DNXn; Tn; ZnY (y; s) admits a predictable weak version (and
vanishes when Tn>s).
Remark 3.14. Let Z 2S. Consider the cadlag martingale Zs = E(Z jFs). This process
is in D2 −PV, and for all s, &Zs&26&Z&2.
This is a straightforward consequence of Proposition 3.10(1). The following Remark
is a well-known fact about Hilbert spaces, and will allow to \separate" the variables
y; s and ! in the stochastic integrals.
Remark 3.15. Let fZkgk>0 be an orthonormal (for h iD2 ) basis of S. Then every
element Y of D2 can be written as
Y =
X
k>0
kZk with
X
k>0
2k <1 where k = hY; ZkiD2 : (3.28)
Let us apply this to a D2-PV process.
Lemma 3.16. Let Y belong to D2-PV :
(1) Owing to Remark 3:15; we can write Y as
Y (y; s) =
X
k>0
k(y; s)Zk with sup
y;s
X
k>0
2k(y; s)<1; (3.29)
where k(y; s) = hY (y; s); ZkiD2 is B([0; L] [0; T ])-measurable.
(2) If Zks = E(Z
k jFs) (see Remark 3:14); then for every N;∥∥∥∥∥
Y (y; s)−
NX
k=0
k(y; s)Zks
∥∥∥∥∥

2
6
∥∥∥∥∥
Y (y; s)−
NX
k=0
k(y; s)Zk
∥∥∥∥∥

2
: (3.30)
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Proof. (1) The only problem is to prove that k is measurable, which follows from
the properties of a D2-PV process, since
k(y; s) = E(Y (y; s)Zk) + E
Z T
0
Z L
0
DW;Y (y; s)D
W
;Z
kd d

+
X
n
E(DNXn; Tn; ZnY (y; s)D
N
Xn; Tn; ZnZ
k)
The second part can be proved in the same way as Proposition 3.10.
We will also need the following denition.
Denition 3.17. Let S;; (!; y; s) be function on 
  ([0; L] [0; T ] O) ([0; L]
[0; T ]). We will say that S belongs to the class DN if supy;s E(hS(y; s)iN )<1 and
if for each n>0, the process SXn; Tn; Zn(y; s) admits a predictable weak version, and
vanishes when Tn>s.
These conditions, which are satised by the derivative related to N of a D2-PV
process, will allow to prove the Technical (but fundamental) Lemma 3.18. Let us
notice that if S is such a function, then hS(y; s)iN admits a predictable weak version
(this is immediate by using Notation 3:6). The following lemma takes the place of the
L2-isometry which is constantly used in the Gaussian case. The functions f; g; h are
the parameters of (0.1), and satisfy (H0).
Lemma 3.18. Let Y be a process of class PV; and let S be in DN. We set;
for 6t :
Ta;; (x; t) =
Z t
0
Z L
0
Gt−s(x; y)f0(Y (y; s))S;; (y; s)W (dy; ds);
T b;; (x; t) =
Z t
0
Z L
0
Gt−s(x; y)g0(Y (y; s))S;; (y; s) dy ds; (3.31)
Tc;; (x; t) =
Z t
0
Z L
0
Z
O
Gt−s(x; y)h0x(Y (y; s); z)S;; (y; s) ~N (ds; dy; dz)
and Ta;; (x; t)=T
b
;; (x; t)=T
c
;; (x; t)=0 if > t. These functions belong to DN; and
E[hTa(x; t)iN ] =
Z t
0
Z L
0
G2t−s(x; y)E[ff0(Y (y; s))g2hS(y; s)iN ] dy ds; (3.32)
E[hTb(x; t)iN ]6TL
Z t
0
Z L
0
G2t−s(x; y)E[fg0(Y (y; s))g2hS(y; s)iN ] dy ds; (3.33)
E[hTc(x; t)iN ] =
Z t
0
Z L
0
Z
O
G2t−s(x; y) E[ fh0x(Y (y; s); z)g2 hS(y; s)iN ]
’(z) dz dy ds: (3.34)
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Note here again that the integrals in (3.31) are not well dened for each ; ; . Once
again, we mean here that ; ;  have to be replaced by Xn; Tn; Zn.
Proof. We rst notice that if (3.32){(3.34) hold, the lemma will follow easily, by
using an easy adaptation of Lemma 2.1. Let us for example check (3.34). Using
Notation 3:6, and applying Fubini’s Theorem (everything is positive), we obtain
E(hTc(x; t)iN ) = E
 X
n>0
(Zn)[TcXn; Tn; Zn(x; t)]
2
!
=
X
n>0
E((Zn)[TcXn; Tn; Zn(x; t)]
2)
=
X
n>0
E
Z t
0
Z L
0
Z
O
Gt−s(x; y)h0x(Y (y; s); z)

p
(Zn)SXn; Tn; Zn(y; s) ~N (ds; dy; dz)
2
:
But we know that
p
(Zn)SXn; Tn; Zn(y; s)=
p
(Zn)SXn; Tn; Zn(y; s)1fTn6sg belongs to PV.
We thus can apply (1.4):
E(hTc(x; t)iN ) =
X
n>0
Z t
0
Z L
0
Z
O
G2t−s(x; y)
E(fh0x(Y (y; s); z)g2(Zn)S2Xn; Tn; Zn(y; s))’(z) dz dy ds:
We conclude by using again Fubini’s Theorem.
Now we can state the main proposition of this section:
Proposition 3.19. Let Y belong to D2-PV. Let us consider the following processes:
U1(x; t) =
Z t
0
Z L
0
Gt−s(x; y)f(Y (y; s))W (dy; ds);
U2(x; t) =
Z t
0
Z L
0
Gt−s(x; y)g(Y (y; s)) dy ds;
U3(x; t) =
Z t
0
Z L
0
Z
R
Gt−s(x; y)h(Y (y; s); z) ~N (ds; dy; dz):
Then U1; U2; U3 are in D2-PV. If Y− is a predictable weak version of Y; then
DW;U1(x; t) =Gt−(x; )f(Y−(; ))1f6tg
+
Z t
0
Z L
0
Gt−s(x; y)f0(Y (y; s))DW;Y (y; s)W (dy; ds);
DN;; U1(x; t) =
Z t
0
Z L
0
Gt−s(x; y)f0(Y (y; s))DN;;Y (y; s)W (dy; ds);
DW;U2(x; t) =
Z t
0
Z L
0
Gt−s(x; y)g0(Y (y; s))DW;Y (y; s) dy ds;
DN;; U2(x; t) =
Z t
0
Z L
0
Gt−s(x; y)g0(Y (y; s))DN;;Y (y; s) dy ds;
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DW;U3(x; t) =
Z t
0
Z L
0
Z
R
Gt−s(x; y)h0x(Y (y; s); z)D
W
;Y (y; s) ~N (ds; dy; dz);
DN;; U3(x; t) =Gt−(x; )h
0
z(Y−(; ); )1f6tg
+
Z t
0
Z L
0
Z
R
Gt−s(x; y)h0x(Y (y; s); z)D
N
;;Y (y; s) ~N (ds; dy; dz):
Note that the obtained derivatives do not depend on the choice for the predictable
weak version Y− of Y . Indeed, if Y− is another predictable weak version of Y , then
it is clear that for each x, t, a.s.,Z t
0
Z L
0
fGt−(x; )f(Y−(; ))− Gt−(x; )f(Y−(; ))g2 d d
+
Z t
0
Z L
0
Z
R
fGt−(x; )h0z(Y−(; ); )− Gt−(x; )h0z(Y−(; ); )g2
()N (d; d; d) = 0:
We will only prove the proposition for U3(x; t), because the other cases are simpler
and can be proved similarly. We begin with a lemma:
Lemma 3.20. Let  be a measurable function on [0; T ]  [0; L]  O; of class C1 on
O (in z); with 0z bounded; and such that j(s; y; z)j6K(z) (where 2L2(O;’(z) dz)
is dened in (H0)). Let (t; x)2 ]0; T ] [0; L] be xed; and
G(s; y; z) = Gt−s(x; y)(s; y; z)1fs6tg: (3.35)
Then ~N (G) =
R T
0
R L
0
R
O G(s; y; z) ~N (ds; dy; dz) belongs to D2; and its derivatives are
given by
DW; ~N (G) = 0 and D
N
;;
~N (G) = Gt−(x; )0z(; ; )1f6tg: (3.36)
Proof. This lemma is an easy extension of Proposition 3.9(3). Let fTg be a family
of C1 functions on R, such that jT0 j61,
T(u) =
8<
:
u if juj61=
1 + 1= if u>2 + 1=
−1− 1= if u6− 2− 1=
and jT(u)j6juj:
On the other hand, using assumption (S), we consider a family fKg of C1 positive
functions on O, bounded by (1), with compact support (in O), and satisfying
8z 2O;K(z) !
!0
1;
Z
O
(K 0(z))
22(z)(z)’(z) dz !
!0
0: (3.37)
We set
G(s; y; z) =T(Gt−s(x; y))T((s; y; z))K(z)1fs6tg:
Then G satises the conditions of Proposition 3.9(3):
(G)0z(s; y; z) =T(Gt−s(x; y))1fs6tg
[T0((s; y; z))0z(s; y; z)K(z) +T((s; y; z))K 0(z)]:
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Thus, ~N (G)2D2, and
DW ~N (G) = 0; DN ~N (G) = (G)0z :
One easily checks, by using the Lebesgue Theorem and (3.37), that ~N (G) goes to
~N (G) in L2, and that
E(hG0z − (G)0ziN )
tends to 0. This yields the result.
Proof of Proposition 3.19 for U = U3.
Step 1: If z is xed, h(:; z) is C1b on R. Hence, using Proposition 3.9(1), for every
(x; t; z) in [0; L] [0; T ] R, h(Y (x; t); z)2D2, and we have
DWh(Y (x; t); z) = h0x(Y (x; t); z)D
WY (x; t);
DNh(Y (x; t); z) = h0x(Y (x; t); z)D
NY (x; t):
Furthermore, due to (H0), we see that supx; t&h(Y (x; t); z)&26K(z). Let us write h(Y; z)
in D2 (owing to Lemma 3.16) as
h(Y (x; t); z) =
X
k>0
k(x; t; z)Zk :
We know that for all k, k is measurable. Furthermore,
sup
x; t
X
k
2k(x; t; z) = sup
x; t
&h(Y (x; t); z)&226K
2(z):
Using Lebesgue’s Theorem and (H0), we see that
k(y; s; z) = hh(Y (y; s); z); ZkiD2
= E[h(Y (y; s); z)Zk ] + E[h0x(Y (y; s); z)hDWY (y; s); DWZkileb]
+E[h0x(Y (y; s); z)hDNY (y; s); DNZkiN ] (3.38)
is of class C1 in z, and that its derivative is bounded. On the other hand, since h0z( : ; z)
is of class C1b , Proposition 3.9(1) shows that h
0
z(Y (y; s); z) belongs to D2, allows to
compute its derivatives, and to see that (due to (H0)):
sup
x; t; z
X
k
((k)0z(x; t; z))
2 = sup
x; t; z
&h0z(Y (x; t); z)&
2
2<1:
We see also that h0z(Y (y; s); z)=
P
k>0(k)
0
z(y; s; z)Z
k in D2. Because of Remark 3.14,
setting Zks = E(Z
k jFs) and
	N (y; s; z) =
NX
k=0
k(y; s; z)Zks ; (3.39)
we know that
8y; s; z &	N (y; s; z)− h(Y (y; s); z)&2 ! 0; (3.40)
sup
N
sup
y;s
&	N (y; s; z)− h(Y (y; s); z)&226K2(z); (3.41)
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8y; s; z &(	N )0z(y; s; z)− h0z(Y (y; s); z)&2 ! 0; (3.42)
sup
N
sup
y;s; z
&(	N )0z(y; s; z)− h0z(Y (y; s); z)&226 sup
y;s; z
&h0z(Y (y; s); z)&
2
2<1: (3.43)
Step 2: Let us rst show that for each k,
~U
k
(x; t) =
Z t
0
Z L
0
Z
O
Gt−s(x; y)k(y; s; z)Zks ~N (ds; dy; dz)
belongs toD2, and let us compute its derivatives. It is really useful to use the sequence Zks ,
because the processes k(y; s; z)Zk do not a priori admit predictable weak versions.
We use a Peano approximation for Zks : if 06s6T , we set sn=supf(i=n)T (i=n)T<sg_0.
Then we consider
~U
k
n(x; t) =
Z t
0
Z L
0
Z
O
Gt−s(x; y)k(y; s; z)Zksn ~N (ds; dy; dz)
=
n−1X
i=0
Zk(i=n)T 
Z
[0; t]\](i=n)T;[(i+1)=n]T ]

Z L
0
Z
O
Gt−s(x; y)k(y; s; z) ~N (ds; dy; dz): (3.44)
Since Zk(i=n)T belongs to D2 and is F(i=n)T -measurable, since k satises the assumptions
of Lemma 3.20, this lemma and Proposition 3.10 (3) allow us to say that ~U
k
n(x; t)2D2,
and
DN;; ~U
k
n(x; t) =
n−1X
i=0
Z
[0; t]\](i=n)T;[(i+1)=n]T ]
Z L
0
Z
O
Gt−s(x; y)k(y; s; z) ~N (ds; dy; dz)
DN;;Zk(i=n)T
+
n−1X
i=0
Zk(i=n)T  Gt−(x; )(k)0z(; ; )1f2](i=n)T; ((i+1)=n)T ]\[0; t]g
=
Z t
0
Z L
0
Z
O
Gt−s(x; y)k(y; s; z)DN;;Z
k
sn
~N (ds; dy; dz)
+Gt−(x; )(k)0z(; ; )Z
k
n1f6tg (3.45)
and, by the same way,
DW; ~U
k
n(x; t) =
Z t
0
Z L
0
Z
O
Gt−s(x; y)k(y; s; z)DW;Z
k
sn
~N (ds; dy; dz):
Thus, we set
DN;; ~U
k
(x; t) =
Z t
0
Z L
0
Z
O
Gt−s(x; y)k(y; s; z)DN;;Z
k
s
~N (ds; dy; dz)
+Gt−(x; )(k)0z(; ; )Z
k
−1f6tg (3.46)
136 N. Fournier / Stochastic Processes and their Applications 87 (2000) 115{147
and
DW; ~U
k
(x; t) =
Z t
0
Z L
0
Z
O
Gt−s(x; y)k(y; s; z)DW;Z
k
s
~N (ds; dy; dz):
We still have to check the convergence in D2. First, because of (1.4), and since
jk j6K2L2(O;’(z) dz),
E[( ~U
k
(x; t)− ~Ukn (x; t))2] =
Z t
0
Z L
0
Z
O
G2t−s(x; y)
2
k(y; s; z)E((Z
k
s −Zksn)2)’(z) dzdyds
6K
Z t
0
Z L
0
G2t−s(x; y)E((Z
k
s − Zksn)2) dy ds: (3.47)
This goes to 0 by using (twice) the Lebesgue Theorem: for each s; jZks − Zksn j goes to
0 a.s., and is smaller than 2 sup!jZk(!)j<1. Thus for each s, E((Zks −Zksn)2) goes to
0. This expectation is also bounded, and G2t−s(x; y) belongs to L
1(dy ds): Lebesgue’s
Theorem (for dy ds) yields the convergence.
On the other hand,
E[hDN ~Uk(x; t)− DN ~Ukn(x; t)iN ]
6C
Z t
0
Z L
0
Z
O
G2t−(x; )((k)
0
z(; ; ))
2E((Zkn − Zk−)2)()’() d d d
+CE
Z t
0
Z L
0
Z
O
Z t
0
Z L
0
Z
O
Gt−s(x; y)k(y; s; z)(DN;;Z
k
sn
−DN;;Zks ) ~N (ds; dy; dz)
2
()N (d; d; d)

:
The rst part in this expression tends to 0 as above. Lemma 3.18 allows us to upper-
bound the second one withZ t
0
Z L
0
Z
O
G2t−s(x; y)
2
k(y; s; z)E(hDNZksn − DNZks iN )’(z) dz dy ds
which goes to 0 by the same way (here hDNZksn − DNZks iN is not upper-bounded by
a constant, but by the random variable
X k = 4 sup
[0;T ]
E[hDNZkiN jFs]
which belongs to L1(
) due to Doob’s inequality, since hDNZkiN 2L2(
), because
Zk 2S).
Finally, one can prove as well that E[hDW ~Uk(x; t)− DW ~Ukn(x; t)ileb] tends to 0.
Step 3: We now approximate U (x; t) with
UN (x; t) =
NX
k=0
~U
k
(x; t):
Using the rst step, we know that UN (x; t) belongs to D2, and that (	N (y; s; z) is
dened by Eq. (3.39)):
DW;U
N (x; t) =
Z t
0
Z L
0
Z
O
Gt−s(x; y)DW;	
N (y; s; z) ~N (ds; dy; dz);
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DN;;U
N (x; t) =Gt−(x; )(	N )0z(; ; )1f6tg
+
Z t
0
Z L
0
Z
O
Gt−s(x; y)DN;;	
N (y; s; z) ~N (ds; dy; dz):
We now denote by DW;U (x; t) and D
N
;;U (x; t) the expressions of the statement, even
if we still do not know if these are really the derivatives of U (x; t). First, using (1.4),
E[(U (x; t)− UN (x; t))2]6
Z t
0
Z L
0
Z
O
G2t−s(x; y)E((h(Y (y; s); z)
−	N (y; s))2)’(z) dy dz ds:
This goes to 0 by the Lebesgue Theorem, and owing to (3.40) and (3.41). Furthermore,
E[hDNU (x; t)− DNUN (x; t)iN ]
6K
Z t
0
Z L
0
Z
O
G2t−(x; )E((h
0
z(Y (; ); )− (	N )0z(; ; ))2)()’() d d d
+KE
Z T
0
Z L
0
Z
O
Z t
0
Z L
0
Z
O
Gt−s(x; y)
(DN;;h(Y (y; s); z)− DW;	N (y; s; z)) ~N (ds; dy; dz)
2
()N (d; d; d)

:
The rst term tends to 0 as above (because of (3.42) and (3.43)). We upper-bound
the second one, by using Lemma 3.18, withZ t
0
Z L
0
Z
O
G2t−s(x; y)E(hDN	N (y; s; z)− DNh(Y (y; s); z)iN )’(z) dz dy ds
which goes also to 0 owing to the Lebesgue Theorem. The third convergence can be
checked by the same way.
Step 4: We still have to prove that U (x; t) belongs to D2-PV. First, U is pre-
dictable, as DW;U (x; t) if ;  are xed. The global measurability of D
W
;U (x; t)(!)
is obvious, as the predictability of DW;U (x; t) (for ;  xed) and of D
N
Xn; Tn; ZnU (x; t)
(for n>0 xed). U is classically bounded in L2, and E(hDNU (x; t)iN ) is bounded by
Lemma 3.18, (H0), and (A.3). Furthermore, using Fubini’s Theorem and (H0),
E(hDWU (x; t)ileb)
=
Z T
0
Z L
0
E
"Z t
0
Z L
0
Z
O
Gt−s(x; y)h0x(Y (y; s); z)D
W
;Y (y; s) ~N (ds; dy; dz)
2#
d d
6
Z T
0
Z L
0
Z t
0
Z L
0
Z
O
G2t−s(x; y)
2(z)E(fDW;Y (y; s)g2)’(z) dz dy ds d d
=
Z t
0
Z L
0
Z
O
G2t−s(x; y)
2(z)E(hDWY (y; s)ileb)’(z) dz dy ds:
This is clearly bounded, because Y is D2-PV, since 2L2(O;’(z) dz), and due
to (A.3).
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3.4. Derivation of the solution
In order to apply Theorem 3.11, we have to prove that V is in D2, and to compute
its derivatives.
Theorem 3.21. Assume (H0); (M) and (D). Let V be the unique weak solution of
(0:1). Then V belongs to D2-PV; and if V− is a predictable weak version of V;
DW;V (x; t) =Gt−(x; )f(V−(; ))1ft>g
+
Z t
0
Z L
0
Gt−s(x; y)f0(V (y; s))DW;V (y; s)W (dy; ds)
+
Z t
0
Z L
0
Gt−s(x; y)g0(V (y; s))DW;V (y; s) dy ds
+
Z t
0
Z L
0
Z
O
Gt−s(x; y)h0x(V (y; s); z)D
W
;V (y; s) ~N (ds; dy; dz); (3.48)
DN;;V (x; t) =Gt−(x; )h
0
z(V−(; ); )1ft>g
+
Z t
0
Z L
0
Gt−s(x; y)f0(V (y; s))DN;;V (y; s)W (dy; ds)
+
Z t
0
Z L
0
Gt−s(x; y)g0(V (y; s))DN;;V (y; s) dy ds
+
Z t
0
Z L
0
Z
O
Gt−s(x; y)h0x(V (y; s); z)D
N
;;V (y; s) ~N (ds; dy; dz):
(3.49)
In order to prove this theorem, we will denote by A;(x; t) and B;;(x; t) the solutions
of (3.48) and (3.49), then we will check that they are really the derivatives of V .
Eqs. (3.48) and (3.49) are in fact \systems". In particular, in the case of Eq. (3.49),
we do not want to solve the equation for each ; ;  xed, but rather for each n,
replacing ; ;  with Xn; Tn; Zn. The solution B(x; t) will be considered as taking its
values in L2(P(d!)()N (!; d; d; d)), for each x; t.
Lemma 3.22. (1) Eq. (3:48) admits a unique solution
x; t 7! A(x; t);
[0; L] [0; T ] 7! L2(P(d!) d d) (3.50)
such that for each xed ; ; the process A;(x; t) admits a predictable weak version
and such that
sup
x; t
E(hA(x; t)ileb)<1:
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The uniqueness holds in the sense that; if A0 is another solution; then
sup
x; t
E[hA(x; t)− A0(x; t)ileb] = 0:
(2) Eq. (3:49) admits a unique solution
x; t 7! B(x; t);
[0; L] [0; T ] 7! L2(P(d!)()N (!; d; d; d)) (3.51)
belonging to DN. The solution is unique in the sense that if B0 is another solution;
then
sup
x; t
E[hB(x; t)− B0(x; t)iN ] = 0:
Proof. Let us for example prove (2). The uniqueness follows easily from Lemma 3.18
and assumption (H0). We prove the existence by using a Picard iteration: we set
B0;; (x; t) = Gt−(x; )h
0
z(V−(; ); )1ft>g
Bn+1;; (x; t) = B
0
;; (x; t) +
Z t
0
Z L
0
Gt−s(x; y)f0(V (y; s))Bn;; (y; s)W (dy; ds)
+
Z t
0
Z L
0
Gt−s(x; y)g0(V (y; s))Bn;; (y; s) dy ds
+
Z t
0
Z L
0
Z
O
Gt−s(x; y)h0x(V (y; s); z)B
n
;; (y; s) ~N (ds; dy; dz):
One can check recursively, by using Lemma 3.18, that for every n, Bn belongs to DN.
Then Lemma 3.18, assumption (H0), (A.2), and Picard’s Lemma allow us to say that
the series with general term
sup
x; t
E(hBn+1(x; t)− Bn(x; t)iN )
1=2
does converge. We conclude easily.
Proof of Theorem 3.21. We consider the Picard approximations of V dened in Sec-
tion 2 by (2.6). It is immediate, by using recursively Proposition 3.19, that for each n,
Vn belongs to D2-PV, and we also have an expression of its derivatives. For example,
if Vn− is a predictable weak version of V
n,
DN;;V
n+1(x; t) = Gt−(x; )h0z(V
n
−(; ); )1ft>g
+
Z t
0
Z L
0
Gt−s(x; y)f0(Vn(y; s))DN;;V
n(y; s)W (dy; ds)
+
Z t
0
Z L
0
Gt−s(x; y)g0(Vn(y; s))DN;;V
n(y; s) dy ds
+
Z t
0
Z L
0
Z
O
Gt−s(x; y)h0x(V
n(y; s); z)DN;;V
n(y; s) ~N (ds; dy; dz): (3.52)
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We already know (see (2.11) in the proof of Theorem 1.4), that Vn(x; t) goes to
V (x; t) uniformly in L2. Thus we just have to check that E(hA(x; t) − DWVn(x; t)ileb)
and E(hB(x; t)− DNVn(x; t)iN ) go to 0. We set
Gn(x; t) = E[hB(x; t)− DNVn(x; t)iN ] and n(t) = sup
x
Gn(x; t):
One can check that Gn+1(x; t)6K(I n1 (x; t) +   + I n7 (x; t)), where
I n1 (x; t) =
Z t
0
Z L
0
Z
O
G2t−(x; )E([h
0
z(V
n(; ); )−h0z(V (; ); )]2)()’() d d d;
I n4 (x; t) = E
Z T
0
Z L
0
Z
O
Z t
0
Z L
0
Z
O
Gt−s(x; y)[h0x(V (y; s); z)
−h0x(Vn(y; s); z)]B(y; s) ~N (ds; dy; dz)
2
()N (d; d; d)

;
I n7 (x; t) = E
Z T
0
Z L
0
Z
O
Z t
0
Z L
0
Z
O
Gt−s(x; y)h0x(V
n(y; s); z)
[B(y; s)− DN;;V n(y; s)] ~N (ds; dy; dz)
2
()N (d; d; d)

and where I n2 and I
n
3 (resp. I
n
5 and I
n
6 ) correspond to the same term as I
n
4 (resp. I
n
7 )
but with the white noise and the Lebesgue measure.
First, h00zx is bounded, hence
[h0z(V
n(; ); )− h0z(V (; ); )]26K(Vn(; )− V (; ))2:
Since sup; E((V
n(; )− V (; ))2) tends to 0 (see (2.11)), and using (A.3), we see
that I n1 (x; t)6K
1
n ! 0.
Lemma 3.18 shows that I n4 (x; t) equalsZ t
0
Z L
0
Z
O
G2t−s(x; y)E[(h
0
x(V(y; s); z)− h0x(Vn(y; s); z))2  hB(y; s)iN ]’(z) dzdyds:
Applying Holder’s inequality (for the measure dy ds, with p = 54 and q = 5), we
upper-bound I n4 (x; t) withZ t
0
Z L
0
(Gt−s(x; y))5=2 dy ds
4=5

Z T
0
Z L
0
Z
O
E((h0x(V (y; s); z)− h0x(Vn(y; s); z))2
hB(y; s)iN )’(z) dz
5
dy ds
1=5
:
The rst part in the product is bounded (see (A.3) in the appendix), and the second
one does not depend any more on x; t, so we denote it by K2n . Then one can show by
using three times the Lebesgue Theorem (for the measures P, ’(z) dz, then dy ds), by
using (H0), that K2n goes to 0.
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After a simple computation using Lemma 3.18 and (H0), we see that
I n7 (x; t)6K
Z t
0
Z L
0
G2t−s(x; y)Gn(y; s) dy ds:
We nally obtain
Gn+1(x; t)6Kn + K
Z t
0
Z L
0
Gn(y; s)G2t−s(x; y) dy ds6K
0
n + K
0
Z t
0
n(s)
dsp
t − s ;
where K 0n ! 0. Hence,
n+1(x; t)6K 0n + K
0
Z t
0
n(s)
dsp
t − s :
Since 0 is easily bounded, it is standard to deduce that sup[0;T ] n(t) goes to 0.
One can show in the same way that supx; t E[hA(x; t) − DWVn(x; t)ileb] tends to 0,
and Theorem 3.21 is proved.
3.5. Existence of the density
We have now enough information to prove Theorem 1.5. We consider (x; t)2 [0; L]
]0; T ], and we assume that (M), (D), and (H0) hold. Using Theorems 3.11 and 3.21,
we just have to show that a.s.,
(x; t) = hDWV (x; t)ileb + hDNV (x; t)iN = W (x; t) + N (x; t)
is strictly positive under one of the assumptions (EW), (EP1), or (EP2).
We did not manage to compute explicitly (x; t). That is why we have to write
three proofs: we will show that under (EW), W (x; t)> 0 a.s., and that under (EP1)
or (EP2), N (x; t)> 0 a.s.
3.5.1. Existence of the density under (EP1)
We begin with the standard remark:
Remark 3.23. It suces to prove the result when g0>c; for an arbitrary c> 0.
Proof. let a2R be xed. Note that the Green kernel associated with the system
u0t = u
00
xx − au; u0x(0; t) = u0x(L; t) = 0
is given by Ht(x; y) = e−atGt(x; y). Since V is a weak solution of Eq. (0.1), it also is
a weak solution of
@V
@t
(x; t) dx dt − @
2V
@x2
(x; t) + aV (x; t)

dx dt
=(g(V (x; t)) + aV (x; t)) dx dt + f(V (x; t))W (dx; dt)
+
Z
R
h(V (x; t); z) ~N (dt; dx; dz): (3.53)
Hence,
V (x; t) =
Z L
0
V0(y)Ht(x; y) +
Z t
0
Z L
0
Ht−s(x; y)f(V (y; s))W (dy; ds)
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+
Z t
0
Z L
0
Ht−s(x; y)[g(V (y; s)) + aV (y; s)]W (dy; ds)
+
Z t
0
Z L
0
Z
R
Ht−s(x; y)h(V (y; s); z) ~N (ds; dy; dz):
Since g0 is bounded, since a is arbitrary, and since H behaves in the same way as G,
in the sense that 0<Ht(x; y)6Gt(x; y), the remark is proved.
Then we see that since V is in D2-PV, DN;;V (x; t) = 0 as soon as > t. Further-
more, we know (by (EP1)) that f= 0, and that jh0xj6^2L1(O;’(z) dz). Thus setting
G0(x) = g0(x)− RO h0x(x; z)’(z) dz, we obtain
DN;;V (x; t)
=
8>>>>>>>><
>>>>>>>>:
Gt−(x; )h0z(V−(; ); )
+
Z t

Z L
0
Gt−s(x; y)G0(V (y; s))DN;;V (y; s) dy ds
+
Z t

Z L
0
Z
O
Gt−s(x; y)h0x(V (y; s); z)D
N
;;V (y; s)N (ds; dy; dz) if 6t;
0 if > t:
Let S;(x; t) be the unique solution (in the sense of Lemma 3.22(2) of the following
equation:
S;(x; t) =
8>>>>><
>>>>>:
Gt−(x; ) +
Z t

Z L
0
Gt−s(x; y)G0(V (y; s))S;(y; s) dy ds
+
Z t

Z L
0
Z
O
Gt−s(x; y)h0x(V (y; s); z)S;(y; s)N (ds; dy; dz) if 6t;
0 if > t:
(3.54)
A uniqueness argument yields that DN;;V (x; t) = h
0
z(V−(; ); ))S;(x; t) in the sense
where
sup
x; t
E(hDNV (x; t)− h0z(V−(: ; :); :)S(x; t)iN ) = 0
which of course implies that for each x; t, a.s., N (x; t)=hh0z(V−(: ; :); :)S(x; t)iN . Using
Remark 3.23, we can assume that G0>0. Since h0x>0, it is obvious that for each x; t,
P(d!)N (!; d; d; d)-a.e.,
S;(x; t)>Gt−(x; )1f6tg
and we just have to check that for any t > 0, any x2 [0; L], a.s.,Z t
0
Z L
0
Z
O
G2t−(x; )(h
0
z(V−(; ); ))
2()N (d; d; d)> 0:
Since > 0, it suces to show that for every t > 0, a.s.,Z t
0
Z L
0
Z
O
1fh0z(V−(;);)6=0gN (d; d; d)> 0:
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To this aim, we consider the stopping time
R= inf

s> 0
Z s
0
Z L
0
Z
O
1fh0z(V−(;);)6=0gN (d; d; d)> 0

and we prove that R = 0 a.s.: since V− is predictable, and since N is a counting
measure,
E
Z R
0
Z L
0
Z
O
1fh0z(V−(;);)6=0g’() d d d

=E
Z R
0
Z L
0
Z
O
1fh0z(V−(;);)6=0gN (d; d; d)

61
which implies that a.s.,
Z R
0
Z L
0
Z
O
1fh0z(V−(;);)6=0g’() d d d<1:
This contradicts (EP1), except if R= 0 a.s., and Theorem 1.5 is proved under (EP1).
3.5.2. Existence of the density under (EP2)
As under (EP1), we write DN;;V (x; t) = h
0
z(V−(; ); )S;(x; t), where S;(x; t) is
the unique solution, in the sense of Lemma 3.22(2), of
S;(x; t) =
8>>>>>>>>>><
>>>>>>>>>>:
Gt−(x; ) +
Z t

Z L
0
Z
O
Gt−s(x; y)f0(V (y; s))S;(y; s)W (dy; ds)
+
Z t

Z L
0
Gt−s(x; y)g0(V (y; s))S;(y; s) dy ds
+
Z t

Z L
0
Z
O
Gt−s(x; y)h0x(V (y; s); z)S;(y; s) ~N (ds; dy; dz) if 6t;
0 if > t:
(3.55)
A uniqueness argument shows that
N (x; t) =
Z T
0
Z L
0
Z
O
S2;(x; t)(h
0
z(V−(; ); ))
2()N (d; d; d) a:s:
Using (EP2), we see that N (x; t)> 0 as soon as
(x; t) =
Z T
0
Z L
0
Z
O
S2;(x; t)1H()()N (d; d; d)> 0:
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We thus split S;(x; t) = Gt−(x; )1f6tg + Q;(x; t), where
Q;(x; t) =
8>>>>>>>>>><
>>>>>>>>>>:
Z t

Z L
0
Gt−s(x; y)f0(V (y; s))S;(y; s)W (dy; ds)
+
Z t

Z L
0
Gt−s(x; y)g0(V (y; s))S;(y; s) dy ds
+
Z t

Z L
0
Z
O
Gt−s(x; y)h0x(V (y; s); z)S;(y; s) ~N (ds; dy; dz) if 6t;
0 if > t:
Hence, for every small enough > 0,
(x; t)>
2
3
Z t
t−
Z L
0
Z
H
G2t−(x; )()N (d; d; d)
−2
Z t
t−
Z L
0
Z
H
Q2;(x; t)()N (d; d; d)
=
2
3
A(x; t)− 2B(x; t):
The following lemma shows that B(x; t) is small.
Lemma 3.24. There exists C1> 0 such that for any > 0;
E(B(x; t))6C1:
Proof. Using Lemma 3.18 then (H0), we easily obtain
E(B(x; t))6K
Z t
t−
Z L
0
G2t−s(x; y)E(hS;(y; s)1H()1[t−; s]()iN ) dy ds:
But, for s2 [t − ; t],
E(hS;(y; s)1H()1[t−; s]()iN )
6E(hS;(y; s)1H()1[s−; s]()iN )
6KE
Z s
s−
Z L
0
Z
H
G2s−(y; )()N (d; d; d)

+KE
Z s
s−
Z L
0
Z
H
Q2;(y; s)()N (d; d; d)

=K[I 1(y; s) + I

2(y; s)]:
Lemma 3.18 and (H0) yield
I 2(y; s)6K
Z s
s−
Z L
0
G2s−s0(y; y
0)E

hS;(y0; s0)1[s−; s0]()1H()iN

dy0 ds06K
p

by using (A.4), since S is dened as satisfying supy;s E(hS(y; s)iN )<1. Furthermore,
I 1(y; s) =
Z s
s−
Z L
0
Z
H
G2s−(y; )()’() d d d6K
p
;
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since 2L1(O;’() d), and owing to (A.4). We thus get
E (B(x; t))6K
p

Z t
t−
Z L
0
G2t−s(x; y) dy ds
and it suces to use one more time (A.4) to conclude.
The next lemma will allow to prove that E(e−A(x; t)) is small (when  is large).
Lemma 3.25. There exist 0>0; 0> 0; and K0> 0; such that for all >0; for all
60; Z 
0
Z L
0
Z
H
(1− e−G2s (x;y)(z))’(z) dz dy ds>K0r0(3−2r0)=2: (3.56)
Proof. Let us rst notice, using (A.1), that for every s2 [=2; ], y2 [x−p; x+p],
G2s (x; y)>C=, where C> 0 is a constant. The left member of (3.56) is thus greater
than Z
H
Z 
=2
Z x+p
x−p
(1− e−G2s (x;y)(z)) dy ds ’(z) dz
>K
p

Z
H
(1− e−C(=)(z))’(z) dz>K03=2



r0
;
where the last inequality, which holds as soon as C=>0, comes from assumption
(EP2).
Now we can check that (x; t)> 0 a.s. We notice that for all > 0, > 0, and
> 0,
P((x; t)> 0)> P( 23A(x; t)>) + P (2B(x; t)<)− 1
> 1− eE(e−(2=3)A(x;t))− 2E(B(x; t)):
But E(B(x; t))6C1, and if < 0, if > 320, Lemma 3.25 yields
E(e−(2=3)A(x;t)) = exp

−
Z t
t−
Z L
0
Z
H
(1− e−(2=3)G2t−(x; )())’() d d d

6 exp(−C2r03=2−r0 ):
Hence for all > 0, < 0, > 320,
P((x; t)> 0)>1− exp(−C2r03=2−r0 + )− 2C1  :
We choose = −1 = − where > 0. We obtain, for all > 0 small enough:
P((x; t)> 0)>1− exp
 
1− C2

1

r0−(3=2)+r0!
− 2C11−:
Since r0> 34 , we can choose > 0 such that r0 − 32 + r0> 0 and 1− > 0. Letting
 go to 0, we deduce that (x; t)> 0 a.s., and Theorem 1.5 is proved under (EP2).
Comparing the proofs of Theorem 1.5 under (EP1) and under (EP2), we see how
useful are the local derivatives. Under (EP1), we only need to consider hDNV (x; t)iN ,
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and we do not really use the expression of DN;;V (x; t) for each ; ; . Saint Loubert
Bie works in a quite similar way. But under (EP2), we need the local expressions
of the derivatives, which allow us to take into account the \explosion" of the Green
kernel.
Bichteler et al. (1987) do not dene the local derivatives, they work directly with
hDNXtiN (where Xt is a diusion process): since this scalar product satises a linear
SDE, they can use the Doleans{Dade formula in order to study its positivity. Here, we
cannot use such a method, because of the Green kernel Gt(x; y).
3.5.3. Existence of the density under (EW)
We show here that W (x; t)> 0 a.s. The next proof is inspired by Bally and Pardoux
(1998), although they use the Holder regularity of their solution.
The proof is quite similar (but easier) to that of Section 3.5.2. We rst use a
uniqueness argument, in order to write
W (x; t) =
Z t
0
Z L
0
(S;(x; t))2f2(V−(; )) d d:
where S; satises Eq. (3.54) in the sense of Lemma 3.22(1) (this is not the same
object as in the previous paragraphs). Using (EW), we just have to prove that
(x; t) =
Z t
0
Z L
0
(S;(x; t))2 d d> 0 a:s:
We split S;(x; t) = Gt−(x; )1f6tg + Q;(x; t), and we obtain, for all > 0:
(x; t)>
2
3
Z t
t−
Z L
0
G2t−(x; ) d d− 2
Z t
t−
Z L
0
(Q;(x; t))2 d d
>
2
3
J (x; t)− 2I (x; t):
In (A.5), one can see that J (x; t)>C
p
. Furthermore, an easy computation (as in
Lemma 3.24) shows that E(I (x; t))6K. The conclusion follows.
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Appendix A
The results below are elementary properties of the Green kernel Gt(x; y) dened in
Section 1. In all the equations below, the inequalities remain true for (x; t)2 [0; L] 
]0; T ], and CT is a constant depending only on T . The rst three equations are proved
in Walsh (1986, pp. 311{323).
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1p
4t
exp
−(y − x)2
4t

6Gt(x; y)6
CTp
t
exp
−(y − x)2
4t

; (A.1)
if r > 0;
Z L
0
Grt (x; y) dy6CT t
(1−r)=2; (A.2)
if r 2 ]0; 3[;
Z t
0
Z L
0
Grs (x; y) dy ds6CT : (A.3)
The two following inequalities are proved in the appendix of Bally and Pardoux (1998):
if r 2 ]0; 3[; then 8> 0;
Z t
t−
Z L
0
Grt−s(x; y) dy ds6CT  (3−r)=2; (A.4)
for all > 0;
Z t
t−
Z x+p
x−p
G2t−s(x; y) dy ds>K 
p
: (A.5)
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