1. Introduction
Motivating Example
Researchers are often interested in comparing the difference of some measures between two groups, e.g., drug effect between treatment and control groups, a health outcome between intervention A and intervention B. For health services researchers, interest is also on the comparison of cost between two groups, e.g., cost incurs from diagnostic testing between depressed patients and non-depressed patients. Diagnostic testing is a costly and discretionary practice that is largely driven by the physician's judgments and patient's demands; some patients may equate quality of care with the intensity and novelty of diagnostic testing. The overuse of diagnostic testing could lead to inappropriately high diagnostic charges among older adults with depression and ill-defined symptoms (Callahan et al., 1997) . One question of interest from Callahan's study is to compare medical charges between depressed and non-depressed patients. The focus of the statistical analysis is on the mean of diagnostic charges because the mean can be used to recover the total charge, which reflects the entire diagnostic expenditure in a given patient population.
We have patients level data from this study. Summary statistics of the two samples are presented in table 1. It can be seen from the table that the two samples are highly skewed with skewness coefficient 5.41 and 2.55. The 95% confidence interval for the difference in means based on the t-statistic is (-552.37, 1156.27 ) (interval width 1708.64) and based on bootstrap-t is (-338.57, 1476 .24) (interval width 1864.81). Given that the two samples are highly skewed, one could ask whether the two above confidence intervals cover the true parameters at the specified level and that they are as narrow as possible. In the remaining of this paper, we will try to answer this question.
Existing Methods
Let X 1 , . . . , X n be an i.i.d. sample from a population with mean M and variance V . The commonly used interval for M is based on the one-sample t-statistic, proposed by "Student" (1908) and is given by
The corresponding t-statistic based (t-based) confidence interval for the mean M is X − t α/2,n−1 S √ n ,X + t α/2,n−1 S √ n (1.2) and for large sample, the corresponding confidence interval based on central limit theorem (CLT) is
It is well known that the above interval has exact 1 − α coverage when the data come from a normal distribution and approximate 1 − α coverage for nonnormal data. Several authors have investigated the effect of skewness and sample size on the coverage accuracy of the above interval. These include, among many others, Gayen (1949) , Barrett and Goldsmith (1976) , Johnson (1978) , Chen (1995) , Boos and Hughes-Oliver (2000) . They found that the coverage accuracy of the tinterval: (1) can be poor with skewed data; (2) depends on the magnitude of the population skewness; and (3) improves with increasing n (Boos and Hughes-Oliver, 2000) . When dealing with skewed data, several nonparametric solutions have been proposed for testing the mean of a distribution. The first relies on asymptotic results providing that the sample size n is sufficiently large. The central limit theorem (CLT) states that for a random sample from a distribution with mean M and finite variance V , the distribution of the sample meanX is approximately normal with mean M and variance V /n for sufficiently large n. This theorem can be used to justify the confidence intervals (1.3). The second approach is to transform the observed data. The logarithm is typically used. Inferences then will be made on the mean of the transformed data. The third approach is to use standard nonparametric methods like the Wilcoxon test.
Similarly, for the two-sample case, the ordinary-t statistic is given by
The corresponding t-based confidence interval for 5) and for large samples, the corresponding CLT based confidence interval for are their corresponding sample variances. The degree of freedom, ν, in the t-based confidence interval (1.5) can be approximated (see, for example, Scheffé, (1970) ).
Similarly nonparametric approaches are also available for the two-sample case. The first approach involves the use of the CLT based on large sample theory to justify the confidence interval given in equation (1.6). The second approach involves transformation of observations to reduce the effect of skewness; inference then will be made on the means of transformed data. The third approach uses standard nonparametric methods like the Wilcoxon test.
Limitations of existing methods
Each of the aforementioned methods have their own weaknesses. The t-based approach is not very robust under extreme deviations from normality (Boos and Hughes-Oliver, 2000) . For http://biostats.bepress.com/uwbiostat/paper233 the two-sample problem, our simulations indicate that coverage of confidence intervals given in equation (1.5) depends on the relative skewness of the two samples, and may be different from the true coverage by a substantial amount.
The CLT does not give any indication on how large n has to be for approximations in equation (1.3) and (1.6) to be reasonable. How large n has to be depends on the skewness, and to less extent, the kurtosis of the distribution of the observations (Barrett and Goldsmith, 1976; Boos and Hughes-Oliver, 2000) . Gayen (1949) , citing Pearson's work, stated that "the effect of universal 'excess' and of 'skewness' on 'Student's' ratio z (which is related to t by t = z √ n − 1) may be considerable." (Gayen, 1949, p.353) . The transformation of observations approach can be inappropriate since testing the mean (for the one-sample problem) and difference in means (for the two-sample problem) on transformedscale is not always equivalent to testing on the original scale (Zhou et al., 1997) .
The standard nonparametric Wilcoxon test is not the test for means. For one sample, Wilcoxon test can be used as a test for median. For two sample, the Wilcoxon test is a test for equality of distributions, and is not the test for equality of means unless the two distributions have the same shapes. In addition, it is not easy to construct confidence intervals based on the Wilcoxon test.
Proposed methods
Another approach is to modify the t-statistic to remove the effect of skewness. The method is based on the Edgeworth expansion (Hall, 1992a) . For one sample, this method has been investigated by Johnson (1978) , Hall (1992b), and Chen (1995) . They showed that when the sample size is small and the parent distribution is asymmetrical, the t-statistic should be replaced by (Johnson, 1978; Chen, 1995) :
whereμ 3 is an estimate of the population third central moment. This is the approach that we will pursue in this paper. The remaining of this paper will be organized as following: in Section 2, we will revisit the one-sample problem; in Section 3, we will derive an Edgeworth expansion for a two-sample tstatistic; in Section 4, we will demonstrate the method via a simulation study; in Section 5, we apply our method to existing cost data sets; in Section 6, we will summarize the methods and provide our recommendation.
One-sample Problem
Let U = (X − M )/S. The distribution of a statistic U admits the Edgeworth expansion (Hall, 1992b) ,
where a = 1/3 and b = 1/6, γ is the population skewness that needs to be estimated, and Φ and φ are the standard normal cumulative distribution function and density function. Hall (1992b) proposed two transformations:
Skewness can be thought of as produced by a reshaping function of a normal random variable that affects positive values differently from negative values. In addition, the appearance of skewness is often greater away from the median (Hoaglin, 1985) . Therefore, to reduce skewness, we need to find a transformation with T (U ) ≈ U for U near zero and T(0) = 0 (except for a shifting factor of n −1 bγ). See Hoaglin (1985) for a more detailed discussion on this idea. Following this idea, we introduce a new, simpler transformation:
The (1 − α)100% confidence interval for the mean M is given bȳ
where ξ α = Φ(α) and T
, is the inverse function of T i (·), can be solved analytically, and has the following expressions:
The validity of the transformation method has been investigated by several authors (Hall (1992b) , Zhou and Gao (2000) ). Here we report a simulation study on the finite-sample performance of the transformation methods in comparison with other methods. Table 2 summarizes our results based on 10,000 simulations from 3 log-normal distribution LN(µ, σ 2 ) where µ and σ 2 are the mean and variance of the log-transformed observations, respectively. In the table, the ordinary-t interval is denoted by "Ord t." The bootstrap-t percentile interval is denoted by "Boot t." BCa denotes biased corrected acceleration confidence interval. T 1 (γ), T 2 (γ), and T 3 (γ) denote confidence intervals based on three transformations T 1 , T 2 , and T 3 given in equation (2.5), respectively. The details of the bootstrap methods are described in Efron and Tibshirani (1993) . For the bootstrap resampling, we used 1,000 bootstrap samples for each generated data set. From the table, it can be seen that the bootstrap-t intervals give good results. Our method using T 3 transformation or Hall's T 1 transformation is comparable with the bootstrap-t interval and sometimes better, but requires less computing in term of bootstrap resampling. For sample size greater than 100, our interval based on T 3 transformation gives tighter coverage in term of average confidence interval length compared to the bootstrap-t interval and the transformed interval based on T 1 . We also found that the ordinary-t interval is inadequate when the coeffcientγ/ √ n is greater than 0.3. Thus for data coming from highly skewed distribution and the sample size is relatively small (γ/ √ n ≥ 0·3), confidence intervals based on T 1 or T 3 transformation or ones based on the bootstrap-t interval are recommended over the ordinary-t interval.
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Values in the parenthesis are average confidence interval lengths
Edgeworth Expansion for the Two-sample t-Statistic
In this section we extend the three transformation methods T 1 , T 2 , and T 3 presented above to the two-sample problem. We show that the confidence interval based on the two-sample t-statistic can be modified to obtain better coverage when observations come from skewed distributions.
Let 
2 for i = 1, 2. We are interested in constructing confidence intervals for the difference
for some r ≥ 0. Under regularity conditions (Hall, 1992a) , the distribution of the t-statistic given in equation (1.4) has the following expansion,
where φ(·) and Φ(·) are the probability density function and cumulative distribution function of the standard normal variable, and
For a proof, see appendix A.
Similar to the one-sample case with a = 1/3, b = 1/6, and γ = A, we can define the three transformations T i , i = 1, 2, 3, given by Equation (2.2), (2.3), and (2.4), respectively. Hence, we can derive three transformation-based confidence intervals for M 1 − M 2 as following: Let
, and the (1 − α)100% confidence interval for the difference M 1 − M 2 is given by:
is the inverse function of T i , can be solved analytically, and has the following expressions:
HereÂ is a moment estimator for the coefficient A and is defined as follows:
where, for i = 1, 2,
A Simulation Study
In this section, we conduct a simulation study to assess the coverage accuracy of two-sided confidence intervals given in section 3 for the difference in means of two positively skewed distributions. The two families that we considered are the log-normal family and the gamma family. To keep the sampling variation small, we used 10,000 simulated samples for each parameter setting and each sample size. For the bootstrap resampling, we used 1,000 bootstrap samples for each generated data set. Table 3 and 4 summarize the design for our simulations. The two log-normal distributions are LN(µ 1 , σ 2 1 ) and LN(µ 2 , σ 2 2 ) where µ 1 (µ 2 ) and σ 2 1 (σ 2 2 ) are the mean and variance of the logtransformed sample 1 (2), accordingly. For convenience, we set µ 1 = µ 2 = 0. The gamma family G(s, r) has two parameters: shape (s) and rate (r). Its mean is given by s/r, variance is given by s/r 2 . Of course, when s=1, it reduces to an exponential family, and when r = 1/2, it reduces to a χ 2 family. Figure 1 and 2 summarize the distributions that we conduct for our simulations. Figure 1 has seven panels representing seven pairs of log-normal densities. In this figure, first panel represents simulation design L1a to L6a. The second panel is design L1b to L6b. The third panel is design Hosted by The Berkeley Electronic Press L1c to L6c. The fourth panel is design L1d to L6d. The fifth panel is design L1e to L6e. The sixth panel is design L1f to L6f. The last panel is design L7a-L7c. Figure 2 presents the gamma distribution for the simulation. In figure 2 , the first panel is simulation design G1a to G4a. The second panel is design G1b to G4b. The third panel is design G1c to G4c. The next 4 panels are designs G5a-G5d (χ 2 case). The last 4 panels in figure 2 are designs G6a-G6d (exponential case). This setup is repeated for designs G7a-G7d and G8a-G8d where the sample sizes will change. 
Hosted by The Berkeley Electronic Press http://biostats.bepress.com/uwbiostat/paper233 table are confidence intervals based on the ordinary t statistic (denoted by Ord t), the bootstrap-t interval (denoted by Boot t), the bias-corrected accelerated confidence interval (BCa), the three transformation intervals (denoted by T 1 , T 2 , T 3 ). Values in the parenthesis are the average lengths of the corresponding intervals. Here we also saw that the bootstrap-t intervals give good results.
The T 1 and T 3 transformation intervals also give consistent results. The T 1 intervals, in few cases, outperform T 3 intervals, while for other cases, the reverse is true. The ordinary-t intervals are certainly inadequate when the coefficientÂ m / √ N is large (≥ 0·3). Here we also found that the intervals based on T 3 transformation gives tighter coverage in term of interval lengths compared to the bootstrap-t and T 1 intervals. Table 6 shows our simulation results for the gamma family. Our simulation indicates that the ordinary-t intervals are relatively good. Similar to our observation previously, the ordinary-t intervals can be improved upon by the bootstrap-t, the T 1 , or the T 3 intervals. The tightness of these intervals measured in term of interval lengths are relatively comparable. The ordinary-t intervals give very good coverage for the chi-square family that we considered in this simulation study and so are the bootstrap-t and the three transformation intervals. For the exponential family that we considered, the 95% ordinary-t intervals give coverage above 92% in all cases considered. However, they can be improved upon by using the bootstrap-t, the T 1 , or the T 3 intervals.
It is clear from Proposition 1 (equation (3.1)) that the coefficient A/ √ N (in absolute value)
plays an important role in determining how good the normal approximation will be. In our simulation, whenÂ m / √ N is small (< 0·3), the ordinary t-interval will be quite satisfactory.
On the contrary, whenÂ m / √ N ≥ 0·3, intervals based on bootstrap-t, T 1 , or T 3 should be recommended. Our simulation also shows that skewness alone is not a big factor. It is the relative skewness that affects the ordinary t-interval. In fact, if both samples are skewed, but their relative skewness cancels each other and yields small coefficient A (like in design L7a and L7b), the ordinary-t interval is quite good. In summary of our simulation, when dealing with data from skewed distributions, confidence intervals based on T 1 or T 3 transformation or ones based on the bootstrap-t interval are recommended over the ordinary-t interval. Intervals based on T 3 transformation have several advantages including tighter coverage compared to T 1 and the bootstrap-t intervals and require less computing than bootstrap-t intervals.
Application to a Cost Data

Medical charges in mental health patients
In this section we revisited the motivating application presented in the introductory section. As mentioned previously, we are interested in comparing the mean of diagnostic charges between depressed and non-depressed patients. Ordinary-t interval (-552.37, 1156.27) 1708.64 -374.99, 1619.49) 1994.48 T 2 interval (-504.75, 1192.41) 1697.16 -429.51, 1338.22) 1767.72
Bootstrap-t interval (-388.57, 1476.24) 1864.81
BCA interval (-338.64, 1593.15) 1931.79 All units are in U.S. dollars
The resulting confidence intervals for the difference in average medical charges between the depressed and non-depressed patients are given in table 7. It can be seen that the T 1 , T 3 , and the bootstrap-t interval are relatively similar. T 2 interval resembles the ordinary-t interval the most. As anticipated, T 3 interval has shortest interval length compared to T 1 and the bootstrap-t intervals. All intervals include zero indicating that the difference in average costs between depressed and non-depressed patients are not statistically significant. Based on our simulation study, either T 1 , T 3 , or the bootstrap-t interval should be reported.
Medical charges from computer-based interventions study
In 2001, the Institute of Medicine documented the gap between recommended and actual practice of medicine in the United States. Many proven interventions were not routinely being used for common diseases that are morbid and costly. Reactive air ways diseases, asthma and chronic obstructive pulmonary disease (COPD), are examples. It has also been demonstrated that computer-based interventions can increase preventive care and reduce costs. Recently, Tierney et al. (2004) conducted a randomized, controlled trial to assess whether guideline-based care suggestions delivered via physicians' and pharmacists' computer workstations could improve the outpatient management and outcomes among patients with asthma or COPD. In this section, we reanalyze a subset of the real data set in Tierney's study to compare indirect health care charges between Caucasian patients and others. As in previous example, the focus will be on the average costs since the means can be used to recover the total charges. We are interested in comparing average costs between female Caucasian patients and female patients of other races with chronic obstructive pulmonary disease in this study.
Summary statistics of the two samples are presented in the table 8. Figure 4 represents the histograms and the Q-Q Plots of the two samples. It can be seen that both samples are positively skewed with the estimated coefficientÂ m / √ N of 0.31.
The resulting confidence intervals for the difference in average indirect medical charges between the Caucasian and other patients are given in table 9.
It can be seen that the T 1 and T 3 are very similar. The bootstrap-t interval is also relatively similar. The ordinary-t interval includes zero indicating the difference in average costs between the two groups is insignificant. However, all T 1 , T 3 , and bootstrap-t intervals indicate a significant difference between Caucasian patients and other patients with Caucasian patients having less average indirect costs. Based on our simulation, the conclusion of insigifincant difference based on the ordinary-t interval would be incorrect. Instead, the significant difference based on T 1 , T 3 , or the bootstrap-t interval should be reported.
Discussion
Our study shows that the coefficient γ/ √ n (for the one-sample case) and coefficient A/ √ N (for two-sample case) play an important role in the normal approximation for constructing confidence intervals. In our simulation study, we found that whenγ/ √ n (respectively,Â m / √ N ) is small (< 0·3), confidence interval based on ordinary t is quite good. On the contrary, whenγ/ √ n (respectively,Â m / √ N ) is large (≥ 0·3), the ordinary-t intervals can be improved upon by the bootstrap-t, T 1 , or T 3 intervals. When dealing with confidence intervals for the means of skewed
Histogram of X2
Medical charges of caucasian group data, our simulations show that the bootstrap-t interval gives consistent and best coverage. Confidence intervals based on T 1 and T 3 transformations are comparable to the bootstrap-t intervals but require much less computing in term of bootstrap resampling. Among the bootstrap-t, the T 1 , and the T 3 intervals, intervals based on T 3 transformation give tightest coverage measured in term of interval lengths, and should be recommended over the ordinary-t interval for skewed data. Standard textbook recommendation of sample size 30 is apparently inadequate for highly skewed data.
In our extensive simulation, we also found that our transformations intervals work best when coefficient A is positive. This won't be a problem in practice since we can always arrange the two samples to yield positive value of A.
A. Proof of Proposition 1
The two-sample t-statistic is given by: By Taylor expansion, with EX ≡ U ≡ (U 1 , U 2 , U 3 , U 4 ) = (0, 1, 0, 1), we obtain
∂U 2 (X − U ) + ··· Note that T = √ N g(X) and g(U) = 0. Let
We can show under some regularity conditions that
If we assume EY 6 ij < ∞, we can show that the first three moments of W N are given as follows: (1 − λ)
Let K 1N , K 2N , K 3N be the first three cumulants of W n . Then, 
