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Abstract 
Cloud computing is the latest distributed technology providing a rich environment of dynamically shared resources through 
virtualization, which can fulfill the requirements of users by allocating resources to programs. Any program in a cloud environment is 
delivered by workflows which are a series of interlinked tasks to accomplish a goal. One of the most important tasks in cloud  computing is 
correct mapping of tasks onto resources. It is essential to schedule processes in distributed systems such as cloud, since it  leaves a tremendous 
impact on the system performance. This is done by scheduling algorithms. Therefore, it is crucial to present and adopt an efficient algorithm 
in the cloud environment. This article attempted to examine the parameters effective in the efficiency of scheduling algorithms including 
deadline, cost constraint, balanced loading, power consumption and fault tolerance. Additionally, the performances of several algorithms 
were briefly discussed. 
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1 Introduction 
Information and communication technologies, 
including the Internet, which has become a 
critical component of human life today, are 
expanding day by day. On the other hand, 
there is a growing trend in how individuals in 
a community require advanced technologies 
so as to accelerate theirs tasks, reduce costs, 
mutual participation, provide fast and 
dynamic access to resources etc. Nowadays, 
the technology capable of fulfilling such 
requirements is known as cloud computing, 
which refers to development and deployment 
of computer technology based on the Internet. 
It is a method of computing in a space where 
the IT-related capabilities are supplied as a 
service(s) to the user (e.g. software as a 
service, infrastructure as a service, platform 
as a service and so on), thus allowing the user 
to gain access to the technology-based 
services on the Internet, without specialized 
knowledge about such technologies [6]. Cloud 
computing is structured like a mass of cloud 
through which users can access resources 
anywhere in the world [5]. Therefore, it is 
essential to take more efficient advanage of 
the resources, which constitutes a key subject 
matter numerous researchers are currently 
working on. One of the factors contributing to 
efficient performance of clouds involves 
scheduling algorithms whose task is to 
propoerly provide mapping on resources. 
There have been numerous relevant studies 
where each of these algorithms evaluated 
certain parameters (e.g. cost, time, fault 
tolerance, balanced loading, power 
consumption). However, only a few managed 
to respond desirably to the cloud 
environment. Each algorithm entailed its 
advantages and disadvantages. Hence, the 
cloud technology requires application of 
specific methods that can enhance efficiency 
to a great extent. For that purpose, the 
environmental circumferences need to be first 
examined. Then, several optimum solutions 
can be proposed so as to refine the 
algorithms. 
2 Overview of parameters 
contributing to scheduling 
algorithms in a cloud computing 
environment 
When the user delivers a task to the cloud 
to be completed, it will be processed as a 
workflow within the environment. The 
workflows in a cloud computing environment 
are usually displayed by a Directed Acyclic 
Graph (DAG) where the tasks and their 
interconnections are represented by nodes and 
edges, respectively. This graph may entail a 
balanced or unbalanced structure. In the former 
structure, the nodes are equal with sequential 
dependence, while the nodes in the latter 
structure are unequal with non-sequential 
dependencies. In this scenario, the scheduling 
and execution of tasks would become more 
complex, which should be accomplished based 
on the depth of tasks and other measures [1]. The 
tasks are scheduled within two modes of shared 
space and shared time. In the former, the 
allocated space is exclusive dedicated to the 
same task until it is finished, whereas the latter 
mode assigns the resources to respective tasks in 
a shared nonexclusive procedure, continuously 
available until the tasks are finished [2]. 
There are a great number of parameters 
that can affect the efficiency of scheduling 
algorithms. A cloud computing system can be 
more optimally utilized through fulfilling the 
involved criteria, which are discussed from two 
perspectives: Firstly, the user's perspective such 
as meeting deadlines and cost constraints. And 
secondly, the system's perspective such as 
balanced loading, fault tolerance and power 
consumption, which shall be described later. 
 
2.1 Deadline  
This term represents the time proposed for 
completion of a workflow usually specified by 
the user. The deadlines for programs can be 
divided into two categories: hard and soft 
deadlines. A soft deadline entails fault tolerance 
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higher than the hard one. If the workflow fails to 
be completed within the predefined time, it may 
not encounter any serious problems. However, 
the workflow in hard deadline should operate 
properly based on the strict deadline; otherwise 
the system would be undermined [12]. 
 
2.2 Cost constraint  
The workflows are typically implemented 
through different costs. A cost constraint refers 
to how much it takes a workflow to be properly 
completed. This is essential from the user's 
viewpoint and is usually recommended by the 
user or constitutes one of the Quality of Service 
(QoS) options. Alternatively, it should be paid 
according to the Service-Level Agreement (SLA) 
signed between cloud providers and users. 
 
2.3 Fault Tolerance 
Sometimes, workflows are not completed 
under the previously determined conditions. For 
instance, a workflow may fail to complete by a 
certain deadline. Hence, any scheduling 
algorithm must entail mechanisms in such 
situations so as to estimate the failure factor of 
the workflow and prevent its failure. 
Alternatively in case failure occurrs, the 
scheduling algorithm should adopt effective 
strategies within the shortest time at minimal 
cost so as to compensate and properly complete 
the workflow. 
 
2.4 Balanced loading 
The resources are better utilized inside a 
cloud computing environment when the tasks 
are loaded on resources through a balanced 
procedure. Otherwise, some of the resources 
may entail a heavy load while others remain idle, 
which in turn can cause many problems, 
including: If the input tasks queue of a resource 
is too populated, there will be longer latency in 
accomplishment of tasks. In this scenario, the 
workflow fails or increases the implementation 
costs. Moreover, if some services remain idle, 
energy will be wasted. It is therefore crucial to 
apply certain balanced loading mechanisms in 
scheduling algorithms that can leave great 
impact on system's performance. 
 
2.5 Power consumption 
Employment of a wrong task scheduling 
technique can lead to power dissipation in the 
cloud environment. The system's efficiency can 
be improved through proposition and 
application of solutions properly performs 
accomplishing the workflows at minimal power 
consumption [3]. 
 
3 A review of how several scheduling 
algorithms function 
There are different types of cloud 
computing environments, including public, 
private, hybrid, etc. They cover homogeneous 
and heterogeneous resources, sharing software, 
hardware, infrastructure and so on, thus 
responding to the needs of clients through the 
virtualization technology [4], [5] and [6] .The 
cloud providers offer their services based on 
quality usually specified by the clients or service 
level agreement specifying the quality 
parameters requested as signed between clients 
and cloud providers [7]. The efficiency of cloud 
environments can be enhanced through taking 
several measures. For instance, it is essential to 
allocate the resources, concerning which 
numerous algorithms have so far been proposed. 
Each algorithm concentrates on specific 
parameters (e.g. time and cost constraints) 
entailing certain advantages and disadvantages 
discussed briefly as follow. 
Particle Swarm Optimization (PSO): This 
algorithm is a global optimization method 
supporting problems, solutions to which involve 
a point or level in an N-dimensional space. In 
PSO, an initial velocity is assigned to the 
particles and a range of communication channels 
are considered. Then, the particles begin to travel 
within the solution space as the results are 
calculated based on an eligibility criterion after 
each period. Over time, the particles accelerate 
toward particles with greater eligibility within 
the identical communication group. Its main 
advantage is the high number of swarm particle 
making the technique sufficiently flexible against 
the local optimal solution. Furthermore, the PSO 
is one of the most popular collective intelligence 
optimization algorithms owing to its simplicity 
and high-efficiency. However, it comes with 
several drawbacks such as premature local 
convergence, loss of useful matrix data of each 
particle, redundancy, etc. That eventually led to 
proposition of several types of such algorithm 
capable of overcoming the disadvantages as 
much as possible [8]. For instance, the Revised 
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Discrete Particle Swarm Optimization (RDPSO) 
was experimented together with PSO and Best 
Resource Selection (BRS), the results of which 
demonstrated it was more efficient within the 
specified makespan and could curtail the costs 
[18]. 
The Novel Particle Swarm Optimization (NPSO): 
The NPSO has implemented the scheduling of 
resources through the PSO, where the algorithms 
and functions are similar, while the NPSO can 
estimate the deadline at a lower cost 
proportionate to the workflow variations in a 
dynamic procedure [9].  
The DWSGA is a hybrid heuristic method based 
on the genetic algorithm, accelerating the task 
completion and distribution of workflows on the 
resources. It can be employed in workflows with 
balanced and unbalanced structures. Each task in 
the DWSGA is prioritized based on its impact on 
other tasks, according to which the scheduling 
process is done. Furthermore, this algorithm 
adopts the Best Fit and Round Robin for 
allocating resources. It functions more efficiently 
as compared to the GVNS which is a hybrid 
genetic algorithm, VNS (neighbor search 
algorithm) intending to shorten the completion 
cycle of workflows in spite of lengthy algorithm 
runtime, and the DCLS focusing on reduction of 
specified time [1]. 
The IaaS Cloud Partial Critical Paths (IC-PCP) 
and IaaS Cloud Partial Critical Paths with 
Deadline Distribution (IC-PCPD2) are two 
algorithms developed from Partial Critical Paths 
(PCP). The PCP algorithm has two phases: 
Failure and deadline distribution between 
workflow tasks  
Scheduling of any task on the cheapest service 
which can be properly completed before the 
deadline is met.The PCP algorithm is exclusive 
to static environments with limited resources 
provided for grades using homogenous 
bandwidth. It is not applicable to real cloud 
environments, which is why the two developed 
versions of it known as IC-PCP and IC-PCPD2 
are more appropriate for a cloud environment. 
The IC-PCP is a single-phase algorithm which, 
similar to PCP, distributes the deadline between 
tasks. Moreover, it can provide mapping through 
finding an existing or new sample capable of 
implementing the critical path (i.e. longest path 
from a start node to finish node of a workflow) 
prior to the deadline, with an exception that IC-
PCP schedules each workflow task on an 
appropriate predefined deadline service rather 
than assigning a segment of the deadline to the 
task. In contrast, the IC-PCPD2 is a double-phase 
algorithm functioning similar to PCP except: 
Firstly, it adopts the new assignment policy 
consistent with the new pricing model, and 
secondly, it tends to employ as much as possible 
the remaining time of the existing sample in the 
computing service. In case it does not work out, 
the algorithm would use a new sample of the 
service. Finally, both algorithms IC-PCP and IC-
PCPD2 entail time complexity O(n2), employing 
the pricing model based on payment at specified 
intervals. According to the results obtained by 
several experiments, however, it can be argued 
that IC-PCP can estimate the time and cost 
constraints more efficiently than IC-PCPD2 does 
[10]. 
Additionally, there are three algorithms 
proposed to improve the time and cost of 
executing workflows, including Deadline Budget 
Distribution based cost-time Optimization (DBD-
CTO), Dispensation Time-Cost (DTC) and 
Greedy Cost (GC), among which the results 
indicated that DTC is most efficient followed by 
GC and DBD-CTO [11]. 
The Fault-Tolerant Scheduling Using Spot 
Instances (FTSUSI) is another algorithm that 
employs scheduling techniques to enhance the 
fault tolerance through creating checkpoints 
specified periodically by the user at certain 
frequencies in occasions where there is a limited 
deadline. Moreover, it can be ideal for a dynamic 
cloud environment owing to the capability to 
estimate deadlines at minimal cost. The FTSUSI 
is based on work history, assessing a critical path 
for each task and calculating the slack time or the 
difference between deadline and critical path. 
This serves to attain higher productivity out of 
slack time of the computing service samples. In 
addition, this algorithm employs the 
combination of two pricing models so as to 
reduce costs: 
1. Employment of a specified service sample: 
In this procedure, the users offer the prices to the 
service. 
2. Payment per use: In this method, the 
payment is made based on the time service has 
been used [12].  
Fault Tolerant Workflow Scheduling (FTWS): 
This algorithm similarly serves to enhance the 
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fault tolerance in cases of failure to execute 
within the specified deadline, functioning 
through two replication techniques and 
retransmission of tasks taking into account their 
priorities. Since replication alone leads to a waste 
of resources and retransmission alone lengthens 
the deadline, the FTWS runs a tradeoff between 
the two factors without resorting to the work 
history, but rather functioning by allocation of 
deadline between the critical path tasks [13]. 
Token-Based Heuristic Algorithm (TBHA): This 
algorithm intends to load the resources in a 
balanced procedure based on tokens by passing 
the shoulder across the factors. Moreover, it can 
be a desirable solution for large-scale clouds. In 
this scenario, the factors are independent of any 
knowledge concerning their neighbors, since 
they construct knowledge based on the 
previously received tokens. Hence, there are no 
redundant communications and checks, which in 
turn lead to higher efficiency and lower costs. 
Finally, it provides a quick decision-making 
routine, where the only drawback is that the 
tokens are lost [14]. 
Round Robin: The processing in this algorithm is 
divided between all the processors. In fact, the 
workflow is distributed between processors, 
even though the processing time varies for 
different processes probably leaving certain 
heavy-loaded resources idle [15]. 
Connection Mechanism: This algorithm 
functions based on counting the number of 
connections for each service that specifies the 
loading and accordingly maps the tasks [16]. 
The balanced loading algorithm with a 
concentrated node entails a central node in 
charge of decision -making. Hence, it comes with 
large overhead as the correction algorithm 
prevents the overhead by dividing the 
concentrated node into several smaller nodes 
and then employs them based on priority for 
balanced distribution of workflow mainly 
serving to curtail costs [17]. 
Power Consumption Optimization Algorithm 
(PCOA): This algorithm can be used to prevent 
resources from wasting energy within a cloud 
computing environment. By searching through 
the entire scheduling solutions implementable 
on corresponding service graphs, the PCOA 
selects algorithms capable of fulfilling the time 
and cost constraints lower than the service level 
agreement. Subsequently, it calculates the power 
consumption for each constraint and eventually 
selects an algorithm requiring minimum power 
[3]. 
4 Conclusion 
Regarding the advances in technology and its 
increasing impact on human life, any 
utilization should be as optimal as possible. 
One of such new technologies is the Internet-
based cloud computing which has undergone 
dramatic progress among organizations, 
businesses for carrying a tremendous number 
of tasks. This technology can be utilized most 
efficiently through first evaluating its 
environment and circumstances, followed by 
proposing optimal solutions in order to 
enhance efficiency. One of the most 
controversial issues in this technology 
involves the mapping of tasks onto resources, 
which is accomplished by scheduling 
algorithms. According to the existing 
conditions , a scheduling algorithm is 
supposed to select the best service where each 
algorithm can make the correct choice based 
on criteria such as fulfilling the cost and time 
constraints, building a balanced loading on 
the system etc. A correct mapping can 
significantly influence the efficiency of large-
scale distributed environments such as cloud 
spaces. Hence, this paper attempted to 
examine the key parameters contributing to 
the efficiency of scheduling algorithms and 
then review the performance of several 
scheduling algorithms. Given the above facts, 
it was found out that accomplishment of a 
workflow involves various issues, some of 
which are important from the user's 
viewpoint that should be taken into account. 
Moreover, there are issues critical from the 
cloud provider's perspective, where each 
scheduling algorithm entails certain 
advantages and disadvantages. Effort has 
been made to provide solutions to the cloud-
related problems, even though few have 
proved desirable, i.e. capable of optimally 
employ the environmental resources 
according to the requirements made by the 
user. 
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