Solving dense Hermitian eigenproblems arranged in a sequence with direct solvers fails to take advantage of those spectral properties that are pertinent to the entire sequence and not just to the single problem. When such features take the form of correlations between the eigenvectors of consecutive problems, as is the case in many real-world applications, the potential benefit of exploiting them can be substantial. We present the Chebyshev Accelerated Subspace iteration Eigensolver (ChASE), a modern algorithm and library based on subspace iteration with polynomial acceleration. Novel to ChASE is the computation of the spectral estimates that enter in the filter and an optimization of the polynomial degree that further reduces the necessary floating-point operations. ChASE is written in C++ using the modern software engineering concepts that favor a simple integration in application codes and a straightforward portability over heterogeneous platforms. When solving sequences of Hermitian eigenproblems for a portion of their extremal spectrum, ChASE greatly benefits from the sequence's spectral properties and outperforms direct solvers in many scenarios. The library ships with two distinct parallelization schemes, supports execution over distributed GPUs, and is easily extensible to other parallel computing architectures.
The ChASE Library
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Theory (DFT) [27] , where the solution to a non-linear partial differential equation is tackled by generating and solving tens to hundreds of linear eigenvalue problems in a self-consistent fashion over dozens of iterations. Similarly, any non-linear eigenvalue problem solved by the method of successive linearization [40] gives rise to sequences of correlated algebraic eigenproblems that are the target of ChASE.
ChASE exploits the properties of eigenproblem sequences in two ways. Correlation between eigenproblems in a sequence is often expressed as an increasing collinearity between their respective eigenvectors. Because it is based on the SI algorithm, ChASE can receive as input as many vectors as the desired ones. By using the solution of a problem in a sequence as starting vectors for the next problem, ChASE can experience up to 3.5× speedup [7] . To work efficiently, polynomial acceleration of SI needs to have accurate estimates bounding the sought-after spectrum from above and below. Using the eigenspectrum solving for a problem as an approximation for the next one eliminates the need for computing the spectral bounds, further accelerating the solution of each problem and the sequence overall.
At the algorithmic level, our original contributions to ChASE revolve around the re-design of two of the most important computational tasks: spectral bounds estimation and the Chebyshev filter. We increased the accuracy of the spectral bounds when ChASE is used in isolation. This goal is achieved by estimating the spectral density [31] through the manipulation of few repeated Lanczos steps. Accurate evaluations for the bounds are obtained by carefully tuning the value of the parameters controlling the density approximation. We optimized the polynomial degree of the Chebyshev filter and reduced up to 20% the number of FLOPs necessary to declare each of the eigenpairs converged. Such feat is achieved by a careful computation of the convergence ratio for each filtered vector that is then used to determine the corresponding minimal polynomial degree. In addition, the library is templated for single and double precision, as well as for real symmetric and complex Hermitian matrices. Moreover, we provide the ability to offload the bulk of the computation to GPU accelerators.
Among the state-of-the-art black-box eigensolver libraries for distributed memory parallelism, we can distinguish two main paradigms. On the one hand, there are libraries that belong to monolithic packages such as Anasazi [3] as part of Trillinos [22] , or SLEPc [21] as an extension to PETSc [4] . These libraries are based on the software structure provided by their respective packages and are at their best when the application code is written entirely in Trillinos or PETSc primitives. Because they deliver a large set of features, the underlying packages offer a powerful framework but may lack flexibility of integration with software running on specialized computing architectures (e.g., GPU clusters) and using optimized low-level kernels. On the other hand, there are stand-alone libraries without large dependencies like the ARPACK [28] or the more modern PRIMME package [47] . These packages are more selective in the functionalities they provide and are usually more flexible and easier to integrate in any application code independently from data distribution, the choice of low-level kernels, and the computing platform. The ChASE library realizes a modern version of the latter strategy.
We provide a stand-alone high-performance parallel implementation of ChASE that not only implements our algorithmic contributions, but also promises (1) portability to heterogeneous architectures, and (2) easy integration into existing codes. We achieve our goal by separating the implementation of the ChASE algorithm from the required numerical kernels via an interface based on a pure C++ abstract class. Classes derived from this interface handle data distribution and (parallel) execution of each kernel. The required numerical kernels are based on Basic Linear Algebra Subprograms (BLAS)-3 [17] compatible kernels, such as a (parallel) matrix-matrix multiplication. This modern "stand-alone" strategy grants ChASE an unprecedented degree of flexibility that makes the integration of this library in most application codes quite simple. ChASE efficiently uses available machine resources. Most FLOPs are spent on dense Hermitian matrix-matrix multiplications (HEMMs), which attain a significant percentage of peak performance on modern architectures. Matrix-matrix multiplications parallelize well, especially in weak-scaling regimes, making ChASE perform well against other state-of-the-art solvers. On representative problems, we outperform Elemental's [38] state-of-the-art direct solver and Anasazi [3] .
The remainder of this article is organized as follows. In Section 2, we give a precise definition of sequences of correlated eigenproblems and present some examples of their origin. The design of the ChASE algorithm together with its main tasks and parameters are introduced in Section 3. Section 4 illustrates our main original contributions to the algorithm: the degree optimization of the Chebyshev filter and the enhanced spectral estimates. In Section 5, we explain the structure of ChASE's parallel implementations and how to use the library. Numerical experiments and performance evaluations are presented in Section 6. Finally, Section 7 summarizes our work and gives an outlook on possible further developments.
SEQUENCES OF EIGENVALUE PROBLEMS IN SCIENTIFIC COMPUTING
A sequence of real numbers is usually defined as a countable set of numbers ordered from smaller to larger in such a way that there exists a connection between two or more adjacent numbers of the sequence. Analogously to sequences of numbers, one can generalize the concept of sequence to an ordered set of square matrices. In general, the entries of a matrix in a sequence will not be related to the entries of previous matrices by a recurrence relation, so our definition of sequence has to be smarter. Since a square matrix implicitly defines an eigenproblem, we propose to use the matrix spectral properties as a more natural set of features to be used in a definition of a sequence of matrices. The idea of sequences of matrices can be naturally extended to include sequences of algebraic eigenproblems.
Sequences and Correlation
A standard algebraic eigenproblem P is defined as Ax = λx, where A ∈ C n×n is a non-defective square matrix, whereasx ∈ C n \ {0} and λ ∈ C respectively are a vector and a number. In general, there are n of such (x, λ) pairs that are collected in a matrixX [x 1 , . . . ,x n ] of eigenvectors and a vector Λ [λ 1 , . . . , λ n ] of eigenvalues. In this work, we exclusively address Hermitian eigenproblems with A = A H ,X −1 =X H , and Λ ∈ R n , but the following definition can be equally used for more general problems. Definition 2.1. A sequence of eigenproblems is defined as an N -tuple {P } N P (1) , . . . , P ( ) , . . . , P (N ) of distinct problems P ( ) of identical size n such that one or more of the spectral properties of the ( + 1)-problem are non-linearly related to one or more of the spectral properties of at least one of the previous problems in the sequence.
The preceding definition removes the need for a recurrence relation between the entries of the matrices in the sequence and makes way for a general relation between objects such as the trace, the determinant, and the spectral radius. Although the preceding definition implies a connection between matrices defining successive problems, it does not specify the nature of the relation nor which objects are related. For practical purposes, we add to such a general definition the concept of q-vector correlation, which is based on the definition of canonical correlation [19] applied to the rank q matrix of eigenvectorsŶ ( ) are said to be q-vector correlated if ∀ and q < n it exists a non-negative constant δ ( ) , with δ ( ) ≤ δ ( −1) and δ (1) < 1, such that
The definition implies that in a sequence of correlated eigenproblems, 2 the solutions of two adjacent problems are connected in such a way that the angle between each of the corresponding eigenvectors gets progressively reduced. The vector correlation not only suggests a relation among successive eigenpairs but also indicates the tendency for such eigenpairs to be more closely coupled as the sequence progresses. Moreover, this definition lends itself to be characterized both in exact mathematics or in approximate numerics [16, 19] . Despite the demarking nature of this definition, sequences of correlated eigenproblems emerge from many scientific applications.
Applications
Correlated eigenproblems appear in many fields of applied science. For instance, when the matrices defining the problems are the result of the discretization of a physical system or the decomposition of a specific domain [32] , two correlated eigenproblems are the result of a small perturbation of the physical system or change of the domain [56] . From this perspective, sequences of eigenproblems can be as short as made by just two problems. A more interesting case is provided by the solution of non-linear over-damped Hermitian eigenvalue problems T (λ)x = 0 where T (z) is in general a non-polynomial function of z [39] . Such problems are guaranteed to have n real eigenvalues and, when solved by successive linearization [40] or safeguarded iteration [52] , can lead to long sequences of correlated linear eigenproblems.
There are cases when the non-linear function T also depends on the eigenvectors or a selection of them. In such cases, the non-linear eigenvalue problem can be written as [T (Λ,Ŷ ) − λI ]x = 0, where Λ ∈ C q×q andX ⊃Ŷ ∈ C n×q . A popular ansatz for this class of problems is the use of selfconsistent iterations: T (Λ 0 ,Ŷ 0 ) is initialized with a reasonable guess for the eigenpairs (Λ 0 ,Ŷ 0 ), and the resulting linear eigenproblem is solved with standard techniques. The new set of eigenpairs (Λ 1 ,Ŷ 1 ) are then used to re-initialize T in the hope of reaching self-consistency within an accepted margin of error. One of the typical examples of such non-linear eigenvalue problems is given by DFT, which constitutes the "standard model" in atomistic condensed matter computations [27] .
A Typical Example: DFT.
The success of DFT is based on the fundamental theorem of Hohenberg and Kohn [23] , which states that given the electronic Hamiltonian H describing a multi-atoms quantum mechanical system, there exists a functional E[n] = Ψ |H |Ψ Ψ |Ψ such that E 0 = min n E[n], with the eigenstates |Ψ of H being some function of the charge density n. Despite its simplicity, the theorem only sets the stage but does not provide a way to compute the functional. In its stead, an equivalent problem is solved:
In the language of linear algebra, this can be written as [T (Ŷ ) − λI ]x = 0. Typically, physicists solve this problem self-consistently by starting with an educated guess for the charge density n, 2 From now on, we drop the prefix q-vector in front of correlation and assume it implicitly. and iteratively compute a new density n , until the distance between n and n is below a certain threshold. At each iteration , a linear algebraic eigenvalue problem T (Ŷ ( −1) )x ( ) = λ ( )x ( ) is solved that is typically correlated, in the sense of Definition 2.2, with the problem at iteration − 1 [16] . The whole set of problems from beginning to end constitutes a classic example of a sequence of correlated eigenproblems. Examples of sequences from DFT will be used in Section 6.1 to illustrate how ChASE exploits the correlation.
Exploiting the Correlation.
Our definition of correlation is based on the definition of canonical correlations that are also known as the cosines of principal angles between subspaces [24] of the space spanned byŶ ( ) . When dealing with a sequence of correlated eigenproblems, the angles get smaller as one travels along the sequence, implying that the corresponding subspaces become increasingly aligned. This simple observation suggests that the solutionŶ ( ) of problem P ( ) can be accelerated by inputting the solutionŶ ( −1) of the previous problem P ( −1) into the eigensolver. The selection of an appropriate method is paramount to maximally exploit approximate solutions. In an earlier work [15] , we showed that SI with Chebyshev acceleration is the best candidate for such an approach. The Chebyshev acceleration works best if a good estimate of the interval to be filtered by the Chebyshev polynomials is provided. For sequences of correlated eigenproblems, this information is automatically included in the spectrum of the ( − 1)-problem. The only missing element is an upper bound of the largest eigenvalue. We will show that such a bound can be easily extracted by a relatively inexpensive Lanczos procedure [58] .
THE ORIGIN AND STRUCTURE OF THE CHASE LIBRARY
To understand the context that led to the present work, we provide a brief historical review of SI from its earliest version up to current implementations.
The Path to a Modern SI Algorithm
SI is probably one of the earliest iterative algorithms to be used as a numerical eigensolver. The work by Bauer in 1957 [6] is arguably one of the the earliest articles in the scientific literature mentioning the application of SI to the solution of the symmetric algebraic eigenvalue problem. Several were the attempts to further develop and generalize SI in the 1960s and 1970s, when the Lanczos algorithm was still in its infancy. The first notable effort in this direction is the fundamental work of Rutishauser in a number of papers spanning from 1969 to 1970 [41, 42] . Rutishauser builds on Bauer's simultaneous iteration method and introduces many of the key ideas included in modern implementations of eigensolvers based on SI. He also presents a fairly robust complete implementation of its algorithm in a software library named ritzit.
After Rutishauser's first article, several authors contributed to improve the SI algorithm. For example, Stewart [48] promoted the Ritz iteration, which reduces the eigenproblem onto the active search space using a Jacobi step, to a full Rayleigh-Ritz step. Such an upgrade eliminates the problem of having to deal with non-positive definite matrices for non-definite Hermitian eigenvalue problems [48] . In addition, Stewart demonstrates that adding the Rayleigh-Ritz step to the orthogonal iteration enhances the convergence of the eigenpairs. Almost at the same time, civil engineers proposed a version of SI based on an algorithm very similar to that of Rutishauser but illustrated in a language and formalism somewhat different from conventional numerical analysts [11] . A clear review of the improved ritzit algorithm can be found in the work of Parlett [34] .
In parallel to these developments, SI was generalized by several authors to non-Hermitian and non-symmetric eigenproblems (e.g., see Stewart [49] ). In the following two decades, the development of iterative eigensolvers for the Hermitian eigenvalue problem took on a different direction due to the revival of the Lanczos algorithm and its variants. SI eigensolvers saw a resurgence in popularity starting in the middle of the 2000s with the application to electronic structure theory, first in the context of sparse eigenproblems [57, 59] , and later also for sequences of dense eigenproblems [5, 7, 29] . There are two main reasons for the comeback. First, there was the emerging need to solve for the entire subspace without the need to resolve the single eigenpairs [59] . Second, and more pertinent to the current work, SI has the ability to receive approximate eigenvectors as input and, in doing so, considerably decrease its time to convergence [15] . The present work presents our research efforts in the latter direction.
Let us briefly mention the convergence properties of SI. For a detailed study including optimization of polynomial filter degree, we refer the reader to the companion work [14] . SI is by definition a block solver since it attempts to build an invariant eigenspace by repeatedly multiplying a block of vectorsV with the operator A to be diagonalized. It is a known fact that under the mild assumption that the matrixX HV is invertible, any implementation based on SI-including a QR factorization step that eliminates the chance of rank deficient cases-converges linearly [53, p. 213 ]. The addition of a Rayleigh-Ritz procedure enhances the convergence of eigenvalues and eigenvectors in the case of Hermitian eigenproblems [48] . Let us define θ a as the angle between x a and span(V ← A kV ), then backward perturbation analysis shows that the Ritz vectorv a has a better bound for the linear convergence
while the Ritz valueλ a converges quadratically
Finally, we would like to point out that all major aspects of SI can already be found on the original algorithm proposed by Rutishauser in 1969 [41] , including insights on when SI should be used and how to determine a good set of initial input parameters. All the key ingredients like polynomial filtering, QR factorization, search space projection, and a Ritz iteration are already present. The two main differences between Rutishauser's algorithm and a standard SI algorithm are the following. First, the Ritz iteration is performed using a Jacobi and not a Rayleigh-Ritz step. Second, the eigenpair residuals are used in the stopping criterion only after the angles θ a undergo stagnation and are accepted as final. Although this criterion ensures that the algorithm will terminate even when the requested accuracy cannot be achieved, it limits its flexibility when lesser accuracies are required.
The ChASE Algorithm
In the present work, we illustrate a modernized version of Rutishauser algorithm including substantial algorithmic optimizations and stabilizations. The resulting algorithm, ChASE, is presented in Algorithm 1. The colored lines of pseudocode distinguish our original contributions from the standard SI algorithm often presented in the literature. In this and following sections, we introduce the reader to the characteristics and subtleties of the standard SI algorithm. In Section 4, we explain the original contributions that promote the standard SI algorithm to the full ChASE algorithm.
The algorithm performs best when it receives approximate solutions that act as a preconditioner for the Chebyshev filter. Moreover, a rough knowledge about the eigenspectrum interval to be filtered out allows the almost immediate engagement of the approximate vectors by the filter. This knowledge is provided by inputting reasonable estimates μ 1 and μ nev+nex for the solutions λ 1 and λ nev+nex . If these estimates, as well as the starting vectorsV , are not available, they can be computed by a call to a customized lanczos routine (see Section 4.2 for details). (V ,Λ) ← rayleigh-ritz(A,Q) 8: Compute the residuals Res(V ,Λ) 9:
for a = 1 → size(V ) do 13: m a ←degrees(tol, Res(V :,a ,λ a ), λ a , c, e) compute polynomial degree 14: end for 15: Sort Res(V ,Λ),V ,Λ, m according to m 16: 
end while
The lanczos routine is the first procedure to be called within ChASE, and usually it performs a handful of Lanczos steps to estimate a value b sup bounding λ n from above [58] . When μ 1 and μ nev+nex and/orV are not provided as input, it repeats the same number of simple Lanczos steps (i.e., a Lanczos process) multiple times with distinct randomly generated starting vectors. Averaging over all the Lanczos processes leads to the construction of an approximate spectral density [31] from which reliable estimates of λ 1 and λ nev+nex can be computed. From the last Lanczos process, the routine also extracts a number of vectors that provide reasonable starting vectors. Since these generally are fewer than the number required by the eigensolver, they are interlaced with random vectors before being returned.
The output of the lanczos routine is passed to the Chebyshev filter routine (Algorithm 1, line 4) that enhances the components of the input vectors along the directions given by the eigenvectors spanning the desired eigenspace. This is obtained by the traditional use of the threeterms recurrence relation for the Chebyshev polynomials that executes a number of matrix-matrix operations between the matrix A and the filtered vectorsV . Notice that the filter is called within a while loop that constitutes the core of SI; the first call of the filter is executed with the same low polynomial degree (≈10) for all the vectors (Algorithm 1, line 1), whereas the second call uses an array of degrees m computed on the fly and optimized to each of the vectors (Algorithm 1, line 13). Details on the optimization are provided in Section 4.1. The block of vectors outputted by the filter spans a search space approximating a subspace containing the desired eigenspace, but the vectors can easily become linearly dependent. To correct for such a behavior, the algorithm uses an orthogonalization procedure after each filtering step. In ChASE, the orthogonalization is implemented through a QR factorization based on Householder reflectors (Algorithm 1, line 5).
The resulting orthonormal vectorsQ are then used to form a Rayleigh-Ritz quotient G. The quotient represents a projection of the eigenproblem A onto an active subspace approximating the sought after eigenspace. The reduced eigenproblem G is diagonalized by calling an external routine from a parallel library, which we generically indicate as tsolve (Algorithm 2, line 3). In ChASE, there is no preferred choice for the direct solver, and depending on the library used, it varies from Divide and Conquer (D&C) [12, 20] to Multiple Relative Robust Representation (MRRR) [8, 13] . The vectorsŴ together with valuesΛ constitute the eigenpairs returned by tsolve. The whole Rayleigh-Ritz procedure is described in a separate algorithm (Algorithm 2), and is encoded in a separate routine in the ChASE eigensolver.
After the Rayleigh-Ritz step, the tentative pairs (V ,Λ) are used to compute residuals: if the residuals are below the established threshold tol, they are accepted, locked inŶ , and deflated from V (see Section 3.4); otherwise, they are used as new starting vectors in the while loop. For each non-converged vector, the residual and ratio of convergence are updated so that an optimized degree for the polynomial filter can be computed anew (Algorithm 1, line 13). The procedure terminates when the number of consecutive eigenpairs having residuals below threshold is equal or larger than nev. (Ŵ ,Λ) ← tsolve(G) either D&C or MRRR 4: return (QŴ ,Λ). 5: end procedure
Input, Output, and Search Space
The main routine of ChASE requires a number of mandatory parameters and some optional ones. Besides the matrix A, standard inputs are (1) the number of required extremal eigenpairs nev, (2) the minimum required tolerance for the eigenpair residuals tol, and (3) the generic polynomial degree deg. ChASE uses nev to set up the minimal size of the subspace that is incremented by the value of an additional required parameter nex. The combined value nev+nex denotes the total size of the search subspace. A good choice of nex represents a trade-off between extra computation and an enhanced eigenpair convergence ratio. A bigger nex value increases the distance |λ nev+nex+1 − λ nev |, which in turn implies higher values for |ρ a | (see Section 4.1) but also enlarges the size ofV with a consequent increase of required FLOPs. Ideally, nex should be a fraction of nev guaranteeing to include a spectral gap as large as possible between the eigenvalues λ nev and λ nev+nex .
Two additional optional flags are approx and optim. The first is a flag indicating whether the user provides ChASE with information about the approximate solution of the eigenproblem (e.g., when dealing with a sequence of correlated eigenproblems) or uses ChASE in isolation as a traditional black-box solver, without any knowledge from the domain application. When the approx flag is set to true, ChASE expects the arraysV and Λ to hold approximate vectors and values, respectively. The smallest and largest values in Λ are used as estimates μ 1 and μ nev+nex for the lower and upper end of the sought after eigenspectrum, so only these two values need to be populated. However, the entire set of vectors inV are used in the Chebyshev filter as a pre-conditioner to accelerate convergence. In the output, both of these arrays are overwritten with the computed solution. If approx is set to false, the vectors used by the Chebyshev filter are outputted by the lanczos routine starting from a set of random vectors. Likewise, such a routine computes estimates μ 1 and μ nev+nex (see Section 4.2).
The optim flag specifies whether ChASE uses the same polynomial degree for all the vectors that it filters, or computes on the fly an array of optimized degrees, one for each vector of the search space. When optim is set to false, the value stored in deg is passed to the filter routine each time it is called in Algorithm 1. When this option is selected, we advise to use for deg a value, in double precision, larger than 20. In case ChASE is called with the optim flag set to true, the value stored in deg is passed to the filter only during the first call, whereas for all successive calls in the while loop, the filter routine receives an array of optimal degrees (Algorithm 1, line 13).
The array of initial vectorsV plays a special role in SI. Already in the ritzit program, Rutishauser [42] allows the user to provide a parameter to input [ . . . starting values to the iteration vectors . . . ]. He also recognizes that a poor choice of vectors orthogonal to the sought after eigenspace can negatively influence convergence. Consequently, a substitution is enforced in ritzit: after few SIs, the vector with inner-most Rayleigh-Ritz projection is replaced by a random vector. Such an expedient is motivated by the following argument (see Stewart [50, p. 60] ): since any starting vector can be represented asv = c 1x1 + c ⊥X⊥ , a measure of the distance ofv from the dominant eigenvectorx 1 is given by the ratio c 1 c ⊥ . If explicitly derived, the same ratio would appear in the expression on the right-hand side of Equation (1) for a = 1, determining the effective convergence of the input vector (see Stewart [50, p. 57] ). One can also reverse the argument to understand the importance of using an approximate solution; having a starting vector that is already a good approximation to the desired eigenvector can substantially accelerate the solution. This specific observation is at the heart of the ChASE algorithm, which targets exactly those sequences of correlated eigenproblems where the solution of the ( )-problem provides a good set of starting vectors for the ( + 1)-problem. The end result is a magnification of ChASE convergence as a function of the sequence index [15] .
Deflation and Locking
Further filtering eigenpairs (V :,a ,λ a ) that satisfy the condition Res(V :,a ,λ a ) < tol would unnecessarily decrease the value of their residual and substantially increase the number of FLOPs performed by ChASE. 3 For this simple reason, it is good practice to remove the converged vectors and values from the arraysV andΛ (Algorithm 3, line 8) and store them in the respective output arraysŶ and Λ (Algorithm 3, line 7). These two operations go under the conventional names of Deflation and Locking and are included in the ChASE algorithm (Algorithm 1, line 9). Their overall effect is to reduce the FLOPs count by converging the whole subspace in cumulative chunks.
Although the advantage is evident, this procedure can introduce convergence issues when the tol parameter is several orders of magnitude larger than the selected machine precision. A rather high threshold tolerance for the residual may cause locking eigenpairs quite early on in the execution of ChASE. Such locked vectors may include "directions" along the sought-after eigenspace that are no longer accessible by the remaining search space spanned by the vectors left inV . This happens whenV is re-orthogonalized againstŶ (Algorithm 1, line 5) at the next execution of the while loop. This phenomenon, known as early locking, can in rare cases cause the stagnation of successive eigenpairs and the consequent lack of convergence for ChASE. A failsafe mechanism for the early locking problem was proposed by Stathopoulos [46] . In the ChASE algorithm, we have not introduced such a mechanism but suggest, as a rule of thumb, to avoid selecting tol > 10 −8 in double precision and tol > 10 −4 in single precision. Alternatively, the selection of a higher threshold for the orthogonality of the vectors outputted by the QR procedure can help to avoid stagnation in most practical cases.
It may sometimes happen-especially in the case of tight clusters of eigenvalues-that some non-consecutive eigenpairs are declared converged. This is not a problem if such eigenpairs are within the desired eigenspace of size nev. Because the size of the active subspace is larger than nev, it is not uncommon that some of these converged non-consecutive eigenpairs are outside the sought-after spectrum but end up locked in the nev required eigenpairs. For this reason, as part of the deflation & locking procedure, we sort the approximate eigenpairs and their corresponding residuals according to the computed approximate eigenvaluesΛ (Algorithm 3, line 2). Thanks to the fact that eigenvalues converge much faster than the eigenvectors (quadratically vs. linearly), in all practical cases sorting the approximate pairs guarantees that only consecutive converged eigenpairs are locked and deflated. Sort Res(V ,Λ),V ,Λ according toΛ 3: for a = 1 → (nev+nex-nconv) do 4: if Res(V :,a ,λ a ) > tol then 5: return V , Λ,Ŷ 
ALGORITHMIC CONTRIBUTIONS
This section contains our original contributions to Algorithm 1. First, we introduce the reader to the Chebyshev filter, discuss a method to optimize the degrees of the filter polynomial m a , and show how such an optimization often reduces the cost of executing the algorithm significantly. Second, we present methods to approximate μ 1 , μ nev+nex , and b sup , which are crucial for the correct functioning of the Chebyshev filter.
Degree Optimization of the Chebyshev Accelerator
In the following, we give a detailed introduction on the use of the Chebyshev polynomials as enhancer of the components ofV that are parallel to the eigenvectors spanning the sought-after eigenspace. This introduction is followed by a description of how to optimize the filtering degree, the corresponding optimizing algorithm, and its implementation in the Chebyshev filter. We conclude with some numerical results supporting our claim of increased performance.
Chebyshev Polynomials and Convergence
is an oscillating function with m − 1 extrema, for |t | > 1 the function diverges quite rapidly already for modest values of m. The polynomials C m (t ) can be also defined through a three-terms recurrence relation
where the first two polynomials are equal to C 0 (t ) = 1 and C 1 (t ) = t. The asymptotic behavior of the polynomials for |t | > 1 can be quantified by expressing C m (t ) as an explicit function of t. By defining y cosh −1 (t ) and ρ exp(y), it is straightforward to show that t and ρ are related through a quadratic equation
admitting ρ and ρ −1 as solutions. By convention, we choose for a fixed t
and plug them back in the definition of y so that the polynomial can be re-written as
For |t | > 1, |ρ| is always larger than 1, and the leading asymptotic behavior of the polynomial for increasing |t | is given by
In other words, outside of the interval [−1, 1], C m (t ) diverges as a polynomial of degree m. The Chebyshev filter is based on a minimax theorem (see Saad [43, p. 109 ]) from function approximation theory. The theorem ensures that p m (t ) C m (t ) C m (s ) is the smallest polynomial of degree m inside the interval [−1, 1] for any chosen point s outside of it. In the limit of large degrees, such polynomials have an asymptotic limit
where only the leading term of Equation (3) is 
The minimax theorem and recent numerical analysis results [14] suggest that the polynomial p m (t ) can be exploited for enhancing the components of the vectorsV along the eigenvectors corresponding to the sought after spectrum. In practice, by equating μ 1 = γ , μ nev+nex = α, and b sup = β, one can show [14] that
where V = span(p m (A) ·V ) and η a is a constant. Thus, the subspace spanned by the filtered vectors always contains a vector that converges to the eigenvector x a , corresponding to an eigenvalue λ a ∈ [μ 1 , μ nev+nex ], with a convergence ratio equal to |ρ a | −1 . The result just stated makes it possible to use an opportunely adapted three-terms recurrence relation [43] that defines the action of the p m polynomial onto theV vectors
The preceding relation is algorithmically encoded in the non-colored part of the procedure in Algorithm 4. The output has the same number of vectors as the input, which are progressively aligned with the active search space, and have components orthogonal to such space converging to zero with ratios proportional to the ones reported in Equation (5) 
while m s ≤ i do 13: s ← s + 1 14: end while 15: end for 16 :
Conventional polynomial filtering uses a fixed degree of the Chebyshev filter, as in the unmodified version of Algorithm 1. Even when the degree is a configuration parameter specified by the user, two problems remain. First, eigenvectors close to convergence are filtered more than necessary, resulting in unnecessary work. Second, eigenvectors far from convergence are not filtered enough, requiring more iterations of the while loop in Algorithm 1. Choosing the degree of the filter becomes a trade-off between the number of required iterations and excessive filtering of nearly converged vectors. This trade-off can be avoided entirely by optimizing the degree of the filter separately for each vector as shown in Algorithm 4. This section briefly discusses the derivation of the minimal polynomial degree for each vector and the necessary algorithmic changes. We will see that, thanks to the degree optimization, ChASE can save up to 20% of required FLOPs.
The result reported in Equation (5) suggests that eigenvectors having residuals with a given level of tolerance can be obtained using a Chebyshev filter with a polynomial of minimal degree m min 4 for each of the vectorsV :,a . This minimal value for m can be computed using a simple strategy. One executes the very first instance of the while loop in Algorithm 1 using an initial low-degree m 0 (between 8 and 15) for filtering all theV (Algorithm 1, line 1). At the end of the first loop, all residuals for the approximate eigenpairs Res(V (0) :,a ,λ a ) are computed (Algorithm 1, line 8), where for sake of conciseness we indicateV (i )
:,a = p m (i ) (A) ·V :,a . Since the curve describing the residuals of the approximate solutions as a function of m is a function of the convergence ratio for each single eigenvector [14] , the next filtering step within the while loop will produce a residual equal to
The requirement that Res(V (1) :,a ,λ a ) ≤ tol immediately translates into the condition
Because m min depends on |ρ a |, to each approximate eigenvector corresponds a different minimal degree value m a . By using a filter with a polynomial degree tailored to the specific approximate eigenpair, one ensures that some eigenpairs may already converge at the second filtering step. Moreover the filtering step will perform the minimal amount of matrix-vector operations necessary for the eigenpair to converge. In other words, the computational cost of the filtering step has been optimized. return deg + mod(deg, 2) Ensure deg is even 7: end procedure 4.1.3 Implementation Notes. The procedure for obtaining the optimal degree for a single approximate eigenpair is outlined in Algorithm 5. In addition to the center c and half-width e of the interval [μ nev+nex , b sup ], the algorithm requires the tolerance threshold tol below which eigenpairs are declared converged, the eigenvalueλ a , and the residual for the unconverged eigenpair Res(V :,a ,λ a ). The degree estimate, computed using the lower value satisfying the inequality in Equation (7), is incremented by a small amount, degExtra ≈ 2, to account for rounding errors in the degree computation. In addition, we introduce an upper threshold degMax for the largest admissible value of the minimal degree m a , as too large of a degree causes the filtered subspaceV to become rank deficient. In such cases, orthogonalization via a QR factorization introduces numerical instabilities, resulting in a systematic increase of the residuals of the non-converged vectors [14] . In our experience, a maximum degree of degMax = 36 (for double precision) effectively prevents the appearance of divergent residuals (Algorithm 5, line 5).
Including the optimization of the filter degree in the ChASE algorithm requires some changes and additions, which are color coded in blue in Algorithms 1 and 4. Degree optimization calls for knowledge of the residuals (Algorithm 1, line 8) and as such is only possible from the second iteration of the while loop onward. Hence, the initial filtering is carried out with a low polynomial degree (Algorithm 1, line 1). A high-performance implementation of the Chebyshev filter involves additional changes to Algorithm 4. In the matrix-matrix multiplication (expressed as calls to the BLAS-3 HEMM kernel) in line 9 and line 4, each vector ofV is filtered with an optimized and generally distinct polynomial degree m a . Consequently, the multiplication has to be implemented such as to omit, fromV andŴ , vectors already filtered up to the desired degree. To maximize performance, it is preferable to keep a single HEMM call regardless of which vectors have to be omitted. SortingV according to the polynomial degree (Algorithm 1, line 15) forces all matrix-matrix multiplications to be on contiguous vectors and thus can be achieved with a single call to the HEMM routine. Each time the smallest entry m s in the array of degrees becomes larger than the iterator i of the for loop (Algorithm 4, line 7), the relative vectors are removed from the next HEMM call and so on and so forth, until the iterator equals m size(V ) (Algorithm 4, lines [12] [13] [14] .
We conclude with a minor but important remark: the double buffering in line 9 of Algorithm 4 (used to implement Equation (6)) causes any vector filtered with an odd degree to be saved toV . However, since the filter routine returns theŴ array, any such vector would need to be copied fromV toŴ . We obviate the need for data movement by constraining the outputted array of degrees deg to contain only even values (Algorithm 5, line 6).
Optimization and Performance.
Given the residuals Res(V :,a ,Λ a ) for each eigenpair, the calculation of the array of optimal degrees is quite inexpensive (see Algorithm 5) and has an overall positive impact on ChASE's performance. Minimizing the FLOPs executed by the filter routine accounts for a reduced time to solution. How much the minimization influences ChASE's performance depends on two distinct factors: the choice of the initial polynomial degree-which, in the absence of degree optimization, is the polynomial degree used in each call of the filter procedure for all vectorsV -and the context in which ChASE is employed. For the latter, we show that the impact on its performance is maximized when ChASE is used to tackle sequences of eigenvalue problems.
For the experiments in this section, we use a sequence of eigenproblems obtained from a DFT simulation using the FLEUR code [10] and labeled NaCl. The matrix size of the eigenvalue problems is n = 3,893, and we seek the smallest nev = 256 eigenpairs, corresponding to about 7% of the spectrum. For the ChASE tol and nex parameters, we selected the values of 10 −10 and 26, respectively. The presence of a spectral gap between the first nev and the next nev+nex eigenvalues causes ChASE to converge quite well for each problem in the sequence.
An appropriate choice of the initial/constant degree is particularly important to obtain high performance. As discussed at the beginning of the section, choosing a large degree results in "overfiltering" eigenvectors that are already converged. Conversely, a small polynomial degree avoids over-filtering at the cost of additional iterations. This trade-off is visualized in Figure 1(a) , which plots the (constant) filter degree against the GigaFLOPs (GFLOPs) required by ChASE to converge. These results are obtained with the first problem in the NaCl sequence and a random i.i.d. collection of vectorsV as input. The GFLOPs not spent in the Chebyshev filter are indicated as crosshatched in the bar plot; this includes, for example, the Rayleigh-Ritz procedure, the QR factorization, and the computation of the residuals. For low polynomial degrees, more GFLOPs are spent outside of the filter, indicating a larger number of iterations of the while loop in Algorithm 1. The total number of FLOPs forms a rough "bathtub" shape, with the optimum filter degree between 18 and 24: a high polynomial degree causes over-filtering and increases the total number of required GFLOPs. Figure 1(b) shows the same experiment setup as Figure 1 (a) but with an optimized array of degrees m. Here the degree specified on the x-axis is the initial degree, which is the polynomial degree deg used in the first ChASE iteration. As a result, the number of GFLOPs required for ChASE to converge is practically independent of the initial degree. The degree optimization acts as a sort of stabilizer of the FLOPs count against variations of deg: the choice of the initial degree has only a minimal impact on the eigensolver's performance. As expected, ChASE needs fewer GFLOPs to converge for the majority of the deg values, implying that degree optimization yields, in most cases, a faster solver.
On sequences of eigenvalue problems, the impact of degree optimization is even more dramatic. Figure 2 compares the GFLOPs required for ChASE to converge with, and without, degree optimization. The data in the plot refers to the NaCl sequence, where the first problem P (1) is started with a random i.i.d. set of vectorsV . For the rest of the sequence, the problem P ( ) is solved by inputting to ChASE the solutionŶ ( −1) of the problem P ( −1) . For both optimized and non-optimized ChASE, we set the value of deg to 20, a choice that favors the use of ChASE with a constant degree (see Figure 1(a) ). Such a value-a worst-case scenario for degree optimization-shows up in the first problem of the sequence where ChASE with degree optimization performs slightly worse than ChASE with constant degree. For most of the remaining problems, the degree optimization saves up to 25% of the required FLOPs as compared to a constant degree. Notable exceptions are the last two problems with = 15, 16; these problems converge within a single iteration, and thus there is no practical difference in the execution of ChASE with optimized or with constant degrees. As in the previous figure, the crosshatched area indicates GFLOPs spent in ChASE routines other than the polynomial filter: for this area, there is very little difference between the two versions of ChASE, as the degree optimization does not directly influence the number of while loop iterations in this sequence. A more in-depth analysis of ChASE's performance for sequences is provided in Section 6. 
if approx then 5: return b sup 6: end if 7: for j = 1, . . . , n vec do 8 : μ nev+nex =t μ 1 = min j=1λ
[j] 1
13:
Intersperse U [1] Z [1] corresponding toλ [1] < μ nev+nex intoV 14: return μ 1 , μ nev+nex , b sup , andV . 15: end procedure
Spectral Estimates
The spectral estimates-μ 1 , μ nev+nex , and b sup -are of critical importance for both correctness and performance of ChASE. The estimates are used in two separate but related procedures: the Chebyshev filter (Algorithm 4) and the degree optimization (Algorithm 5). Given the value of μ 1 , the filter is constructed to suppress the spectrum between μ nev+nex and b sup . In the degree optimization, the spectral estimates are used to compute the ratios of convergence |ρ a | −1 . In this section, we illustrate how to obtain μ 1 , μ nev+nex , and b sup , both with and without the availability of an approximate solution. We discuss the performance implications in the choice of the bounds, as well as the cost of obtaining accurate estimates. μ 1 and μ nev+nex are approximations of the first and (nev+nex) th eigenvalue, respectively. After the first iteration of the while loop, new approximations for these values can be obtained from the Ritz values computed in Algorithm 2. Even when initial values for μ 1 and μ nev+nex are inaccurate, ChASE capitalizes on the quadratic convergence of the Ritz values and self-corrects μ 1 and μ nev+nex after only a few iterations. Despite its robustness, this self-correcting behavior is sometimes detrimental to the overall algorithm efficiency. For instance, over-correcting the estimate for μ nev+nex makes the filter less effective, and similarly the degree optimization does not produce accurate results. Contrary to μ 1 and μ nev+nex , b sup is always computed at the beginning of the ChASE algorithm and must be an accurate upper bound of the largest eigenvalue; otherwise, ChASE will fail because some of the largest eigenvalues will not be filtered out. For all the preceding reasons, we wish to obtain an approximation of μ 1 , μ nev+nex , and b sup that is at the same time accurate and inexpensive.
In the case of sequences of correlated eigenvalue problems, μ 1 and μ nev+nex need to be approximated only for the first problem of the sequence. Successive problems can use the approximate spectrum of P ( −1) to obtain the estimates for P ( ) . However, to ensure that b sup is an upper bound of the spectrum, it must be recomputed for each new problem P ( ) . Estimates for b sup with a varying degree of accuracy can be inexpensively computed using the method in Zhou and Li [58] . Estimating an interior eigenvalue is quite more complicated and expensive than estimating the extrema of the spectrum. To obtain an estimate for μ nev+nex , which is usually in the first quarter of the spectrum, we propose to employ an approximation of the spectral density, sometimes referred to as Density of States (DoS) [31, 55] . The DoS function can be interpreted as a spectral probability density function. In its regularized form it is given by
where д σ is the Gaussian kernel of standard deviation σ and controls the smoothness of the resulting function. Naturally, we want to approximate ϕ without requiring all eigenvalues of the matrix. To this end, let AU = UT k + f k e k be the result of k steps of the Lanczos method with a starting vector ν 0 . Let us further write the tridiagonal symmetric matrix T k = Z HΛ k Z , withΛ k = diag[λ 1 , . . . ,λ k ]. It can be shown that k j=1 |Z 1, j | 2 д σ (t −λ j ) approximates a weighted DoS, where the weighting is related to the expansion coefficients of ν 0 onto the eigenvector basis of A. By repeating the Lanczos method n vec times with different random vectors ν 0 and taking the average of them, we reduce the effect of the weightingφ
Our approximation of μ nev+nex is a valuet such that t −∞φ (t )dt ≈ nev+nex n . Algorithm 6 illustrates the complete procedure. b sup is computed via an initial k Lanczos steps and the formula given in Zhou and Li [58, Eq. (2.5)] (Algorithm 6, line 3). If the other two spectral approximations are required, we perform an additional n vec Lanczos procedures and form the DoS from Equation (9) (Algorithm 6, line 10). Finally, we obtain μ nev+nex by integrating over the spectral density. For the sake of simplicity, we obtain μ 1 not via the DoS but rather by using the smallest Ritz value of the Lanczos process. Since U Z are the approximate eigenvectors of A, we use those vectors corresponding to the Ritz values smaller than μ nev+nex and intersperse them with random i.i.d. vectors inV .
Algorithm 6 has three parameters-the number of steps k for each Lanczos procedure, the number of different starting vectors n vec , and the regularization parameter σ for the DoS-which regulate a trade-off between accuracy and computational cost. When μ nev+nex is required, the lanczos subroutine may account for about 10% of ChASE total execution time. Nevertheless, less accurate spectral estimates degrade the effectiveness of the filter by far more than 10%. A good parameter choice must trade off a better convergence rate of the SI against the additional time spent in the lanczos routine. This is complicated by the fact that the relationship between the quality of the bounds and the subspace convergence is not straightforward. For small k, the computational cost is dominated by the k n vec matrix-vector multiplications inside the Lanczos method. The cost for solving the tridiagonal eigenproblem, as well as the construction ofφ and its integration, are negligible. Larger k would have a number of advantages, namely better accuracy of the DoS inside of the spectrum and more approximate eigenvectors U Z (Algorithm 6, line 13). However, in most cases, the increased orthogonalization cost of large k does not pay off in terms of better convergence of the SI. In double precision, we suggest the default value k = 25. The work by Lin et al. [31] uses values between 40 and 100; however, their goal is an accurate approximation of the entire spectral density. Since the Lanczos method tends to approximate the extrema of the spectrum rather quickly, a smaller choice of k is quite reasonable to estimate μ nev+nex .
The regularization parameter σ controls the width of the Gaussians д σ and thus the smoothness of the spectral density. Since k essentially determines the number of Gaussians, there is a strong connection between the two parameters. We propose a standard value of σ = 0.25, a value close to the one used in Lin et al. [31] , and multiply it by |b sup − μ 1 |. In this way, the Gaussian expansion is invariant under scaling of the spectral radius. A too small value for n vec results in a poor average and thus a distorted spectral density. Conversely, too large of an n vec is needlessly expensive without a noticeable benefit for ChASE. We recommend a value between 4 and 10 for n vec , with the default set to 4. In conclusion, we point out that the n vec matrix-vector multiplications are coalesced into a single HEMM, significantly increasing performance. Fine tuning the method we described in this section took considerable effort. We omit the complicated and tedious details due to space constraints. In addition, the ChASE code implements a number of additional heuristics that result in values for μ nev+nex that work well on most cases. To sum up, our implementation performs almost always better than a naive choice of μ nev+nex .
USING CHASE
The linear algebra routines within ChASE, such as matrix-matrix multiplications and orthogonalization, are disentangled from the algorithm proper. Section 5.1 explains the underlying modularity concept. This separation of concerns allows for different parallelization approaches. In Section 5.2, we present two such approaches, ChASE-MPI and ChASE-Elemental, that come with the ChASE library. Section 5.3 introduces the configuration parameters of ChASE, as well as a code snippet that illustrates ChASE's usage in application codes. 5
Decoupling Kernels From the ChASE Algorithm
ChASE relies on a modest number of numerical kernels whose calls execute almost all FLOPs. 6 Because of its simple structure, there would be clear advantages in the separation of the numerical kernels from the algorithm implementation. Reverse Communication Interfaces (RCIs) [18] are a time-honored method to decouple some operation(s), like the matrix-vector multiplication, from a given algorithm. A popular and established example is the ARPACK library [28] , but RCIs are also used in more recent software packages like FEAST [37] . RCIs tend to produce complicated code because information must be passed via return values. There are modern alternatives to RCIs. In ChASE, the linear algebra kernels are separated from the main algorithm through the use of an object-oriented software interface. This approach is similar to the one realized in Anasazi [3] , although our implementation is simpler and leads to a number of immediate benefits.
First, ChASE can be easily integrated into existing codes thanks to the relative simplicity of the software interface. For instance, the low-level kernels can be implemented according to an existing distribution of the matrix elements of A so as to avoid the need to re-distribute data. Second, ChASE can easily exploit existing linear algebra libraries such as BLAS and LAPACK all the way up to GPU-based kernels, and even complex distributed-memory dense linear algebra frameworks such as Elemental [38] . Indeed, the ChASE library includes a version supporting MPI+GPUs (ChASE-MPI), as well as one that uses Elemental for the numerical kernels (ChASE-Elemental).
As a C++ program, the decoupling between the ChASE algorithm and the implementation of the numerical linear algebra kernels is accomplished via a pure abstract class that defines the interface for the C++ numerical kernels. A slightly simplified version of the interface is given in Listing 1. The actual implementation is templated to allow for real-valued matrices and single-precision data types. A derived class of Chase must implement these listed kernels, including a Hermitian matrix-matrix multiply, or HEMM. Other kernels are more complex, such as the k-step Lanczos and the Rayleigh-Ritz procedure. All parallelism and handling of data is performed by classes derived from Chase. In addition to the advantages already mentioned, the abstraction allows the ChASE algorithm itself to be short and easily readable, with the corresponding C++ source code being very similar to Algorithm 1. As an illustrative example, we discuss a derived class of Chase based on the BLAS and LAPACK kernels.
A Sketch of ChASE With BLAS+LAPACK.
ChaseBLAS is an implementation of the interface given in Listing 1 using BLAS and LAPACK kernels. The level 3 BLAS [17] and the Linear Algebra PACKage [2] are staples of (single-node) dense linear algebra. ChaseBLAS is a relatively simple example, and yet it is rich enough to highlight the power of the interface-based approach used by ChASE; in fact, it constitutes a high-performance implementation for shared-memory computers. Listing 2 shows only a partial view of the ChaseBLAS class where, for the sake of brevity, only the constructor, data members, the HEMM, and Lock functions are displayed. Chase-BLAS is constructed with the necessary sizes N, nev, and nex, as well as the required buffers for A, V , and so forth. The heart of any Chase implementation is the HEMM function (Listing 2, line 9), which is typically implemented as a wrapper to an optimized BLAS library (e.g., MKL, cuBLAS).
The three-terms recurrence relation of the Chebyshev filter is implemented via the HEMM function. approxV_ is a column major array that contains the approximate eigenvectors sorted according to the increasing entries of the array of degrees m (see Section 4.1.3). A natural way to leverage the recurrence relation is via double buffering, implemented here by swapping the pointers for ap-proxV_ and workspace_. The HEMM function is called hundreds of times during a typical solve and performs around 80% of the total FLOPs. There are two reasons why the first locked_+s vectors stored in approxV_ are excluded from the multiplication, and so they are not filtered any further. First, because they are locked vectors; in the language of Algorithm 1, such vectors are not part of V but rather part ofŶ . In the C++ implementation, ChASE does not maintain a separateŶ buffer. More precisely, it moves converged vectors to the beginning of the approxV_ buffer and locks them by calling the Lock function. Within ChaseBLAS, the locked_ variable indicates how many vectors at the beginning of the approxV_ buffer have been locked (Listing 2, line 17). Second, when optim=true, vectors may be excluded from the multiplication with A if they have already been sufficiently filtered. To this end, the first vector ofV to be filtered and passed to the HEMM function is the one indicated with s in line 9 of Algorithm 4. Due to space constraints, we omit the rest of the implementation details. Casting the other methods from Listing 1 into appropriate BLAS and LAPACK calls yields a complete version of ChASE.
Available Versions of ChASE
In the software package, we present two HPC versions of ChASE, which differ both in the parallelization approach and the underlying linear algebra kernels. First, we describe ChASE-MPI with a custom implementation of a distributed matrix-matrix product at its core. Then we shortly describe ChASE-Elemental, where all linear algebra kernels are implemented in terms of the corresponding Elemental library routines.
ChASE-MPI: ChASE With a Custom MPI HEMM.
In ChASE, the matrix operator A is invoked only via matrix-matrix multiplications with (a subset of)V . These HEMMs occur in the filter (Algorithm 4, line 9), the Rayleigh-Ritz procedure (Algorithm 2, line 2), and the computation of the residuals. We illustrate a version of ChASE that implements an MPI parallel HEMM. The rest of the ChASE-MPI derived class is similar to the ChaseBLAS implementation 7 ; all non-HEMM operations onV are performed redundantly on each node using threaded BLAS. This approach is simple, flexible, and surprisingly effective. We discuss performance aspects of ChASE-MPI in Section 6.
The custom implementation of the parallel HEMM is of particular interest. Each MPI rank is assigned a block of A (see Figure 3(a) ). Such an approach requires only communication along the "rows of blocks," such as between MPI ranks 1 and 2, 3 and 4, and so on. In general, the data distribution ofV andŴ are different. However, the Chebyshev filter requires the alternating multiplication ofV andŴ with A. Consequently, the approach of Figure 3 (a) requires a re-distribution of data after each multiplication. We can avoid the re-distribution by multiplyingŴ with the conjugate transpose of A, which is possible since A is Hermitian (see Figure 3(b) ). Since all other operations are performed redundantly on each node, the full vectors have to be re-assembled via a "gather" operation. In addition, to avoiding communication, the resulting matrix-matrix multiplications on each node are large and contiguous, often resulting in performance close to the theoretical peak. This data distribution easily allows the offloading of the multiplication to accelerators. ChASE currently supports a single GPU per MPI rank to accelerate the matrix-matrix multiplication. The main disadvantage of this approach is that it implements a general matrix-matrix multiply GEMM on each MPI rank, not an Hermitian one. [38] is an excellent library for distributed-memory dense linear algebra. From an implementation point of view, ChASE-Elemental is straightforward, as the Elemental's kernels match ChASE's requirements very closely. Due to space constraints, we omit further details on ChASE-Elemental and point the interested reader to the source code. ChASE-Elemental has a key advantage over ChASE-MPI: it distributeŝ V andŴ over the MPI processes and accordingly also parallelizes over MPI operations such as the re-orthogonalization. We discuss the performance aspect of this implementation together with ChASE-MPI in Section 6. The ChASE-Elemental version serves as an example to showcase that ChASE can easily accommodate kernels form external numerical linear algebra libraries. For example, a ChASE version based on ScaLAPACK routines would be just as straightforward.
ChASE-Elemental: A ChASE Version With Elemental. Elemental

ChASE Configuration Parameters
The specifics of ChASE's parameters have already been discussed in previous sections as part of the description for each algorithm. This section summarizes all of them and provides an example of how to configure and call ChASE in a code snippet.
There are three categories of configuration parameters: general parameters, parameter concerning the Chebyshev filter, and parameters for the spectral estimates. Most of the general parameters were introduced in Algorithm 1 in Section 3.2. The parameters for the Chebyshev filter are discussed as part of Algorithm 5 and Algorithm 4 in Section 4.1, whereas the spectral estimate parameters concern Algorithm 6 and are illustrated in Section 4.2. All parameters are summarized in Table 1 . Within the source code, the configuration is encapsulated by the ChaseConfig class. In addition to the parameter name, we specify the member function of ChaseConfig that sets each parameter. Further, we list the default value for each parameter; wherever applicable, the values in round brackets refer to the default values for single precision data types. Table 1 lists two extra parameters that we have not discussed so far: maxIter and nex. To ensure the termination of ChASE, the number of while loop iterations are limited to maxIter (with a default of 25), after which ChASE returns the current approximate subspace. nex specifies the size by which the search spaceV is incremented. In many cases, increasing nex improves convergence of the SI at the cost of more expensive iteration steps. Unfortunately, the impact of nex on ChASE's performance is difficult to predict. Therefore, instead of providing a default value, we recommend a nex value between 10% and 30% of nev.
Using ChASE: A code example. Usage of ChASE amounts to constructing a valid instance of a class derived from Chase and then calling the chase::Solve() function on it. How this subclass of ChASE is constructed depends on the class implementation. In some cases, the implementation is complicated by the data distribution; for example, ChASE-MPI distributes the matrix A among MPI ranks in a highly customized fashion. Usage of ChaseBLAS, the ChASE variant that we sketched out earlier in this section, is shown in Listing 3. We begin by setting up a ChaseBLAS object via the constructor defined in Listing 1. Line 5 sets the desired residual tolerance to 10 −10 . Finally, we invoke the ChASE algorithm on the constructed object.
NUMERICAL EXPERIMENTS: SEQUENCES AND PARALLELISM
In this section, we discuss performance aspects of ChASE and highlight its potential as a highperformance solver. Section 6.1 deals with sequences of eigenvalue problems {P } N . Besides using the solutionŶ ( −1) as the input set of vectorsV when solving for the problem P ( ) , ChASE achieves significant performance improvements over direct solvers by varying the required accuracy for the eigenpairs residuals. Orthogonality between computed eigenvectors is inherited by the direct solver used in the Rayleigh-Ritz step (see Algorithm 2, line 3). Strong-and weak-scaling behavior of ChASE-MPI and ChASE-Elemental are illustrated in Section 6.2.
For sequences of eigenvalue problems, a natural comparison [15] is the Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) method because of its ability to exploit approximate vectors and, similarly to ChASE, leverage on BLAS-3 kernels. Among the publicly available LOBPCG implementations that support dense complex-valued matrices, we opt for Anasazi's [3] LOBPCG implementation. Due to reasons we discuss in Section 6.1, Anasazi is not well suited for runtime comparisons. Instead, we compare runtimes against Elemental's state-of-the-art direct solver that uses PMRRR [35] for the tridiagonal solve. Although many other distributed memory direct solvers for dense matrices exist [9, 25, 33] , the performance differences between them do not significantly contribute to our discussion. Consequently, we use Elemental's direct solver as a representative for all of them. For sake of completeness, we also provide a comparison with FEAST [37] , an iterative solver for interior eigenvalue problems based on subspace filtering. We show that although FEAST is competitive for relatively small problems, it is not a viable alternative for large dense matrices. We do not consider other subspace filtered eigensolvers based on polynomial or rational filters because their most demanding algorithmic features are analogous to FEAST's [1] .
In our numerical tests, we exclusively consider complex-valued double-precision Hermitian matrices. Experiments were run on two commodity supercomputers: (1) the Jureca cluster located at the Jülich Supercomputing Centre within the Forschungszentrum Jülich and (2) the BlueWaters cluster situated at the National Center for Supercomputing Applications (NCSA) at the University of Illinois campus at Urbana-Champaign. Each node of Jureca is equipped with two Xeon E5-2680 v3 Haswell CPUs over a Fat-Tree EDR Infiniband interconnect. ChASE-MPI is configured to use 48 threads per node (using HyperThreading). All software was compiled with Intel's compiler suite version 18, ParaStation MPI version 5.2.0, and CUDA version 9.1. Currently, ChASE supports the use of a single GPU device per MPI rank. GPU experiments on Jureca uses half of the two available Nvidia K80s, whereas on BlueWaters ChASE makes use of the Nvidia K20 of the Cray "XK" compute nodes. Each XK node is equipped with an AMD 6276 Interlagos process connected via the Gemini interconnect. On BlueWaters, ChASE is compiled with GCC v6.3.0 and linked against Cray's LibSci v16.11.1, MPICH v7.5, and CUDA version 7.5. Both Elemental's direct solver and ChASE-Elemental employ the Elemental library version 0.84-p1, with 24 MPI ranks per node. Elemental distributes its matrices according to a "grid," which is essentially a two-dimensional Cartesian MPI communicator. The shape and size of the grid is critical to obtain good performance. As ChASE-Elemental and the Elemental direct solver usually obtain the best performance on grids with different configurations, we report the timings for the grid shape that is optimal for each solver. The reduction to tridiagonal form uses the default algorithmic block size of 64. ChASE uses the standard setting as discussed in Section 5.3, including a convergence criterion of tol = 10 −10 . The increase of the subspace (nex parameter) is chosen as 20% of nev for every problem.
Sequences
As we already mentioned in Section 2.2.2, the pivotal advantage of algorithms based on SI is the ability to use the matrix of vectorsV as an approximate solution, thus effectively reducing runtime. ChASE performs particularly well because the Chebyshev accelerator reduces the number of required iterations and can be implemented in terms of HEMM calls. Figure 4(a) shows results for the NaCl sequence of rank 9,273 and length 16, a larger version of the eigenproblem matrix seen in Section 4.1.4. Figure 4 (b) illustrates a sequence from the new AuAg dataset. As for NaCl, the AuAg sequence originates from simulations based on a DFT self-consistent field iteration based on the FLAPW method [26, 54] . The eigenproblems in AuAg have a larger matrix size n = 13,379, a larger sought after spectrum nev = 972, and are part of a sequence of length N = 24. In contrast to the NaCl dataset, these matrices do not have a spectral gap, resulting in a smaller convergence ratio |ρ a | −1 for the eigenvalues closer to the upper end of the search space.
ChASE exhibits a similar pattern for both sequences. The time to solution for both ChASE variants is much higher for the first eigenproblem of the sequence than for later ones. In the NaCl sequence, ChASE-MPI (ChASE-Elemental) requires 39 (49) seconds to converge for = 1 and only 20 (27) seconds for = 2, which corresponds to a speedup of 2.0 (1.8). A small part of this speedup is due to cheaper calculation of the spectral bounds (see Section 4.2), but most is caused by better starting vectorsV . In addition, the runtime for ChASE reduces further for increasing indices. On the last problem of the NaCl sequence, ChASE-MPI (ChASE-Elemental) requires only 11.6 (15.4) seconds, a total speedup over the first problem in the sequence of 3.3 (3.2) . This phenomenon is due to the convergence of the underlying non-linear eigenvalue problem (see Section 2.2.1). The AuAg displays similar speedups. Some dips in runtime occur within a sequence for both version, such as at = 9 in Figure 4 (a), due to natural oscillations of the angle between subspaces of adjacent DFT iterations. For all indices, ChASE-MPI is consistently faster than ChASE-Elemental. Profiling indicates that for this particular set of problems, the matrix-matrix multiplication routine of Elemental exhibits inferior performance, probably caused by the inferior node-level parallelism of its pure MPI distribution.
The GPU version of ChASE-MPI uses the GPU for the matrix-matrix multiplication with A. In this manner, the Chebyshev filter, the computation of the residuals, and the Rayleigh-Ritz procedure are accelerated via the GPU. A is copied to the device at the first while loop iteration and then reused throughout the following iterations. Only the vectorsV andŴ are copied to and from the device. When using the GPU, ChASE-MPI out-performs the non-GPU version of ChASE-MPI on all problems. Leveraging the GPU results in speedup of ≈1.24 for the entire AuAg sequence. The results are slightly worse for NaCl because the smaller value for nev = 256 results in less efficient HEMMs. The GPU version achieves a speedup of 1.2 and 1.1, respectively, for = 1 and = 16 over ChASE-MPI without GPU. The uncharacteristic speedups are due to the fact that the GK210 chip on the Jureca nodes have a peak performance ranging from 932 to 1,456 GFLOPS, which is only slightly faster than the 960 GFLOPS of the CPU. As expected, the direct solver requires the same amount of time for all eigenproblems in a sequence. However, the performance difference between ChASE and the direct solver is sequence dependent. ChASE is faster than the direct solver for all eigenproblems in the NaCl sequence. For AuAg, however, ChASE is significantly slower than the direct solver for the first problem but is faster as early as ≥ 2. This behavior is in part due to the spectral differences between the two problems (presence vs. absence of a spectral gap located between nev and nev+nex for the NaCl and AuAg, respectively), and in part to the different ratio nev n (2.8 % vs. 7.3%). Of course, ChASE can only compete against a direct solver when nev-the number of eigenvalues sought-is a relatively small fraction of n [7] . A choice of nev close to n is inadvisable since the Rayleigh-Ritz subroutines contains a direct solve of rank nev.
As shown in Di Napoli and Berljafa [15] , another iterative solver that can take advantage of an approximate solution is LOBPCG. We compare against Anasazi's LOBPCG implementation based on Trilinos version 12.12.1, with the same block size (nev + nex) and convergence tolerance of 10 −10 used for ChASE. We have not used any pre-conditioner because the dense matrices of all the tested eigenproblems are very well conditioned (κ (A) < 50). To match ChASE, the only nonstandard setting is the usage of an absolute convergence criterion, instead of a relative one. As part of the default configuration, Anasazi fully orthogonalizes the approximate eigenvectors and locks with a tolerance of 10 −11 , a factor 10 lower than convergence.
Anasazi can not easily make use of all 24 cores of a Jureca node, as many of the operations on the approximate eigenvectors are bandwidth bound. For the reasons mentioned earlier, a runtime comparison is not appropriate; instead, we compare the number of matvecs. 8 Considering only the matvecs disregards operations on the approximate eigenvectors, such as orthogonalization, which strongly favors LOBPCG since the algorithm performs many more iterations and thus more reorthogonalizations. In Table 2 , we compare ChASE against LOBPCG: the table contains the number of matvecs, the number of iterations needed to achieve convergence, and the required runtime on a single Jureca node. We present data for the first and the last problem of the NaCl and the AuAg problems. The table shows that both ChASE and LOBPCG employ fewer iterations and matvecs for the last problem in the sequence than for the first one. For the first index = 1, LOPBCG performs only slightly more matvecs than ChASE. However, as the sequence progresses, ChASE executes fewer and fewer matvecs than LOBPCG (data not shown), ending with roughly half the number of matvecs of LOBPCG for both problems.
We conclude by comparing ChASE to another subspace filtered algorithm on a single node of the Jureca cluster. Among the several packages available [30, 36, 44] , we selected FEAST [37] for its robustness and our familiarity with it. The FEAST algorithm solves as many linear systemseach with multiple right-hand sides-as the number of poles defining its rational filter. At each pole, the matrix determining the linear system undergoes an LU factorization that introduces a fixed overhead for the solver. To minimize its impact, we choose a filter with four poles in the complex half-plane (half the default value), which is a close to optimal choice for the problems at hand. Moreover, the LU factorization for each pole is computed only once per problem and reused for each iterations. As input, FEAST requires the interval boundaries where eigenvalues are sought and the size of the search space. For the boundaries, we use estimates obtained from the ChASE Lanczos routine for = 1, whereas for > 1, we use values from the previous problem. The dimension of the search space is set to M 0 = 1.5 × (nev+nef). The nef parameter (set to 10 for NaCl and 20 for AuAg) ensures that the interval boundaries supplied to FEAST contain at least nev eigenvalues, even when the bounds are obtained from the previous problem P ( −1) .
When such a setup is used on the NaCl and the AuAg problems, FEAST performance is comparable with ChASE for = 1 (see Table 2 ). Both solvers converge with very similar numbers of SIs and timings. 9 For for larger , ChASE takes better advantage of the approximate solutions. Since such an advantage depends also on the ratio nev n , it decreases going from NaCl to AuAg. FEAST's performance in the absence of approximate vectors is justified by an efficient LU factorization kernel for matrix size of the order of O(10,000), which takes only about 8 seconds for the NaCl system. Increasing the size of the linear system changes the picture entirely. For instance, for the BSE system-properly introduced in the next section-with n = 32,976 and nev equal to 100 and 1,000, FEAST requires 643 and 2,260 seconds, respectively. For the same setup, ChASE needs only 282 and 1,401 seconds. In this case, increasing the ratio nev n actually amplifies the performance gap between FEAST and ChASE. Already for this matrix size, LU factorization accounts for 448 seconds, which is more than two thirds of the total time to solution. In conclusion, although FEAST is competitive with ChASE for relatively small dense eigenproblems, the cost of the bandwidth bound factorization and linear system solves becomes prohibitive as the size of the eigenproblem swells up.
Scalability
In this section, we analyze ChASE's behavior both in strong-and weak-scalability regimes and compare it to Elemental's direct solver. Since the parallel efficiency of ChASE is not influenced by the use of good approximate solution, 10 in this section we focus only on "single" eigenvalue problems instead of sequences. To this end, we introduce the BSE dataset with considerably larger matrices that only contains sequences of length 1. Note that this puts ChASE at a disadvantage over direct solvers, as there are not spectral bounds or approximate solutions available. The BSE dataset contains five matrices of increasing size from n = 22,360 to n = 76,674, corresponding to the same physical system, but with an increasing number of representative points in momentum space. The exact sizes are available in Table 3 . These matrices are the result of the discretization of the Bethe-Salpeter equation used in Optoelectronics simulations. 11 For each matrix in the set, we use nev = 100, and we increment the subspace size by nex = 20. Figure 5 illustrates the results of a strong scaling experiment using the BSE matrix of size n = 62,681. We select node counts corresponding to square numbers 9, 16, . . . , 100, as these tend to yield efficient matrix distributions, but in the plots we report the resulting number of 9 We do not report matvecs because the linear system solves use BLAS-2 routines, and a comparison with the matvecs of ChASE would be inappropriate. 10 Experiments in Section 6.1 already uses parallelism, as they were performed on an entire node with 24 cores. 11 Graciously provided by André Schleife (UIUC). cores (each node has 24 cores). Figure 5 (a) reports the runtimes in a log-log plot, whereas parallel efficiency is shown in Figure 5 (b). The parallel efficiencies are calculated with respect to the timing of the corresponding solver on a single node using all available cores as opposed to the (fastest available) sequential version.
Strong Scaling.
The following remarks are in order. First, the direct solver has a significantly longer runtime than ChASE. Both ChASE versions require roughly the same amount of time, with ChASE-Elemental being marginally faster. ChASE-MPI and ChASE-Elemental solve the problem on 2,400 cores in 28 and 29 seconds, respectively. Elemental's direct solver, however, requires 219 seconds on 2,400 cores. Second, the direct solver is missing the data point for a single node, because the solver requires more than the available 128GiB of memory. The parallel efficiency is adjusted to account for the missing data. Note that ChASE does not have this problem; it needs only n · (nev + nex) elements of working memory. Third, all three solvers scale well, with the direct solver being the most efficient. For 2,400 cores, ChASE-MPI and ChASE-Elemental show a parallel efficiency of 59% and 44%, respectively, performing only slightly worse than the direct solver with 64%. Fourth, both the Elemental-based solvers (direct and ChASE-Elemental) show super-scalar speedups for smaller number of nodes, which may occur due to the large dependence of Elemental on the computing grid size: an increased number of MPI ranks may yield a more efficient grid and thus a super-scalar speedup. Weak scaling experiments are particularly relevant to application scientists, who require the simulation of increasingly larger physical systems, which corresponds to bigger matrices. Unfortunately, in the case of an iterative eigensolver, the notion of a weak scaling experiment is non-trivial. Therefore, we need to address how to set up weak scaling experiments with ChASE before we discuss the results of the numerical tests.
Despite being generated essentially from the same physical system, ChASE performs very differently for matrices in the BSE dataset, resulting in widely varying numbers of required iterations. We are also restricted to certain matrix sizes, making it difficult to have the same number of matrix elements per core. Nevertheless, in our experiment, we strive for a large and roughly equal number of matrix elements per node. We collect timings for five different matrices from the BSE set, using between 9 and 100 nodes. The matrix sizes, number of cores, and resulting number of matrix elements per core are presented in Table 3 . We cannot provide GPU timings for these problems on Jureca, as it only has 75 nodes equipped with GPUs. Instead, we provide runtimes obtained from BlueWaters for both CPU and GPU. Table 4 reports the runtimes and the matvecs on Jureca, whereas Table 5 shows them for BlueWaters.
Before we discuss the runtimes of Table 4 in detail, note that ChASE-MPI and ChASE-Elemental yield a somewhat different number of iterations and matvecs. The difference could be attributed to the variations in the randomization of the initial subspaceV , and to variance in the numerical kernels. Figure 4 shows that ChASE-MPI and ChASE-Elemental retain the same difference in performance even when they use the same initial subspaceŶ ( −1) . Consequently, the difference in number of iterations (and runtime) between the two versions of ChASE is largely due to kerneldependent variations in rounding errors in floating-point arithmetic. Table 4 shows that the direct solver needs much larger runtimes than ChASE. Moreover, the direct solver execution increases drastically for larger ranks, as the reduction to tridiagonal form is of cubic complexity. The runtimes for the two ChASE versions are roughly similar and surprisingly do not strictly increase with the problem size. We observe that the number of required iterations changes just as much from one ChASE implementation as it does for the separate BSE problems. In addition, the number of matvecs and iterations does not necessarily increase with problem size. We conclude that for a realistic scaling scenario, the spectral differences between the increasingly larger problems have a bigger influence on performance than any adverse weak scaling behavior of ChASE. Finally, for ChASE-MPI, the number of matvecs is roughly similar and so are the runtimes, implying that ChASE-MPI does scale well in a weak scaling regime. Table 5 contains runtimes, matvecs, and iterations for ChASE-MPI with and without GPU. In addition to the total runtime and speedup achieved via the GPU, we also report these metrics for the Chebyshev filter. The BlueWaters XK node has a peak CPU performance of 156 GFLOPS on the CPU and 1,310 GFLOPS on the available K20 GPU. Aside from the performance difference, the CPU runtimes behavior looks similar to the one observed on Jureca: the number of iterations changes from problem to problem, and the runtimes fluctuate accordingly. The GPU timings, however, provide new insight. On the Chebyshev filter, ChASE leverages the GPU for a 6.4 to 7.7 speedup over the CPU. The rather small nev = 100 value influences the latency of the transfer from GPU to RAM-required for the parallel matrix-matrix-multiply-and is a significant source of overhead. For larger values of nev, the incurred latency amortizes over more computation, resulting in better speedups.
The speedup from the GPU over the total runtime decreases for the experiments involving larger matrix sizes. Although the speedup for the smallest problem is 5.2, it decreases to 3.3 for the largest problem. Because ChASE-MPI parallelizes only the matrix-matrix multiplication ofV with A over MPI ranks, operations such as the QR decomposition are not parallelized but executed redundantly on the node. Thus, when the matrix size becomes bigger, the costs for the orthogonalization increase accordingly. For the largest matrix, the Chebyshev filter accounts for only a third of the runtime (30.8 seconds vs. 89.9 seconds).
CONCLUSIONS AND OUTLOOK
We presented ChASE, a modern C++ library based on SI complemented with a Chebyshev polynomial filter. ChASE targets extremal dense eigenproblems when a relatively small fraction (≤15%) of the eigenpairs is sought after. There are several aspects that distinguish ChASE from software projects based on similar algorithms: -The C++ implementation features a modern and flexible interface that separates the algorithm from the data distribution and kernel execution. As such, the ChASE library is relatively easy to port to specialized computing architectures and simple to integrate in existing application codes. -The library is particularly effective in exploiting the correlation among the solutions of eigenproblems that are part of a sequence: when inputted in ChASE, eigenvectors of P ( −1) substantially speed up the solution of the next problem P ( ) . -In the absence of approximate solutions, spectral estimates are computed with an enhanced algorithm based on the computation of a spectral density using repeated Lanczos processes. -The polynomial degree of the Chebyshev filter is optimized for each single vector so as to minimize the number of FLOPs needed to achieve convergence. The optimization saves, on average, about 20% of the required FLOPs. -The library comes equipped with two distinct parallelized versions, one of which is GPU compatible.
In the case of sequences of eigenproblems, ChASE outperforms state-of-the-art dense direct eigensolvers for values of the sought-after exterior spectrum equal to or less than 10%. This result
