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Abstract
The experiments performed at the Relativistic Heavy Ion Collider (RHIC) at
Brookhaven National Lab have discovered a state of matter called the strongly
coupled quark-gluon plasma (sQGP). The strong coupling has limited the ability
of the standard theory to describe such matter, namely Quantum Chromodynamics
(QCD). However, string theory’s anti-de Sitter/conformal field theory (AdS/CFT)
correspondence has provided a new way to study the situation and in an analytical
manner. So far, hydrodynamic properties of RHIC’s plasma, such as elliptic flow
and longitudinal expansion, have been seen to follow from classical supergravity
calculations. In this dissertation I discuss some of the field’s development as well
as the research done by the author and collaborators.
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Chapter 1
Introduction
1.1 Relativistic heavy ion collisions
The quest to understand matter has been a progression of scientific and philosophical
minds for much of the past three millennia. Yet quantitative theory and experiment of
“fundamental particles” have only been achieved over the past century. The beginning
was labeled the “Golden Age of Physics” when Quantum Mechanics and Relativity
were conceived. The field continued to progress to the advent of quantum field theory
and the incorporation to gauge theories. The work then culminated in the Standard
Model.
The Standard Model provides a coherent picture of particles that make up three
of the four fundamental interactions – electromagnetic, strong, and weak with gravity
remaining apart. Due to the capacity and complexities, discussed in this text, the
strong force remains an interesting field of theoretical and experimental study.
The theory of the strong interaction is Quantum Chromodynamics (QCD) – an
SU(3) gauge theory with three colors. The theory provides the explanation of the
interior of protons and neutrons in terms of quarks and gluons. The quarks carry
the color charge determining the strength of the interaction, similar to the electrical
1
charge in electromagnetism. Gluons act as the mediator of the force and also carry
color charges allowing for gluon-gluon interactions.
Two of the most curious features of the theory are confinement and asymptotic
freedom [1]. For large distance scales, quarks are very strongly coupled. At a certain
point of separation, it becomes energetically favorable to create quarks out of the
vacuum that pair with the two separated. Therefore, they can only be found in bound
states of two (mesons) or three (baryons) with perhaps more exotic states existing.
However, at small distance scales, the strong interaction becomes weak enough that
quarks move freely. Alternatively, one may characterize the small distance scale as
a large energy scale. If an experiment could reach the correct energy density, the
quarks and gluons would be deconfined from the bound states.
The concept of a sea of free quarks and gluons presented a new form of matter,
the quark-gluon plasma (QGP), to be studied. A crossover from hadronic matter to
free quarks and gluons would allow for color charge to roam free within the confines
of the system. This phase has not been seen in the universe since the early stages of
the Big Bang, and the freedom could be exploited to answer fundamental questions
about elementary particles and their interactions.
Necessary techniques were developed to achieve the state in the laboratory.
The method explored was that of high energy collisions between nuclei. The first
experiment to develop was the SPS (Super Proton Synchrotron) at CERN followed
by the AGS (Alternating Gradient Source) at Brookhaven. Subsequently, RHIC
(Relativistic Heavy Ion Collider) at Brookhaven, was built on the AGS. Now detectors
at CERN – ALICE (A Large Ion Collider Experiment), CMS (Compact Muon
Detector), and ATLAS (A Toroidal LHC ApparatuS) are just beginning to produce
results.
This work is concerned with a theoretical description of the findings at RHIC [2].
The basic principle of RHIC is to accelerate heavy ions, such as gold nuclei, to speeds
approaching that of light. Once at the top speed, the ions’ paths are intersected and
the passing collisions are studied. The diagram in figure 1.1 depicts the nuclei as
2
Figure 1.1: Depiction of RHIC collision.
Animation by Jeffery Mitchell, BNL [3].
Lorentz contracted pancakes that pass through one another. The outer edge contains
the spectators that feel no influence from the collision, while the overlapping region
contains participants that do interact. Collisions with more overlap are considered
central collisions.
As the particles are traveling at virtually the speed of light, a useful tool for
analyzing the fireball can be presented in lightcone coordinates. Figure 1.2 diagrams
the stages of the collision, assuming the QGP is formed. The first stage consists of
the nuclei traveling at ∼ c. After the collision, roughly 5,000 particles are created
and interact in complicated kinematics. The plasma then thermalizes on the order of
1 fm/c and reaches the QGP phase. As the system cools the particles start to freeze
out into a hadron gas around 8 fm/c. Eventually this is followed by completely free
hadrons that no longer interact at ∼ 16 fm/c.
1.2 RHIC
The Relativistic Heavy Ion Collider has the ability to accelerate a heavy ion, Au or Cu,
to energies of 200 GeV/nucleon. It also utilizes proton and deuterium collisions and
asymmetric collisions with permutations of the species. For Au beams, this is achieved
in a six step process. (1) Negative Au ions are extracted from a pulsed ion sputter
source and sent down the Tandem Van de Graff where electrons are stripped off. (2a)
The second stage consists of magnetic fields accelerating the positive ions toward the
3
Figure 1.2: Phases of the fireball at RHIC.
Diagram by K. Itakura [4].
booster synchrotron. (2b) For proton beams, the protons are analogously sent through
a linear accelerator at this stage. (3) Once in the booster synchrotron, more electrons
are stripped and the positive ions are further accelerated with electromagnetic waves.
(4) The next step is the Alternating Gradient Source. The remaining electrons are
removed and the ions are accelerated to their top speed, .997c. (5) The ions are then
injected into the AGS-to-RHIC transfer line where bunches (∼ 109 ions) are sent in
opposite directions around RHIC. (6) Finally, the beams are guided into intersection
points where the detectors are located, with luminosities reaching up to ∼ 1032 cm−2
s−1. A diagram of the collider is seen in figure 1.3.
RHIC consists of four detectors along two semi-circular loops, each having a
3.8 kilometer circumference. Two of the detectors, STAR (Solenoidal Tracker at
RHIC) and PHENIX (Pioneering High Energy Nuclear Interations eXperiment),
remain active. The other two, PHOBOS and BRAHMS (Broad RAnge Hadron
Magnetic Spectrometer), completed data collecting in 2005 and 2006, respectively.
Each detector had its own specific purpose outlined in the next four sections.
4
Figure 1.3: Diagram of RHIC.
The numbers are in accordance with the steps listed in the text [5].
5
1.2.1 STAR detector
STAR was designed to study hadron production as a whole to illuminate the QGP via
its constituents. It is composed of a time-projection chamber, large solenoid magnet,
silicon detectors, electromagnetic calorimeters, and time of flight detectors (figure
1.4)
The bulk of the tracking is done with the time-projection chamber that covers the
entire solid angle around the beam. The magnetic field parallels the beam inside the
detector which helps with particle identification.
1.2.2 PHENIX detector
PHENIX (figure 1.5) examines the electromagnetic particles which can escape the
early stages of the collision without interference due to their inability to interact
through the strong force. The detector is broken up into several subsections. The
central arm detectors (drift chamber and fellow components) is focused on charged
particle position and momentum measurements. The muon arm detectors, expectedly,
are specialized for muons. The event characterization detectors allow for insight into
the initial geometry of the collision. Finally, the heavy metal portion contains a large
magnet that bends the charged particles’ trajectories thereby allowing for the charge
and momentum measurements.
1.2.3 PHOBOS dectector
PHOBOS focused on providing a global picture of the experiment, such as the
temperature, size, and density in addition to relative particle production of the
fireball. The detector provides overall coverage via a silicon multiplicity array.
A silicon spectrometer also allows for ∼1% particle identification and momentum
measurements. There are two time of flight walls and plastic scintillators used for
triggering and centrality determination. The design was originally optimized for small
6
Figure 1.4: Diagram of the STAR detector.
[6].
Figure 1.5: Diagram of the PHENIX detector.
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pT but has since been capable of studying high regimes as well. A view of PHOBOS
is shown in figure 1.6.
1.2.4 BRAHMS dectector
BRAHMS concentrated on momentum spectroscopy, notably the rapidity distribution
– explained in Chapter 2. This was achieved with the standard triggering detectors
that measure the initial collision set up but was also capable of measuring the largest
rapidity range with particle identification. The two spectrometer arms, seen in figure
1.7, were able to move along the beam’s polar angle. One could measure the forward
region with the other concentrated on the midrapidity region.
1.3 Experimental observations
There is no single observation that confirms RHIC creates the QGP. It must be
inferred from several different measurements. Some of the indications of the QGP
Figure 1.6: Diagram of the PHOBOS detector.
[7].
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Figure 1.7: Diagram of the BRAHMS detector.
[8].
take the form of jet quenching, thermal equilibrium for hadron production and
hydrodynamic flow.
For a parton traveling through a colored medium, the strong interactions will
slow or stop it from traversing. This can be understood with the nuclear modification
factor, RAA, which is a scaling of transverse particle production from proton-proton
collisions to gold-gold. If the colored medium did not interact strongly at high
transverse momentum, it is expected that RAA would be consistent with unity.
However, strong interactions would suppress the production of high pT hadrons.
Figure 1.8 shows the measurements at PHENIX, where it was found that hadrons
were suppressed by a factor of 5. However, direct photons, which interact only
electromagnetically, were not suppressed.
Colored medium effects also manifest in jet quenching by creating a preferential
direction of back-to-back jets. If two partons are created near the edge of the QGP, one
will be able to leave the system and hadronize freely, but the other will be quenched of
its energy leading to a correlation suppression. This behavior was observed at STAR
9
Figure 1.8: Nuclear Modification Factor for π0, η, and direct photons.
Hadron production is suppressed but direct photons are not. For pT & 10 GeV/c, it is suggested
that the photon suppression is due to a change in cross sections between pp and pn [9].
(figure 1.9). For Au-Au collisions, it appears all of the energy of the jet that traverses
through the medium (∆φ = π) is lost so that the event appears to be a single jet.
This is contradictory to what is observed in p-p or d-Au collisions, where the QGP
is not thought to be as predominant. Therefore, both the high pT suppression and
quenching phenomenon are consistent with a strongly interacting medium for the
fireball.
Particle ratios may be used to check for equilibration of the fireball. These
are found by using the grand canonical ensemble with conserved baryon number,
strangeness and charge chemical potentials (µi). The partition function is given by
lnZ =
∑ giV
(2π)3
∫
d3p ln
[
1± e−β(Ei−µi)]±1 , (1.1)
where gi is the degeneracy, V the volume, p momentum, mi the mass, β the inverse
temperature, and Ei =
√
p2 +m2i is the energy with ± corresponding to fermions or
bosons, respectively [11]. From the partition function, we find the number of particles
10
Figure 1.9: Jet quenching measured at STAR.
Back-to-back jets are emitted in the collision. One jet travels a short distance through the medium
(∆φ = 0) and is detected. However, the one that travels further is suppressed [10].
for each species as
Ni = T
∂ lnZ
∂µi
=
giV
(2π)2
∞∑
k=1
m2iT
k
K2
(
kmi
T
)
eβkµi, (1.2)
where the function K2 is the modified Bessel function. Using the ratios of
species eliminates the volume from the calculation and may then be compared with
experiment as a fit varying µi and T . The results of such are shown in figure 1.10.
The fit produced the temperature for freeze out at T = 163 ± 4 MeV and baryon
chemical potential, µB = 24 ± 4 MeV. The quality of the fit is seen as an indication
of thermal equilibrium of the fireball.
We have now described two aspects of the medium created at RHIC. It should
be composed of strongly interacting constituents that equilibrate before producing
hadrons. Moreover, there are several suggested signatures that we will not discuss.
Theoretically, strange quark production should be enhanced due to the similarity
11
Figure 1.10: Thermal fit to particle species ratios at STAR.
Statistical model fit to measured particle ratios for
√
sNN = 200GeV at STAR. The inset shows
the equilibration (γs) of strange quarks vs. centrality. For most central collisions, it is one and
fully equilibrated [2].
between the quarks mass and the deconfinement temperature. Alternatively, a J/Ψ
meson will experience debye screening in the QGP and be suppressed.
The QGP aspect that is most closely related to this work is that of hydrodynamic
flow of the fireball. In fact, this is the cornerstone discovery of RHIC. It was originally
presumed the collision would create a weakly interacting gas but what was found was
that the fireball behaves as a liquid [2]. This is thought to be due to the strong
coupling between the constituents and is supported predominantly by the success
of hydrodynamic data fitting for elliptic and radial flows. The initial anisotropy,
eccentricity, of the beam influences the fireball after the collision. Whereas, if the
plasma had a small coupling, the constituents would not feel the presence of each other
and simply pass through without the propagation of anisotropy. Figure 1.11 shows a
depiction of the geometry after the collision. Here a reaction plane is defined via the
small axis of the amygdaloidal-shaped overlap region. After the nuclei pass through
one another, the spectators continue along the beam’s longitudinal direction, but
the participants’ interactions translate the anisotropy by way of a pressure gradient.
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Hence a collective motion is observed and can be characterized by the elliptical and
radial flows.
The most direct way to measure such a parameter is to look at the multiplicities
and their azimuthal distribution throughout the detector. One can perform a
harmonic expansion for the distribution of particles [13]
dN
d(φ− ψRP ) =
v0
2π
+
v1
π
cos (φ− ψRP ) + v2
π
cos (2(φ− ψRP )) + . . . (1.3)
where ψRP is the reaction plane. The coefficients, vi, are a function of the centrality
and, when properly chosen events are used, the odd terms dissappear. The v2 term is
the elliptic flow and gives a quantitative view of the system’s directional preference.
This quantity comes from the initial spatial anisotropy. Therefore, when combined
with the eccentricity of the system
ǫ =
〈y2 − x2〉
〈y2 + x2〉 , (1.4)
Figure 1.11: Geometry of a collision at RHIC.
The reaction plane is determined by the initial stage of the collision [12].
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one can eliminate geometrical considerations of the collision, and the ratio provides
insight into RHIC physics. However, there are still some issues in obtaining a proper
measurement. This is due to defining the reaction plane [13] from the experimentally
measurable event plane, as well as the initial participant geometry for the eccentricity
averages via the phenomenological Glauber Model [14]. Further, there are difficulties
from phenomenon such as jets, minijets, or resonances which will not be discussed.
As one of the most compelling arguments for RHIC’s discovery of the fluid state,
every detector performed tests on v2 and its consequence. Figure 1.12 shows the
elliptic flow versus transverse momentum and transverse mass, where transverse mass
is given by mT =
√
p2T +m
2. There is a split between mesons and baryons, but when
scaled by the number of quarks, the data coincides nicely. The scaling suggests quarks
compose the degrees of freedom in the fireball, further strengthening the argument
that the system is actually the QGP and not a hadron gas. In figure 1.13 the green
lines represent the ideal hydrodynamic limits at AGS, SPS, and RHIC energies. The
combination of v2/ǫ versus (1/S)dNch/dy allows for a comparison between different
projectiles, energies, and centralities all in one plot with the elimination of geometry
fluctuations. Moving left to right on the plot is understood as more and more central
collisions. For RHIC’s most central collisions, the bound is virtually saturated. This
Figure 1.12: v2 vs transverse momentum and transverse mass.
The success of quark scaling is an indication of QGP [15].
14
Figure 1.13: v2/ǫ vs particle density per unit overlap area (S) at midrapidity.
The saturation of the hydrodynamical limit is an indication of small viscosity. From left to right,
the green lines represent the ideal hydrodynamical limits for AGS, SPS, and RHIC energies [16].
has been one of the strongest indications of the QGP possessing a hydrodynamic
description with small dissipation.
There are several observables that can be used as a starting point to characterize
the parameters of a hydrodynamical model for the RHIC fireball. However, the
particle production rapidity density is a quick global measurement to make with
multiplicity detectors and particle identification. BRAHMS, among the others,
performed this measurement. Their findings for the most central collisions are shown
in figure 1.14. The multiplicity distribution is sensitive to all stages of the collision
and is characteristic of the expansion (discussed in Chapter 2). We note that in the
central rapidity range, |y| < 1, the distribution drops slowly; however, it is well fit by
a Gaussian outside the range. We will use this measurement as motivation for our
theoretical framework to describe RHIC’s fireball.
15
Figure 1.14: Particle rapidity density vs. rapidity from BRAHMS.
Data taken from Au-Au at
√
sNN = 200 GeV. The particle rapidity density is an associated with
the expansion of the fireball [17].
1.4 Outline of Chapter 2
We discuss the theoretical description for the fireball created at RHIC, starting with
hydrodynamics for the macroscopic behavior. Bjorken hydrodynamics is presented
as a model for the expansion; however, there are standard shortcomings of a purely
phenomenological model. We also discuss the microscopic descriptions – perturbative
QCD and lattice QCD, briefly, and the AdS/CFT correspondence. The AdS/CFT
correspondence is argued to provide a working fit for the system and its applications
are presented.
1.5 Outline of Chapter 3
We study an extension of the gravity dual to a perfect fluid model found by Janik
and Peschanski [18]. By relaxing one of the constraints, namely invariance under
reflection in the longitudinal direction, we introduce a metric ansatz which includes
off-diagonal terms. We also include an R-charge following Bak and Janik [19]. We
solve the Maxwell-Einstein equations and through holographic renormalization, we
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show that the off-diagonal components of the bulk metric give rise to heat conduction
in the corresponding CFT on the boundary [20].
1.6 Outline of Chapter 4
We consider a large black hole in asymptotically anti-de Sitter spacetime of arbitrary
dimension with a Minkowski boundary. By performing an appropriate slicing as we
approach the boundary, we obtain via holographic renormalization a gauge theory
fluid obeying Bjorken hydrodynamics in the limit of large longitudinal proper time.
The metric we obtain reproduces, to leading order, the metric found as a direct
solution of the Einstein equations in five dimensions. Our results are also in agreement
with exact results in three dimensions [21].
1.7 Outline of Chapter 5
We discuss the derivation of dissipative Bjorken hydrodynamics from a Schwarzschild
black hole in asymptotically AdS spacetime of arbitrary dimension in the limit of
large longitudinal proper time τ . Using a slicing near the boundary, we calculate
the Schwarzschild metric to next-to-next-to-leading order in the large τ expansion,
as well as the dual stress-energy tensor on the boundary. At next-to-next-to-leading
order, it is necessary to perturb the Schwarzschild metric in order to maintain boost
invariance. The perturbation has a power-law time dependence and leads to the same
value of the ratio of viscosity to entropy density, 1/(4π), as in the case of sinusoidal
perturbations. Our results are in agreement with known time-dependent asymptotic
solutions of the Einstein equations in five dimensions [22].
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1.8 Outline of Chapter 6
We analytically calculate the low-lying gravitational quasinormal modes of a topolog-
ical AdS black hole of arbitrary dimension in the high temperature limit. We show
that they are in agreement with corresponding results from the hydrodynamics of the
gauge theory plasma on the boundary, as required by the AdS/CFT correspondence.
For some of these modes, we obtain a lifetime, which is comparable to or longer than,
the longest lifetime of perturbations of spherical black holes. Thus, these modes might
play a significant role in the late-time behavior of the gauge theory plasma [23].
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Chapter 2
Theoretical description
2.1 Macroscopics
In the first chapter, we provided some of the experimental evidence that the QGP
created at RHIC can be described with hydrodynamics. We now lay out the
prescription to do just this. Hydrodynamics is formulated with a stress-energy tensor
and current which may be defined as a perfect fluid plus dissipative terms [24]
T αβ = (ε+ p)uαuβ + pηαβ + tαβ , Jα = ρuα + jα. (2.1)
The first two terms in T αβ should be recognized as an ideal fluid, as well as the first
term in Jα, with tαβ and jα dissipative corrections. Moreover, ε is the energy density,
p the pressure, ρ the particle density, and uα is the four velocity (u2 = −1).
The governing equations for hydrodynamics is conservation of these two quantities,
∇αT αβ = 0, ∇αJα = 0, (2.2)
plus the standard thermodynamic relations
ε+ p = Ts+ µρ, dε = Tds+ µdρ , dp = sdT + ρdµ, (2.3)
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with temperature (T ) and entropy density (s).
After defining a few parameters, initial conditions and transport coefficients,
the equations are fully determined. For a RHIC-like scenario, these consist of the
thermalization time, initial energy density and temperature, as well as an equation
of state.
The local velocity and particle density can be chosen so that uµ is orthogonal to
the dissipative corrections,
uαt
αβ = uαj
α = 0. (2.4)
After requiring that entropy always increases, we find the general expression for
the first order corrections as
tαβ = −η[∇αuβ + uαuγ∇γuβ + (α↔ β)]−
(
ζ − 2
3
η
)
[ηαβ + uαuβ]∇γuγ, (2.5)
jα = −κ(∂α + uαuβ∂β)µ
T
, (2.6)
in terms of the coefficient of thermal conductivity κ and shear and bulk viscosities,
η and ζ , respectively. The dissipative components of the stress-energy tensor and
current can be expanded to higher order in terms of derivatives of ε and uµ [25].
This formalism also allows us to characterize fluctuation eigenmodes associated
with the stress-energy tensor [26]. The first is the shear mode and is associated with
transverse fluctuations of T 0i, with the eigenmode
ω = −iDq2, D = η
ε+ p
, (2.7)
where D is the diffusion constant of the dispersion relation. The other mode couples
T 00 and longitudinal modes of T 0i. The dispersion relation is given by
ω = us − i
2
1
ε+ p
(
ζ +
4
3
η
)
q2, u2s =
∂p
∂ε
(2.8)
and is dubbed the sound mode.
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2.1.1 Longitudinal expansion
We now turn our attention to a hydrodynamical system that expands only in the
longitudinal direction. Our motivation is to describe the expansion of the most
central collisions seen at RHIC. To do so we must first discuss the variables that
are important. The background must be that of four dimensional Minkowski space if
we wish to describe a system seen in the lab. The metric is therefore given by
ds2 = −dt2 + (dx1)2 + (dx⊥)2, (2.9)
where x1 is the longitudinal direction and x⊥ are the transverse directions (x2, x3).
The fluid’s rest frame follows from the kinematics. If the beam possesses energy (E)
and longitudinal momentum (p1), the proper time (τ) and rapidity (y) of the system
τ =
√
E2 − p21, y =
1
2
ln
(
E + p1
E − p1
)
(2.10)
can be used to define the rest frame, which is given by basic Special Relativity as
uα = (cosh y, sinh y, 0, 0).
The assumption of longitudinal expansion limits the ideal hydrodynamic equations
to 1+1 dimensions expressed as
∂tT
00 + ∂1T
01 = 0, ∂tT
01 + ∂1T
11 = 0. (2.11)
T 22 and T 33 will be determined with an equation of state. For our purposes, we
assume conformal invariance
T µµ = 0 , ε = 3p. (2.12)
Sticking to convention, we would like to express the hydrodynamic equations in terms
of lightcone coordinates
x+ = t+ x1, x− = t− x1. (2.13)
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With the help of (2.1), we can cast the stress-energy tensor’s conservation in terms
of two equations
∂+ε+ 2∂−
(
εe−2y
)
= 0, ∂−ε+ 2∂+
(
εe2y
)
= 0. (2.14)
The solution to these equations, with initial conditions, will completely describe the
hydrodynamical system. Several methods have been put forth, both analytical and
numerical. The two most prominent analytical methods are the Landau and Bjorken
models. The difference between the two pictures is how to handle the fireball’s nuclear
stopping power, or how the nuclei pass through one another.
Landau’s description, developed in the 1950’s, assumes full stopping power where
the nuclei hit and progress only a small distance compared to the transverse size.
Thermalization occurs very quickly and then the fireball evolves hydrodynamically.
The picture assumes isentropic flow with no dissipative terms. One may calculate
the rapidity distribution and obtain a Gaussian shape. For further discussion see
the original text [24] or the more recent [27]. A comparison with data between the
Landau Gaussian distribution, along with corrections, can be seen in figure 2.1. The
edges are well fit, but the curvature in the |y| < 1 range should typically be more flat.
On the other hand, Bjorken’s picture came thirty years later and assumed full
transparency [28]. The nuclei pass through one another and expansion occurs
homogeneously in the longitudinal direction. Thereby, a fluid element at x1 distance
from the collision is receding at velocity x1/t, where t is the time since the collision.
Another way of expressing the homogeneous nature of the expansion is to equate the
spacetime rapidity with the fluid’s kinetic rapidity
τ =
√
x+x− =
√
t2 − (x1)2, y = 1
2
ln
x+
x−
=
1
2
ln
(
t+ x1
t− x1
)
. (2.15)
The observables, ε, T , s, . . . , are all rapidity independent and become functions of
only the proper time of the fluid. The hydrodynamical expansion occurs once the
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Figure 2.1: Gaussian fits to particle rapidity density data.
The Gaussian fits |y| > 1 well but overshoots the |y| < 1 range [27].
distance between nuclei is greater than their nuclear diameter. The characteristic
behavior of Bjorken’s particle production, shown in Section 2.1.2, is a constant. This
works well with the data (figures 1.14,2.1) in the rapidity window |y| < 1. We will
use Bjorken’s picture for the rest of this work.
2.1.2 Bjorken hydrodynamics
Bjorken’s hydrodynamical model for relativistic heavy ion collisions provided a
simple description to data collected at CERN’s SPS and ISR. The basic idea is to
consider only the central rapidity region where particle distribution at large angles
becomes independent of the rapidity in the center-of-mass frame. The homogeneous
longitudinal expansion thereby forces the thermodynamic quantities to be dependent
only on the proper time. A numerical solution accounting for being outside the central
rapidity region and freeze out is shown in figure 2.2.
To properly understand the rapidity invariance it is convenient to change
coordinates from Minkowski space to incorporate the rapidity y and proper time
23
Figure 2.2: Entropy and temperature dependence on proper time at RHIC.
Entropy density and temperature numerically evaluated at different points from the center of the
beam (0, 3, and 5 fm). The dashed lines correspond to an initial one-dimensional expansion
followed by three-dimensional expansion after freezeout [29].
τ in the beam’s longitudinal plane. We start with four-dimensional Minkowski space
(2.9) spanned by coordinates xµ (µ = 0, 1, 2, 3) and define
x0 = t = τ cosh y, x1 = τ sinh y. (2.16)
The transverse coordinates are denoted by x⊥ = (x2, x3) and the Minkowski space is
transformed to
ds2 = −dτ 2 + τ 2dy2 + (dx⊥)2. (2.17)
The stress tensor describing a fluid that follows rapidity invariance, y → −y
invariance, translational and rotational symmetry in the transverse plane is of the
form
T µν =


T ττ 0 0 0
0 T yy 0 0
0 0 T xx 0
0 0 0 T xx


. (2.18)
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From the local conservation law,
∇αT αβ = ∂αT αβ + ΓααλT λβ + ΓβαλT αλ = 0, (2.19)
and using the Christoffel symbols, Γyyτ =
1
τ
= Γyτy and Γ
τ
yy = τ , we derive relations
between the components of the stress tensor.
Choosing β = τ , we obtain
∂τT
ττ +
1
τ
T ττ + τT yy = 0. (2.20)
One more relation is a consequence of conformal invariance. Demanding tracelessness,
we obtain
− T ττ + τ 2T yy + 2T xx = 0. (2.21)
Solving for the components T yy and T xx, the stress-energy tensor in terms of ε = T ττ
(energy density) can be written as
T µν =


ε 0 0 0
0 − 1
τ
∂τε− 1τ2ε 0 0
0 0 ε+ 1
2
τ∂τε 0
0 0 0 ε+ 1
2
τ∂τε


. (2.22)
We now compare this with the stress tensor for a perfect fluid in the rest frame
uµ = (1, 0, 0, 0)
T µν = (ε+ p)uµuν + pηµν , (2.23)
where ηµν corresponds to the metric (2.17). This allows us to deduce the system’s
energy density and pressure follow
ε, p ∼ 1
τ 4/3
. (2.24)
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Further, the entropy current of a perfect fluid is conserved
∇µsµ = ∇µ
(
ε+ p
T
uµ
)
= 0, (2.25)
allowing for the entropy and temperature to be calculated as
s ∼ 1
τ
, T ∼ 1
τ 1/3
. (2.26)
The particle number is proportional to the entropy of the system. If we consider a
slab in the x1 direction at fixed time tF (the time of hadronic freeze out), the entropy
is given by
dS = su0dx1
∣∣∣
t=tF
=
t
cosh y
s0
τ
dy
∣∣∣
t=tF
= s0dy. (2.27)
From this, it is clear
dN
dy
∝ s0, (2.28)
and dN
dy
is independent of y. Thus, there is a plateau in the particle production for
Bjorken’s model.
We may continue the derivation to include viscous terms [30]. Starting with (2.1)
and (2.5), conformal invariance of the plasma gives
T µµ = −ε + 3p− 3ζ∇λuλ = 0, (2.29)
which must be valid in all frames. This is accomplished only with ε = 3p and zero
bulk viscosity, ζ = 0. We now wish to choose a local rest frame for a fluid that retains
all of the symmetries of a perfectly boost-invariant system. In our coordinate system
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(2.17), this remains uµ = (1, 0, 0, 0). The stress tensor is then found as
T µν =


ε 0 0 0
0 1
τ2
(
p− 4
3
η
τ
)
0 0
0 0 p+ 2
3
η
τ
0
0 0 0 p+ 2
3
η
τ


=


ε 0 0 0
0 − 1
τ
∂τε− 1τ2ε 0 0
0 0 ε+ 1
2
τ∂τε 0
0 0 0 ε+ 1
2
τ∂τε


. (2.30)
Upon comparison we are led to an equation relating the energy density and shear
viscosity
∂τε+
4
3
ε
τ
− 4
3
η
τ 2
= 0. (2.31)
To solve this, we make an assumption on the behavior of η. For our purposes, we
consider τ to be large compared to the relaxation time scale of the problem. This
allows us to consider only powers of τ as solutions for η. For hydrodynamic theories
built as the long-distance, low-frequency limit of an interacting theory, it has been
suggested that η ∝ T 3 [26]. With this in mind, we constrain
η =
η0
τ
, (2.32)
and find the solution to (2.31) as
ε =
ε0
τ 4/3
− 2η0
τ 2
. (2.33)
Even though we have found the energy density behavior with respect to the proper
time (and pressure with the equation of state), there are limitations to our solution.
The first is the determination of dissipative constant, η0, or any dissipative process’
27
coefficient we may wish to study. A microscopic theory is required to determine
a value. Hydrodynamics has nothing to say. Moreover, there is no good way to
determine the temperature anymore. For the ideal fluid, we were able to use the
thermodynamic relations and conservation of entropy, but for this system, entropy
is created due to the shear viscosity. We may argue that the energy density and
temperature should be related in a Stefan-Boltzmann way, but that is far from
rigorous. To derive the entropy density, similar obstacles impede us. A stronger
theory must be used, and for RHIC, this necessitates an understanding of the gauge
theory that governs the fireball’s constituents.
2.2 Microscopics
It was originally hoped that RHIC would provide enough energy to completely break
QCD’s confinement, and the quarks and gluons would no longer exist only in the
hadronic bound states. Hence, the particles would be weakly interacting and the
perturbative methods of QCD could be applied. However, this was not the case as
the transition temperature, estimated at TC ∼ 170 MeV, is on the same order as
RHIC. This regime, T ∼ TC , is where the strongly coupled quark-gluon plasma lives
and the quarks and gluons, while no longer confined, continue to feel the presence of
one another [29].
Lattice QCD developed as a means to handle the strongly interacting behavior.
The quarks and gluons are placed on a Euclidean spacetime lattice and QCD is
numerically calculated from the partition function
ZQCD =
∫
D[A]
∏
f
D[ψf ]D[ψ¯f ]exp
(
−
∫
d4xLQCD[A,ψf , ψ¯f ]
)
, (2.34)
which is a path integral over the gluon field A and quarks ψf , ψ¯f . The discrete space-
time provides a natural momentum cutoff (1/lattice spacing), thereby regularizing
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the theory [31]. This has led to insights into the strongly coupled state of QCD,
including a possible phase diagram shown in figure 2.3.
However, progress has been difficult to achieve in static scenarios and less is known
for a dynamic plasma – especially near the transition temperature. One of the major
features of the plasma at RHIC is the hydrodynamic behavior, and QCD fails to offer
an explanation of why it is relevant from first principles. Extracting information
for quantities like viscosity or heat conduction are acutely difficult from a QCD
perspective, and other dynamic properties, such as jet quenching, are out of the
question.
2.2.1 Anti-de Sitter space/conformal field theory correspon-
dence
In an interesting fashion, string theory can play a major role in the promotion of
physics at RHIC. One of the hallmarks of the theory has been the conception of
an anti-de Sitter space/conformal field theory correspondence. It is a conjecture
Figure 2.3: QCD phase diagram.
RHIC experiments are believed to follow the red line [32].
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that states that a non-gravitational gauge theory has an equivalent formulation in
terms of a quantum theory of gravity with extra dimensions [33, 34]. The best
understood duality is between type IIB string theory in AdS5×S5 and a maximally
supersymmetric N = 4 super Yang-Mills (SYM) gauge theory on the Minkowski
space boundary of AdS5. The N = 4 SYM theory is certainly not QCD as there is no
confinement among other aspects. However, once the limit of confinement is breached,
N = 4 SYM results seem to be relevant to QCD. In addition, the duality does not
have to take place with an AdS5 and 4D Minkowski space boundary. String theory
also allows for dualities between other (warped) manifold’s and their boundaries.
The correspondence was conjectured by Maldacena while studying the type IIB
string theory in 10 dimensions [33]. A direct proof of the conjecture is not available,
but arguments are highly refined and critically tested [34]. In this work, we will
present a topical derivation. One may first see the connection between the theories
by analyzing their symmetries. The N = 4 SYM theory Lagrangian, with SU(N)
gauge group, is uniquely given as (see Appendix A) [35]
L = − 1
2g2YM
Tr
{1
2
F µνFµν +Dµφ
iDµφi +
1
2
[φi, φj][φi, φj]
+ i(λ¯Aσ¯
µDµλ
A + λAσµDµλ¯A) + [φ¯AB, λ
A]λB − [φAB, λ¯A]λ¯B
}
. (2.35)
Here Aµ are the gauge fields, φ
i the scalars, and λA are Weyl spinors with i = 1, . . . , 6
and A,B = 1, . . . , 4. The global symmetry of the theory forms the projective special
unitary group PSU(2,2|4), but the bosonic sector is reduced to SO(2,4)×SO(6)R. The
bosonic symmetries can be seen as the combination of the theory’s scale invariance,
Poincare´ symmetry, and six scalars.
The superstring theory living in AdS5×S5 has the same global symmetry. Directly,
one may note that the S5 gives the SO(6)R. The SO(2,4) is seen by realizing AdS5
can be described as the five dimensional manifold
−X20 −X21 +X22 +X23 +X24 +X25 = −L2, (2.36)
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which is a generalization of a hyperbola. This can be achieved with the coordinates
X0 =
r
2L
(
L2
r2
+ L2 +
x22 + x
2
3 + x
2
4 − t2
L2
)
, X1 =
tr
L
,
X5 =
r
2L
(
L2
r2
− L2 + x
2
2 + x
2
3 + x
2
4 − t2
L2
)
, X i =
xir
L
, (2.37)
and embedded in a six dimensional flat space
ds26 = −dX20 − dX21 + dX22 + dX23 + dX24 + dX25
→ ds2AdS =
r2
L2
(−dt2 + dx22 + dx23 + dx24)+ L2dr2r2 . (2.38)
Therefore, the combined symmetry is SO(2,4)×SO(6)R. One may perform a check
using the massless fields in the string theory to realize the full PSU(2,2|4) (see [36]
and references therein).
The connection between the two systems is made more clear with a stringy
construction. This is realized as a stack of D-branes. D-branes are extended objects
in string theory where fundamental strings end. The type we are concerned with are
D3-branes which have three spatial dimensions. If N D3-branes are stacked on top of
one another, the choice of brane where a string ends provides precisely the degrees of
freedom to form an SU(N) gauge theory with the low energy theory described by an
N = 4 SYM theory. The characteristic scales of the theory are given by the string
coupling gs and string length ls. The theories’ couplings are related by
g2YM = 4πgs, (2.39)
where gYM is the SYM coupling. The low energy theory is described by two separate
types of excitations. The first being the SYM theory of open strings and the second
that of closed strings away from the stack of branes.
The next step is to consider the amount of energy in the stack of branes. As
more and more are taken into account by the scenario, the spacetime will begin to
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warp. The warping should be in accordance to the equations of IIB supergravity.
The solution to the supergravity equations was found in [37], assuming the stringy
corrections are turned off (g2YMN >> 1),
ds2 =
1√
1 + 4πgsNl4s/r
4
(−dt2 + d~x2) +
√
1 + 4πgsNl4s/r
4(dr2 + r2dΩ25). (2.40)
The supergravity solution also contains a scalar field and a five form which are not
pertinent for this discussion. This system has similar features to the first perspective,
namely the two sets of excitations. It has those far away (r → ∞) which are free
closed strings and those near the horizon. One may examine the metric more closely
in the near horizon limit,
ds2 =
r2
l2s
√
4πgsN
(−dt2 + d~x2) + l
2
s
√
4πgsN
r2
(dr2 + r2dΩ25), (2.41)
which is precisely AdS5×S5 with the AdS and S5 radii of L2 = l2s
√
4πgsN as seen
from (2.38).
The argument put forth by Maldacena was that these are two sides of the same
coin. The first perspective of the brane system had SYM and closed string excitations,
while the second has excitations described by anti-de Sitter space and closed string
excitations. The closed string excitations should define the same theory. Therefore the
conjecture is the equivalence between the two previously dissimilar theories – N = 4
super Yang-Mills theory in four dimensions and IIB supergravity in 10 dimensional
AdS5×S5. Moreover, the correspondence may be built from near extremal D3-branes,
which from a supergravity perspective, is black hole in AdS space. The duality then
connects the black hole to a conformal field theory at non-zero temperature. This
highly nontrivial prediction from string theory is perhaps its most significant result
to date.
For many calculations the compact component of the 10 dimensional manifold
decouples from the system and we are left with a direct correspondence between an
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anti-de Sitter spacetime and a holographic conformal field theory on the boundary.
This holds for several other combinations of geometries, such as a duality between
AdSd and conformal field theory in d − 1 dimensions. The full AdS spacetime is
referred to as the “bulk” and is where the Einstein equations must be satisfied. Figure
2.4 shows a visualization of the correspondence.
One finds the correspondence is particularly useful in certain regimes. The
common procedure is take the ‘t Hooft limit
N →∞ , g2YMN ≫ 1. (2.42)
Here g2YMN is the SYM coupling and we see this describes a strongly interacting
gauge theory – similar to RHIC. Moreover, the quantum corrections in type IIB
string theory are negligible and it simplifies to classical supergravity. Now via the
AdS/CFT correspondence, we can answer any question about the strongly coupled
SYM gauge theory by performing gravity calculations. Some of our concerns, in this
text, come from a direct duality of the thermodynamic quantities. For example, when
Figure 2.4: Visualization of the AdS/CFT correspondence.
Gravity exists in the bulk while the field theory lives on the boundary of the AdS space [38].
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the AdS space contains a black hole with Hawking temperature TH and entropy S,
the dual gauge theory exists at temperature TH and entropy S.
Furthermore, there are prescriptions for which fields in AdS are dual to which
operators in the gauge theory, called the AdS/CFT dictionary, and are discussed in
[33, 34]. The principal operator we are interested in is the stress-energy tensor. The
correspondence relates the gravitational metric with the vacuum expectation value of
the stress-energy tensor for the conformal field theory living on the boundary. This
can be seen as the varying of the gravitational action with respect to the induced
boundary metric (γµν)
〈T µν〉 = 2√−γ
δSgrav
δγµν
. (2.43)
To calculate a finite stress-energy tensor, one must introduce a series of boundary
curvature invariants to the action [39, 40]. For AdSd, this is accomplished with
S = − 1
16πG
∫
M
ddx
√−g (R− 2ΛAdS)− 1
8πG
∫
∂M
dd−1
√−γΘ+ 1
8πG
Sct(γ), (2.44)
where Θ is the extrinsic curvature of the boundary and Sct contains the curvature
invariants regularizing the theory. A useful characteristic of the boundary comes in
the form of a unit normal vector nˆµ, defined as γµνnˆ
ν = 0. The induced metric is a
combination of the five dimensional gravity metric and the normal
γµν = gµν − nˆµnˆν , γµν = gµαgνβγαβ. (2.45)
The extrinsic curvature can then be written as
Θµν = −1
2
(∇µnˆν +∇νnˆµ), Θ = gµνΘµν , (2.46)
where ∇µ is the covariant derivative for the induced metric. As for the counter term,
the divergences’ behavior changes depending on the dimension. For AdS5, the term
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is given as
Sct = −3
∫
∂M
dd−1
√−γ
(
1− R
12
)
, (2.47)
where R is the four dimensional Ricci scalar. Once this is all in place, the action is
varied to find the boundary stress-energy VEV,
〈T µν〉 = 1
8πG
[
Θµν −Θγµν − 3γµν − 1
2
(
Rµν − 1
2
Rγµν
)]
, (2.48)
with all quantities in terms of the four dimensional boundary.
This work was advanced in Ref. [41], where it was promoted to express the
boundary stress energy tensor in terms of the five dimensional gravity metric near
the boundary. The procedure is referred to as holographic renormalization. The
metric must first be brought to the form of a general asymptotically AdS metric in
Fefferman-Graham coordinates
ds2 =
gµνdx
µdxν + dz2FG
z2FG
. (2.49)
Near the boundary at zFG = 0, we may expand
gµν = g
(0)
µν + z
2
FGg
(2)
µν + · · ·+ zd−1FG g(d−1)µν + h(d−1)zd−1FG ln z2FG +O(zdFG), (2.50)
where g
(0)
µν = ηµν . For the metrics used in this work, g
(d−1)
µν is proportional to the
vacuum expectation value of the stress-energy tensor,
〈Tµν〉 = d− 1
16πGd
g(d−1)µν , (2.51)
where Gd is Newton’s constant in the bulk.
Similar derivations may be done relating various supergravity fields with conformal
field theory operators. One commonly used duality is between a scalar field in the
supergravity (dilaton) and a nonzero expectation value for the trace of the CFT’s
field strength tensor squared. In this case, the mass of the dilaton determines the
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operator’s dimension. In Chapter 3 we turn on an electromagnetic gauge field in the
supergravity and relate it to a conserved current in the hydrodynamic description of
the CFT.
2.2.2 AdS/CFT correspondence applications
It might seem odd that we can take the limit N →∞ of a SYM theory and hope to
describe a system like RHIC. To compare, QCD has N = 3 and is a chiral theory,
and N = 4 SYM does not contain quarks in the fundamental representation, is
supersymmetric, and does not feature confinement.
However, when the energy scale approaches that at RHIC, there are qualities
that QCD and N = 4 SYM share. For example we may look at the ratio between
the energy density at finite temperature and the energy density of a free gas shown
in figure 2.5. Both ratios have a deficit of ∼ 20 percent from unity – a common
occurrence with QCD and SYM thermodynamic quantities in RHIC’s range.
There is a dramatic rise to a plateau around the confining temperature TC . Once
this is crossed, confinement is broken and differences between QCD and N = 4 SYM
are tamed. In this regime QCD is no longer chiral and preliminary lattice calculations
suggest scale invariance exists – both features of the SYM field. Moreover, once T 6= 0
the SYM’s supersymmetry is broken. Additionally, for highly excited many body
systems, differences at the microscopic level have small effects and the macroscopic
behaviors will be similar between two strongly coupled theories.
These arguments, combined with the tractability of an AdS/CFT correspon-
dence calculation, has motivated the use of SYM theories to approximate QCD.
Furthermore, using the AdS/CFT correspondence, one can extract the information
for numerous gauge theories from their gravitational duals, not just N = 4 SYM.
By warping the AdS space or adding D-branes, one may lessen the symmetries of
the gauge field and/or alter fundamental characteristics. Models have been found
that allow for confinement via a truncation of the AdS space[43]. By adding probe
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D7-branes to the D3-brane system, quarks can be seen to exist in the fundamental
representation [44]. Additionally, chiral symmetry breaking occurs in a D8 antiD8-
brane setup [45].
One particular area of interest with respect to RHIC is jet quenching. Using a
D7-brane as a probe to an AdS black hole, we may construct both quarks and mesons
as strings with one end on the D7-brane and the other end on either the black hole’s
horizon or the D7-brane [46]. A quark’s energy will dissipate into the black hole
leading to jet quenching. The calculations may be performed in two different ways.
One is to “kick” the string and see how it slows down to calculate the momentum rate
of change. The other is to give the string a constant velocity through the plasma and
calculate how much force it takes to keep it moving. The results, plus an appropriate
scaling, are on the order of RHIC’s data.
Another path is to search for universality between gauge theories. If a quantity is
found to be true for a wide range of theories, then perhaps it is a characteristic for all
Figure 2.5: Energy density ratio between coupled gauge theories and free gas.
The dotted line is the SYM ratio with the other representing lattice QCD calculations[42].
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gauge theories, including QCD. One of the most intensely studied characteristics [26]
has provided a new bound on the ratio of viscosity (a hydrodynamical quantity) to
entropy density of a strongly interacting plasma. Originally accomplished using the
AdS5/CFT4 correspondence by Policastro, Son and Starinets, it has been extended
to incorporate several variations of the duality.
The physics behind hydrodynamics, thermodynamics and gravity have been
known to be similar for a long time. A map has been created that translates quantities
from gravity to hydrodynamics and thermodynamics [47], but the underlying principle
remains a mystery. Qualitatively shear viscosity in a fluid plays the role of dampening.
If the fluid is disturbed by a small perturbation, the constituents will feel a force
between one another and transfer momentum until the system settles back to a steady
state. This is the same behavior as a particle falling into a black hole. When a
perturbative field is absorbed by a black hole, the horizon fluctuates, characterized
by quasinormal modes, until it settles back to a static horizon. A quick illustration
is shown in figure 2.6.
Figure 2.6: Perturbations acting on a fluid and a black hole.
The black hole and fluid both contain dampening [48].
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The standard Kubo formula relates the shear viscosity of a fluid to the correlator
of a transverse space-space component of the stress energy tensor as
η = lim
ω→0
1
2ω
∫
d4xeiωt〈[Tx2x3(x), Tx2x3(0)]〉. (2.52)
Here ω is the frequency of the perturbation and 〈. . . 〉 is an average over the equilibrium
thermal ensemble.
On the gravitational side, this is dual to the absorption of a graviton. The cross
section of an AdS5 black hole absorbing a transverse graviton, or equivalently for our
purposes, a minimally coupled scalar, is given by
σ(ω) =
8π5L8
N2
1
2ω
∫
d4xeiωt〈[Tx2x3(x), Tx2x3(0)]〉. (2.53)
We now note
η =
N2
8π5L8
σ(0). (2.54)
The best feature of this derivation is that we do not have to calculate the strongly
coupled theory’s correlation functions. Instead, we turn our attention to the
supergravity description of the graviton. We can take the AdS5×S5 background,
given by
ds2 =
1√
1 + L
4
r4
(
−(1 − r
4
0
r4
)dt2 + d~x2
)
+
√
1 +
L4
r4
(
dr2
1− r40
r4
+ r2dΩ25
)
, (2.55)
and study the wave equation for a scalar perturbation
∂µ(
√−ggµν∂νφ) = φ′′ + 5r
4 − r40
r(r4 − r40)
φ′ + ω2
r4(r4 + L4)
(r4 − r40)2
φ = 0. (2.56)
The solution is found by matching the wave equation of three regions. The first is just
outside the horizon, r > r0 , r − r0 ≪ r0, the second at r0 < r ≪ 1ω , and the third
being r ≫ 1≫ r0. The absorption probability (P ) is related to the cross-section via
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σ = 32pi
2
ω5
P and found as the ratio of the flux at r0 to the flux of the incoming wave
at large distances. The absorption probability is found as
P =
π
32
ω5r30L
2, (2.57)
and we can now express the shear viscosity in terms of the temperature (using r0 =
πL2T ) as
η =
π
8
N2T 3. (2.58)
The entropy can be calculated directly from the area of the black hole with the
standard definition
S =
A
4G
=
π2
2
N2T 3, (2.59)
where we used A = π3r30L
2 and G = pi
4L8
2N2
. Putting the two pieces together, we arrive
at our goal,
η
s
=
1
4π
. (2.60)
Policastro, Son, and Starinets’ result constitutes one of the most powerful
calculations from string theory as related to experiment [26]. As stated before, this
has been shown in a multitude of different systems with gravitational duals and
is suggested to be universal. However, recent constructions using higher derivative
corrections to the Einstein-Hilbert action or a hyperbolic AdS boundary have shown
to slightly lower this bound [49], but these are suggested to violate causality [50].
Experiments have been performed at RHIC to test the viscosity-to-entropy-density
ratio and it appears that the data is consistent with a near, if not full, saturation of
this bound [29]. Moreover, accounting for viscosity constitutes far reaching affects in
hydrodynamical extraction of physics from RHIC data due to a high sensitivity on η.
When the ratio was first presented, there was no other theory that could reach this
order of magnitude. This value provided enough motivation for the creation of the
field applying gravity calculations to the physics at RHIC.
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2.2.3 AdS/CFT correspondence and boost invariance
Now we may ask what the correspondence can say about a longitudinal expansion
of a gauge theory plasma. This was the question posed by Janik and Peschanski in
Ref. [18]. The course of action is to implement the same symmetries as discussed by
Bjorken in his hydrodynamical model but to a five dimensional asymptotically AdS
space. We will enforce these symmetries in an ansatz for the gravitational metric,
solve the Einstein equations, and then extract the physics of the dual hydrodynamic
system.
The five dimensional space is spanned by the same coordinates discussed in
Bjorken’s system – proper time (τ), rapidity (y) and transverse coordinates (x⊥ =
(x2, x3)). Additionally, we have the fifth dimension that measures the distance away
from the AdS boundary (z). We wish to implement boost invariance, symmetry under
reflection in the longitudinal direction (y → −y), plus translational and rotational
invariance. This is achieved with the ansatz
ds2 =
1
z2
[−ea(τ,z)dτ 2 + τ 2eb(τ,z)dy2 + ec(τ,z)dx⊥2 + dz2] , (2.61)
with which will solve the Einstein equations (see Appendix B)
Rαβ − 1
2
gαβR + Λgαβ = 0, (2.62)
where Λ is the standard AdS5 cosmological constant, Λ = −6. Interestingly, if we
introduce the scaling variable
v =
z
τσ
, (2.63)
the Einstein equations can be expressed as a power series in τ . This in turn constrains
the functions in the ansatz to be expressed in an identical way
Eµν = E
(0)(v) + τ−2/3E(1)(v) + · · · = 0, a(τ, z) = a0(v) + τ−2/3a1(v) + . . . ,
b(τ, z) = b0(v) + τ
−2/3b1(v) + . . . , c(τ, z) = c0(v) + τ−2/3c1(v) + . . . . (2.64)
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The zeroth order equations can be solved by
a0(v) = A(v)− 2m(v),
b0(v) = A(v) + 2(4σ − 1)m(v),
c0(v) = A(v) + 2(1− 2σ)m(v), (2.65)
where
A(v) =
1
2
[
ln(1 + ∆v4) + ln(1−∆v4)] ,
m(v) =
1
4∆
[
ln(1 + ∆v4) + ln(1−∆v4)] , (2.66)
with
∆ =
√
1
3
(6σ2 − 4σ + 1). (2.67)
Upon further inspection of the curvature invariants, we find the Kretschmann scalar,
R2 = RαβµνRαβµν has a fourth order pole in 1−∆2v8. The divergence is an indication
of a breakdown of the theory. However, for a special choice of σ, the pole is exactly
canceled. This corresponds to
σ =
1
3
, (2.68)
thereby constraining the type of flow of the hydrodynamics on the boundary.
Alternatively, we can place the constraint that the zeroth order solution should
correspond to an ideal fluid; therefore, the entropy should be conserved and arrive at
the same conclusion [51].
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The hydrodynamic stress energy tensor can now be extracted using holographic
renormalization (2.51) for d = 5, giving
T µν =


ε0
τ4/3
0 0 0
0 1
τ2
ε0
3τ4/3
0 0
0 0 ε0
3τ4/3
0
0 0 0 ε0
3τ4/3


. (2.69)
This is precisely what Bjorken found in the early 1980’s (2.24). However, the
AdS/CFT correspondence is a more powerful theory than hydrodynamics, and we
may derive the transport coefficients. The microscopics are encoded in the subleading
behavior of (2.64). Several people have contributed to solving the higher order
equations which account for shear viscosity [30, 52]. The Einstein equations lead
to
a1(v) = 2η0
(9 + v4)v4
9− v8 ,
b1(v) = −2η0 v
4
3 + v4
+ 2η0 ln
3− v4
3 + v4
,
c1(v) = −2η0 v
4
3 + v4
− η0 ln 3− v
4
3 + v4
, (2.70)
and with holographic renormalization we find a stress-energy tensor that matches
(2.30) and (2.33). Once again we find a divergence in the Kretschmann scalar, but
at second order, not first. However, this is only a problem with the choice of FG
coordinates. If instead we opted for Eddington-Finklestein, we would recover the
violation at first order [53, 25, 40]. The divergence is exactly cancelled with a choice
of η0, something the hydrodynamical theory could not do. The parameter is given as
η0 =
(√
3
18
)1/2
. (2.71)
This may also be used as an alternative derivation for (2.60).
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The ability of the AdS/CFT correspondence to derive Bjorken hydrodynamics,
a relativistic heavy ion collision model developed two decades previously, from a
quantum theory is the major motivation for the rest of this text. We will use
the scheme from this section to analyze adding off diagonal terms to account for
thermal conductivity. Additionally, we develop a framework for the time-dependent
temperature and entropy concepts and how these can be used to understand the
subleading corrections to the Einstein equations.
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Chapter 3
AdS/CFT correspondence with
heat conduction
3.1 Introduction
In an interesting work, Janik and Peschanski [18] (Sec. 2.2.3) discussed a solution to
the Einstein equations in the bulk AdS space in the limit τ →∞, where τ is the proper
time in the longitudinal plane. By demanding regularity in the bulk, they showed
that the acceptable solution corresponds through holographic renormalization [41] to
a perfect fluid on the boundary of AdS. The work was furthered by Bak and Janik [19]
who studied the Maxwell-Einstein equations in the bulk with a conserved R-charge.
Here we extend the results of [18, 19] by relaxing the constraint of invariance under
reflection in the longitudinal direction. This allows us to include off-diagonal terms
in the bulk metric ansatz. We solve the Maxwell-Einstein equations in the bulk
in the limit τ → ∞. We obtain an exact solution and show, through holographic
renormalization, that it corresponds to a nonviscous fluid of nonvanishing chemical
potential. The novel characteristic is a temperature gradient in the longitudinal
direction. We study the thermodynamic properties of the fluid and their relation to
the form of the bulk metric.
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3.2 R-charged perfect fluid
We are interested in understanding the behavior of a fluid described by a gauge theory
in a four-dimensional space spanned by coordinates xµ (µ = 0, 1, 2, 3). Following [28],
we introduce the proper time τ and rapidity y on the longitudinal plane, defined by
x0 = τ cosh y, x1 = τ sinh y. (3.1)
The transverse coordinates will be denoted by x⊥ = (x2, x3). The gravity dual of the
four-dimensional theory will be five-dimensional. Let z denote the fifth dimension.
We shall solve the Maxwell-Einstein equations in the bulk
Rαβ + 4gαβ +
1
12
FµνF
µνgαβ − 1
2
F µαFβµ = 0, (3.2)
∇αF αµ −
√
3
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√−g ǫ
µαβγδFαβFγδ = 0. (3.3)
Following [19], we adopt the metric and field strength tensor ansatz
ds2 =
1
z2
[−ea(τ,z)dτ 2 + τ 2eb(τ,z)dy2 + dx⊥2 + ed(τ,z)dz2] , (3.4)
Fzτ = K(τ, z), (3.5)
which is the most general bulk metric obeying boost invariance, symmetry under
reflection in the longitudinal direction (y → −y), plus translational and rotational
invariance. It is convenient to introduce the coordinate
v =
z
τσ
(3.6)
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in terms of which the metric (3.4) reads
ds2 =
1
v2τ 2σ
[−(ea(τ,v) − ed(τ,v)σ2v2τ 2(σ−1))dτ 2 + τ 2eb(τ,v)dy2 + dx⊥2 + ed(τ,v)τ 2σdv2]
+ 2σed(τ,v)
dvdτ
vτ
, (3.7)
Fvτ = F (τ, v). (3.8)
Substituting this ansatz into the Maxwell-Einstein equations, we obtain the leading
behavior in the τ →∞ limit [18, 19]
σ = 1/3, F (τ, v) =
qv
τ 1/3
,
a(v) = ln
(
1 + αv4 +
q2
12
v6
)
, b(v) = 0, d(v) = − ln
(
1 + αv4 +
q2
12
v6
)
(3.9)
in terms of arbitrary parameters α and q.
The above bulk metric may be related to the vacuum expectation value of the
stress-energy tensor of the corresponding gauge theory on the boundary through
holographic renormalization [41], Section 2.2.1 and Eq. (2.49). It is can be seen
from the form of g
(4)
µν , for the special value (3.9) of σ, that the stress-energy tensor
corresponds to that of a perfect fluid
Tαβ = (ε+ p)uαuβ + pηαβ (3.10)
obeying the equation of state p = 1
3
ε (tracelessness due to conformal invariance).
Further, from the explicit form of the metric it follows that the energy density and
temperature fall off, respectively, as
ε =
3N2c
8π2v4h
(
1 +
q2v6h
12
)
τ−4/3, (3.11)
T = TH =
1
πvh
(
1− q
2v6h
24
)
τ−1/3, (3.12)
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where we used N2c =
pi
2G5
, and vh is the position of the horizon (obeying 1 + αv
4
h +
q2v6h/12 = 0).
After performing a detailed thermodynamic analysis one finds the entropy density
(s), charge density (ρ), and chemical potential (µ), respectively,
s =
Sbulk
Vbrane
=
N2c
2πv3hτ
, ρ =
Dzτ
Vbrane
=
N2c q
8π2τ
, µ = Aτ (zh)− Aτ (z = 0) = qv
2
h
2τ 1/3
.(3.13)
Expressing the energy density in terms of s and ρ,
ε(s, ρ) =
3s4/3
2(2πNc)2/3
(
1 +
4π2ρ2
3s2
)
, (3.14)
one verifies that the chemical potential is conjugate to ρ (µ = ∂ε/∂ρ).
We must take note that that the geometry is evolving and exact notions of
temperature and entropy are ill defined. However, it is assumed that the approximate
notions still prevail. A discussion of dynamical horizons is given in [54].
3.3 An extension of the bulk metric
Next, we consider an extension of the bulk metric (3.4) which yielded the perfect
fluid model discussed above. To this end, we relax one of the conditions which led to
the general form of the metric, namely the requirement of invariance under reflection
in the longitudinal direction, y → −y. We may then add appropriate off-diagonal
terms in the bulk metric (3.7) that will lead to new nonsingular solutions to the
Maxwell-Einstein equations (3.2). We therefore consider the metric and gauge field
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ansatz
ds2 =
1
v2τ 2σ
[−(ea(v) − ed(v)σ2v2τ 2(σ−1))dτ 2 + τ 2eb(v)dy2 + dx⊥2 + ed(v)τ 2σdv2]
+ 2σed(v)
dvdτ
vτ
+ 2v−2τλ−2σh||(v)dτdy,
Aτ = τ
ξ0A0(v),
Ay = τ
ξ1A1(v), (3.15)
where the third line of the metric consists of the off-diagonal terms added to the
“perfect fluid” ansatz (3.7). The exponents −1 < λ − 2σ, ξ0, ξ1 ≤ 0 of τ , where
bounds are placed so that the associated functions do not singularly dominate, and
the functions, a(v), b(v), d(v) and longitudinal coupling h||(v) are to be determined
by the Maxwell-Einstein equations (3.2).
Substituting the modified ansatz (3.15) into (3.2), we obtain coupled differential
equations for the various functions parametrizing the ansatz. The task of extracting
the leading contribution is complicated by the fact that we now have four parameters
determining the order of the expansion, σ (which is present in the perfect fluid case)
as well as λ, ξ0, and ξ1. For consistency of the expansion, we need
0 < σ < 2/5 (3.16)
to be compared with the acceptable range 0 < σ < 1 in the perfect fluid case. The
restricted range still includes the special value (3.9).
Let us first consider the v and τ components of the Maxwell equations. They may
be factored in powers of τ as
ea(v)+2b(v)v4A′0(v) (ξ0 + 1− 2σ) +O(τ 2(λ−1), τλ+ξ1−2−ξ0 , τ 3λ+ξ1−4−ξ0) = 0,
ea(v)+2b(v)v3 [A′0(v)(2 + va
′(v)− vb′(v) + vd′(v))− 2vA′′0(v)]
+O(τ 2(λ−1), τλ+ξ1−2−ξ0 , τ 3λ+ξ1−4−ξ0) = 0,(3.17)
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The v component is satisfied by the choice of parameter
ξ0 = 2σ − 1. (3.18)
The τ component is solved by
A′0(v) = qv e
1
2
(a(v)−b(v)+d(v)) , (3.19)
where q is an arbitrary integration constant.
Turning attention to the y component of the Maxwell equations, we observe that
the leading behavior is not unambiguously determined without further information
on the parameters. Indeed, in addition to the manifestly O(τ 0) term, there are two
other terms in which the exponent of τ is not necessarily negative. The y component
reads
e2a(v)+b(v)v3 [A′1(v) (−2 + va′(v)− vb′(v)− vd′(v)) + 2vA′′1(v)]
−τλ−ξ1−1/3ea(v)+b(v)v3
× [−2vA′0(v)h′||(v) + h||(v) (A′0(v) (2 + va′(v) + vb′(v) + vd′(v))− 2vA′′0(v))]
−τ 3λ−ξ1−7/3v3h3||(v) [A′0(v)(2 + vd′(v))− 2vA′′0(v)]
+O(τ 2(λ−1), τ 2(σ−1)) = 0. (3.20)
A similar ambiguity occurs in the yτ and vy components of the Einstein equations.
They read, respectively,
c1(v)τ
6σ−2 + c2(v)τ 4σ+ξ1−λ−1 + a1(v)h||(v)
+a2(v)h
′
||(v) + h
′′
||(v) +O(τ 2(3σ+λ−2)) = 0,
b0(v)τ
4σ+ξ1−λ−1 + b1(v)h||(v) + b2(v)h
′
||(v) + h
′′
||(v) +O(τ 2(λ−1)) = 0, (3.21)
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where
c1 =
v2e−a
3
h||A′20 , c2 = v
2A′0A
′
1 , b0 =
vA′0
σ
(vσA′1 − ξ1A1) ,
a1 =
8(1− ed)
v2
+
d′ − a′ − b′
v
+ a′b′ , b1 =
b′ (−σ + 1 + λ)
vσ
+
b′
2
(a′ + b′ + d′)− b′′,
a2 =
−3
v
− 1
2
(a′ + b′ + d′) , b2 =
σ − 1− λ
vσ
− 1
2
(a′ + b′ + d′). (3.22)
For consistency of the two equations (3.21), we must have a2 = b2, which leads to
the constraint on the parameters
λ = 4σ − 1. (3.23)
The condition (3.23) is necessary for consistency but not sufficient. We need to ensure
a1 = b1, as well. To this end, we turn to the diagonal components of the Einstein
equations which will determine the parameters σ and ξ1 as well as the functions
a(v), b(v) and d(v). As of now there is enough information to determine σ by
demanding finiteness of the Maxwell scalar F 2. We have
F 2 = FαβF
αβ = −2q2v6e−b(v)τ 6σ−2 +O(τ 8σ+ξ1−4, τ 2(σ+ξ1−2)), (3.24)
which forces σ (and therefore λ on account of Eq. (3.23)) to take the special value
σ = λ = 1/3. (3.25)
The y component of the Maxwell equations may now be used to determine the
remaining parameter ξ1. Since ξ1 ≤ 0, the exponents of τ involving ξ1 will be positive
unless
ξ1 = 0. (3.26)
With this choice, all terms shown explicitly in the y component of the Maxwell
equations are O(τ 0) (leading).
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The rest of the Einstein equations are found to O(τ−4/3) as
16(ed − 1) + 4
3
e−av4A′20 + 2v (4a
′ + b′ − d′) + v2 (−a′2 − a′b′ + a′d′ − 2a′′) = 0,
16(ed − 1)− 2
3
e−av4A′20 + 2v (a
′ + 4b′ − d′) + v2 (−a′b′ − b′2 + b′d′ − 2b′′) = 0,
8(ed − 1)− 1
3
e−av4A′20 + v (a
′ + b′ − d′) = 0,
16(ed − 1)− 4
3
e−av4A′20 + 2v (a
′ + b′ − 4d′)
+v2
(−a′2 − b′2 + a′d′ + b′d′ − 2a′′ − 2b′′) = 0,
16(ed − 1) + 4
3
e−av4A′20 + 2 (4a
′ − b′ − d′) + v2 (−a′2 − a′b′ + a′d′ − 2a′′) = 0. (3.27)
To leading order, these are identical to the perfect fluid case and are solved by (3.9).
The off-diagonal component h||(v) of the metric enters in the next-to-leading order.
Once again, we note that the expansion is consistent for the restricted ranges of
σ, ξ0, ξ1 and λ.
Turning back to the Eqs. (3.20) and (3.21), we observe that for the functions (3.9),
the two Einstein equations coalesce and combined with the y Maxwell equation A1(v),
h||(v) are uniquely determined at leading order. The resulting differential equations
have regular solutions found after some straightforward algebra as
h||(v) = A
(
v4 +
q2
12α
v6
)
(3.28)
and
A′1(v) = −
qA
α
v, (3.29)
where A is an arbitrary constant characterizing the departure from the symmetric
state (under reflection in the longitudinal direction) discussed in [19].
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3.4 Hydrodynamics
In order to understand the dynamics of the corresponding gauge theory on the
boundary we invoke holographic renormalization [41]. To do this we must pass back
to the Fefferman-Graham coordinates (2.49) and obtain the fourth order term in the
expansion. Following the same procedure as in [19], we redefine
z = zFG
(
1 +
αz4FG
8τ 4/3
+ . . .
)
, (3.30)
which effectively flattens the z coordinate and from Eq. (2.51) we may determine the
vacuum expectation value of the gauge theory stress-energy tensor. The diagonal
components maintain the same form that led to the previous energy density and
pressure (3.11). The off-diagonal component of the metric demands the vacuum
expectation value of the gauge theory stress-energy tensor develop an off-diagonal
component which behaves as
〈Tyτ 〉 = N
2
c
2π2
A
τ
, (3.31)
In order to understand how our solution relates to the gauge theory fluid, let
us choose a stress-energy tensor which includes an arbitrary energy flux in the
longitudinal direction, start by working with an arbitrary stress tensor with diagonal
and τy components,
T µν =


T ττ T τy 0 0
T τy T yy 0 0
0 0 T 22 0
0 0 0 T 33


. (3.32)
Recalling our definition (3.1) of coordinates τ and y, the metric on the Minkowski
space of the fluid reads
ds24 = −dτ 2 + τ 2dy2 + (dx⊥)2. (3.33)
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From the local conservation law
∇αT αβ = ∂αT αβ + ΓααλT λβ + ΓβαλT αλ = 0 (3.34)
and using the Christoffel symbols Γyyτ =
1
τ
= Γyτy and Γ
τ
yy = τ , we derive relations
between the components of the stress tensor.
Choosing β = τ , we obtain
∂τT
ττ + ∂yT
τy +
1
τ
T ττ + τT yy = 0. (3.35)
Setting β = y, we deduce
∂τT
τy + ∂yT
yy +
3
τ
T τy = 0. (3.36)
One more relation is a consequence of conformal invariance. Demanding tracelessness,
we obtain
− T ττ + τ 2T yy + T 22 + T 33 = 0. (3.37)
In order to match with the expected form of the stress-energy tensor from holographic
renormalization, we observe that the components of the stress-energy tensor to the
order we are considering should not depend on the rapidity y or the transverse
coordinates x⊥. We may then immediately solve for the energy flux component T τy,
obtaining
T τy =
C
τ 3
, Tτy =
−C
τ
(3.38)
with C being an arbitrary constant. This behavior matches the prediction (3.31) of
the gravity dual for T τy.
Solving for the diagonal components T yy, T ii (i = 2, 3), we obtain the stress-energy
tensor in terms of ε = T ττ (energy density) and the arbitrary constant C (determining
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the energy flux),
T µν =


ε C
τ3
0 0
C
τ3
− 1
τ
∂τε− 1τ2 ε 0 0
0 0 ε+ 1
2
τ∂τε 0
0 0 0 ε+ 1
2
τ∂τε


. (3.39)
The functional form of the energy density ε is obtained by demanding isotropy,
τ 2T yy = T 22 = T 33. We deduce
ε ∼ 1
τ 4/3
(3.40)
matching the perfect fluid behavior (3.11). The equation of state is also unchanged,
p = 1
3
ε. For the energy flux, we obtain the velocity component
uy ∼ τ T
τy
T ττ
∼ 1
τ 2/3
. (3.41)
Summarizing, we have obtained the following behavior of the components of the
stress-energy tensor,
T ττ =
B
τ 4/3
, Tττ =
B
τ 4/3
,
T yy =
B
3τ 10/3
, Tyy =
B
3
τ 2/3,
T ii =
B
3τ 4/3
, Tii =
B
3τ 4/3
, (i = 2, 3)
T τy =
C
τ 3
, Tτy =
−C
τ
. (3.42)
This behavior exactly matches that expected from the gravity dual. The constants B
and C are related to the parameters of the bulk metric by
B = 3N
2
c
8π2v4h
(
1 +
q2v6h
12
)
, C = N
2
c
2π2
A. (3.43)
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To gain further insight into the nature of this fluid, consider the general case of a
dissipative relativistic fluid with stress-energy tensor and current discussed in Section
2.1 (Eqns (2.1)–(2.5)).
Assuming no particle transport, ~J = ~0, we deduce
ρ~u = κ(~∇ + ~uuβ∂β)µ
T
, (3.44)
where the vectors are three-dimensional. This can be solved as an expansion in the
derivatives of µ/T ,
~u =
κ
ρ
~∇µ
T
+ . . . . (3.45)
This expansion is justified because local velocities are small (|~u| ≪ 1). To match the
behavior (3.42) of the stress-energy tensor, we assume no viscosity, thus setting
η = ζ = 0. (3.46)
Furthermore, the energy flow ought to be in the longitudinal direction, thus
u⊥ = 0. (3.47)
We may determine the energy density and pressure (3.11) directly from the form of the
bulk metric. The results are in agreement with the symmetric state considered in [19]
(see section 5.2). The other thermodynamic quantities (temperature, entropy, charge
density and chemical potential) acquire dependence on the longitudinal coordinate
(as well as τ) due to the heat flux. Thus, we obtain corrections to the symmetric case
(Eqs. (3.11) - (3.13)). Expanding in the y-coordinate, we may write
T = T0+yT1+. . . , s = s0+ys1+. . . , ρ = ρ0+yρ1+. . . , µ = µ0+yµ1+. . . , (3.48)
where the zeroth-order contributions are in agreement with their counterparts
in the symmetric case. Higher-order corrections may be determined from the
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thermodynamic relations and the form of the stress-energy tensor, where T0 is the
ideal system’s temperature and T1 is the first order correction. The remaining
thermodynamic terms are similarly expanded.
Making use of (2.3) we obtain
µ1 = −T1 s0
ρ0
, ρ1 = −s1T0
µ0
. (3.49)
Combining with (3.45) we find
uy =
κ
µ0τ 2
(
µ1
T0
− T1 µ0
T 20
)
+ · · · = − κ
ρ0τ 2
(
s0
T0ρ0
+
µ0
T 20
)
T1 + . . . . (3.50)
From (2.1), the energy flux in the longitudinal direction is
T τy = (ε+ p)uτuy. (3.51)
To leading order, this is given by
T τy =
4
3
εuy + · · · = − 4κε
3ρ0τ 2
(
s0
T0ρ0
+
µ0
T 20
)
T1 + . . . , (3.52)
where we used the equation of state p = 1
3
ε.
Upon comparison with Eqs. (3.11) - (3.13), (3.31), we deduce the temperature
and chemical potential gradients,
T1 =
q2AN2c
32π4κ
v6h(1− q2v6h/24)2
(1 + q2v6h/12)
2
τ−1 , µ1 =
qAN2c
8π3κ
v3h(1− q2v6h/24)2
(1 + q2v6h/12)
2
τ−1 (3.53)
the entropy and charge density gradients may be found from the thermodynamic
relation (3.14),
s1 =
q2AN4c
64π4κ
v4h(1− q2v6h/24)2
(1 + q2v6h/12)
2(1 + q2v6h/24)
τ−5/3,
ρ1 = − qAN
4
c
32π5κ
vh(1− q2v6h/24)3
(1 + q2v6h/12)
2(1 + q2v6h/24)
τ−5/3. (3.54)
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Finally, the energy flux may be written in terms of the temperature gradient (since
the pressure gradient is of higher order) as
T τy = −κT∂yT, (3.55)
where κT is the standard definition of thermal conductivity in non-relativistic
mechanics. We obtain [55]
κT = κ
(
ε+ p
τρT
)2
. (3.56)
To leading order, we have
κT =
16π2
q2τ 2
(1 + q2v6h/12)
2
v6h(1− q2v6h/24)2
κ (3.57)
and using the expression (3.53) for the temperature gradient, we easily see that the
energy flux (3.55) matches (3.31).
3.5 Chapter 3 summary
We solved the Maxwell-Einstein equations in AdS5 for long longitudinal proper time
using a metric ansatz which was a generalization of the proposal of Ref. [19]. By
relaxing the requirement of invariance under reflection in the longitudinal direction,
we were able to add off-diagonal terms to the metric. We found an explicit
solution by keeping leading terms in the Einstein equations. Through holographic
renormalization, we showed that the bulk metric corresponded to a nonviscous
gauge theory fluid with energy flux in the longitudinal direction. We studied
its thermodynamic properties and calculated the standard coefficient of thermal
conductivity and the temperature, chemical potential, entropy, and charge density
gradients.
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Chapter 4
Bjorken flow from an AdS
Schwarzschild black hole
4.1 Introduction
In order to understand a flowing hydrodynamic description of the gauge field one must
introduce time dependence into the dual AdS space. This was done in [18], where
dependence on the proper time in the longitudinal plane of the collision was introduced
into an AdS5 space. Through the AdS/CFT correspondence it was found, in the late
time limit, the boundary gauge field followed ideal Bjorken hydrodynamics [28]. The
work has been furthered to understand the subleading terms in the expansion of the
solution of the Einstein equations and the relation to dissipative hydrodynamics on
the boundary [30, 56, 20, 52, 19].
In an interesting recent work, Kajantie, Louko and Tahkokallio [57] found a time-
dependent solution in three dimensions that also produced a Bjorken flow in the
boundary gauge theory. The time dependence of the solution could then be removed
by a coordinate transformation to the standard AdS3 Schwarzschild metric. Thus,
a boost-invariant flow could be understood in terms of a static Schwarzschild black
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hole. This is perhaps not surprising as three dimensions are special and results are
not necessarily generalizable to higher dimensions.
Our aim is to show that the three-dimensional result of Kajantie, et al. [57],
generalizes to arbitrary dimension. By performing an appropriate slicing near the
boundary, we shall obtain a Bjorken flow from a static Schwarzschild black hole via
holographic renormalization [41] to leading order in longitudinal proper time. In three
dimensions, our results reduce to those of Ref. [57]. In five dimensions, we recover
the metric of Janik and Peschanski [18]. Higher-order corrections can be calculated
by a refinement of the slicing we perform here.
4.2 Schwarzschild black hole
We start with a short discussion of pertinent properties of an AdSd Schwarzschild
black hole. Although generally known, we cast them in a form that facilitates
application to the non-static case. An AdS black hole is a solution of the Einstein
equations
Rµν −
(
1
2
R + Λd
)
gµν = 0, (4.1)
where Λd = − (d−1)(d−2)2 is a negative cosmological constant. A large black hole has a
flat horizon and may be found by substituting the ansatz
ds2b.h. =
1
z2
(−ea(z)dt2 + d~x 2 + eb(z)dz2) , (4.2)
where ~x ∈ Rd−2, in the Einstein equations. They reduce to the two independent
equations
a′ + b′ = 0, zb′ + (d− 1)(1− eb) = 0, (4.3)
whose solution is
a(z) = −b(z) = ln (1− 2µzd−1) , (4.4)
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where µ is an integration constant. The horizon is at
z+ = (2µ)
− 1
d−1 (4.5)
and the boundary of the asymptotically AdS space is at z = 0.
The Hawking temperature of the hole is
TH =
d− 1
4πz+
. (4.6)
This solution is related to a gauge theory on the boundary via holographic
renormalization [41], discussed in Section 2.2.1. To find the stress-energy tensor
corresponding to the hole, we write the radial distance in the bulk as
z = zFG
[
1− µ
d− 1z
d−1
FG +O(z2(d−1)FG )
]
(4.7)
so that the metric (4.2) is of the Fefferman-Graham form (2.49). We obtain
g
(d−1)
tt =
d− 2
d− 1 2µ, g
(d−1)
ij =
2µ
d− 1δij (4.8)
(i, j = 1, . . . , d− 2) leading to energy density and pressure of the gauge theory fluid
on the boundary, respectively,
ε = 〈T tt〉 = (d− 2) µ
8πGd
, p = 〈T ii〉 = µ
8πGd
(4.9)
obeying p = 1
d−2ε, as expected for a conformal fluid. With the temperature given by
(4.6), we obtain the equation of state
p =
1
16πGd
(
4πTH
d− 1
)d−1
(4.10)
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and the energy and entropy densities, respectively, as functions of the temperature
ε =
d− 2
16πGd
(
4πTH
d− 1
)d−1
, s =
dp
dT
=
1
4Gd
(
4πTH
d− 1
)d−2
. (4.11)
4.3 Bjorken hydrodynamics
Having understood the case of a static gauge theory fluid on (d − 1)-dimensional
Minkowski space, we turn our attention to boost-invariant hydrodynamics in order
to understand heavy ion collisions, following a suggestion by Bjorken [28]. The gauge
theory fluid will still be on a (d − 1)-dimensional Minkowski space as in the static
case, but to distinguish it from the boundary of the large AdSd Schwarzschild black
hole, we shall denote its coordinates by x˜µ (µ = 0, 1, . . . , d − 2) and assume that
the colliding beams are along the x˜1 direction. As seen in Section 2.1.2, but now
generalized to d − 1 dimensions, it is convenient to choose coordinates τ, y (proper
time and rapidity in the longitudinal plane, respectively), where
x˜0 = τ cosh y, x˜1 = τ sinh y. (4.12)
The (d− 1)-dimensional Minkowski metric takes the form
ds˜2 = dx˜µdx˜
µ = −dτ 2 + τ 2dy2 + (dx˜⊥)2, (4.13)
where x˜⊥ = (x˜2, . . . , x˜d−2) represents the transverse coordinates.
For the stress-energy tensor let us assume one which satisfies boost invariance,
symmetry under reflection in the longitudinal direction (y → −y), plus translational
and rotational invariance [18],
T µν = diag
(
ε(τ) p(τ)/τ 2 . . . p(τ)
)
. (4.14)
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Using the local conservation law for the stress-energy tensor,
∇αT αβ = ∂αT αβ + ΓααλT λβ + ΓβαλT αλ = 0 (4.15)
with the Christoffel symbols Γyyτ =
1
τ
= Γyτy and Γ
τ
yy = τ , we derive relations between
the components of the stress tensor.
Choosing β = τ , we obtain
∂τε+
1
τ
(ε+ p) = 0. (4.16)
Demanding tracelessness, a consequence of conformal invariance, we obtain another
constraint on the stress-energy tensor
− ε+ (d− 2)p = 0. (4.17)
Solving the above equations, we deduce
ε = (d− 2)p = ε0
τ
d−1
d−2
(4.18)
The temperature of the system may be found as a consequence of a perfect fluid’s
entropy conservation [28]
T =
T0
τ 1/(d−2)
. (4.19)
The constants ε0 and T0 represent the initial values of the energy density and
temperature, respectively, (at τ = 1).
The entropy density is
s =
p˙
T˙
=
s0
τ
, s0 =
d− 1
d− 2
ε0
T0
. (4.20)
Notice that the energy and entropy densities have the same dependence on the
temperature as in the static case (4.11). If we identify initial data with their
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corresponding values in the static case,
T0 = TH , ε0 =
(d− 2)µ
8πGd
, (4.21)
then Eq. (4.11), with TH replaced by T (Eq. (4.19)), describes the evolution of the
energy and entropy densities in a Bjorken flow.
To find the solution of the Einstein equations (4.1) which follows the same
symmetries as that of the stress-energy tensor, we shall adopt the ansatz
ds2Bjorken =
−eAdτ 2 + τ 2dy2 + eC(dx˜⊥)2 + eBdz˜2
z˜2
, (4.22)
where A,B,C are all functions of z˜ and τ , following [18, 19]. For the perfect fluid
solution we also imposed the condition of isotropy 1
τ2
gyy = gii. The coordinates need
to be brought into the Fefferman-Graham form (2.49) so the hydrodynamics may be
derived via holographic renormalization [41].
The Einstein equations will couple the dependence of A,B,C on z and τ , but this
problem is eliminated by introducing a variable v which is kept fixed as τ →∞,
v =
z˜
τ 1/(d−2)
. (4.23)
Assuming that the functions A(z˜, τ), B(z˜, τ), C(z˜, τ) become functions of only v,
A = A0(v) + . . . , B = B0(v) + . . . , C = C0(v) + . . . , (4.24)
where the dots represent terms that vanish in the τ →∞ limit, the Einstein equations
(4.1) are then reduced to the three independent equations
A′0 +B
′
0 = C
′
0 = 0, vB
′
0 + (d− 1)(1− eB0) = 0, (4.25)
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which are of the same form as Eq. (4.3) in the static case. They are solved by
A0(v) = −B0(v) = ln
(
1− 2µvd−1) , C0(v) = 1, (4.26)
where, again, µ is an integration constant (cf. with Eq. (4.4)).
In order to gain information of the gauge theory on the boundary, we use
holographic renormalization [41]. The metric (4.22) needs to be expressed in
Fefferman-Graham coordinates (Eq. (2.49)). To leading order in τ , this is achieved
by the transformation
z˜ = z˜FG
[
1− µ
d− 1
z˜d−1FG
τ (d−1)/(d−2)
+O(z˜2(d−1)FG )
]
, (4.27)
which is similar to the static case (4.7). For the metric (4.22) we may read off
ε = 〈T ττ〉 = ε0
τ
d−1
d−2
, p = τ 2〈T yy〉 = 〈T ii〉 = ε
d− 2 , (4.28)
where ε0 is given by (4.21). In comparison with (4.18) we see that the geometry is
the dual of Bjorken hydrodynamics. However, the assignment of temperature and
entropy is a little murky, because the bulk metric does not possess a static horizon.
The null surface at v = (2µ)−1/(d−1) = z+ cannot be used for a rigorous definition of
the temperature, because the bulk metric (4.22) with A = A0 and B = B0 (Eq. (4.26))
is not an exact solution of the Einstein equations; it is only the leading term in a
1/τ expansion placing the null surface at the boundary of the region of validity of
the expansion. Nevertheless, if one blindly follows the arguments in the static case
[18, 19], one obtains from (4.6)
T =
d− 1
4πz˜+
=
TH
τ 1/(d−2)
(4.29)
where we used (4.23), in agreement with the result (4.19) from Bjorken hydrodynamics
with initial data (4.21). Knowing T , we may deduce the entropy density as in (4.20).
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Our goal now turns to understanding the bulk geometry in terms of a static AdS
black hole and shed some light on the validity of the assignment of temperature (4.29).
4.4 Static to flowing
In order to produce a flow on the boundary of the static black hole, instead of
approximating the boundary with z = const. hypersurfaces (as z → 0), we shall
make a different choice of slicing.
Near the boundary, the two metrics (4.2) and (4.22) may be approximated,
respectively, by
ds2b.h. →
1
z2
(−dt2 + d~x 2 + dz2) ,
ds2Bjorken →
1
z˜2
(−dτ 2 + τ 2dy2 + (dx˜⊥)2 + dz˜2) . (4.30)
While the former is the asymptotic form of an exact solution of the Einstein
equations, the latter is only valid in the large τ limit. We are interested in finding a
transformation which relates the two asymptotic forms in this limit. To be precise,
we define the τ →∞ limit as follows: let
τ = τ0 + τ
′, (4.31)
where τ0 is a constant. We assume τ0 ≫ 1 and τ ′ ∼ O(1) so that dτ = dτ ′ ∼ O(1).
Also x˜⊥ ∼ O(1) and v ∼ O(1). The latter implies z˜ ∼ O(τ 1/(d−2)0 ). By defining
z˜ = z˜0τ
1/(d−2)
0 + z˜
′ (4.32)
and demanding z˜0, z˜
′ ∼ O(1), we ensure dz˜ = dz˜′ ∼ O(1). Of course, as we approach
the boundary, we need to let both z˜0, z˜
′ → 0. The remaining term in the metric will
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be O(1) provided we choose y′ ∼ O(1), where we defined
y =
y′
τ0
, (4.33)
Having thus defined the limit τ → ∞, it is not hard to see that the following
transformation performs the desired task of relating the two metrics (4.30),
t =
d− 2
d− 3τ
d−3
d−2 , x1 = τ
d−3
d−2 y,
x⊥ =
x˜⊥
τ 1/(d−2)
, z =
z˜
τ 1/(d−2)
. (4.34)
Then, instead of the z = const slicing, we shall approach the boundary on z˜ = const
hypersurfaces (as z, z˜ → 0). The latter coincide ‘initially’ (at τ = 1), but “flow” as
the new coordinates describing the black hole metric are τ -dependent.
Applying the transformation (4.34) to the exact black hole metric (4.2) (more
precisely, to a patch which includes the boundary z → 0), we obtain
ds2b.h. =
1
z˜2
[
−
(
1− 2µ z˜
d−1
τ
d−1
d−2
)
dτ 2 + τ 2dy2 + (dx˜⊥)2
+
dz˜2
1− 2µ z˜d−1
τ (d−1)/(d−2)
]
+O(τ−(d−3)/(d−2)), (4.35)
which matches the bulk metric of Bjorken flow (Eqs. (4.22), (4.24) and (4.26))
to leading order in 1/τ . Thus, the gauge theory fluid on the boundary of the
Schwarzschild black hole which is approached with z˜ = const. hypersurfaces as z˜ → 0
obeys Bjorken hydrodynamics in the large τ limit.
In addition to the standard derivation of the energy density and pressure (4.28), we
may now address the issue of the temperature of the gauge theory fluid. The horizon
is static and the Hawking temperature is well-defined because the exact geometry
giving rise to the approximate expression (4.35) is a Schwarzschild black hole. The
Hawking temperature TH is the temperature of the static gauge theory fluid on the
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hypersurface z → 0 whose metric is
ds2z→0 = −dt2 + d~x2. (4.36)
On the other hand, the z˜ → 0 hypersurface has metric
ds2z˜→0 = −dτ 2 + τ 2dy2 + (dx˜⊥)2. (4.37)
This Bjorken metric (cf. with Eq. (4.13)) is related to the metric (4.36) in the
large τ limit by a conformal transformation which is obtained by restricting the
transformation (4.34) to these hypersurfaces,
t =
d− 2
d− 3τ
d−3
d−2 , x1 = τ
d−3
d−2y, x⊥ =
x˜⊥
τ 1/(d−2)
. (4.38)
The two metrics (4.36) and (4.37) are related by
ds2z→0 = τ
− 2
d−2
[
ds2z˜→0 +O(1/τ)
]
(4.39)
showing that the Euclidean proper time period of thermal Green functions on the
Bjorken boundary (4.37) scales as τ 1/(d−2). Since the period is inversely proportional
to the temperature, the latter scales as τ−1/(d−2), in agreement with expectations
(Eq. (4.29)). The two hypersurfaces coincide at τ = 1 at which time T = TH .
Let us also check that the transformation (4.34) reduces to the transformation
found in [57] for d = 3. To do this we must proceed with a little care. For the time
coordinate we must add an appropriate constant term so that the limit d → 3 is
well-defined. Then as d→ 3, we obtain
t = ln τ, x1 = y, z =
z˜
τ
. (4.40)
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The transformation to Fefferman-Graham coordinates can be found exactly in this
case,
z =
z˜FG
τ
(
1 +
µ
2
z˜2FG
τ 2
)−1
, (4.41)
which matches the result of [57] in the large black hole limit. It also agrees with the
general expression (4.27) to first order.
Higher-order corrections to Bjorken flow dictated by the black hole may be found
by refining the transformation (4.34). This entails introducing corrections which are
of o(1/τ) and making sure that the application of the transformation to the metric
(4.2) does not introduce dependence of the metric on the rapidity and the transverse
coordinates. This can be done systematically at each order in the 1/τ expansion and
will be reported on elsewhere.
4.5 Chapter 4 summary
We discussed the possibility of obtaining Bjorken hydrodynamics [28] on a (d − 1)-
dimensional Minkowski space from a large AdSd Schwarzschild black hole (of flat
horizon). The latter is normally considered dual to a static gauge theory fluid
on the boundary whose temperature coincides with the Hawking temperature. By
introducing an appropriate set of coordinates in a patch of the hole which included the
boundary, we obtained a generalization of the metric of Janik and Peschanski [18] to
arbitrary dimensions in the late time limit. Thus, we obtained Bjorken hydrodynamics
on the boundary in the limit of longitudinal proper time τ →∞. This was effectively
achieved by a slicing near the boundary of the black hole consisting of “flowing”
hypersurfaces related to the standard static hypersurfaces by a time-dependent
conformal transformation. The conformal factor also provided a justification for
determining the temperature. Our results coincided with those of Ref. [57] in the
large black hole limit in three dimensions.
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Chapter 5
Dissipative Bjorken hydrodynamics
from an AdS Schwarzschild black
hole
5.1 Introduction
The aim of this Chapter is to extend our result in Chapter 4, [21], by including
subleading corrections in the large τ expansion. We show that next-to-leading-order
corrections correspond to viscosity in the gauge theory plasma. At this level the
coefficient of viscosity η is arbitrary, in agreement with results in five dimensions
based on an asymptotic time-dependent solution to the Einstein equations [30]. At
next-to-next-to-leading order we find that the Schwarzschild metric yields a flow which
is not boost invariant, no matter how one chooses the slicing near the AdS boundary.
Boost invariance is recovered after the Schwarzschild metric is perturbed by a power-
law, τ -dependent perturbation. We show that the perturbed metric is nonsingular in
the bulk, provided
η
s
=
1
4π
(5.1)
70
where s is the entropy density, in agreement with asymptotic time-dependent solutions
in five dimensions [52]. This special value of the ratio η/s is also in agreement with
the case of sinusoidal perturbations of an AdS Schwarzschild black hole [26].
Our discussion starts with a review of dissipative Bjorken hydrodynamics in
Section 5.2. In Section 5.3 we discuss the time-dependent slicing we perform near
the boundary in order to reproduce Bjorken hydrodynamics, including next-to-
next-to-leading-order contributions in the large τ expansion. We also introduce
the perturbation to the Schwarzschild metric which is necessary to maintain boost
invariance at the order we are interested in. We show that demanding the absence of
singularities in the bulk metric leads to the standard value (5.1) of the viscosity-to-
entropy-density ratio. Finally Section 5.4 contains our summary.
5.2 Dissipative Bjorken hydrodynamics
In extending the results of Section 2.1.2, let us consider a gauge theory fluid on a (d−
1)-dimensional flat Minkowski space spanned by coordinates x˜µ (µ = 0, 1, . . . , d− 2).
(We shall reserve the notation xµ for the coordinates of a static gauge theory fluid;
x˜µ will span the Minkowski space of the Bjorken fluid in order to avoid confusion.)
With the colliding beams along the x˜1 direction, it is convenient to work with the
coordinates τ (longitudinal proper time) and y (rapidity), defined by
x˜0 = τ cosh y, x˜1 = τ sinh y, (5.2)
The (d− 1)-dimensional Minkowski metric takes the form
ds2Bjorken = dx˜µdx˜
µ = −dτ 2 + τ 2dy2 + (dx˜⊥)2, (5.3)
where x˜⊥ = (x˜2, . . . , x˜d−2) represents the transverse coordinates.
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For the stress-energy tensor we use the standard notions and enforce conservation
and conformal invariance via
T µν = (ε+ p)uµuν + pgµν − ζ△µν∇λuλ
−η
(
△µλ∇λuν +△νλ∇λuµ − 2
d− 2△
µν∇λuλ
)
,
∇µT µν = 0,
T µµ = 0, (5.4)
where△µν = gµν+uµuν and ε, p, η and ζ represent the energy density, pressure, shear
viscosity and bulk viscosity, respectively, of the fluid. Two constraints immediately
follow from Eq. (6.46),
ε = (d− 2)p, ζ = 0, (5.5)
In the rest frame of the conformal fluid, the velocity field is given by uµ = (1,~0). The
stress-energy tensor simplifies to
T µν =


ε(τ) 0 . . . 0
0 p(τ)
τ2
− 2d−3
d−2
η(τ)
τ3
. . . 0
. . .
0 0 . . . p(τ) + 2
d−2
η(τ)
τ


. (5.6)
Choosing ν = τ in the conservation equation of (6.46), we obtain
∂τε+
d− 1
d− 2
ε
τ
− 2d− 3
d− 2
η
τ 2
= 0. (5.7)
Assuming the viscosity to be a subleading effect, we deduce from (5.7) the leading
behavior of the energy density
ε ≈ ε0
τ (d−1)/(d−2)
(5.8)
72
and hence of the pressure, temperature (from the Stefan-Boltzmann law in d − 1
dimensions, ε ∼ T d−1) and entropy density, respectively,
p =
ε
d− 2 ≈
ε0
d− 2
1
τ (d−1)/(d−2)
, T ≈ T0
τ 1/(d−2)
, s =
dp
dT
≈ s0
τ
, s0 =
d− 1
d− 2
ε0
T0
. (5.9)
The constants ε0 and T0 represent the initial values of the energy density and
temperature, respectively (at τ = 1).
At high temperatures we expect the viscosity to have the same dependence on
the temperature as the entropy density (which is known to be true in the case of
sinusoidal perturbations of the static N = 4 SYM plasma in five dimensions [26]) so
that the ratio η/s asymptotes to a constant. Therefore, we shall assume
η(τ) ≈ η0
τ
(5.10)
where η0 is a constant. We may then solve Eq. (5.7) and obtain a subleading correction
to the energy density,
ε =
ε0
τ
d−1
d−2
− 2η0
τ 2
+ . . . , (5.11)
yielding corresponding corrections to the temperature and entropy density,
T = T0
(
1
τ 1/(d−2)
− 2η0
(d− 1)ε0τ + . . .
)
,
s =
dp
dT
= s0
(
1
τ
− 2(d− 2)η0
(d− 1)ε0
1
τ
2d−5
d−2
+ . . .
)
. (5.12)
Note that to leading order we obtain the ratio
η
s
=
η0
s0
=
(d− 2)η0T0
(d− 1)ε0 . (5.13)
This ratio is known to take the value 1/(4π) (Eq. (5.1)) if the gauge theory fluid is
dual to a perturbed AdS Schwarzschild black hole [26]. We shall show that the above
Bjorken fluid also admits a gravity dual which is an appropriately perturbed AdS
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Schwarzschild black hole leading to the same value (5.1) of the viscosity-to-entropy-
density ratio.
5.3 AdS Schwarzschild black hole
The procedure to transform a Schwarzschild black hole to incorporate Bjorken flow
was developed in Chapter 4. We will continue in this direction, and produce
subleading corrections to the metric dual to ideal flow. Curvature invariants of
the AdS black hole become important in this discussion. We have already seen R2
employed to constrain the type of flow and transport coefficients in Section 2.2.3. In
order to produce the dissipative corrections from a Schwarzschild black hole we will
need a more sophisticated way of finding the invariants.
The leading-order metric (4.35) can be seen to be regular in the bulk. Indeed, the
Kretschmann scalar
R2 = RµναβRµναβ (5.14)
is found to be
R2 = 2(d− 1) [d+ 2(d− 2)2(d− 3)µ2v2(d−1)]+O(1/τ (d−3)/(d−2)) (5.15)
whose only singularity is obtained in the limit z →∞.
Moreover, one can construct invariants which are linear combinations of the
components of the Riemann tensor. For the geometry to be regular, these invariants
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must also be free of singularities [40]. Introducing the vielbein
eαa =




z˜/
√
1− 2µvd−1
0
0
0
0


,


0
z˜/τ
0
0
0


,


0
0
z˜
0
0


, . . . ,


0
0
0
0√
1− 2µvd−1/z˜




(5.16)
with a = 0, . . . , d− 1 spanning a local Minkowski space such that gαβeαaeβb = ηab, the
Riemann tensor invariants are
Rabcd = Rαβγδeαaeβb eγceδd. (5.17)
Even though the individual components of the Riemann tensor have singularities, the
invariants (5.17) are all regular. The nonvanishing components are found to be
R1010 = R2020 = · · · = R(d−2)0(d−2)0 = 1 + (d− 3)µvd−1 +O(1/τ (d−3)/(d−2)),
R1212 = · · · = R(d−2)1(d−2)1 = · · · = R(d−3)(d−2)(d−3)(d−2)
= −1 + 2µvd−1 +O(1/τ (d−3)/(d−2)),
R(d−1)1(d−1)1 = · · · = R(d−1)(d−2)(d−1)(d−2)
= −1− (d− 3)µvd−1 +O(1/τ (d−3)/(d−2)),
R(d−1)0(d−1)0 = 1− (d− 3)(d− 2)µvd−1 +O(1/τ (d−3)/(d−2)), (5.18)
together with those obtained using the symmetries of the Riemann tensor.
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5.3.1 Next-to-leading order
To extend the transformation to next-to-leading order (O(1/τ (d−3)/(d−2))), let us add
a correction to (4.30) so that it reads
t = τ
d−3
d−2
(
d− 2
d− 3 +
(d− 3)τ 2y2 − (x˜⊥)2
2(d− 2)τ 2(1− 2µvd−1)
)
− C1 ln τ + f1(v)
τ (d−3)/(d−2)
,
x1 = τy
(
1
τ 1/(d−2)
− C1 + b1(v)
τ
)
, x⊥ = x˜⊥
(
1
τ 1/(d−2)
− C1 + c1(v)
τ
)
,
z = z˜
(
1
τ 1/(d−2)
− C1
τ
)
, (5.19)
where C1 is an arbitrary constant, v is defined in (4.23) and b1(v), c1(v) and f1(v)
are functions which vanish at the boundary (v = 0), so that they do not alter the
boundary behavior of the metric obtained at leading order above.
The function f1(v) is determined by the requirement that the τ z˜ component of
the metric vanish at the order we are interested in. We obtain the constraint
v + (d− 2) (1− 2µvd−1)2 f ′1(v) = 0 (5.20)
whose unique solution (with f1(0) = 0) may be written in terms of a hypergeometric
function,
f1(v) =
−v2(d− 3)
2(d− 2)(d− 1)F
(
1,
2
d− 1;
d+ 1
d− 1; 2µv
d−1
)
− v
2
(d− 2)(d− 1)(1− 2µvd−1) . (5.21)
With this choice of f1(v), under the transformation (5.19) the black hole metric (4.2)
turns into
ds2b.h. =
1
z˜2
[
−
(
1− 2µvd−1 + 2(d− 1)µC1v
d−1
τ (d−3)/(d−2)
)
dτ 2 +
(
1− 2b1(v)
τ (d−3)/(d−2)
)
τ 2dy2
+
(
1− 2c1(v)
τ (d−3)/(d−2)
)
(dx˜⊥)2 +
dz˜2
1− 2µvd−1 + 2(d−1)µC1vd−1
τ (d−3)/(d−2)
+ . . .
]
(5.22)
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where the dots represent higher-order terms in the large τ expansion.
The Einstein equations at next-to-leading order yield two independent equations
for the functions b1(v), c1(v),
b′1(v) + (d− 3)c′1(v) = 0,
−µC1vd−2 + µv
d−2
d− 2 [b1(v) + (d− 3)c1(v)] +
1− 2µvd−1
(d− 1)(d− 3)b
′
1(v) = 0 (5.23)
whose unique solution (with the boundary conditions b1(0) = c1(0) = 0) is
b1(v) = −(d− 3)C1
2
ln
(
1− 2µvd−1) , c1(v) = C1
2
ln
(
1− 2µvd−1) . (5.24)
Using (5.24), the metric (5.22) can be written as
ds2b.h. =
1
z˜2
[
−
(
1− 2µvd−1 + 2(d− 1)µC1v
d−1
τ (d−3)/(d−2)
)
dτ 2
+
(
1− 2µvd−1)(d−3)C1/τ (d−3)/(d−2) τ 2dy2 + (1− 2µvd−1)−C1/τ (d−3)/(d−2) (dx˜⊥)2
+
dz˜2
1− 2µvd−1 + 2(d−1)µC1vd−1
τ (d−3)/(d−2)
+ . . .
]
, (5.25)
which includes O(1/τ (d−3)/(d−2)) corrections to the leading-order expression (4.35).
The next-to-leading-order expression (5.25) for the metric has no dependence on the
rapidity y and transverse coordinates x˜⊥, therefore it leads to a Bjorken flow for the
gauge theory fluid on the boundary.
We may now use holographic renormalization (Section 2.2.1) to calculate the VEV
of the stress-energy tensor of the dual gauge theory. The transformation to Fefferman-
Graham coordinates (2.49) is
z˜ = zFG
[
1− µ
(
1
d− 1 −
C1
τ (d−3)/(d−2)
)
zd−1FG
τ
d−1
d−2
+O(z2(d−1)FG )
]
, (5.26)
correcting the leading-order transformation (4.27). The form of the boundary metric
is unaltered by design whereas the first nonvanishing correction away from the
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boundary reads
g(d−1)ττ =
2µ(d− 2)
d− 1
(
1
τ (d−1)/(d−2)
− (d− 1)C1
τ 2
)
, g
(d−1)
ii =
2µ
d− 1
1
τ (d−1)/(d−2)
1
τ 2
g(d−1)yy =
2µ
d− 1
(
1
τ (d−1)/(d−2)
− (d− 1)(d− 2)C1
τ 2
)
, (5.27)
correcting the leading-order expression.
Using Eq. (2.51), we obtain a stress-energy tensor for the conformal fluid in
agreement with Bjorken hydrodynamics (Eqs. (5.10) and (5.11)) with ε0, as before
(Eq. (4.21)) and
η0 =
(d− 1)C1ε0
2
, (5.28)
matching the result of Ref. [30] for d = 5.
The temperature of the gauge theory fluid can also be determined through the
conformal factor relating the static metric (4.36) to the Bjorken metric (5.3), as before.
Applying the restriction of the transformation (5.19) on the boundary,
t =
d− 2
d− 3τ
d−3
d−2 − C1 ln τ, x1 = τy
(
1
τ 1/(d−2)
− C1
τ
)
, x⊥ = x˜⊥
(
1
τ 1/(d−2)
− C1
τ
)
,
(5.29)
we obtain at next-to-leading order in τ ,
ds2static =
(
1
τ 1/(d−2)
− C1
τ
)2 [
ds2Bjorken + . . .
]
(5.30)
which yields the τ -dependent temperature
T = TH
(
1
τ 1/(d−2)
− C1
τ
)
, (5.31)
correcting the leading-order result (4.6) and in agreement with the hydrodynamic
result (5.12) with T0 = TH . The correct expression for the entropy density also
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follows, and we obtain the ratio
η
s
=
(d− 1)(d− 2)
8π
C1(2µ)1/(d−1). (5.32)
There is no constraint on this ratio at this order because the truncated metric (5.25)
is regular in the bulk [30]. This can be seen by a calculation of the Kretschmann
scalar (5.14). With the metric (5.25), we obtain
R2 = 2(d− 1)
[
d+ 2(d− 2)2(d− 3)µ2v2(d−1)
(
1− 2(d− 1)C1
τ (d−3)/(d−2)
)]
+ . . . . (5.33)
Equation (5.33) corrects the leading-order result (5.15), showing that to this order
the Kretschmann scalar is regular.
However, the metric (5.25) leads to singular Riemann invariants (5.17). Indeed,
we obtain explicitly, e.g., for d = 5,
R0101 = 1 + 2µv4 + 32C1µ
2v8
τ 2/3
1
1− 2µv4 + . . . , (5.34)
exhibiting a simple pole at v = (2µ)−1/4. This singularity should be absent, since our
metric comes from a Schwarzschild black hole which has no singularities except as
z →∞. We obtained a pole because we have not included all contributions at order
O(1/τ (d−3)/(d−2)). There are additional contributions from next-order (O(1/τ)) terms
are in the metric (5.25). Including them, the corrected metric reads
ds2b.h. =
1
z˜2
[
−
(
1− 2µvd−1 + 2(d− 1)µC1v
d−1
τ (d−3)/(d−2)
)
dτ 2
+
(
1− 2µvd−1)(d−3)C1/τ (d−3)/(d−2) τ 2dy2 + (1− 2µvd−1)−C1/τ (d−3)/(d−2) (dx˜⊥)2
+
dz˜2
1− 2µvd−1 + 2(d−1)µC1vd−1
τ (d−3)/(d−2)
+ 2Aµdx˜µdz˜ + 2Bµdx˜µdτ + . . .
]
(5.35)
79
where the off-diagonal elements are
Aτ = 0 , Ay = −(d− 1)(d− 3)C1µτyv
d−2
1− 2µvd−1 , Ax˜⊥ =
(d− 1)C1µx˜⊥vd−2
τ(1− 2µvd−1) . (5.36)
These corrections do not lead to a Bjorken flow. However, the metric (5.35) satisfies
the Einstein equations at this order. The Kretschmann scalar (5.33) is unaltered,
and the Riemann invariants (5.17) are corrected with the corrections cancelling all
singularities. For example, the invariant (5.34) for d = 5 is corrected to
R0101 = 1 + 2µv4 − 8C1µv
4
τ 2/3
+ . . . (5.37)
which is a regular expression.
5.3.2 Next-to-next-to-leading order
Extending the above results to next-to-next-to-leading order requires calculations
which are considerably involved. We shall therefore restrict our attention to the
physically interesting case of five dimensions, setting d = 5, and employ Mathematica
for the lengthy algebraic manipulations. The generalization to an arbitrary dimension
is straightforward but adds little to the main results.
Let us augment the transformation (5.19) for d = 5 with appropriate O(1/τ 4/3)
terms as follows,
t =
3
2
τ 2/3
[
1 +
2τ 2y2 − (x˜⊥)2
9(1− 2µv4)τ 2
]
− C1 ln τ +
f1(v)− 32C2
τ 2/3
+
f2(v)
τ 4/3
,
x1 = τ 2/3y
(
1− C1 + b1(v)
τ 2/3
+
b2(v) + C2
τ 4/3
)
,
x⊥ =
x˜⊥
τ 1/3
(
1− C1 + c1(v)
τ 2/3
+
c2(v) + C2
τ 4/3
)
,
z = v
(
1− C1
τ 2/3
+
a2(v) + C2
τ 4/3
)
, (5.38)
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where v is defined in (4.23). The constant C1 is once again related to the
viscosity coefficient (Eq. (5.28)), but to understand C2 one must employ second order
hydrodynamics [25], whereby it is understood to be related to the relaxation time.
The functions f1(v) and b1(v), c1(v) have already been determined at first perturbative
order (Eqs. (5.21) and (5.24), respectively, with d = 5). The new functions f2(v) and
a2(v), b2(v), c2(v) ought to vanish at the boundary (v = 0) so as not to contribute to
the boundary metric.
As with f1(v), demanding that the τ z˜ component of the metric vanish at the order
we are interested in yields the constraint on f2(v),
3(1− 2µv4)3f ′2(v)− C1v(3 + 10µv4) = 0 (5.39)
which has the unique solution (with f2(0) = 0)
f2(v) = −C1f1(v) + C1v
2
3(1− 2µv4)2 . (5.40)
With this choice of f2(v), the application of the transformation (5.38) to the black
hole metric (4.2) with d = 5 turns the latter into the form
ds2b.h. =
1
z˜2
[
−
(
1− 2µv4 + 8µC1v
4
τ 2/3
+
A2(v)
τ 4/3
)
dτ 2
+
(
1− 2b1(v)
τ 2/3
+
B2(v)
τ 4/3
)
τ 2dy2 +
(
1− 2c1(v)
τ 2/3
+
C2(v)
τ 4/3
)
(dx˜⊥)2
+
dz˜2
1− 2µv4 + 8µC1v4
τ2/3
− d2(v)
τ4/3
+ 2Aµdx˜µdz˜ + . . .
]
(5.41)
where the dots represent higher-order terms.
The off-diagonal elements are
Aτ = 4µv
3((x˜⊥)2 − 2τ 2y2)
3(1− 2µv4)τ 4/3 , Ay = −
8C1µτyv3
1− 2µv4 , Ax˜⊥ =
4C1µx˜⊥v3
τ(1− 2µv4) (5.42)
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and we have defined
A2(v) =
v2
9(1− 2µv4) − 4µv
4(3C21 + 2C2)−
4
3
(1− 2µv4)f1(v)− 2(1 + 2µv4)a2(v),
B2(v) = b
2
1(v)− 2C1b1(v)− 2a2(v) + 2b2(v),
C2(v) = c
2
1(v)− 2C1c1(v)− 2a2(v) + 2c2(v),
d2(v) = 4µv
4(3C21 + 2C2 + 2a2(v)) + 2v(1− 2µv4)a′2(v)−
v2
9(1− 2µv4) . (5.43)
Evidently, the metric depends on the rapidity as well as the transverse coordinates
at next-to-next-to-leading order. This dependence cannot be eliminated by any
choice of the functions which are yet to be determined. One may try to modify
the transformation (5.38) to eliminate the off-diagonal terms which depend on y and
x˜⊥, but this only shifts the dependence on these coordinates to other components
of the metric. If we insist on reproducing Bjorken flow on the boundary, we must
perturb the Schwarzschild metric (4.2). Let the perturbed metric be
ds2perturbed = ds
2
b.h. −
1
z˜2
[
v2A(v)
τ 4/3
dz˜2 + 2Aµdx˜µdz˜
]
(5.44)
where, apart from the off-diagonal elements, we are also modifying the z˜z˜ component
of the black hole metric by an amount proportional to an arbitrary function A(v).
It turns out that, even though we have certain freedom in the choice of A(v) (gauge
freedom), this function cannot vanish.
Using Eqs. (5.41) and (5.44), the z˜z˜ component of the perturbed metric can be
expanded as
gz˜z˜ =
1
z˜2
[
1
1− 2µv4 −
8µC1v4
τ 2/3(1− 2µv4)2 +
v2D2(v)
τ 4/3
+ . . .
]
(5.45)
where
D2(v) =
d2(v)
v2(1− 2µv4)2 +
64µ2C21v6
(1− 2µv4)3 −A(v). (5.46)
82
Demanding that the perturbed metric satisfy the Einstein equations at the order we
are interested in yields four constraints on the four functionsA2(v), B2(v), C2(v), D2(v),
3(1− 2µv4)2(3− 2µv4)(B′2 + 2C ′2)− 3v(1− 2µv4)3(B′′2 + 2C ′′2 )
−9v2(1− 2µv4)4D′2 + 18v(1 + 6µv4)(1− 2µv4)3D2
+8µv5
[−1 + 36C21µv2 (11− 6µv4 − 2(1− 2µv4) ln(1− 2µv4))] = 0,
9v(1− 2µv4)3A′′2 − 9(3− 10µv4)(1− 2µv4)2A′2 + 288µ2v7(1− 2µv4)A2
+9v2(3− 2µv4)(1− 2µv4)4D′2 − 18v(3 + 8µv4 − 12µ2v8)(1− 2µv4)3D2
+18v(1− 2µv4)4C ′′2 − 18(3 + 2µv4)(1− 2µv4)3C ′2
−8µv5 [7 + 2µv4 + 36C21µv2(9 + 44µv4 + 4µ2v8)] = 0,
9v(1− 2µv4)3A′′2 − 9(3− 10µv4)(1− 2µv4)2A′2 + 288µ2v7(1− 2µv4)A2
+9v(1− 2µv4)4(B′′2 + C ′′2 )− 9(3 + 2µv4)(1− 2µv4)3(B′2 + C ′2)
+9v2(3− 2µv4)(1− 2µv4)4D′2 − 18v(3 + 8µv4 − 12µ2v8)(1− 2µv4)3D2
−8µv5 [1 + 14µv4 + 36C21µv2(39− 28µv4 + 28µ2v8)] = 0,
−9(1− 2µv4)2A′2 − 72µv3(1− 2µv4)A2
−3(1− 2µv4)2(3− 2µv4)(B′2 + 2C ′2)− 36v(1− 2µv4)3D2 + 8µv5
+8µv3
[
18C21
(
14µv4 + 4µ2v8 − (1− 2µv4)(3− 2µv4) ln(1− 2µv4))] = 0,(5.47)
coming from the ττ , yy, xx, and zz components of the Einstein equations,
respectively. This system of equations does not completely determine the four
functions. Keeping A2(v) arbitrary (gauge degree of freedom), the other three
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functions are determined to be
B′2(v) =
(
A2(v)
1 + 2µv4
)′
+
2µv3
9(1− 4µ2v8)2
{
− 4v2(3 + 4µv4 + 4µ2v8)− 72C21(1− 24µv4 − 20µ2v8)
−8(1− 2µv4)(1 + µv4 + 2µ2v8) 1√
2µ
tanh−1 v2
√
2µ
−72C21(5 + 2µv4 + 8µ2v8)(1− 2µv4) ln(1− 2µv4)
+C3(1− 2µv4)2 − C4(1− 2µv4)(3 + 4µ2v8)
}
,
C ′2(v) =
(
A2(v)
1 + 2µv4
)′
+
2µv3
9(1− 4µ2v8)2
{
− 2v2(3− 4µv4 − 4µ2v8)
−2(1− 10µv4 + 12µ2v8 + 8µ3v12) 1√
2µ
tanh−1 v2
√
2µ
−36C21(11− 6µv4 + 20µ2v8 + 24µ3v12)
−36C21(7− 22µv4 + 20µ2v8 − 8µ3v12) ln(1− 2µv4)
+C3(1− 2µv4)2 + C4(−3
2
+ 9µv4 − 10µ2v8 − 4µ3v12)
}
,
D2(v) = − 1
v(1− 4µ2v8)A
′
2(v) +
4µv2(1− 6µv4)
(1− 4µ2v8)2 A2(v)
+
µv2(3− 2µv4)
9(1− 2µv4)(1 + 2µv4)2
{
2√
2µ
tanh−1 v2
√
2µ
+108C21 ln(1− 2µv4)−
C3
2
+ C4
}
+
2µv2
9(1− 4µ2v8)2(1− 2µv4)
{
− v2(7 + 4µ2v8)
+72C21(3− 6µv4 + 20µ2v8 + 24µ3v12)
}
. (5.48)
The functions B2(v) and C2(v) are found by integrating the first two equations,
respectively. No arbitrary integration constants are introduced because B2(0) =
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C2(0) = 0. Notice also that apart from the arbitrary function A2(v), the above
functions contain arbitrary parameters C3 and C4.
Constraints on the parameters are obtained by demanding regularity of the
perturbed metric in the bulk. After some algebra, the Kretschmann scalar (5.14)
is found as an asymptotic expansion in τ ,
R2 = 8(5 + 36µ2v8)− 2304C1µ
2v8
τ 2/3
+
96µ2v8
9(1 + 2µv4)τ 4/3
{
− 108A2
+
v2(−14 + 8µv4 − 24µ2v8) + 72C21(3 + 24µv4 − 44µ2v8 + 32µ3v12)
(1− 2µv4)2
+
(
3
2
− 3µv4)
)
C3 − 3(1− 2µv4)C4
−6(1− 2µv4)
[
1√
2µ
tanh−1 v2
√
2µ+ 54C21 ln(1− 2µv4)
]}
+ . . . , (5.49)
correcting the lower order expression (5.33) for d = 5. At this order, we have a
double pole at v = 1/(2µ)1/4. Demanding regularity of the Kretschmann scalar, we
obtain two constraints. One fixes the parameter C1 (which is related to the viscosity
coefficient),
C1 = 1
6(2µ)1/4
, (5.50)
and the other fixes the residue of the function A2(v) (which ought to have a simple
pole at v = 1/(2µ)1/4). Near the pole, we obtain
A2(v) ≈ v
2
9(1− 2µv4) , (5.51)
Thus, A2(v) cannot vanish; however, other than the simple pole at v = 1/(2µ)
1/4, it
is arbitrary. Finally, there are no constraints on the parameters C3 and C4.
The Riemann invariants (5.17) are singular, as in lower order (Eq. (5.34)). Their
singularities are canceled by higher-order contributions to the metric (5.44) which,
however, spoil boost invariance (cf. with the corrected expression (5.37) due to the
corrected metric (5.35)).
85
Having obtained an explicit expression for the metric, we may now use holographic
renormalization to compute the stress-energy tensor of the dual gauge theory. This
is a tedious task. However, note that the temperature is easy to deduce from the
restriction of the transformation (5.38) to the boundary,
t =
3
2
τ 2/3
[
1 +
2τ 2y2 − (x˜⊥)2
9τ 2
]
− C1 ln τ − 3C2
2τ 2/3
,
x1 = τ 2/3y
(
1− C1
τ 2/3
+
C2
τ 4/3
)
, x⊥ =
x˜⊥
τ 1/3
(
1− C1
τ 2/3
+
C2
τ 4/3
)
, (5.52)
with a new correction dependent on C2. The metric perturbation does not change
the argument we employed at lower orders because the perturbation vanishes at the
boundary. From the conformal factor relating the static and Bjorken metrics in the
next-to-next-to-leading order, we may obtain the temperature as
T = TH
(
1
τ 1/3
− C1
τ
+
C2
τ 5/3
)
. (5.53)
The Stefan-Boltzmann law may be used to calculate the other thermodynamic
quantities in the next-to-next-to-leading order. In particular, the viscosity-to-entropy-
density ratio is still given by (5.32) with d = 5, but with C1 constrained by (5.50). It
follows that this ratio is given by
η
s
=
1
4π
(5.54)
which is the same value one obtains from sinusoidal perturbations of the AdS
Schwarzschild metric [26]. This is also in agreement with the conclusion reached
by considering time-dependent asymptotic solutions of the Einstein equations [52].
5.4 Chapter 5 summary
We discussed the possibility of obtaining viscous Bjorken hydrodynamics on a
(d − 1)-dimensional Minkowski space from a large AdSd Schwarzschild black hole
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(of flat horizon). The latter is normally considered dual to a static gauge theory
fluid on the boundary whose temperature coincides with the Hawking temperature.
By appropriately modifying the boundary conditions, we obtained viscous Bjorken
hydrodynamics on the boundary in the limit of large longitudinal proper time
(τ →∞) at next-to-leading order. Our results are in agreement with those obtained
by considering time-dependent asymptotic solutions of the Einstein equations in five
dimensions [18, 30, 56]. Moreover, since our bulk space consisted of a Schwarzschild
black hole, we were able to determine the temperature of the conformal fluid on
the boundary in terms of the Hawking temperature of the hole. At next-to-next-to-
leading order, we saw that no choice of boundary conditions could lead to a boost-
invariant flow. In order to obtain a dual Bjorken flow at that order, we had to
perturb the black hole metric. This led to a constraint on the viscosity coefficient,
and the viscosity-to-entropy-density ratio was fixed to the value 1/(4π) as in the
case of sinusoidal perturbations [26]. This was in agreement with a next-to-next-to-
leading-order calculation of a time-dependent asymptotic solution [52].
It may also be worthwhile, albeit tedious, to go beyond the perturbative order
considered here. It has already been observed that the supergravity Fefferman-
Graham metrics dual to boost-invariant hydrodynamics suffer from singularities of the
curvature invariants near the reputed black hole horizon [53]. This occurs at the third
perturbative order it the large τ expansion and cannot be canceled by an appropriate
choice of transport coefficients as has been done at second order. However, by working
with Eddington-Finkelstein instead of Fefferman-Graham coordinates, an expansion
in the new time coordinate was shown to lead to nonsingular solutions at all orders
with the correct choice of transport coefficients [40, 58]. It would be interesting to
investigate the connection of the AdS Schwarzschild black hole metric with these
Eddington-Finkelstein-type solutions of the Einstein equations.
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Chapter 6
Low-lying quasinormal modes of
topological AdS black holes and
hydrodynamics
6.1 Introduction
The simplest AdS solution to study is the Schwarzschild metric, which has a dual
static CFT on the boundary. This may be extended by looking at small deformations
of the Schwarzschild metric, i.e., quasinormal modes which dictate the late-time
behavior of the black hole [59]. Calculating these modes has been held in high
importance and thereby studied in vast detail (see [60] and references therein).
According to the AdS/CFT correspondence, the lowest frequency modes govern the
hydrodynamic behavior of the conformal field theory on the boundary [26]. However,
these modes are difficult to find and may be missed by some quasinormal mode
techniques [61].
In [59, 62] the lowest-lying gravitational quasinormal modes for an AdS Schwarzschild
solution were numerically calculated in four and five dimensions and were shown to
be in agreement with hydrodynamic perturbations of the gauge theory plasma on the
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AdS boundary. For AdS5 this was understood as a finite “conformal soliton flow”
after the spherical AdS5 boundary one obtains in global coordinates was conformally
mapped to the physically relevant flat Minkowski spacetime. The perturbations also
allowed for calculations of the elliptic flow of the plasma and its thermalization time –
two of the observables at RHIC. While there is still work to be done, the calculations
compared well with what has been found experimentally.
An alternative to a spherical AdS black hole would be to choose one with a
hyperbolic horizon [63, 64, 65, 66, 67]. They are usually referred to as topological
AdS black holes because they possess topologically nontrivial horizons. Our aim is to
elucidate their effect on the gauge theory plasma on the AdS boundary. By studying
gravitational perturbations, we shall show that they possess quasinormal modes whose
lifetime is comparable to or longer than their counterparts in the case of horizons with
positive curvature (spherical black holes). These results are in agreement with those
obtained by studying the hydrodynamics of the gauge theory plasma on the boundary.
Therefore, topological AdS black holes might have a significant effect on the behavior
of the quark-gluon plasma in heavy ion collisions at RHIC and the LHC via the
AdS/CFT correspondence.
In Section 6.2 we discuss the scalar, vector, and tensor gravitational perturbations
of a topological AdS black hole in d dimensions. We calculate analytically the lowest
lying quasinormal modes using the procedure of Ref. [61]. In section 6.3 we study the
hydrodynamics of a gauge theory plasma on a hyperbolic space in d − 1 dimensions
extending the results of Ref. [62]. We show that the frequencies obtained from
hydrodynamics are in agreement with their counterparts obtained from black hole
perturbations in Section 6.2. We summarize our conclusions in Section 6.4.
6.2 Topological AdS black holes
The Einstein equations for vacuum anti-de Sitter space allows for three separate
maximally symmetric solutions parameterized with a single parameter K taking the
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values 0,±1. For K = 0 we have a flat horizon whereas for K = +1 the horizon
is a compact sphere. The case K = −1 yields a horizon which is a hyperbolic
space and has been much less studied. Nevertheless, in the context of the AdS/CFT
correspondence all solutions to the Einstein equations should be taken into account.
Here we concentrate on the case of black holes with a hyperbolic horizon (K = −1)
aiming at elucidating their effect on the gauge theory plasma on the AdS boundary.
The metric of an AdS black hole with K = −1 in d spacetime dimensions takes
the form
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dΣ2d−2, f(r) = r
2 − 1− 2µ
rd−3
, (6.1)
where we have chosen units in which the AdS radius is R = 1. The horizon radius is
found from
2µ = rd−1H
(
1− 1
r2H
)
. (6.2)
The Hawking temperature is
TH =
(d− 1)r2H − (d− 3)
4πrH
. (6.3)
The area of the horizon is rendered finite by introducing identifications in the
hyperbolic space which make the horizon topologically nontrivial. Thus Σd−2 =
Hd−2/Γ where Γ is a discrete group of isometries of the hyperbolic space Hd−2.
Various choices of Γ were eagerly studied in the late nineties in preparation for
the Wilkinson Microwave Anisotropy Probe as it was thought to possibly describe
the type of universe we live in [68]. For example, in d = 4 the boundary may be
compactified with periodic boundaries around an octagon specified by Γ; in higher
dimensions the fundamental domain becomes a generalization of the octagon.
The mass and entropy of the hole are given, respectively, by [66]
M = (d− 2)(r2H − 1)
rd−3H
16πG
Vd−2, S =
rd−2H
4G
Vd−2, (6.4)
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where Vd−2 is the volume of the hyperbolic space Σd−2.
Through the AdS/CFT correspondence, the black hole is mapped onto a gauge
theory fluid on the boundary of AdS which in this case is the open Einstein static
universe, Σd−2×R. On the other hand, the quark-gluon plasma created in heavy ion
collisions lives in Minkowski space (Rd−2,1, for d = 5). To understand experimental
results, we need to choose a different foliation near the boundary of AdS consisting
of hypersurfaces which become asymptotically flat. This is achieved through an
appropriate coordinate transformation in the bulk which amounts to a conformal
transformation between part of the open static universe, Σd−2×R, and the Minkowski
space, Rd−2,1. This transforms the static plasma on Σd−2×R to a flow of finite extent
(soliton) on Rd−2,1. In the case of a spherical horizon, this flow was dubbed “conformal
soliton flow” [59]. Understanding the behavior of the plasma in our case would entail
numerical techniques due to the complexity of Σd−2×R. We shall leave such a detailed
calculation for future work.
Here we concentrate on perturbations of the conformal soliton whose characteristic
frequencies and lifetimes are determined by the quasinormal modes of the black hole
(real and imaginary parts, respectively).
For the study of perturbations, we need to understand the behavior of harmonic
functions on Σd−2. In general, they obey
(∇2 + k2)T = 0. (6.5)
Without identifications (i.e., in Hd−2), the spectrum is continuous. We obtain [69]
k2 = ξ2 +
(
d− 3
2
)2
+ δ, (6.6)
where ξ is arbitrary and δ = 0, 1, 2 for scalar, vector and tensor perturbations,
respectively. When a compactification scheme is chosen, the spectrum becomes
discrete. Depending on the choice of Γ, the discretized eigenvalues ξ may be made
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as small as desired, i.e., zero is an accumulation point of the spectrum of ξ [68]. As
ξ → 0, the complexity of the set of isometries Γ increases and the volume Vd−2 of the
hyperbolic space Σd−2 diverges (hence also the mass and entropy of the hole). This
ought to be studied numerically for a detailed comparison with experimental data in
heavy ion collisions at RHIC through a generalization of the approach of [59].
Having understood the harmonics on Σd−2, we may write the wave equation for
gravitational perturbations in the general Schro¨dinger-like form [70]
− d
2φ
dr2∗
+ V [r(r∗)]φ = ω2φ (6.7)
in terms of the tortoise coordinate r∗ defined by
dr∗
dr
=
1
f(r)
(6.8)
where f(r) is defined in (6.1). The potential takes different forms for different types
of perturbation. We shall study each case separately.
6.2.1 Vector perturbations
The vector potential is given by
VV =
f(r)
r2
(
k2V − 1 +
(d− 2)(d− 4)
4
(r2 − 1)− 3(d− 2)
2µ
rd−3
)
, (6.9)
where k2V is an eigenvalue of a vector harmonic (Eq. (6.6) with δ = 1).
It is convenient to introduce the variable
u =
(rH
r
)d−3
. (6.10)
The wave equation (6.7) takes the form
− (d− 3)2u d−4d−3 fˆ(u)∂u
(
u
d−4
d−3 fˆ(u)∂uφ
)
+ VˆV (u)φ = ωˆ
2φ, (6.11)
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where
VˆV (u) = fˆ(u)
[
kˆ2V +
(d− 2)(d− 4)
4
u
2
3−d − 3(d− 2)
2
4
u
− 1
r2H
(
1 +
(d− 2)(d− 4)
4
− 3(d− 2)
2
4
u
)]
,
fˆ(u) =
f(r)
r2
= 1− u 2d−3
(
u+
1− u
r2H
)
, ωˆ2 =
ω2
r2H
, kˆ2V =
k2V
r2H
. (6.12)
With ωˆ and kˆV fixed, to leading order in 1/rH this is the same equation as the case of
a flat horizon studied in [26] and also coincides with the leading-order equation in the
case of spherical horizon studied in [61]. The curvature of the horizon only comes into
play at O(1/r2H), as expected, since the horizon becomes flat in the limit rH → ∞.
Following the perturbative analysis performed in [61], we shall solve the wave equation
in the rH →∞ limit and add the O(1/r2H) contributions as perturbative corrections
(treating ωˆ, kˆ2V ∼ O(1/r2H)).
Factoring out the behavior of φ as it approaches the horizon (u = 1),
φ(u) = (1− u)−i wˆd−1F (u) (6.13)
so that the wave equation in the large rH limit (including O(1/r2H) contributions)
becomes
HF ≡ AF ′′ + BF ′ + CF = 0, (6.14)
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where
A = −(d− 3)2u 2d−8d−3 (1− u d−1d−3 ) + 2(d− 3)
2
r2H
u2(1− u),
B = −(d− 3)[d− 4− (2d− 5)u d−1d−3 ]u d−5d−3 − 2(d− 3)2 iωˆ
d− 1
u
2d−8
d−3 (1− u d−1d−3 )
1− u
+
d− 3
r2H
u
[
(d− 3)(2− 3u)− (d− 1) 1− u
1− u d−1d−3
u
d−1
d−3
]
,
C = kˆ2V +
(d− 2)[d− 4− 3(d− 2)u d−1d−3 ]
4
u−
2
d−3
−(d− 3) iωˆ
d− 1
[d− 4− (2d− 5)u d−1d−3 ]u d−5d−3
1− u − (d− 3)
2 iωˆ
d− 1
u
2d−8
d−3 (1− u d−1d−3 )
(1− u)2
−d − 2
2r2H
[
d− 4− (2d− 5)u− (d− 1) 1− u
1− u d−1d−3
u
d−1
d−3
]
. (6.15)
Expanding the wave function,
F = F0 + F1 + . . . (6.16)
we may solve the wave equation (6.14) perturbatively.
The zeroth order wave equation,
H0F0 = 0 (6.17)
is obtained in the limit ωˆ, kˆv, 1/r
2
H → 0. Explicitly,
H0F0 = A0F ′′0 + B0F ′0 + C0F0, (6.18)
where
A0 = −(d− 3)2u
2d−8
d−3 (1− u d−1d−3 ),
B0 = −(d− 3)[d− 4− (2d− 5)u
d−1
d−3 ]u
d−5
d−3 ,
C0 = (d− 2)[d− 4− 3(d− 2)u
d−1
d−3 ]
4
u−
2
d−3 . (6.19)
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The zeroth order wave equation (6.17) has the two exact solutions
F0 = u
d−2
2(d−3) , Fˇ0 = u
− d−4
2(d−3)
2F1
(
1,−d− 3
d− 1 ,
2
d− 1; u
d−1
d−3
)
. (6.20)
The former is well behaved at both the horizon (u → 1) and the boundary (u → 0)
but the latter diverges at both ends, therefore it is unacceptable.
The constraint for ωˆ comes from the first order equation which accounts for the
O(1/r2H) terms in (6.14)
H0F1 +H1F0 = 0 (6.21)
solved by
F1 = −F0
∫
Fˇ0H1F0
A0W0 + Fˇ0
∫
F0H1F0
A0W0 (6.22)
where W0 is the zeroth order Wronskian
W0 = 1
u
d−4
d−3
(
1− u d−1d−3
) . (6.23)
The second term in the expression for F1 is ill-behaved at both the boundary and the
horizon. If we choose one of the limits of integration at the boundary (u = 0), then
the second term becomes regular there. However, at the horizon it diverges due to
the behavior of Fˇ0. This is avoided if the coefficient of Fˇ0 vanishes as u → 1. This
requirement yields the constraint
∫ 1
0
F0H1F0
A0W0 = 0, (6.24)
which is a linear equation in ωˆ whose solution is
ωˆ = −i
kˆ2V +
d−3
r2H
d− 1 . (6.25)
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This is the frequency of the lowest-lying vector quasinormal mode. It can be written
as
ω = −iξ
2 +
(
d−1
2
)2
(d− 1)rH . (6.26)
This mode is inversely proportional to the radius of the horizon and will dictate the
hydrodynamics of the dual gauge theory. We obtain an upper bound for the lifetime of
this mode which may be written in terms of the temperature TH ≈ d−14pi rH (Eq. (6.3)
in the large rH limit and in units in which the AdS radius is R = 1),
τ =
1
|ω| <
16π
(d− 1)2 TH . (6.27)
In the physically interesting case of d = 5, this reads τ < πTH . To compare this with
the case of a spherical horizon, note that the frequency is given by [61]
ωS
d−2
= −i(l + d− 2)(l − 1)
(d− 1)rH . (6.28)
which yields a maximum lifetime
τS
d−2
max =
4π
d
TH (6.29)
and in the case d = 5, we obtain an upper bound of 4pi
5
TH which is lower than the
upper bound in the hyperbolic case (πTH).
To assess the relevance of this result to heavy ion collisions, one ought to relate the
lifetime (6.27) to the thermalization time of the plasma which lives on flat Minkowski
space Rd−2,1. For spherical horizons, the latter is roughly half the former [59]. In our
case, the relationship will be determined once the conformal map from part of the open
Einstein static universe Σd−2 × R onto Rd−2,1 is found. As discussed earlier, this will
require the use of numerical techniques and is deferred to future work. Nevertheless,
the large value of the lifetime (6.27) indicates that these modes may play a role in
determining the behavior of the quark-gluon plasma.
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6.2.2 Scalar perturbations
We now turn our attention to scalar perturbations for which the master equation can
be cast into the same form as (6.11) but with a new potential,
VˆS(u) =
u−
2
d−3 − u− 1
r2H
(1− u)
4(mˆ+ u)2
{
(−6 + d)(−4 + d)mˆ2 − 6(−4 + d)(−2 + d)mˆu
+ (−2 + d)du2 − 3(−6 + d)(−2 + d)mˆ2u d−1d−3 + 2(−2 + d)(−1 + d)mˆ3u 2−3+d
+ 2(18 + d(−11 + 2d))mˆu 2(d−2)d−3 + (−2 + d)2u 3d−7d−3
− u
2
d−3
r2H
[(−2 + d)mˆ2(d+ 2(−1 + d)mˆ)− 3(−2 + d)mˆ(−8− 6mˆ+ d(2 + mˆ))u
+ (24 + 36mˆ+ d(−10 + d− 22mˆ+ 4dmˆ))u2 + (−2 + d)2u3]
}
, (6.30)
where
mˆ = 2
k2S + d− 2
(d− 1)(d− 2)(r2H − 1)
(6.31)
and k2S is an eigenvalue of a scalar harmonic (Eq. (6.6) with δ = 0).
A new singularity at u = −mˆ arises in the scalar potential. It is best to factor out
the behavior at this point in addition to the behavior at the horizon and boundary.
We see again that the effect of the curvature enters at O(1/r2H) and the wave equation
matches the spherical case [61] at leading order first in 1/rH.
Defining
φ(u) = (1− u)−i wˆd−1 u
d−4
2(d−3)
mˆ+ u
F (u) (6.32)
as in the vector case we obtain a wave equation for F which may be solved
perturbatively. In the vector case, we had ωˆ, kˆ2V ∼ O(1/r2H), so keeping terms to
O(1/r2H) we could drop terms which were quadratic in ωˆ. In the scalar case, the
frequency has a real part which is related to the speed of sound in the gauge theory
fluid [26]. In a conformal fluid, the speed of sound is 1√
d−2 . Therefore, in the limit
rH → ∞ we expect ω ∼ O(1), consequently terms which are quadratic in ωˆ = ωrH
must be kept and will contribute at first order in 1/r2H .
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The zeroth-order wave equation ought to coincide with the case of a spherical
horizon, because the curvature plays no role at leading order. Following [61], we
choose
H0F0 = A0F ′′0 + B0F ′0 + C0F0 = 0, (6.33)
where
A0 = −(d− 3)2u
2d−8
d−3 (1− u d−1d−3 ),
B0 = −(d− 3)u 2d−8d−3 (1− u d−1d−3 )
[
d− 4
u
− 2(d− 3)
mˆ+ u
]
− (d− 3)[d− 4− (2d− 5)u d−1d−3 ]u d−5d−3 ,
C0 = 0. (6.34)
This zeroth order wave equation has two linearly independent solutions,
F0 = 1, (6.35)
which is well-behaved at all points and a singular one which can be written in terms
of the Wronskian,
Fˇ0 =
∫
W0 , W0 = (mˆ+ u)
2
u
2d−8
d−3 (1− u d−1d−3 )
. (6.36)
Care must be exercised in the case d = 4 where Fˇ0 does not lead to a singularity at the
boundary; however, the boundary conditions ought to be altered to Robin boundary
conditions [61, 62].
Proceeding as with vector perturbations, a constraint similar to (6.24) is found
by including terms up to O(1/r2H) which also account for the contributions of mˆ ∼
O(1/r2H) and ωˆ ∼ O(1/rH). After some tedious algebra, we arrive at a quadratic
equation for ωˆ,
d− 1
2
1 + (d− 2)mˆ
(1 + mˆ)2
− 1
r2H
(
1
mˆ
+O(1)
)
− iωˆ d− 3
(1 + mˆ)2
− ωˆ2
(
1
mˆ
+O(1)
)
= 0. (6.37)
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The two solutions for small mˆ are
ωˆ = ±
√
d− 1
2
mˆ− 1
r2H
− id − 3
2
mˆ, (6.38)
which may also be written as
ω0 = ± kS√
d− 2 − i
d− 3
(d− 1)(d− 2)rH
[
k2S + d− 2
]
. (6.39)
The real part gives the correct speed of sound ( 1√
d−2) whereas the imaginary part
yields the lifetime
τ =
1
|ℑω| =
4π(d− 2)
(d− 3)(ξ2 + (d−1
2
)2
)
TH . (6.40)
This is bounded by
τ <
16π(d− 2)
(d− 3)(d− 1)2 TH (6.41)
to be compared with the maximum lifetime of a scalar mode in the spherical horizon
case [61]
τS
d−2
max =
4(d− 2)π
(d− 3)d TH . (6.42)
In the physically interesting case d = 5, the bound for a hyperbolic horizon is 3pi
2
TH
which is higher than the maximum lifetime for a spherical horizon, 6pi
5
TH , as well as
the upper bounds of vector modes.
These modes may be important in understanding the quark-gluon plasma, but
again, as with vector modes, their significance will be determined after one computes
their relationship to the thermalization time of the quark-gluon plasma. These modes
correspond to perturbations of a static fluid on the open Einstein universe Σd−2 ×
R and need to be transformed to the Minkowski space (Rd−2,1, where d = 5 for
comparison with experimental data) in which the quark-gluon plasma lives.
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6.2.3 Tensor perturbations
The remaining quasinormal modes come from tensor perturbations. Following [70],
the wave equation may be cast in the same form as (6.11) with the potential in the
large rH limit,
VˆT (u) =
d− 2
4
(
du−
2
d−3 − (d− 2)u 2(d−2)d−3 − 2u
)
+ kˆ2T
(
1− u d−1d−3
)
, (6.43)
where kˆT = kT/rH and kT is the tensor harmonic eigenvalue given by Eq. (6.6) with
δ = 2.
The zeroth order wave equation can be solved as in the spherical case [61] to find
the two independent solutions
φ0 = u
− d−2
2(d−3) , φˆ0 = u
− d−2
2(d−3) ln
(
1− u d−1d−3 .
)
(6.44)
Both can be seen to diverge at the boundary (u → 0) and the horizon (u → 1).
Therefore, there are no low frequency tensor modes. The lowest modes are expected
to have frequencies ω ∼ O(rH) and cannot be found using the same perturbative
technique as with vector and scalar modes. We are not interested in finding the tensor
modes in this case because they do not contribute to the hydrodynamic behavior of
the gauge theory plasma.
6.3 Hydrodynamics
In the previous section we calculated the lowest lying quasinormal modes whose
imaginary part was inversely proportional to the radius of the horizon (and therefore
their lifetime was proportional to the Hawking temperature of the black hole). Based
on the analysis in [60], the overtones do not exhibit this behavior; their frequencies
are all proportional to the radius of the horizon for large black holes. This leads to
the interpretation of the lowest-lying modes corresponding to the hydrodynamics on
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the dual gauge theory plasma [26], and the subsequent overtones to its microscopic
behavior. In this section, we study the hydrodynamics in the linearized regime of a
d− 1 dimensional fluid with dissipative effects taken into account, similar to Section
2.1. The fluid lives on the boundary with topology R× Σd−2 where Σd−2 = Hd−2/Γ,
i.e., the quotient of the hyperbolic space Hd−2 with the discrete group of isometries
Γ. We thus extend earlier results for a spherical boundary [62].
Using µ, ν running over the boundary with metric
ds2boundary = −dt2 + dΣ2d−2 (6.45)
and i, j over only the hyperbolic space Σd−2, the hydrodynamic equations for the
conformal fluid follow in a standard manner,
T µν = (ǫ+ p)uµuν + pgµν − ζ△µν∇λuλ
− η
(
△µλ∇λuν +△νλ∇λuµ − 2
d− 2△
µν∇λuλ
)
,
∇µT µν = 0,
T µµ = 0, (6.46)
where △µν = gµν + uµuν and ǫ, p, η and ζ represent the energy density, pressure,
shear viscosity and bulk viscosity, respectively, of the conformal field theory. Two
constraints on the parameters immediately follow,
ǫ = (d− 2)p, ζ = 0, (6.47)
uµ is the velocity field of the conformal fluid. The reference frame is chosen so that
uµuµ = −1. In the rest frame of the fluid, uµ = (1, 0, 0, 0). Perturbations introduce
small disturbances,
uµ = (1, ui), (6.48)
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where ui is small and also allow for small corrections to the pressure so that
p = p0 + δp. (6.49)
Applying (6.46), we obtain the set of hydrodynamic equations
0 = ∇µT µt = (d− 2)∂tδp+ (d− 1)p0∇iui,
0 = ∇µT µi = (d− 1)p0∂tui + ∂iδp
− η
[
∇j∇jui − (d− 3)ui + d− 4
d− 2∂
i(∇juj)
]
, (6.50)
where we used Rij = −(d− 3)gij.
Looking first at vector perturbations of the fluid, the appropriate ansatz is [62]
δp = 0, ui = AV e−iΩtVi, (6.51)
where Vi is a vector harmonic.
The first hydrodynamic equation is trivially satisfied and the second becomes
− iΩ(d − 1)p0 + η
[
k2V + d− 3
]
= 0 (6.52)
This can be solved for the frequency Ω characterizing the deviation from a perfect
fluid. The solution may be written in terms of the parameters of the dual black hole.
Using Eqs. (6.4) and (6.47), we obtain
η
p0
=
4πη
s
rH
r2H − 1
, (6.53)
where s is the entropy density. With η
s
= 1
4pi
[26] and for large rH we arrive at the
expression for the frequency of vector perturbations
Ω = −ik
2
V + d− 3
(d− 1)rH . (6.54)
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This is in agreement with the frequency of vector modes of the black hole, Eq. (6.26),
on account of the definition (6.6).
Turning now to scalar hydrodynamic perturbations, we should allow for deviations
in pressure as well as the velocity field. The appropriate ansatz is [62]
ui = ASe−iΩt∂iS, δp = BSe−iΩtS, (6.55)
where S is a scalar harmonic. The hydrodynamic equations become
(d− 2)iΩBS + (d− 1)p0k2SAS = 0,
BS +AS
[
−iΩ(d − 1)p0 + 2(d− 3)η + 2ηk2S
d− 3
d− 2
]
= 0. (6.56)
This is a linear system of homogeneous equations. To be compatible, their
determinant must vanish,
det

 (d− 2)iΩ (d− 1)p0k2S
1 −iΩ(d − 1)p0 + 2(d− 3)η + 2ηk2S d−3d−2

 = 0, (6.57)
which imposes a constraint on the frequency Ω. Working along the same lines as for
the vector perturbation, we arrive at the expression for Ω,
Ω = ± kS√
d− 2 − i
d− 3
(d− 1)(d− 2)rH
[
k2S + d− 2
]
, (6.58)
which is in exact agreement with the quasinormal frequency of scalar gravitational
perturbations (6.39).
Finally, an ansatz cannot be built to describe tensor perturbations with the
associated harmonics because of the tracelessness and zero divergence of tensor
spherical harmonics. This is in consistent with the negative conclusion reached in
Section 6.2 on tensor modes of gravitational perturbations of the black hole.
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6.4 Chapter 6 summary
We analytically calculated the low-lying quasinormal modes of topological AdS black
holes in arbitrary dimension in the high temperature limit. These are black holes with
hyperbolic horizons of nontrivial topology. We considered all three different types of
perturbations (scalar, vector and tensor) and solved the wave equation [70] in each
case by applying the method of Ref. [61]. We obtained quasinormal frequencies which
were in agreement with the frequencies obtained by considering perturbations of the
gauge theory fluid on the boundary, thus extending results obtained in the case of
black holes with spherical horizons [62].
In the physically interesting case of five dimensions, we showed that the lifetimes
of some of these modes exceed the longest lifetime of the modes of a black hole
with spherical horizon [59, 61]. Therefore, they play an important role in the late
time behavior of the gauge theory fluid and may contribute to the properties of the
quark-gluon plasma produced in heavy ion collisions.
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Chapter 7
Conclusion and Outlook
In this dissertation, we started with a discussion of relativistic heavy ion collisions.
Some of the data from RHIC, supporting the quark-gluon plasma existing in a fluid
state, was presented with the major component being a collective motion of the
constituents characterized by the elliptic flow. Hydrodynamical theory was developed
as a description of the fireball. Bjorken’s model, which implements homogeneous
longitudinal expansion, could then be used to derive the thermodynamic quantities
(ε, p, ρ, . . . ) associated with the collision. However, hydrodynamics has no ability to
derive the transport coefficients for dissipation. To do this, one needs a microscopic
theory that incorporates the interactions of quarks and gluons.
The AdS/CFT correspondence was presented as doing just that. There are two
perspectives to consider with the correspondence. The first is a strongly coupled
gauge theory with the second focusing on supergravity. The gauge theory is N = 4
SYM, but, in RHIC’s regime, the difference between SYM and QCD is softened.
The AdS/CFT correspondence was shown to be the most attractive when studying
dissipative processes. We then reproduced Bjorken hydrodynamics but with the shear
viscosity determined.
In the subsequent chapters, we discussed our contribution to the field applying
the AdS/CFT correspondence to hydrodynamically flowing systems. In line with
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studying viscosity, we turned the system around to study energy transfer by means of
the conductivity coefficient. The supergravity equations constrained the conductivity
to fall as a power-law in the longitudinal propertime as well as creating a temperature
gradient.
In Chapters 4 and 5, we developed the framework to derive the time-dependent
temperature and entropy. This was achieved by taking a static Schwarzschild black
hole and foliating it with time-dependent slices. When the transformation was
constrained correctly, we produced the time-dependent black hole that is dual to
Bjorken hydrodynamics. The temperature and entropy are found by the conformal
transformation between the static Minkowski space boundary and the time-dependent
boundary.
Lastly, we turned our attention to quasinormal modes. These were found for
gravitational perturbations of a topological black hole. The frequencies are related
to the hydrodynamic lifetimes of a strongly coupled plasma. Whereas much work
has been done for flat and spherical boundaries, hyperbolic boundaries have received
somewhat less. However, we showed that the hyperbolic hydrodynamic modes can
exist for longer than the other two.
A few possible directions for work directly related to the material in the Chapters
is discussed in the following.
Chapter 3:
It would be interesting to relax the assumption of rapidity invariance of the bulk
metric and consider more general forms by including dependence on transverse spatial
coordinates. That would lead to a more complicated energy flow by introducing
viscosity in combination with conduction.
Chapter 4:
Interesting results might be found if the AdSd Schwarzschild metric (or other exact
solutions of the Einstein equations) are used to study subleading terms, aside from
viscosity, in the τ expansion of time-dependent solutions of the Einstein equations.
This would encode the effects of dissipation of the gauge theory fluid on the boundary.
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Chapter 5:
If we do not perturb the black hole metric, deviations from Bjorken flow are found,
which are a subleading effect at late times. It might be worth exploring the connection
of such deviations (coming from a dual Schwarzschild black hole) to experimental
data.
Chapter 6:
Further work is required for a detailed comparison with experimental data which
will determine how a topological AdS black hole scenario is applicable to RHIC and
the LHC. Following the analysis of [59], one needs to map the hyperbolic boundary
of the topological black holes onto flat Minkowski space via a conformal map and
study the resulting flow of the gauge theory fluid. Unlike in the case of a spherical
boundary, this procedure cannot be carried out analytically for topological AdS black
holes owing to the complexity of the (topologically nontrivial) boundary [68]. Instead,
one needs to resort to numerical techniques.
There is still more work to be done with flowing hydrodynamical duals. The
more refined dualities which feature flavor, confinement, or any number of interesting
characteristics have largely not been applied to time-dependent systems. With respect
to heavy ion collisions, there is the matter of rapidity dependence in a supergravity
setting. A gravitational dual that incorporates this loss of symmetry might help us to
gain some insight via the observable particle distributions from RHIC. Additionally,
the framework developed in Chapters 2 and 3 could be used for studying the elliptic
flow structure, thermalization, and quark drag of a strongly coupled plasma in a time
dependent setting. The drag calculations are considered a candidate for quantitatively
comparing the use of holographic constructions and perturbative QCD at the Large
Hadron Collider [71].
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Appendix A
N = 4 SYM Lagrangian
For a full review of the superconformal algebra see Ref. [35]. The Lagrangian for
N = 4 SYM theory with SU(N) gauge group was presented in Section 2.2.1 as
L = − 1
2g2YM
Tr
{1
2
F µνFµν +Dµφ
iDµφi +
1
2
[φi, φj][φi, φj]
+ i(λ¯Aσ¯
µDµλ
A + λAσµDµλ¯A) + [φ¯AB, λ
A]λB − [φAB, λ¯A]λ¯B
}
.
It is comprised of gauge fields (Aµ), scalars (φ
i) and Weyl spinors (λA), with i =
1, . . . , 6 and A,B = 1, . . . , 4. The fields φAB and φ¯AB follow from
φi =
1
2
τ¯ iABφ
AB , φAB = −φBA , φ¯AB = 1
2
ǫABCDφ
CD, (A.1)
where (τ i)AB are the gamma matrices of SO(6). The fields are invariant under the
supersymmetry transformations
δφi = (τ¯ i)ABλ
αAη βα + (τ
i)AB η¯α˙Aλ¯
α˙
B,
δλAα = −
1
2
F−µ ν(σ
µν) βα η
B
β + i/Dαα˙φ
ABη¯α˙B +
1
2
[φi, φj](τij)
A
Bη
B
α ,
δAµ = −iλαA(σµ)αα˙η¯α˙A − iηαA(σµ)αα˙λ¯α˙A. (A.2)
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The generators of the algebra are the dilatationD, momenta Pµ, angular momenta
Jµν , conformal momenta Kµ, Poincare´ supercharges QA and Q¯
A, superconformal
charges SA and S¯A and R-symmetry charges T
A
B.
The bosonic sector is invariant under translations, Lorentz transformations, scale
transformations and conformal boosts which are generated by
Pµ = i∂µ , Jµν = i (xµ∂ν − xν∂µ) , D = ixµ∂µ , Kµ = i
(
2xµx
ν∂ν − x2∂µ
)
, (A.3)
and follow
[Pµ, Pν ] = 0 , [Jµν , Pρ] = −i(ηµρPν − ηνρPµ),
[Jµν , Jρσ] = −i [ηµρJνσ + ηνσJµρ − ηνρJµσ − ηµσJνρ] ,
[Kµ, Kν ] = 0 , [Jµν , Kρ] = −i(ηµρKν − ηνρKµ) , [Pµ, Kν ] = 2Jµν + 2ηµνD,
[D,D] = 0 , [D, Jµν ] = 0 , [D,Pρ] = −iPρ , [D,Kρ] = iKρ. (A.4)
The fermionic generators satisfy
{QA, Q¯B} = δBAσµPµ , {SA, S¯B} = δABσµKµ
{SA, QB} = δAB
(
1
2
σµνJµν +D
)
+ TAB,
{QA, QB} = 0 , {SA, SB} = 0 , {SA, Q¯B} = 0. (A.5)
The R-symmetry generators commute with all bosonic generators. However, the
commutation relations fermionic generators is given by
[
TAB, QC
]
= δACQB −
1
4
δABQC , [T
A
B , S
C] = δCBS
A − 1
4
δABS
C . (A.6)
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The final relations are composed of those between the bosonic and fermionic
generators, which follow
[Jµν , QA] =
1
2
σµνQA, [Kµ, QA] = σµS¯A, [D,QA] =
1
2
QA, [Pµ, QA] = 0[
Jµν , S
A
]
=
1
2
σµνS
A, [Pµ, S
A] = σµQ¯
A, [D,SA] = −1
2
SA, [Kµ, S
A] = 0.(A.7)
The associated Noether currents comprise a traceless stress-energy tensor, fifteen R-
symmetry currents, γ traceless current, three sets of scalars, two sets of spin 1/2
fermions, and six antisymmetric tenors. Moreover, the theory exhibits a vanishing β
function so that it lives on a superconformal fixed point.
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Appendix B
Einstein Equations
The metric (gµν) is the all-encompassing object of Einstein’s Theory of General
Relativity. It characterizes the geometric and causal structure of spacetime, allowing
one to quantify the effects of gravity on distance, volume, and additional aspects. For
the purpose of this text, we were concerned with solving the Einstein equations of
asymptotically AdS space. In order to appreciate the nature of Eq. (2.62)
Rµν − 1
2
gµνR + Λgµν = 0,
we must first discuss the concepts of curved spacetime.
In order to compare vectors in tangent spaces to points nearby on a curved
manifold, we must introduce the connections. These come directly from the metric
as
Γλµν =
1
2
gλσ (∂µgνσ + ∂νgσµ − ∂σgµν) . (B.1)
Named Christoffel symbols, this quantity, when combined with partial derivatives,
form a well-defined tensor. Covariant derivatives take the place of derivatives when
working in curved space. When acting on a vector or second rank tensor, we find
∇µV ν = ∂µV ν + ΓνµσV σ , ∇σT µν = ∂σT µν + ΓµλσT λν + ΓνλσT λµ. (B.2)
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Furthermore, Christoffel symbols may be combined into a (1,3) tensor that charac-
terizes the curvature of spacetime. This is known as the Riemann tensor and is cast
in the form
Rρσµν = ∂µΓ
ρ
νσ − ∂νΓρµσ + ΓρµλΓλνσ − ΓρνλΓλµσ. (B.3)
The Einstein equations are formed with a contraction of the Riemann tensor, named
the Ricci Tensor, and the trace of the Ricci Tensor. These quantities are found as
Rµν = R
λ
µλν , R = g
µνRµν (B.4)
and may now be used to place Eq. (2.62) in concrete form.
As an example, we would like to solve the Einstein equations for a five-dimensional
anti-de Sitter large black hole. The first step is to choose a metric ansatz (ds2 =
gµνdx
µdxν)
ds2 =
1
z2
(−ea(z)dt2 + d~x2 + e−a(z)dz2) . (B.5)
The non-zero Christoffel symbols are found as
Γztt = e
2a
(
a′
2
− 1
z
)
, Γzxx =
ea
z
, Γttz =
a′
2
− 1
z
,
Γxxz = −
1
z
, Γzzz = −
1
z
− a
′
2
. (B.6)
We now may calculate the non-zero Riemann tensor components
Rtxtx = − e
2a
2z4
(za′ − 2) , Rtztz = e
a
2z4
(
2− 2za′ + z2a′2 + z2a′′) ,
Rx2x1x2x1 = Rx3x1x3x1 = Rx3x2x3x2 = −e
a
z4
, Rzxzx =
za′ − 2
2z4
, (B.7)
and those of the Ricci tensor
Rtt =
e2a
2z2
(
8− 5za′ + z2a′2 + z2a′′) , Rxx = ea
z2
(za′ − 4) ,
Rzz = − 1
2z2
(
8− 5za′ + z2a′2 + z2a′′) . (B.8)
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We are now at the point to calculate the Einstein equations for AdS5. Upon using
the AdS5 cosmological constant Λ5 = −6, the equations are reduced to the single one
− 6 + 6ea − 3
2
za′ea = 0. (B.9)
The solution is given as
a(z) = ln
(
1 + 2µz4
)
, (B.10)
where µ is an integration constant. This leads to the metric
ds2 =
1
z2
(
−(1 − 2µz4)dt2 + d~x2 + dz
2
1− 2µz4
)
, (B.11)
which can be seen to match Eqs. (4.2) - (4.4) and the generalized hyperbola of Eq.
(2.38) for µ = 0 and z = L
r
.
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