Einstein relation for random walks in random environments  by Komorowski, T. & Olla, S.
ARTICLE IN PRESSStochastic Processes and their Applications 115 (2005) 1279–13010304-4149/$ -
doi:10.1016/j
Correspo
E-mail ad
(S. Olla).
1The resea
European Scwww.elsevier.com/locate/spaEinstein relation for random walks in
random environments
T. Komorowskia,1, S. Ollab,
aInstitute of Mathematics, UMCS, Pl. Marii Curie-Sk!odowskiej 1, Lublin 20-031, Poland
bCeremade, UMR CNRS 7534, Universite´ de Paris Dauphine, Place du Mare´chal De Lattre De Tassigny,
75775 Paris, Cedex 16, France
Received 23 March 2004; received in revised form 8 December 2004; accepted 16 March 2005
Available online 21 April 2005Abstract
We consider a tracer particle performing a nearest neighbor random walk on Zd in
dimension dX3 with random jump rates. This kind of a walk models the motion of a charged
particle under a constant external electric ﬁeld. We assume that the jump rates admit only two
values 0ogogþoþ1, representing the lower and upper conductivities. We prove the
existence of the mobility coefﬁcient and that it equals to the diffusivity coefﬁcient of the
particle in zero external ﬁeld.
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T. Komorowski, S. Olla / Stochastic Processes and their Applications 115 (2005) 1279–13011280random lattice. The trajectory XðtÞ of this particle, in a large space-time scale, can be
regarded as a centered Brownian motion whose mean square displacement is
proportional to time. The diffusivity of a Brownian particle is deﬁned as a matrix
D ¼ ½Dp;q, where for each t40
Dp;q :¼ t1E½X pðtÞX qðtÞ; p; q ¼ 1; . . . ; d. (1.1)
The mobility s is deﬁned in the following way. Suppose that the moving particle is
electrically charged and an exterior uniform electric ﬁeld E ¼ El is applied in a given
direction l, represented by a unit vector in Rd . In the corresponding stationary state,
the particle will pick up a mean velocity vðEÞ corresponding to the magnitude E of
the ﬁeld. The limit vector
lim
E!0þ
vðEÞ
E
¼:s (1.2)
deﬁnes the mobility of the particle. The Einstein relation, established in [5], states that
s ¼ bDl, with b1 ¼ kBT , T the ﬂuid temperature and kB the Boltzmann constant.
A heuristic derivation of this relation can be found in Section 8.8 of [22].
A rigorous derivation of the Einstein relation for a physically realistic model is a
challenging problem. It usually requires proving the existence of a stationary state
for a perturbed process and then showing good properties of relaxation towards this
stationary state. For purely mechanical systems even the existence of a stationary
state can be controversial (see [3] for a counter-example). For very special
environments, where no re-collisions are possible, the Einstein relation can be
proven (cf. [2]). In general, for models in which the environment dynamics is
sufﬁciently strongly mixing (i.e., it has the spectral gap property) the Einstein
relation can be established by classical perturbative methods (cf. [12] for a general
result in that direction).
The problem becomes much more difﬁcult for dynamics with conserved quantities
(like the simple exclusion model), or with static environments (cf. [10,7,4]). In these
cases the relaxation to equilibrium is slow. Recently Loulakis (cf. [13]) proved the
Einstein relation for the tagged particle in the symmetric simple exclusion in
dimension 3 or higher. The method of Loulakis uses the duality properties of the
dynamics and transience estimates. Roughly speaking the transience property helps
in limiting the effect of re-collisions.
In the present paper we consider a particle motion, modelled by a continuous time
nearest neighbor random walk in Zd in a static random environment. The dynamics
can be described as follows. The particle located at given time t at site x waits for an
exponential random time of unit intensity and performs a jump from site x to a
neighboring site x þ e with the probability
cðx; x þ eÞ :¼ gðfx; x þ egÞP
je0 j¼1 gðfx; x þ e0gÞ
,
where gðfx; x þ egÞ ¼ gðfx þ e; xgÞ; x; e 2 Zd ; jej ¼ 1 are independent identically dis-
tributed random variables with values in the interval ½g; gþ  Rþ. Both here and in
what follows j  j deﬁnes the Euclidean norm in Rd . This type of a walk is sometimes
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consider only the case where the i.i.d. random variables gðfx; x þ egÞ take only two
possible values g and gþ, with 0ogogþo1. A degenerate version of this model
has been discussed in the physics literature in the context of random walks on an
inﬁnite percolation cluster. In that case gðfx; x þ egÞ can take only two values 0, or 1.
It can be shown, see part (i) of Theorem 2.1 below, that t1XðtÞ converges to 0, as
t !þ1 almost surely (jointly with respect to the realization of the environment and
the random jumps of the walk). In addition, (see part (ii) of Theorem 2.1) the laws of
t1=2XðtÞ converge weakly to a centered normal distribution Nð0;DÞ, with D the
effective diffusivity matrix.
For a given direction l and a 2 R we can consider the perturbed process ðXðaÞðtÞÞtX0
that corresponds to the motion under an external forcing ﬁeld. The jump rates are
now given by
cðaÞðx; x þ eÞ :¼ ealecðx; x þ eÞ. (1.3)
The degenerate case of this model describing biased random walks on the
supercritical percolation cluster can be found in the theoretical physics literature,
see [8]. We also add here that the results concerning the law of large numbers for
biased random walks, with jumps rates as in (1.3), in the degenerate case have been
recently obtained in [23,1].
Coming back to the situation of nondegenerate rates considered here it has been
shown in [11] that the environment process as seen from the particle (see Section 3.1
for its precise deﬁnition) has a unique stationary measure whose properties
guarantee the existence of the mean velocity vðaÞ ¼ limt!þ1 t1XðaÞðtÞ.
In the main theorem of this paper, see Theorem 2.3 below, we prove the existence
of the mobility coefﬁcient (1.2) for the particle and establish the Einstein relation
between the mobility and the effective diffusivity if the dimension is dX3. In order to
prove the Einstein relation, we adopt an appropriate modiﬁcation of the method of
Loulakis (cf. [13]). In fact the two-values assumption on the environments permits us
to establish a duality property similar to the one used in [13]. We believe that a
generalization of our result to n-valued, i.i.d. environments should be possible,
provided a similar duality property can be established. The notion of a generalized
duality has been introduced recently by Nagahata in [15].
However, there are some important differences between the results in [13] and
those obtained in the present article. In [13] there is no proof of the existence of a
steady state, the deﬁnition of mobility used there (see Theorem 1, p. 351 in [13]) is
weaker than the one established in this paper. Also technically there is a difference
between working in a static and a dynamic environment. The example of such a
difference is quite clearly manifested in Lemma 4.2 below, where we establish the
estimate (4.17). An analogue of this estimate in the simple exclusion case is provided
by inequality (20) of [13], where the Dirichlet form corresponding to the particle
exchange (which corresponds to the temporal evolution of the environment), not to
the shift of the environment (as in (4.17)), appears as an upper bound.
At the beginning of Section 4 we present a guide throughout the basic steps of
the proof. The ﬁrst step is to control the distance between the perturbed and
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Proposition 4.1. As in [13], by the use of the entropy inequality and estimating the
entropy of the perturbed process relative to the unperturbed one, the problem is
reduced to an estimate of the principal eigenvalue of the generator perturbed by a
potential of order a. This is done using the variational formula for this eigenvalue
and the crucial inequality (4.20). We point out here that establishing this inequality is
essentially the only reason for which we need the special duality features of the
environment. The second step of the proof is based on some local approximation of
the correctors for the homogenization problem. This approximation is proved in
Theorem 4.5.
We note also that the Einstein relation in the one-dimensional case can be proved
even for a more general ergodic random environment via explicit calculations. This
was done in [7] in the continuous space case and can be adapted, with practically no
change, to the present model.
Finally, we add that we are not aware of any other result for static models (i.e., when
the environment does not evolve in time) in dX2 , with the possible exception of some
periodic ones (see [18]), where the validity of the Einstein relation has been established.2. Preliminaries and the formulation of the main results
2.1. The description of the model
We denote by Bd the set of bonds on Zd , i.e. the set consisting of all unordered
pairs fx; x þ eg, where x; e 2 Zd and jej ¼ 1. Let O be the compact metric space
f0; 1gBd . By BðOÞ we denote the Borel s-algebra of O. In fact, for any metric space X
we denote by BðXÞ the s-algebra of Borel sets. In addition, ifA is any s-algebra of
subsets of X we denote by BbðAÞ the set of all bounded and A-measurable real
valued functions.
For any subset A  Bd let OA :¼f0; 1gA. Let also BðAÞ be the set of all functions
F : OA ! R. When Z 2 O we denote by ZA the restriction of Z to the set A. Let
0ogogþoþ1 be ﬁxed and g : f0; 1g ! fg; gþg be given by gð0Þ ¼ g, gð1Þ ¼ gþ.
Let CðOÞ denote the space of all real valued continuous functions on O. By C0ðOÞ we
denote the space of all local functions F : O! R, i.e., those for which there exists a
ﬁnite set A  Bd and a function G 2 BðAÞ such that F ðZÞ ¼ GðZAÞ.
Let r 2 ½0; 1 and Br be the Bernoulli probability measure on f0; 1g given by
Br½f1g ¼ r, Br½f0g ¼ 1 r. Denote by g¯ :¼ð1 rÞg þ rgþ. Let mr :¼BB
d
r be the
product measure given on BðOÞ. By mAr :¼BAr we denote the respective product
measure induced on ðOA;BðOAÞÞ.
Suppose that R40 is a certain integer. Denote by LR the set of those bonds
b ¼ fv; wg that satisfy jvj; jwjoR. Let us ﬁx sot and l 2 Sd1 :¼ ½m 2 Rd : jmj ¼ 1.
Let Vts be the s-algebra generated by bonds b having non-empty intersection with
the slab ½x 2 Zd : spl  xpt and that do not intersect the half-lattice
H :¼ ½x 2 Zd : x  l4t. For a ﬁxed s 2 R we let Vþs :¼
W
t:sotV
t
s and for a ﬁxed t 2
R we let Vt :¼
W
s:sotV
t
s.
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neighbor random walk on Zd , starting at 0, with the generator
LðaÞZ f ðxÞ :¼
X
jej¼1
cðaÞðx; e; ZÞqef ðxÞ; f 2 C0ðZd Þ, (2.1)
where C0ðZdÞ is the space of compactly supported functions of Zd , qef ðxÞ :¼ f ðx þ
eÞ  f ðxÞ and
cðaÞðx; e; ZÞ :¼ eale gðx; e; ZÞ
Zðx; ZÞ ,
with gðx; e; ZÞ :¼ gðZðx; x þ eÞÞ, Zðx; ZÞ :¼Pjej¼1gðx; e; ZÞ. When a ¼ 0 the generator of
the walk can be rewritten (regardless of the direction l) in the following form:
LZf ðxÞ :¼  Z1ðx; ZÞ
Xd
i¼1
qi ½giðx; ZÞqif ðxÞ; f 2 C0ðZdÞ. (2.2)
Here qif :¼ qei f , qi f :¼ qei f , giðx; ZÞ :¼ gðx; ei; ZÞ, where e1; . . . ; ed is the canonical
basis in Zd . Let D :¼Dð½0;þ1Þ;ZdÞ be equipped with the standard s-algebraM and
the ﬁltration ðMtÞ. The transition probabilities of the walk, its path measures on D
and the respective expectations shall be denoted correspondingly by pðaÞZ ðt; x; yÞ, PðaÞx;Z,
EðaÞx;Z; x; y 2 Zd . We shall always assume that the random walk is deﬁned over the
canonical path space TðaÞx;Z :¼ðD;M; PðaÞx;ZÞ by the formula ðXðtÞÞtX0, for X 2 D. The
subscript x shall be suppressed when the walk starts at 0.
Suppose that n is a Borel probability measure on O. We shall consider the process
ðXðtÞÞtX0 over TðaÞn :¼ðD O;MBðOÞ; QðaÞn Þ, where QðaÞn is the semi-product
measure QðaÞn ðdX; dZÞ ¼ PðaÞZ ðdXÞ  nðdZÞ. Let EðaÞn denote the expectation w.r.t. this
measure. We remark here that according to our convention introduced above
PðaÞZ ¼ PðaÞ0;Z, so the process in question starts at 0 with QðaÞn probability 1. In case that n
is the product Bernoulli measure mr we shall suppress the initial measure from the
notation. We shall also suppress the superscript a from the notation when a ¼ 0.2.2. The statements of the main results
We consider ﬁrst the trajectory process when no external ﬁeld is present, i.e.,
a ¼ 0. Then, using arguments from homogenization theory (see Section 3.2 below)
one can show the following.
Theorem 2.1. Suppose that the trajectory process ðXðtÞÞtX0 is considered over the
product probability space T. Then,(i) lim
t!þ1
XðtÞ
t
¼ 0; Q  a:s:;(ii) the laws of the r.v. t1=2XðtÞ, converge weakly, as t !þ1, to a zero mean
Gaussian r. v. whose co-variance matrix we shall denote by D ¼ ½Dp;q.
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process describing the particle motion in the presence of a constant external ﬁeld of
magnitude a acting in the direction l, see (2.1).
Theorem 2.2. For each a 2 R we have
vðaÞ :¼ lim
t"þ1
XðtÞ
t
; QðaÞ  a:s. (2.3)
We note here that the version of this theorem for the walks in discrete time has
been proved by Shen in [20].
Our theorem concerning the Einstein relation can be stated as follows.
Theorem 2.3. Suppose that dX3. Then, the function a! vðaÞ defined by (2.3) is
differentiable at 0 and
v0ð0Þ ¼ Dl. (2.4)3. The proofs of Theorems 2.1 and 2.2
3.1. The environment process
For any y 2 Zd we deﬁne a shift operator Ty : Bd ! Bd via Tyfx; x þ eg :¼
fx þ y; x þ y þ eg. With the help of Tx, we deﬁne the shift operator on O, which we
also denote Tx, via TxðZÞðbÞ :¼ ZðTxðbÞÞ, b 2 Bd . For any function F : O! R we let
DxF :¼F  Tx  F and DpF :¼Dep F , p ¼ 1; . . . ; d.
Let LðaÞ : CðOÞ ! CðOÞ be a linear bounded operator given by
LðaÞF ðZÞ :¼
X
jej¼1
cðaÞðe; ZÞDeF ðZÞ; F 2 CðOÞ, (3.1)
with cðaÞðe; ZÞ :¼ cðaÞð0; e; ZÞ. It is the generator of the O-valued, Markov process, that
we shall call the environment process, given by
zZðt;XÞ :¼TXðtÞðZÞ (3.2)
and deﬁned over TðaÞZ . Here ðXðtÞÞtX0 is the canonical trajectory process deﬁned in
the previous section. The transition of probability semigroup for ðzZðtÞÞtX0 is given by
the formula
PtaF ðZÞ :¼
X
x2Zd
pðaÞZ ðt; 0; xÞF ðTxZÞ; F 2 CðOÞ; Z 2 O. (3.3)
For any Borel probability measure n on O we denote by PðaÞn the path measure on the
space DO :¼Dð½0;þ1Þ;OÞ corresponding to the process starting with the initial
distribution n. In case that n ¼ dZ the corresponding measure shall be denoted by
PðaÞZ . Let P
ðaÞ denote the path measure of the environment process starting from the
product Bernoulli measure mr.
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m¯0ðdZÞ :¼ Z¯1ZðZÞmrðdZÞ, (3.4)
with ZðZÞ :¼Zð0; ZÞ and the normalizing factor Z¯ :¼ R Z dmr ¼ 2d g¯. We point out
that when aa0 the measure m¯0ðdZÞ is not invariant under ðPtaÞtX0 so the process
zðt; Z;XÞ :¼ zZðt;XÞ considered over probability space TðaÞm¯0 is not stationary.
When a ¼ 0, generator (3.1) (we omit in that case a from the notation for both the
generator and semigroup) can be rewritten in the form
LF :¼  1
Z
Xd
p¼1
DpðgpDpF Þ; F 2 CðOÞ. (3.5)
Here Dp is the adjoint to Dp w.r.t. the scalar product of L
2ðm¯0Þ (in fact Dp ¼ Dep ).
The measure m¯0 is then invariant, reversible and ergodic under the semigroup deﬁned
by (3.3). Indeed, note that for any F ; G 2 CðOÞ we haveZ
GLF dm¯0 ¼ Z¯1
Xd
p¼1
Z
gpDpFDpG dmr ¼
Z
FLG dm¯0. (3.6)
Here gpðZÞ :¼ gpð0; ZÞ. This shows invariance and reversibility of m¯0 under the
Markovian dynamics governed by the generator L. To prove ergodicity note that
LF ¼ 0 implies, using (3.6) with G ¼ F , that DpF ¼ 0 for all p ¼ 1; . . . ; d (thanks to
positivity of gp). This in turn shows that F is constant because the product measure
mr is ergodic under the action of the group Tx, x 2 Zd . Invariance and reversibility of
m¯0 imply that the semigroup ðPtÞ extends to a C0-continuous semigroup of self-
adjoint operators over L2ðm¯0Þ. The Dirichlet form that corresponds to the semigroup
equals
EðF ; F Þ :¼ 
Z
FLF dm¯0 ¼
Xd
p¼1
Z
cpðDpF Þ2 dm¯0; F 2 L2ðm¯0Þ.
Here cpðZÞ :¼ cð0; ep; ZÞ, p ¼ 1; . . . ; d.3.2. The proof of Theorem 2.1—homogenization
Here we deal with the motion of an unperturbed tracer in the equilibrium
environment, i.e., when a ¼ 0. We recall that in such a case we suppress index a from
the notation.
The position of the tracer at time t in the direction ep is given by the formula
X pðtÞ ¼ XðtÞep ¼
Z t
0
upðzðsÞÞds þ M ðpÞt , (3.7)
where the random vector u :¼ðu1; . . . ; udÞ, called a local drift, is given by
up :¼  Z1Dpgp; p ¼ 1; . . . ; d. (3.8)
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quadratic variation given by
hM ðpÞ; M ðqÞit ¼ 2dp;q
Z t
0
dpðzðsÞÞds; p; q ¼ 1; . . . ; d, (3.9)
where dpðZÞ :¼Z1ðZÞ½gpðZÞ þ gpðTepZÞ. Since m¯0 is ergodic and invariant for
ðzðtÞÞtX0 we can use the individual ergodic theorem to conclude that
lim
t!þ1
1
t
Z t
0
upðzðsÞÞds ¼
Z
up dm¯0; Q  a:s.
On the other hand, the law of large numbers applied to a square integrable
martingale fMðpÞt gdp¼1, see Theorem 7.8.2 of [6], (it sufﬁces only to check thatP
nX1 n
2EðM ðpÞnþ1  M ðpÞn Þ2oþ1) allows us to conclude that t1MðpÞt ! 0, Q-a.s.
Hence part (i) of the theorem follows.
To show part (ii) note ﬁrst thatZ
upF dm¯0
  ¼ Z¯1 Z gpDpF dmr pCE1=2L ðF ; F Þ; 8F 2 L2ðm¯0Þ (3.10)
for some positive constant C. We also note that the position XðtÞ of the random
walker is an antisymmetric functional w.r.t. the time reversal operation, i.e. XðtÞ ¼
YtððzðsÞÞ0psptÞ for some measurable Yt : Dð½0; t;OÞ ! Zd satisfying Yt  Rt ¼ Yt,
where RtðxÞðsÞ :¼ xðt  sÞ, s 2 ½0; t, x 2 Dð½0; t;OÞ. This fact can be argued in exactly
the same way as it is done on pp. 817–818 of [4]. Reversibility and ergodicity of the
equilibrium measure m¯0, estimate (3.10), formula (3.7) and antisymmetry of XðtÞ are
the hypotheses under which Theorem 2.2 of [4] holds. The central limit theorem
asserted in part (ii) follows from the conclusion of the aforementioned theorem, see
also [10].
Let us describe in more details the limiting co-variance matrix appearing in part
(ii) of Theorem 2.1. By the time reversibility of m¯0 and antisymmetry of XðtÞ w.r.t. the
time reversal (cf. (2.48) of [4])
Em¯0 ðM ðpÞt MðqÞt Þ ¼ Em¯0
Z t
0
upðzðsÞÞds
  Z t
0
uqðzðsÞÞds
 	 

þ Em¯0 ½X pðtÞX qðtÞ.
(3.11)
As we recall from Section 2.1 Em¯0 denotes the expectation w.r.t. the semi-product
measure Qm¯0 ðdX; dZÞ ¼ PZðdXÞ  m¯0ðdZÞ. On the other hand, by (3.9), we have
Em¯0 ðM ðpÞt MðqÞt Þ ¼ tdp;q
Z
dpðZÞm¯0ðdZÞ ¼
t
d
dp;q. (3.12)
So the asymptotic variance is given by
Dp;q ¼
1
d
dp;q  lim
t!1
1
t
Em¯0
Z t
0
upðzðsÞÞds
  Z t
0
uqðzðsÞÞds
 	 

. (3.13)
In order to compute the second term on the right-hand side of (3.13) we introduce
the Hilbert space Hþ, the completion of the subspace H0þ of CðOÞ consisting of
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R
F dm¯0 ¼ 0 in the norm kFkþ :¼EðF ; F Þ1=2. We denote by ð; Þþ
the scalar product that corresponds to the norm k  kþ. The dual of Hþ will be
denoted byH. It is also a Hilbert space and we shall denote its scalar product by
ð; Þ. The operator L extends to a unitary isomorphism mapping Hþ onto H.
The norm of C 2H can be characterized via the following variational principle
kCk2 ¼ ðC; ðLÞ1CÞL2ðm¯0Þ ¼ sup
F2H0þ
½2ðC; F ÞL2ðm¯0Þ  kFk
2
þ.
Here ðLÞ1 is understood as the inverse operator to the extensionL : Hþ !H.
Then, according to [4], p. 804 the asymptotic variance of (3.13) equals
Dp;q ¼ 1
d
dp;q  2ðup; uqÞ. (3.14)
Let l40 and wðpÞl 2 CðOÞ be the unique solution of the resolvent equation
ðlLÞwðpÞl :¼ up; p ¼ 1; . . . ; d. (3.15)
The following proposition gathers some useful properties of up and w
ðpÞ
l .
Proposition 3.1. For each p ¼ 1; . . . ; d we have:
(i) supl2ð0;1 lkwðpÞl k1oþ1.
(ii) liml!0þ lkwðpÞl k ¼ 0.
(iii) wðpÞl and Dqw
ðpÞ
l converge in Hþ and L
2ðm¯0Þ, respectively, as l! 0þ. Denote by
wðpÞq , F
ðpÞ
q their corresponding limits.(iv) The functional ðup; ÞL2ðm¯0Þ has a continuous extension from H
0
þ to Hþ, which we
denote by the same symbol (i.e. up 2HÞ. We haveLwðpÞ ¼ up. (3.16)
The limiting variance D ¼ ½Dp;q of Theorem 2.1 equals
Dp;q ¼ 2
1
2d
dp;q þ ðFðqÞp ; cpÞL2ðm¯0Þ
	 

. (3.17)
Proof. To obtain (i) we use the representation wðpÞl ¼
R1
0 e
ltPtupdt and the fact that
kPtupk1pkupk1 for all tX0. Multiplying both sides of (3.15) by wðpÞl and integrating
w.r.t. m¯0 we obtain that supl40kwðpÞl kþoþ1. Since L is an isometry between Hþ
and H we have supl40kLwðpÞl koþ1. This, in conjunction with the fact that
up 2H (see (3.10)), is equivalent with (ii), see p. 79 of [17]. Part (iii) is a
consequence of proposition 2.6 of [16]. The possibility of extending the functional
ðup; ÞL2ðm¯0Þ to the entireHþ follows from estimate (3.10).The results of parts (ii) and
(iii) imply (3.16). Finally, since
ðup; uqÞ ¼ ðup; wqÞL2ðm¯0Þ ¼
ð3:8Þ Z¯1
Z
gpF
ðqÞ
p dmr ¼ ðcp;FðqÞp ÞL2ðm¯0Þ
we conclude (3.17) from (3.14). &
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Theorem 2.2
We ﬁx a direction l 2 Sd1 and assume that aa0. Below we formulate a result
proven in [11] that asserts the existence of a steady state m¯a for the environment
process corresponding to the perturbed trajectory. This measure is equivalent to m¯0
when restricted to the s-algebra that can be associated with the ‘‘forward bonds’’ in
the direction pointed by the drift l, i.e.VþN for any NX1. Also, we assert a version
of the strong law of large numbers that holds w.r.t. QðaÞ.
To make the statement of the result precise we need some notation. Let ðytÞtX0 be
the semi-dynamical system deﬁned by the temporal shifts on DO, i.e. ytxðÞ :¼ xð þ tÞ,
x 2 DO. For any a 2 R we denote by Oþa the smallest sub-s-algebra of BðDOÞ
generated by mappings x! F ðxðtÞÞ, x 2 DO, where F is Vþa -measurable and tX0.
Note that each yt is Oþa to O
þ
a -measurable, i.e. y
1
t ðAÞ 2 Oþa , when A 2 Oþa .
Theorem 3.2. There exists a Borel probability measure m¯a on O satisfying the following
conditions(1) it is invariantZ
PtaF dm¯a ¼
Z
F dm¯a; 8tX0; F 2 CðOÞ, (3.18)(2) for an arbitrary NX0, m¯a is equivalent with m¯0, when restricted to V
þ
N , i.e.
m¯0ðAÞ ¼ 0 iff m¯aðAÞ ¼ 0 for all A 2VþN , (3.19)(3) it is ergodic, i.e. if F 2 CðOÞ is such that PtaF ¼ F for all tX0 we have
F ¼ const m¯a-a.s.,(4) the law of large numbers holds, i.e. for any NX0 and F 2 BbðOþNÞ we have
lim
T"þ1
1
T
Z T
0
F ðytxÞdt ¼
Z
F dP
ðaÞ
m¯a
; for PðaÞ  a:s: x 2 DO, (3.20)(5) m¯a is unique, i.e. any other Borel measure on O satisfying conditions (1)–(4) listed
above coincides with m¯a.To conclude the law of large numbers asserted in Theorem 2.2 we write
X pðtÞ ¼ XðtÞep ¼
Z t
0
uðaÞp ðzðsÞÞds þ M ðp;aÞt . (3.21)
In this case the local drift equals uðaÞ :¼ðuðaÞ1 ; . . . ; uðaÞd Þ, where
uðaÞp ðZÞ ¼ Z1ðZÞ½ealpgpðZÞ  ealpgpðTepZÞ; Z 2 O. (3.22)
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hM ðp;aÞ; M ðq;aÞit ¼ 2dp;q
Z t
0
d ðaÞp ðzðsÞÞds; p; q ¼ 1; . . . ; d, (3.23)
where d ðaÞp ðZÞ :¼Z1ðZÞ½ealpgpðZÞ þ ealpgpðTepZÞ. The law of large numbers for a
square integrable martingale implies again that t1 M ðp;aÞt ! 0, as t !þ1, QðaÞ-a.s.
To conclude the assertion of Theorem 2.2 it sufﬁces therefore to apply part (4) of
Theorem 3.2 with F ¼ uðaÞp for each p ¼ 1; . . . ; d. We obtain then that
vðaÞ ¼
Z
uðaÞ dm¯a. (3.24)
Remark 3.3. It follows from the proof of Theorem 3.1 of [11] that the component of
the mean velocity vðaÞ in the direction l is non-zero.4. The proof of Theorem 2.3
Recall that according to (3.24) the velocity of the particle vðaÞ is the expectation of
the function uðaÞ with respect to the stationary measure. By (3.22) we can rewrite
uðaÞp ðZÞ ¼
lp
d
þ upðZÞ þ aF ðZÞ þOða2Þ, (4.1)
where
F ðZÞ :¼ lp
ZðZÞ 2g¯
ZðZÞ
d
þ ~gpðZÞ þ ~gpðTepZÞ
 
(4.2)
and ~gpðZÞ :¼ gpðZÞ  g¯. Note that F is local and satisﬁes
R
F dm¯0 ¼ 0. In fact, we haveR
F dm¯a ! 0, as a! 0. This is a consequence of the following proposition:
Proposition 4.1. For any local function F we haveZ
F dm¯a 
Z
F dm¯0
 pc1jaj. (4.3)
The constant c140 may depend on F but it does not depend on a.
Proof. We prove the result only in the case a40. By considering F in place of F we
can immediately conclude inequality (4.3) also for ao0. Recall our convention of
omitting the superscript in relevant expressions when a ¼ 0. Let F be a local function
such that
R
F dm¯0 ¼ 0. Applying the entropy inequality, see e.g. [9] p. 347, we getZ
a
Z T
0
F ðzðsÞÞds
 
PðaÞZ ðdXÞp log
Z
exp a
Z T
0
F ðzðsÞÞds
 
PZðdXÞ þ hT ;ZðaÞ.
(4.4)
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CT ðaÞ :¼dPðaÞZ =dPZj½0;T ; hT ;ZðaÞ :¼
R
CT ðaÞ logCT ðaÞdPZ: A straightforward calcula-
tion using Proposition 2.6, p. 320 of [9] shows that hT ;ZðaÞpc2a2T for some
deterministic c240 independent of T. Using (4.4), (3.20) and Jensen’s inequality we
obtain that
a
Z
F dm¯a ¼ lim
T!1
ZZ
1
T
Z T
0
aF ðzðsÞÞds
	 

PðaÞZ ðdXÞm¯0ðdZÞ
p lim sup
T!þ1
1
T
log
ZZ
exp
Z T
0
aF ðzðsÞÞds
 
PZðdXÞ m¯0ðdZÞ þ
hT ðaÞ
T
ð4:5Þ
with hT ðaÞ :¼
R
hT ;ZðaÞm¯0ðdZÞpc2a2T. For any bounded function F on O we denote
by,
l0ðLþ F Þ :¼ sup
kfk
L2 ðm¯0 Þ
p1
ððLþ F Þf;fÞL2ðm¯0Þ (4.6)
the supremum of the L2ðm¯0Þ-spectrum of Lþ F . Applying the Feynman–Kac
formula, we conclude from (4.5) that
a
Z
F dm¯apl0ðLþ aF Þ þ c2a2. (4.7)
Using Lemma 4.4, see Section 4.3 below, we obtain that l0ðLþ aF Þpc3a2 and (4.3)
follows. &
What remains to be proved to claim (2.4) is that
lim
a!0
1
a
Z
up dm¯a ¼ 2
Xd
q¼1
ðFðqÞp ; cpÞL2ðm¯0Þlq. (4.8)
The rigorous argument is given in Section 4.5. Let us indicate however how equality
(4.8) can be obtained. Recall that wp is the corrector obtained in Proposition 3.1. If it
were a local function then by stationarity of m¯a we would have
R
LðaÞwpdm¯a ¼ 0. With
this and (3.16) we could write
1
a
Z
up dm¯a ¼
1
a
Z
ðLðaÞ LÞwp dm¯a
¼
Xd
q¼1
‘q
Z
Z1ðgqDqwp þ gq  Teq Dqwp  Teq Þdm¯a þOðaÞ ð4:9Þ
and (4.8) would follow by Proposition 4.1. Unfortunately wp is not local, we only
know that Dqwp is in L
2ðm¯0Þ. So in order to justify the passage to the limit, as a! 0,
we need to approximate up ¼ Lwp by LG, where G is local. This approximation
can be made with the help of Theorem 4.5, see Section 4.4. According to the theorem
for any 40 one can choose a local G in such a way that H :¼LG Lwp satisﬁes
kHko. Since G is local we can repeat the argument used in (4.9), this time with a
local function G taking place of wp. In such a case the application of Proposition 4.1
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constant c440 independent of the choice of H, for which lim supa!0ja1
R
Hdm¯aj
oc4kHk. This is established in (4.42).
We end this section with the comment on the use of the duality structure of L2ðmrÞ.
It is applied to show the estimate of l0ðLþ aF Þ mentioned in the proof of
Proposition 4.1 above, see Lemma 4.4 of Section 4.3. To show this lemma we
introduce an auxiliary Glauber dynamics and obtain with its help estimate (4.20), see
Lemma 4.3 below. The desired upper bound on the principal eigenvalue is a simple
consequence of the variational principle (4.25).4.1. The duality structure of L2ðmrÞ
We adopt the notation of [19]. Recall
xbðZÞ :¼
ZðbÞ  rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
rð1 rÞ
p ; b 2 Bd ; Z 2 O.
Suppose that Z  Bd . Denote byFnðZÞ the family of all subsets of Z of cardinality
n. Let alsoFðZÞ :¼SnX1FnðZÞ. We shall omit writing the set Z if it equals Bd . For
A 2F we let
xAðZÞ :¼
Q
b2A
xbðZÞ; if Aaf;
1; if A ¼ f:
8<:
The functions xA, A  Ed form an orthonormal basis of L2ðmrÞ and
L2ðmrÞ ¼
Mþ1
n¼0
Hn,
where Hn :¼ spanfxA : A 2Fng.4.2. The Glauber dynamics
Let us ﬁx an integer R40 and consider a Markovian dynamics on OLR given by
the generator
GLR F ðZÞ :¼
X
b2LR
1
r
 ZðbÞ
1
1 r
 1ZðbÞ
½F ðZbÞ  F ðZÞ; 8F 2 BðLRÞ. (4.10)
Here
Zbðb0Þ ¼
Zðb0Þ; if b0ab;
1 ZðbÞ; if b0 ¼ b
(
ARTICLE IN PRESS
T. Komorowski, S. Olla / Stochastic Processes and their Applications 115 (2005) 1279–13011292and BðLRÞ denotes the family of all functions F : OLR ! R. The corresponding
Dirichlet form is given by
EgLR ðF ; F Þ :¼
X
b2LR
Z
½F ðZbÞ  F ðZÞ2mLRr ðdZÞ; 8F 2 BðLRÞ. (4.11)
It is well known that this form satisﬁes the spectral gap estimate
EgLR ðF ; F ÞXkFk2L2ðmLRr Þ; 8F 2 L
2
0ðmLRr Þ, (4.12)
where L20ðmLRr Þ :¼ ½f 2 L2ðmLRr Þ :
R
f dmLRr ¼ 0. If F 2 L20ðmLRr Þ then there is a unique
G 2 L20ðmLRr Þ (which is obviously also bounded) satisfying
F ¼ GLR G. (4.13)
We also note, after a direct calculation, that, if
F ¼
X
A
F^ AxA (4.14)
then Z
½F ðZbÞ  F ðZÞ2mrðdZÞ ¼
1
ð1 rÞr
X
b2A
F^
2
A. (4.15)
Let
EshðF ; F Þ :¼ 1
2d
X
jej¼1
Z
ðDeF Þ2dmr; F 2 CðOÞ (4.16)
be the Dirichlet form of the environment process corresponding to the symmetric
simple random walk on the random lattice. A crucial estimate of the Glauber form
by the Dirichlet form (4.16) is provided by the following lemma.
Lemma 4.2. Suppose that dX3. Then, for any integer R40 there exists a constant
c540, depending on R, such that
EgLR ðF ; F Þpc5EshðF ; F Þ; 8F 2 BðLRÞ. (4.17)
Proof. By (4.15),
EgLR ðF ; F Þ ¼
1
ð1 rÞr
X
b2LR
X
A3b
F^
2
A. (4.18)
Deﬁne teðAÞ :¼ ½teðbÞ : b 2 A and suppose that F, given by (4.14), belongs to Hn for
some n. We have then
EshðF ; F Þ ¼ 1
2d
X
jAj¼n
X
jej¼1
ðF^ teðAÞ  F^AÞ2; F 2 Hn.
This is a Dirichlet form of the process xðtÞ :¼ tX t ðAÞ, tX0, where ðX tÞtX0 is a
symmetric, simple, random walk on Zd starting at 0. The state space of this process is
Fn—the family of sets of cardinality n. The transition of probability from set A to a
ARTICLE IN PRESS
T. Komorowski, S. Olla / Stochastic Processes and their Applications 115 (2005) 1279–1301 1293set B (both of cardinality n) in time t for this process equals
Pðt; A; BÞ ¼
X
y2Zd
dðB; tyðAÞÞpðt; 0; yÞ,
where pðt; x; yÞ is the transition of probability of the symmetric simple random walk.
In fact, only one term of this sum could possibly be non-zero, corresponding to the
eventual value of y ¼ rðA; BÞ such that B ¼ tyðAÞ.
Let g be the Green function of the simple symmetric random walk. Then the Green
function of xðtÞ is given by GðA; BÞ ¼ gð0; rðA; BÞÞ if A is a parallel translation of B,
GðA; BÞ ¼ 0, otherwise. According to Lemma 3.1 p. 984 of [19] we have the following
bound stemming from transience of the process ðxðtÞÞtX0
F^
2
Apc6 sup
B2Fn
GðA; BÞEshðF ; F Þpc6gð0; 0ÞEshðF ; F Þ (4.19)
and summing over A 3 b and b 2 LR we obtain (4.17). &
4.3. The eigenvalue estimateLemma 4.3. Suppose that C is local, supported in LR for a certain R40 and such thatR
Cdmr ¼ 0. Then there exists a constant c740 depending on C, r 2 ð0; 1Þ such thatZ
Cf2dmr
 pc7kfkL2ðmrÞEshðf;fÞ1=2; 8f 2 L2ðmrÞ. (4.20)
Proof. Let f ¼PA f^AxA. The expression under the absolute value on the left-hand
side of (4.20) equalsX
A;A0
f^Af^A0
Z
CxAxA0 dmr ¼
X
A;A0
f^Af^A0
Z
CxA\LRxA0\LR dmr
Z
xA\LcRxA0\LcRdmr,
¼
X
B2FðLcRÞ
X
B1;B22FðLRÞ
f^B[B1 f^B[B2
Z
CxB1xB2dmr
¼
X
B2FðLcRÞ
Z
Cf2Bdmr, ð4:21Þ
where for any ﬁxed B 2FðLcRÞ
fB :¼
X
B12FðLRÞ
f^B[B1xB1 .
Suppose that G 2 BðLRÞ is such that GLR G ¼ C. We can write then that the utmost
right-hand-side of (4.21) equalsX
B2FðLcRÞ
Z
GGLRðf2BÞdmr ¼
1
rð1 rÞ
X
B2FðLcRÞ
X
b2LR
Z
GðZÞ½f2BðZbÞ  f2BðZÞdmr.
(4.22)
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estimated by
2kGk1
rð1 rÞ
X
B2FðLcRÞ
X
b2LR
kfBkL2ðmrÞ
Z
½fBðZbÞ  fBðZÞ2dmr
 1=2
. (4.23)
Using the result of Lemma 4.2 we can further estimate (4.23) by
2c5kGk1
rð1 rÞ
X
B2FðLcRÞ
kfBkL2ðmrÞE
shðfB;fBÞ1=2.
Using Cauchy–Schwartz inequality we can bound this expression by
2c5kGk1
rð1 rÞ
X
B2FðLcRÞ
kfBk2L2ðmrÞ
0@ 1A1=2 X
B2FðLcRÞ
EshðfB;fBÞ
0@ 1A1=2.
Note however thatX
B2FðLcRÞ
kfBk2L2ðmrÞ ¼
X
B2FðLcRÞ
X
B12FðLRÞ
f^
2
B[B1pkfk2L2ðmrÞ.
and X
B2FðLcRÞ
EshðfB;fBÞ ¼
1
2d
X
B2FðLcRÞ
X
B12FðLRÞ
X
jej¼1
ðf^teðB[B1Þ  f^B[B1 Þ2
¼ Eshðf;fÞ: &
Let C0 be the space of all F 2 C0ðOÞ such that
R
Fdm¯0 ¼ 0.
Lemma 4.4. Suppose that F 2 C0 and dX3. Then, there exists a constant c340,
depending only on F and g, such that
l0ðLþ aF Þpc3a2. (4.24)
Proof. Suppose without any loss of generality that a40, otherwise we would
consider F instead of F. We have
l0ðLþ aF Þ ¼ sup
kfk
L2 ðm¯0 Þ
p1
a
Z
Ff2 dm¯0 
1
2
Xd
i¼1
Z
ciðZÞðDifÞ2 dm¯0
" #
,
¼ sup
kfk
L2 ðm¯0 Þ
p1
a
Z
ZFf2 dmr 
1
2
Xd
i¼1
Z
giðZÞðDifÞ2 dmr
" #
. ð4:25Þ
On the other hand since
R
ZFdmr ¼ 0 and F 2 C0ðOÞ there exists LR such that
ZF 2 BðLRÞ for a sufﬁciently large positive integer R and using (4.20) we can
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sup
f
½c7aEshðf;fÞ1=2  gEshðf;fÞpc3a2
for some constant c340 depending only on F and g. &
4.4. Localization
Let c :¼ inf cp, c :¼ sup cp. Our ﬁrst principal observation is the following
analogue of Theorem 4.2 of [14].
Theorem 4.5. For any 40, p ¼ 1; . . . ; d, there exist G; H 2 C0 such that(i) up ¼ LG þ H. (4.26)
In addition, H 2H and kHko.(ii) We have
ZH ¼
Xd
q¼1
DqKq; where Kq 2 C0; q ¼ 1; . . . ; d. (4.27)Moreover, there exists a constant c840, depending only on c; Z¯, such that one can
choose K ¼ ðK1; . . . ; KdÞ, for which
kKkL2ðmrÞpc8kHk. (4.28)
Proof of (i). The proof relies on the following lemma.
Lemma 4.6. Let us fix l40 and p 2 f1; . . . ; dg. Then, for any 40 there exists F 2
C0ðOÞ such that
kwðpÞl  Fk1o. (4.29)
Proof. Let us ﬁx R40 and let wðpÞl;R be the unique solution of the Dirichlet boundary
value problem
lwðpÞl;Rðx; ZÞ  LZwðpÞl;Rðx; ZÞ ¼ upðx; ZÞ; x 2&R
wðpÞl;Rðx; ZÞ ¼ 0; x 2 q&R;
8<: (4.30)
where LZ is given by (2.2). We denote here by &R the set of all vertices x ¼
ðx1; . . . ; xdÞ 2 Zd for which maxi¼1;...;d jxijpR. Then dwðpÞl ðx; ZÞ :¼ wðpÞl ðx; ZÞ  wðpÞl;Rðx; ZÞ
satisﬁes the Dirichlet boundary value problem
ldwðpÞl ðx; ZÞ  LZdwðpÞl ðx; ZÞ ¼ 0; x 2&R;
dwðpÞl ðx; ZÞ ¼ wðpÞl ðx; ZÞ; x 2 q&R:
8<: (4.31)
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problem, see Appendix A, yields that
jdwðpÞl ðx; ZÞjpcð1ÞA kwðpÞl k1 expfcð2ÞA Rdg; 8x 2&R=2, (4.32)
where a parameter d 2 ð0; 1Þ while deterministic constants cð1ÞA ; cð2ÞA 40 depend only on
d, l; d, c; c. The proof of the lemma follows if we choose F ðZÞ :¼ wðpÞl;Rð0; ZÞ 2
C0ðOÞ. &
Returning to the proof of Theorem 4.5 we choose G 2 C0, such that
kG  wðpÞl k1 þ kDG  DwðpÞl k1o=2. Note that
kLwðpÞl LGk2 ¼
1
2
X
jej¼1
Z
cðe; ZÞjDeGðZÞ  DewðpÞl ðZÞj2m¯0ðdZÞp2=4. (4.33)
We have therefore
up ¼ LG þ up þLwðpÞl LwðpÞl þLG ¼ LG þ lwðpÞl LwðpÞl þLG.
Set H :¼ lwðpÞl þLwðpÞl LG. The conclusion of part (i) of the theorem follows from
(4.33) and part (i) of Proposition 3.1, provided that l is chosen in such a way that
lkwðpÞl ko=2.
Proof of (ii). Note that (4.27) follows easily from (i) since, according to (4.26) and
(3.5) we have
ZH ¼ 
Xd
q¼1
DqðgqDqGÞ  Dpgp.
Denote by L2divðmrÞ the space of those square integrable, centered, divergenceless
random vectors L ¼ ðL1; . . . ; LdÞ, i.e. the ﬁelds that satisfyXd
q¼1
Z
LqDqfdmr ¼ 0; for all f 2 CðOÞ.
Let K ð0Þq :¼ gqDqG þ gpdp;q and K ð0Þ ¼ ðK ð0Þ1 ; . . . ; K ð0Þd Þ. From Hodge decomposition
K ð0Þ ¼ K ð0Þpot þ K ð0Þdiv, where K ð0Þpot is a potential ﬁeld and K ð0Þdiv is divergenceless.
Denoting c :¼ sup cp we can write
kHkX sup
kDfk2
L2 ðm¯0 Þ
p2ðcÞ1
ðH ;fÞL2ðm¯0Þ
¼ Z¯1 sup
kDfk2
L2 ðm¯0Þ
p2ðcÞ1
Z
ZHfdmr ¼
ﬃﬃﬃ
2
p
ðcÞ1=2Z¯1kK ð0ÞpotkL2ðmrÞ.
Since CdivðOÞ, the space of all divergenceless local vector ﬁelds, is L2-dense in L2divðmrÞ,
see Lemma B.1 we can ﬁnd F ¼ ðF1; . . . ; F dÞ 2 CdivðOÞ such that kF  K ð0ÞdivkL2ðmrÞo
kHk. Then, the ﬁeld K :¼K ð0Þ  F satisﬁes the conclusions of part (ii) of the
theorem. &
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Again, with no loss of generality we assume that a40. Let 40 be chosen
arbitrarily. As a rule all the constants appearing in the following shall not depend on
 and a. Suppose that G; H are as in the statement of Theorem 4.5. We can write then
that Z
updm¯a ¼ 
Z
LGdm¯a þ
Z
Hdm¯a. (4.34)
Denoting the ﬁrst and second terms on the right-hand side of (4.34) by IðaÞ, IIðaÞ
respectively we can write that
IðaÞ ¼
Z
ðLðaÞG LGÞdm¯a 
Z
LðaÞGdm¯a. (4.35)
Since m¯a is a steady state we conclude that the last term on the right-hand side of
(4.35) vanishes. Using (3.1) we conclude that
IðaÞ ¼ a
Xd
q¼1
lq
Z
Z1ðZÞ½gqðZÞDqGðZÞ þ gqðTeqZÞDqGðTeqZÞm¯aðdZÞ þ oðaÞ
¼ a
Xd
q¼1
lq
Z
GqðZÞm¯aðdZÞ þ 2a
Xd
q¼1
lq
Z
Z1gqDqG dm¯0 þ oðaÞ, ð4:36Þ
where
GqðZÞ :¼Z1ðZÞ½gqðZÞDqGðZÞ þ gqðTeqZÞDqGðTeqZÞ  2
Xd
q¼1
lq
Z
Z1gqDqG dm¯0.
Note that Gq 2 C0 so by Proposition 4.1, the ﬁrst term on the utmost right-hand side
of (4.36) is of order of magnitude Oða2Þ. We also haveXd
q¼1
lq
Z
Z1gqDqG dm¯0 
Xd
q¼1
lq
Z
wðpÞLwðqÞ dm¯0


p
Xd
q¼1
jlqj
Z
Z1gqðDqG  DqwðpÞÞdm¯0
 
p
Xd
q¼1
kZ1gqk2L2ðm¯0Þ
 !1=2 Xd
q¼1
kDqG  DqwðpÞÞk2L2ðm¯0Þ
 !1=2
pc9kuq LGk,
for some constant c940 not depending on the choice of G and H. The utmost right-
hand side of (4.5) is less than c9 by virtue of part (i) of Theorem 4.5. We have proved
therefore that
lim sup
a!0
IðaÞ
a
 2
Xd
q¼1
lq
Z
Z1gqDqG dm¯0

pc9. (4.37)
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what follows shall not depend on A. Repeating the argument leading up to (4.7) we
conclude that
aA
Z
H dm¯a
 pl0ðLþ aAHÞ þ c2a2,
where, as we recall, the constant c2 does not depend on the choice of H. Hence
1
a
Z
H dm¯a
 p 1a2A l0ðLþ aAHÞ þ c2Ap 1a2A l0ðLþ aAHÞ þ c2kHk.
(4.38)
Using once more the variational principle to calculate l0ðLþ aAHÞ we get
l0ðLþ aAHÞ ¼ sup
kfk
L2ðm¯0 Þ
p1
Z
aAHf2 dm¯0 
1
2
Z¯
1 X
jej¼1
Z
gðeÞðDefÞ2 dmr
" #
.
(4.39)
By virtue of representation (4.27) we can rewrite the expression on the right-hand
side of (4.39) in the following form
Z¯
1
sup
kfk
L2ðm¯0 Þ
p1
Xd
q¼1
Z
aAKqDqf
2 dmr 
Xd
p¼1
Z
gpðDpfÞ2 dmr
" #
pZ¯1 sup
kfk
L2 ðmr Þp1
aA
Xd
q¼1
Z
ðfþ f  Teq Þ2K2qdmr
" #1=2
kfkþ  gkfk2þ
8<:
9=;
pZ¯1aA sup
Z
f2J2dmr
 1=2
kfkþ : kfkL2ðmrÞp1;
(
kfkþpg1 aA
Z
f2J2dmr
 1=2)
þ Z¯1aA sup
Z
f2bJ2dmr 1=2kfkþ : kfkL2ðmrÞp1;
(
kfkþpg1 aA
Z
f2bJ2dmr 1=2
)
. ð4:40Þ
Here J2 :¼Pq K2q, bJ2 :¼Pq ðKq  Teq Þ2. We deal with the two terms appearing on
the utmost right-hand side of (4.40) in the same fashion so we only show how to
estimate the ﬁrst one. The term in question can be estimated by
ðZ¯gÞ1a2A2 sup
Z
f2J2 dmr : kfkL2ðmrÞp1; kfkþpg
1
 aAkJk1:
 
.
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f2J2dmr ¼ kJk2L2ðmrÞkfk
2
L2ðmrÞ þ
Z
f2eJ dmr, (4.41)
where eJ :¼ J2  kJk2
L2ðmrÞ. Since kfkL2ðmrÞp1 we can estimate the ﬁrst term on the
right-hand side of (4.41), with the help of (4.28) by c28kHk2. To estimate the second
term on the right-hand side of (4.41) we use once more Lemma 4.3 and obtain that it
is bounded by c7g1 aAkJk1. Summarizing, we have just shown that
1
a2A
l0ðLþ aAHÞpðZ¯gÞ1Ac28kHk2 þ c7ðZ¯g2Þ1aA2kJk1
p2ðZ¯gÞ1c28kHk þ c7ðZ¯g2Þ1aA2kJk1.
The last inequality holds because AkHko2. The constant c7 may depend on the
choice of H but upon taking the limit as a! 0 we obtain
lim sup
a!0
IIðaÞ
a
p½c2 þ 2ðZ¯gÞ1c28kHko½c2 þ 2ðZ¯gÞ1c28, (4.42)
where the constants c2; c8 are independent of the choice of H. Hence, equality (4.8)
follows.Appendix A. Proof of (4.32)
Let d 2 ð0; 1Þ and RX1 be ﬁxed. Let tR denote the exit time of a walker from the
box &R. We have
dwðpÞl ðx; ZÞ ¼ Ex;Z½eltRwðpÞl ðXðtRÞ; ZÞpkwðpÞl k1Ex;Z½eltR .
Note that
Ex;Z½eltR pEx;Z½elR
d
; tRXRd þ Ex;Z½tRoRd pelR
d þ Ex;Z½ tRoRd (A.1)
According to Girsanov theorem, see [9], Proposition 2.6, p. 320, we can rewrite the
second term on the utmost right-hand side of (A.1) in the form
Ex tRoRd; exp 
X
0pspRd
log½2dpZðXðsÞ;XðsÞÞ1½XðsÞaXðsÞ
8<:
9=;
8<:
9=;. (A.2)
For any x; y 2 Zd
pZðx; yÞ :¼
0; jx  yj41
cðy  x; ZÞ; jx  yj ¼ 1
(
and Ex denotes the expectation w.r.t. the path measure Px corresponding to the
symmetric simple random walk in Zd with unit intensity. Let Am be the event
consisting of those paths which have exactly m jumps in time interval ½0; Rd.
Obviously, since the rate of jumps equals 1 we have Px½Am ¼ eRdRdm=m!.
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ð3Þ
A 40 we can estimate the expression in (A.2) from
above byX1
m¼0
ec
ð3Þ
A
mPx½tRoRd; Am. (A.3)
Note however that if x 2&R=2 we must have Px½tRoRd; Am ¼ 0 for all mpR=2.
The expression in (A.3) equals thereforeX
mXR=2
ec
ð3Þ
A
mPx½tRoRd; Amp
X
mXR=2
ec
ð3Þ
A
mRd R
md
m!
p 1½R=2! expfðe
c
ð3Þ
A  1ÞRdgpcð4ÞA ec
ð5Þ
A
R
for some constants c
ð4Þ
A ; c
ð5Þ
A 40 and all RX1. Summarizing, the left-hand side of (A.1)
can be therefore estimated by c
ð1Þ
A e
cð2Þ
A
Rd for some constants c
ð1Þ
A ; c
ð2Þ
A 40 and (4.32)
follows. &Appendix B. Density argumentLemma B.1. The space CdivðOÞ of local, divergence free fields is L2-dense in L2divðmrÞ.
Proof. Choose an arbitrary 40 and suppose that F ¼ ðF 1; . . . ; FdÞ 2 L2divðmrÞ. Let
F^ ¼ ðF^ 1; . . . ; F^ dÞ be the random spectral measure corresponding to F. We have
FpðTxZÞ ¼
Z
Td
ei xkF^ pðdk; ZÞ.
For any l40 set
H ðlÞp;qðZÞ :¼
Z
Td
ðeikq  1ÞF^ pðdk; ZÞ  ðeikp  1ÞF^ qðdk; ZÞPd
r¼1jeikr  1j2 þ l
.
Obviously H ðlÞp;q ¼ H ðlÞq;p for all p; q ¼ 1; . . . ; d. Since
P
q D

qFq  0 we have
F ðlÞp :¼
X
q
DqH
ðlÞ
p;q ¼
Z
Td
Pd
r¼1jeikr  1j2Pd
r¼1jeikr  1j2 þ l
F^ pðdkÞ.
Let F ðlÞ ¼ ðF ðlÞ1 ; . . . ; F ðlÞd Þ. Choosing l40 sufﬁciently small we obtain that
kF  F ðlÞkL2ðmrÞo=2. Selecting suitable local eHp;q satisfying eH ðlÞp;q ¼  eH ðlÞq;p for all
p; q ¼ 1; . . . ; d we can guarantee that
Xd
p¼1
Xd
q¼1
DqðH ðlÞp;q  eHp;qÞ
$$$$$
$$$$$
2
L2ðmrÞ
o2=4.
Note that G :¼ðG1; . . . ; GdÞ, where Gp :¼
P
q D

q
eHp;q 2CdivðOÞ and kFGkL2ðmrÞo. &
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