INTRODUCTION
Precipitation in mid-latitudes mainly occurs in connection with the migrating synoptic disturbances (lows). Therefore, most precipitation in the northern hemisphere occurs in the 2 characteristic average storm tracks which are found over the North Atlantic and the North Pacific, respectively, and are most distinct during winter. The position of these average storm tracks varies from winter to winter, and these variations are statistically related to variations in the winter mean circulation (Lau 1988 , Rogers 1997 ). Since precipitation is closely related to synoptic activity, we expect variations in winter precipitation to be related to variations in the atmospheric winter mean circulation in a similar fashion. For Northwestern Europe, this is confirmed by Hurrell (1995) , who considered both historical precipitation data and integrated tropospheric moisture flux divergences and found they were dependent on the state of the North Atlantic Oscillation (NAO).
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sphere. This is a generally accepted partial explanation of the increase in global mean surface temperature observed during the 20th century. Other causes of the temperature rise could be climate oscillations involving the ocean on time scales of O(100 yr). With rising temperatures, the lower troposphere will contain more water vapour. This is due to the ClausiusClapeyron equation, which prescribes an exponential dependence of maximum integrated water vapour content on temperature. For the extratropics (poleward of 20°), this exponential dependence of observed precipitable water on surface temperature has been confirmed from radiosonde observations (Gaffen et al. 1992) . The increasing water content has a direct radiative effect ('water vapour feedback'). In addition, one would also expect that cloud formation and therefore precipitation is favoured in a warmer climate.
The climate system is complicated, is non-linear and has a number of feedback mechanisms. Forcing this system with increased amounts of tropospheric greenhouse gases may well result in changes in the preferred circulation patterns. Ulbrich & Christoph (1999) in a general circulation model (GCM) experiment demonstrated this for the NAO, and Shindell et al. (1999) and Fyfe et al. (1999) obtained similar results for the closely related Arctic oscillation. Such changes in the circulation, induced by external forcing, are principally equivalent to naturally occurring variability in the mean circulation and therefore imply a change in the precipitation pattern.
Therefore, precipitation changes in mid-latitudes in a greenhouse-enhanced climate may come about for 2 reasons, namely directly from increased water content of the troposphere and indirectly through induced circulation changes. The indirect change in precipitation cannot be distinguished from variations in precipitation related to naturally occurring fluctuations in the mean circulation. Therefore, if the total circulationdependent part of the precipitation can be determined for each winter and subtracted from the actually observed precipitation, this 'residual' precipitation must be equal to the direct precipitation change due to some changed forcing of the atmosphere, either radiative from an enhanced greenhouse effect or from changed sea surface temperature patterns.
In the present study, a method for detecting climate change along these lines will be tested. This study will be based on the observed winter (October to March) precipitation from a number of stations in Northwestern Europe over the period . For each station, the circulation-dependent portion of the winter precipitation totals will be identified for each year by a statistical model and subtracted from the actually observed precipitation total, that which is remaining being the 'residual' precipitation total. The hypothesis is that this residual precipitation has increased during the years due to global warming. The scope is therefore to test this hypothesis by applying appropriate statistical tests.
Although the motivation for carrying this study out is to detect climate change, it has implications for the application of statistical 'downscaling' techniques in climate change research also, i.e. how to get information regarding changes of climate conditions on the regional or local scale from GCM scenario simulations. Using these techniques, the underlying assumption is stationarity under changed climatic conditions between the large scale (represented by the GCM) and small (regional or local) scale fields (see, e.g., von . Therefore, it is important to test whether the assumption actually holds with observed data. The present analysis tests this for Northwestern Europe.
DATA
The monthly precipitation data used in the present analysis are taken from the North Atlantic Climatological Dataset (NACD, Frich et al. 1996) . This dataset contains (in addition to 4 other climate elements: temperature, pressure, cloud cover and snow cover) monthly precipitation sums for a number of stations in Belgium, Denmark, Finland, the Faroe Islands, Greenland, Great Britain, Ireland, Iceland, Norway, The Netherlands and Sweden from the period . In selecting the stations to be included in the NACD, emphasis was put on selecting spatially distributed stations with long and unbroken records with few missing values. Whenever neighbouring alternative stations existed, they were examined and the 'best' ones selected.
When selecting series to be included in the NACD, great effort was also made regarding quality control and testing for 'homogeneity' of the series. A climatic time series is defined as being homogeneous when it has no spurious changes due to change in instrumentation, changes in the immediate surroundings of the station, relocation of the station, etc. (Conrad & Pollack 1962) . Therefore, testing a series for homogeneity is closely connected to knowledge of the history of the station: relocations, instrumental changes etc. Such recorded pieces of information are known as metadata.
Series included in the NACD were statistically tested for homogeneity whenever possible. This was done according to the 'Standard Normal Homogeneity Test' (SNHT, Alexandersson 1986 ). Briefly, the SNHT compares series with reference series from neighbouring stations, which are assumed to be homogeneous. The SNHT is well suited for detecting abrupt inhomogeneities or 'breaks'. The SNHT results in likely 'break points' in the series, the test statistic T, and the magnitude of the break, i.e. an adjustment factor to be applied to the values of the series on one side of the break point in order to obtain a homogeneous series. Choosing the significance level p, the null hypothesis of no break is rejected if T exceeds the p quantile T p in the distribution of the stochastic variable T. When testing the series in NACD a break was detected if either (1) the null hypothesis is rejected at the 5% level or (2) the null hypothesis is rejected at the 10% level and the break is explainable using metadata. This application of this procedure in Norway is described in Hanssen-Bauer & Førland (1994) .
Neighbouring stations which could have served as reference stations were not always available, and therefore SNHT was not possible. These stations were not excluded from the NACD. Instead, all time series were divided into the following 5 classes according to how rigorously they were tested -H: homogeneous, rigorously tested and maybe adjusted; T: tested, maybe adjusted but not perfectly homogeneous; N: not tested, but not necessarily inhomogeneous; E: environmental changes prevent climatic studies; and I: inhomogeneous series which is presently unadjustable.
In the present analysis, only series in class 'H' and covering the entire period 1900-1990 were included. If less than 5% of the values in a time series were missing, these were replaced by climatology; if not, the time series was omitted from analysis. Applying these criteria, in total 40 precipitation series were selected for the analysis. For these 40 series, the series of winter totals was formed by summing the values from the months October through March. These series were used in the entire subsequent analysis. In Table 1 details about the selected series are given, and the geographical distribution is shown in Fig. 1 .
BASIC PROPERTIES OF THE WINTER TOTAL PRECIPITATION SERIES
Observed trends
Initially, a trend test was performed on the 40 series of observed winter precipitation totals, R t . Following Bloomfield & Nycka (1992) the trend is evaluated as the slope of a straight line fitted to R t as a function of the year t. I denote B obs to be this slope divided by R -and multiplied by the length of the period (90 yr), i.e. the relative change over the period. Assuming serial independence between years of each series, the statistical significance of B obs can be determined by a simple t-test (Essenwanger 1986), whose outcome is the significance level, p obs , at which the hypothesis of zero trend must be rejected. This test was carried out for all 40 stations, and the results are given in Førland et al. (1996a) and with Schönwiese et al. (1994) . It is interesting to note that the increase in winter precipitation in Western Norway, although it amounts to 10-20%, is not significant at the 0.05 level.
Spatial correlations
Since precipitation on interannual time scales is linked to the atmospheric mean circulation, we can expect that spatial correlations exist. This was investigated more systematically by determining the correlation decay length, r 0 . This was determined by fitting an exponential function ρ spat (r) = exp(-r/r 0 ) to the correlation coefficients for all pairs of stations as a function of distance r. This yielded a correlation decay length r 0 = 500 km. Since the distance between the stations is often smaller, the effective number of independent series is smaller than the number of stations. Jones et al. (1997) determined the correlation decay length for temperature and got 1900 km. A priori I would also expect a correlation decay length larger for temperature than for precipitation, since temperature is an air mass property and precipitation is connected to differences in air mass properties.
DETERMINING THE CIRCULATION DEPENDENT PART OF THE TOTAL WINTER PRECIPITATION
Following the strategy presented in Section 1, I will identify the part of the winter precipitation which depends on the winter mean circulation. This will then be removed subsequently from the observed precipitation. The 'residual' precipitation thus obtained will be analysed to reveal whether it is random noise or contains any systematic trend signal.
A statistical model will be developed for each station. In this model, the winter precipitation total (the predictand) will be linked to relevant circulation parameters (predictors) on an annual basis. The outcome of this model will be an annual series of winter precipitation depending on circulation. I will name it the 'hindcasted' precipitation. The observed less the hindcasted precipitation is the residual precipitation.
The model
To hindcast the winter precipitation sum from the winter mean mean sea level (MSL) circulation, a multilinear regression model was applied to each precipitation time series (R t ) separately.
The predictors in the model are obtained from the October to March average of the mean sea level pressure (MSLP) fields over the area 30°N-80°N, 100°W-40°E. The MSLP data were obtained from NCAR as their ds010.1. These data are given on a 5°× 5°grid for the period 1899 to the present day and have been extensively investigated, as described in Trenberth & Paolino (1980) . A principal component analysis was performed on the winter mean MSLP field, and the leading 5 PC scores, α t
(i)
, i = 1,…, 5 were used as predictors in the hindcast model. The 5 leading PCs explain almost 80% of the variance of the winter mean MSLP field, and keeping more PCs added only an insignificant portion of variance explained.
Mathematically the model is written as:
The coefficients b i are determined by the usual formulas for multi-linear regression. Once these coefficients are known, the hindcasted time series can be calculated as:
which is the best (linear) guess for winter precipitation if it were entirely determined by the circulation. Subsequently, the residual time series is determined. The whole methodology is similar to the one described in Schmith et al. (1998) . As an example, the observed and hindcasted time series for the station Nordby (Denmark) are shown in Fig. 3 .
Validation
The multiple correlation coefficient between observed and hindcasted time series cannot directly be regarded as a measure of model. To obtain a validation of the model based on independent data, we use a cross validation procedure as follows: each year in the period was hindcasted with a special version of the model, where data from the actual and the 5 neighbouring years (11 yr in total) were omitted in the fitting procedure to find the coefficients. In this way we get a time series of hindcasted values based on independent data. The multiple correlation coefficient, ρ, between this and the observed time series can be regarded as a measure of the quality of the model. This multiple correlation coefficient between observed and hindcasted values, based on the cross validation with an 11 yr window, ρ, is shown in Table 3 . together with its significance level based on a t-test, p ρ . For all stations, ρ is significantly different from zero at a level below 0.05. The performance of the model, as measured by ρ, is illustrated in Fig. 4 , where the size of the solid circles is proportional to ρ for the particular station. The model performs best in Western Scandinavia and Scotland.
I made a comparison between standard hindcasting model, based on 5 PCs, and a reduced model based on 1 PC only (the NAO index). The Northern Great Britain. This means that the NAO index is not the 'best' index to describe winter precipitation at a particular station. In fact, for each station, our standard model finds the 'optimal' circulation index to describe the winter precipitation total.
ANALYSIS OF RESIDUALS
After having determined the circulation-dependent component of the winter precipitation sum for each station by the hindcast method described in the previous section, the residual time series was calculated from each station by subtracting the hindcasted from the observed time series.
In order to determine the residual trend for each station, I let B res denote the relative change in residual precipitation over the period (calculated in analogy to B res ) and determined the significance level, p res , at which the hypothesis of zero residual trend must be rejected. This is quite analogous to the analysis in Section 3.1. Results from this analysis are given in Table 4 and graphically illustrated in Fig. 6 . The residual trends are positive for 37 of the 40 stations. For 9 stations, the hypothesis of zero residual trend must be rejected at the 0.05 level.
Looking at the geographical distribution of the residual trend, values seem to be smallest in Western Norway, which is rich in precipitation. It is also the case that in this region the largest part of the precipitation variability is determined by circulation.
Most stations have a positive trend in the residuals, although it is significant at the 0.05 level for 9 stations only. How likely is it to obtain such a result by chance? This question is not straightforward to answer since spatial correlations exist between stations series (and also between their residuals). This hampers the application of standard statistical tests, because the data do not correspond to 40 independent series.
To overcome these problems, I therefore resorted to a Monte Carlo test designed as follows: for each reali- sation, the years 1900-1990 are reordered randomly and then all residual series are reordered according to that list of years. In this way a random series without any systematic trend but with an identical spatial correlation pattern. The number of these series with positive trends is a stochastic variable whose statistical properties can be determined by carrying out this procedure many times. I chose 10 000 realisations, which by experimentation gives robust statistical evidence. It turns out that the probability of the situation with 37 or more stations with positive trends occurring in these artificial series with only random trends is smaller than 0.003. From this I conclude that the observed trend in the residuals spatially distributed over Northwestern
Europe is most likely due to some physical changes in the climate system during the 20th century.
DISCUSSION
In this section, I will discuss selected items related to the methodology I have used in my analysis.
Causes for the observed residual trend pattern
This study was motivated by the expectation that the rising lower tropospheric temperatures will lead to increased water vapour content in the lower troposphere. It was further mentioned that a rise in lower tropospheric temperatures could either have its origin in the enhanced greenhouse effect or low frequency natural variability of the climate system. It is interesting that Werner & von Storch (1993) found residual trends for the Northwestern European temperature with a methodology quite similar to mine. Could the reason for the increased residual winter precipitation be changes in land use? Such changes may effect both the potential evapotranspiration and the vertical Ekman pumping due to friction. While the first effect is negligible during winter (since the evapotranspiration itself is negligible), the second may affect all seasons. The literature hardly contains any work on precipitation changes due to changes in surface roughness, except Sud et al. (1988) . In this work, 2 GCM experiments were carried out with July conditions, one with realistic average land roughness and one with drastically reduced roughness over land. In Northwestern Europe, the difference between the 2 experiments was not different from natural variability.
Apparent residual trends caused by inhomogeneity of precipitation data
Inhomogeneities in the input precipitation data will show up as trends in the residuals. Therefore, a further discussion of the homogeneity of these data is needed. Even though great effort has been put into making the precipitation data free of such inhomogenities, they cannot be entirely excluded. This is particularly true for inhomogenities occurring concurrently at several neighbouring stations, since these are hard to find using the SNHT. There are 2 such types of inhomogeneities: (1) Due to the general air temperature rise, the ratio between solid and liquid precipitation decreases. Since solid precipitation is caught less efficiently by the rain gauge than wet precipitation, this means that the rain gauges will gradually catch a larger and larger fraction of the 'true' precipitation.
(2) Wind shields have been installed on gauges; however, this was performed at different times in the different countries. This will also mean systematically more effective rain gauges.
For evaluating the implications, I used an empirical correction model for precipitation (Førland et al. 1996b) . The details are given in Appendix 1. The outcome of these calculations is that (1) could account for a 1% increase while (2) could account for an 8% increase.
By comparing this value with values from Table 4 , (1) is too small to contribute significantly, while (2) could account in principle for many of the residual trends observed. On the other hand, introduction of shielded gauges is an intended action, which is supposed to be well documented in the station histories and therefore will be identified as significant by the SNHT more easily. In an investigation of 165 Norwegian precipitation series of 75 yr or more, HanssenBauer & Førland (1994) discussed the detection of this type of inhomogeneity. Using a network of gauges in which no wind shield had been installed as reference stations, they were able to detect most of the serious inhomogeneities caused by the installation of windshields. However, when using an 'arbitrary' network of reference stations, they were able to detect only 30 to 40% of such inhomogeneities. This points to the essential requirement of having good station history files to supplement the SNHT. Since good-quality metadata are one of the criteria for including a time series into the NACD, I have reasons to believe that most of the (2) inhomogeneities have been detected and adjusted properly. One further reason is that wind shields have been installed in different periods in neighbouring countries, which also increases the possibility of finding homogeneous reference stations.
The most frequent type of inhomogeneity in the study by Hanssen-Bauer & Førland (1994) was that caused by relocation of the gauge. I assume this to cause both an increase and a decrease in gauge efficiency, so for a sufficiently large area this will cause no systematic disturbance of an analysis such as mine.
Choice of predictors
Ideally, predictors representing the 3-dimensional large-scale height field of the atmosphere should be used. Since upper-air observations exist since the late 1940s only, this demand should be weighed against the wish to carry the investigation out over as long a period as possible, which is only limited by the length of precipitation records. Therefore, I chose to base the predictors on surface pressure only. An argument for doing so is that the leading modes of interannual variability in the North Atlantic area appear to be vertically coherent (Wallace & Gutzler 1980) . Therefore, the upper-air fields contain only little extra information on these temporal and spatial scales. This is also the background for the success of the NAO index in historical climate research.
When choosing predictors representing only 1 layer of the atmosphere, there is one potentially important aspect of the atmospheric structure missing -the possible systematic trend in the static stability of the atmosphere. A greenhouse-enhanced atmosphere will be less stable at mid-latitudes and this may influence the average synoptic activity and therefore the precipitation. This question was investigated for the Northeast Atlantic region by Schmith et al. (1998) , who found no systematic changes in the synoptic activity which could not be explained by variations in the MSL circulation. I therefore have strong reasons to believe Finally it should be mentioned that it is tempting to verify the hypothesis regarding increased water vapour content of the atmosphere by relating the residuals to historical humidity observations. However, works on historical humidity observations and their quality are hardly seen only rarely in the literature. Therefore this investigation was not carried out.
Semi-empirical versus dynamical methods
The semi-empirical method used here for climate change detection is appealing because of its simplicity and cost-effectiveness. Let us discuss now in more detail the advantages and disadvantages of this method versus the conventional fingerprint detection methods based on patterns obtained from GCMs (for an explanation of the state-of-the-art methods see Barnett et al. 1999) . Barnett et al. (1998) pointed out the crucial uncertainties in the GCM-based methods, namely: (1) Uncertainty in the forcing fields. Forcing include greenhouse gases, ozone, direct and indirect aerosol effects. However, not all details of these forcings are known.
(2) Incorrect response of the GCM to the specified forcing. (3) Incorrect representation of internal climate variability in the GCM. (4) Errors in the observations. To these we may add: (5) Uncertainties due to the cutoff of small spatial scales in the GCM fields and no such cut-off in observed data.
It is revealing to consider whether the present method represents any improvements to the abovementioned points. As regards point (1), my model does not have any parameterisation of the different forcings. This has been done in a statistical model for greenhouse-gas concentrations (Tol & de Vos 1998) . Incorporating aerosols in statistical models is probably very difficult, if not impossible, because aerosols are not well mixed into the atmosphere and factors such as spatial distribution of sources and advection and dispersion therefore become important. The GCM-based methods certainly have an advantage in being able to model these effects, at least to a certain extent.
Points (2) and (3) are interrelated, since a part of the greenhouse-gas response coincides with the modes of natural variability. In fact, my model works by isolating that part from the detection. Therefore my model resembles what is usually called an 'optimum' detection method, where one projects observed patterns onto the part of the greenhouse response pattern from the GCM experiment, which is orthogonal to the major natural variability patterns. Our statistical model does not have systematic errors, but does have errors due to sampling problems. In the present case, the model is trained on 90 yr of data, so variability up to the decadal time scale can be supposed to be correctly represented. In the GCM-based methods, there can be systematic errors but many coupled GCM runs have a length of up to 1000 yr, and therefore variability up to the centennial time scale is represented.
Regarding point (4), the lack of high-quality observations of good temporal and spatial (preferably global) coverage is an equally serious obstacle to both methods. For precipitation data, this problem is even more serious than for temperature.
Regarding point (5), the patterns used for climate change detection are the output from GCM experiments with T42 resolution. This meant that spatial scales smaller than approximately 300 km are not resolved. Therefore, direct comparison with observations is not possible. This is particularly true for the precipitation field in mountainous regions such as Scandinavia. The usual way to overcome this is to use a gridded data set, i.e. average the small scales out in the observed data. The model used here offers an alternative way by using the observed data from the 'local scale' directly in order to detect climate change.
SUMMARY
I fitted a semi-empirical hindcast model, using the winter mean MSL pressure field as the predictor, to observed winter precipitation sums for a number of stations in Northwestern Europe. This model can explain a significant part of the interannual variability. The model performs significantly better than a reduced model using only the NAO index as the predictor.
When the precipitation which is hindcasted by this model is subtracted from the observed precipitation sum, one obtains the 'residual' precipitation. A statistical test reveals that this residual signal is different from random noise, but for most of the series contains a systematic positive trend throughout the 20th century.
This signal could be interpretated as climate change, due either to enhanced greenhouse forcing or to very low frequency variability of the climate system.
In order to estimate the magnitude of apparent precipitation changes I used the method reported in Førland et al. (1996b) . The basis of this work is the equation R true = k(R measured + ∆R wetting + ∆R evaporation ) linking measured and observed precipitation via the correction factor due to aerodynamic effects, k. The terms ∆R wetting and ∆R evaporation represent losses due to wetting and evaporation. The ingoing terms have been extensively investigated in field experiments for different types of gauges. The term k depends on wind speed, gauge type and precipitation characteristics, such as type (rain/sleet/snow), distribution of droplet size, etc. Simplifications must therefore be made. I use a 'simple correction model' procedure outlined for monthly precipitation values. In this model k is empirically given for the liquid and solid precipitation and for 5 different shelter classes.
As an example, take a site where the true precipitation is 500 mm, consisting of 450 mm liquid and 50 mm solid precipitation, falling on 60 precipitation days during the winter with a length of 180 d. Assume the shelter class to be equal to 3, and further wetting and evaporation losses to be 0.1 mm case -1 and 0.2 mm d -1
. Using this as the 'normal' situation, we investigate the consequences of 2 scenarios, namely (1) removing the windshield on the raingauge and (2) decreasing the true snow fall to 25 mm and the rainfall accordingly to 475 mm.
The results of applying the model are given in Table A1 . The model gives an observed precipitation of 420 mm for the 'normal' situation. For the 2 scenarios, the model gives 425 and 435 mm, i.e. increases of about 8 and 1%, respectively. Table A1 . Results of using a precipitation correction model for 3 different scenarios
