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Abstract
We propose two new general methods for decomposing seasonal time series data: STR (a
Seasonal-Trend decomposition procedure based on Regression) and Robust STR. In some ways,
STR is similar to Ridge Regression, and Robust STR is related to LASSO. These new methods
are more general than any other alternative time series decomposition methods; they allow for
multiple seasonal and cyclic components, as well as multiple linear covariates with constant,
flexible, seasonal and cyclic influences. The seasonal patterns (for both seasonal components
and seasonal covariates) can be fractional and flexible over time; moreover, they can either be
strictly periodic or have a more complex topology. We also provide confidence intervals for the
estimated components, and discuss how STR can be used for forecasting.
Keywords: time series decomposition, seasonal data, Tikhonov regularisation, ridge regression,
LASSO, STL, TBATS, X-12-ARIMA, BSM
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1 Introduction
Time series decomposition is an important task in all national statistics agencies, as well as in
many other contexts in which seasonal variation in time series data is observed. It is the basis
for all seasonal adjustment procedures, it is used widely in forecasting, and it underpins the
analysis of business cycles.
The first attempts to decompose time series into various components can be dated to as early
as 1884, when Poynting (1884) proposed price averaging as a tool for eliminating trend and
seasonal fluctuations. Later, his approach was extended by Hooker (1901), Spencer (1904) and
Anderson and Nochmals (1914). Further research in this direction included that by Copeland
(1915), who was the first to attempt to extract the seasonal component, until Macaulay (1931)
proposed a method which gradually became “classical”. The work of Macaulay led to the
Census II method, which came to be used widely after a computer program developed in 1955
simplified the calculations significantly (Shiskin, 1957). The Census II method has continued
to evolve since, with various techniques and features having been added, such as robustness,
calendar effects, covariates, ARIMA extensions, and extensive diagnostics. Widely used versions
of this approach are X-11 (Shishkin, Young & Musgrave, 1967), X-11-ARIMA (Dagum, 1988;
Ladiray & Quenneville, 2001), X-12-ARIMA (Findley, Monsell, Bell et al., 1998) and X-13-
ARIMA-SEATS (Findley, 2005). X-13-ARIMA-SEATS includes a version of the TRAMO/SEATS
procedure for seasonal adjustment which was developed at the Bank of Spain (see Monsell,
Aston & Koopman, 2003).
A different approach was followed by Cleveland et al. (1990), who developed STL (Seasonal-
Trend decomposition using Loess), which has come to be widely used outside the national
statistics agencies, partly because of its availability in R (R Core Team, 2015). This method uses
iterative Loess smoothing to obtain an estimate of the trend, and then Loess smoothing again to
extract a changing additive seasonal component.
Burman (1980) argued that there were too many seasonal adjustment methods available, and
noted that all but one were ad hoc methods. Since that time, several model-based methods
for seasonal decomposition have been developed, including the TRAMO/SEATS procedure
mentioned above, the BATS and TBATS models of De Livera, Hyndman and Snyder (2011),
and various structural time series model approaches (Commandeur, Koopman & Ooms, 2011;
Harvey, 1990). One big advantage of using a model for seasonal decomposition and adjustment
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is that it provides a natural way to compute confidence and prediction intervals, which is not
the case for many ad hoc methods.
Despite this long history, and the availability of many algorithms and models for time series
decomposition, there are many time series characteristics that are not addressed in any of these
approaches.
The major deficiencies of the main decomposition methods are as follows:
• Inability to provide a meaningful and simple statistical model (for many methods).
• Inability (or difficulty) to calculate confidence intervals (for many methods).
• Inability to take into account covariates (for some methods).
• Inability to take into account fractional seasonality (for most methods).
• Inability to take into account multiple seasonality (for most methods).
• Inability to take into account covariates which affect data in a complex seasonal manner
(for all methods — Harvey, Koopman and Riani (1997) showed that state-space models
can take into account covariates which affect data in a simple seasonal manner).
• Inability to take into account complex seasonality (for all methods).
As we can see, while several decomposition methods are available, they all have deficiencies, and
none has the clarity, simplicity and generality to be able to handle the many practical problems
which arise with seasonal data decomposition. We aim to fill this gap with our new approach,
which is clear, general, model-based, robust (if required), and simple. We show that the problem
of seasonal decomposition can be re-cast in the framework of ordinary least squares or quantile
regression. Moreover, our approach provides new features (such as predictors which affect data
in a complex seasonal manner, and the ability to model complex seasonality) that have not been
developed before. Our new STR method is the most general framework for the decomposition
of seasonal data that is available at present.
We begin by presenting the simplest version of the STR model in Section 2, and show how
it can be reduced to a simple regression problem. We discuss how to calculate leave-one-
out cross-validation efficiently, and propose the use of cross-validation for the estimation of
the smoothing parameters. In Section 3, we extend our model to the case where seasonality is
considered as a smooth function in two dimensions, and defined over a cylinder. In Section 4, we
consider cases of multiple seasonality, and introduce predictors that we allow to be “flexible” and
“seasonal”. Increasing flexibility of the model makes computation more difficult. Consequently,
we consider a variation of the STR model in Section 5 where the trend and seasonal components
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are modelled using smooth basis functions. More complicated seasonal patterns including
fractional seasonality and seasonality with complex topology are discussed in Section 6. In the
same section, we also show how to forecast using our model. RSTR, a robust version of our
model, is introduced in Section 7. In Section 8, we provide an example using electricity demand
data in order to highlight some of the unique features and capabilities of our approach. Finally,
in Section 9, we discuss the benefits and disadvantages of this new approach. We also propose a
way of dealing with cyclicity in the data, and note that it can be handled similarly to seasonality.
2 A simple STR model
The first and simplest STR model describes a time series Yt that comprises three additive
components:
Yt = Lt +St +Rt , t = 1, . . . ,n, (1)
where Lt is the trend, St is the seasonal component, and Rt is the “remainder” component.
The seasonal component is assumed to have a repeating pattern which changes very slowly
or is constant over time. The trend component describes the smooth underlying mean of the
data (after accounting for seasonality). The remainder component contains only noise and
idiosyncratic patterns in the data. Initially, we will assume that the remainder behaves as a
white noise process; later, we will allow autocorrelated errors.
2.1 Two-dimensional seasonality
Let m denote the number of “seasons” in the data. For example, if Yt is monthly data, m = 12,
and if Yt is daily data with a repeating weekly pattern, m = 7. Let us also define the function
κ(t) = tmodm, which transforms time t into the corresponding season κ(t) ∈ {1, . . . ,m}.
At time t, we observe (indirectly, through (1)) only one element of the seasonal pattern. It is
reasonable to ask what the other components of this pattern are at that moment t. For example,
if we have weekly seasonality, it is valid to ask on a Wednesday, “What is the current value of the
seasonal component corresponding to Friday?”. In other words, along with St , we also define
other latent components that are responsible for seasons other than κ(t). In this way, we treat
the seasonal pattern as two-dimensional, Si,t (i = 1, . . . ,m), and we assume that St = Sκ(t),t . We
will use S with one index to represent a vector of seasons from (1), while S with two indexes
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will represent a matrix of seasonal shapes. Thus, (1) can be rewritten as:
Yt = Lt +Sκ(t),t +Rt . (2)
This formulation of seasonality as a two-dimensional structure is one of the novelties and
features of STR, and it allows for simple and natural smoothing constraints to be applied to
seasonal patterns represented by the m×n matrix S = [Si,t].
When a seasonal pattern is considered as a one-dimensional structure (where that one dimension
is time), it is easy to express smoothness in terms of the time dimension, but more difficult to
express smoothness constraints for neighbouring seasons. By adding a second dimension, we
can naturally express smoothness constraints in terms of closeness in distance between seasons
as well as closeness in time. This bivariate representation is “sparse” in some sense, as elements
of a seasonal pattern appear only at some places in that two-dimensional structure.
Let us consider weekly seasonality. In this case, the two-dimensional structure will be a tube,
where time is along the length of the tube, and the seasonal dimension (corresponding to days
of the week) is around the circle, perpendicular to the time direction. Thus, a time series
corresponds to a spiral on the tube. The other locations on the tube (between the spirals) will
represent “imaginary” seasonality. These correspond, for example, to the current value of
Friday’s seasonality when today is a Wednesday.
Smoothness of the weekly seasonal pattern can be described as smoothness of Si,t in the seasonal
direction i, while the speed at which the seasonality changes over time is controlled by the
smoothness of Si,t in the time direction t. Moreover, some other features are possible to
express. For example, by restricting second partial derivatives of Si,t in both (time and seasonal)
directions, it is possible to describe the weekly seasonal pattern changing “synchronously” and
in the same direction for a few sequential week days.
2.2 Smoothness constraints
We can now describe the distributional and smoothness assumptions behind the STR model.
Smoothness of a function implies that its second derivatives are small, since otherwise large
values of the second derivatives would lead to high curvature of the function making it “wiggly”
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(see Wood (2006)). Thus, we consider a function smooth if its second derivatives are normally
distributed with mean 0 and where the variance controls the degree of smoothness. 1
Because time and season are both discrete, we approximate derivatives with differences. Here,
we use the notation Δ2 for the double difference operator, Δ2 = (1−B)2, where B is the backshift
operator. Thus, Δ2Lt = Lt − 2Lt−1 +Lt−2 .
The STR assumptions are as follows:
• The remainder terms Rt are i.i.d.N (0,σ2R). 2
• The trend terms are smooth, such that Δ2Lt are i.i.d.N (0,σ2L ).
• The seasonal terms must sum to zero, so that, for any t, they have the property
�
s
Ss,t = 0. (3)
• Each of the seasonal terms also changes smoothly over time, so that the seasonal vectors
�Δ2Si,t�mi=1 are i.i.d.N (0,σ2SΣS ), where
ΣS = Im − 1m1m (4)
is an m×mmatrix that can be considered the covariance matrix of the m random variables
ξi = ηi −m−1
m�
r=1
ηr , obtained from the i.i.d. standard normal random variables η1, . . . ,ηm.
• L, S and R are independent of each other.
It should be noted that the seasonal component here, in the simplest form of STR, is presented
as a two-dimensional array in order to ensure that the seasonal components add to zero for any t.
Later, we will apply additional restrictions to the seasonal component, and the two-dimensional
structure will become even more important.
Other ways to present the model in (2) are to write it in the form of a state-space model in
the spirit of Harvey (1985) or Harvey and Peters (1990), or as a multivariate ARIMA model.
For example, Tt can be considered an ARIMA(0,2,0) process, while the seasonal component
is a multivariate ARIMA(0,2,0) process with contemporaneously correlated errors (but no
autocorrelation).
1There are multiple ways to define smoothness, for example by restricting higher order derivatives (Henderson,
1916). In this article we consider only restricting second order derivatives and leave other approaches for further
research.
2The assumption of normality of the errors will be relaxed in Section 7.
Dokumentov & Hyndman: 10 September 2020 7
STR: A Seasonal-Trend Decomposition Procedure Based on Regression
2.3 Complete model and maximum a posteriori estimation
Earlier, we defined Y = �Yt�nt=1 as a random n-vector of observations, L = �Lt�nt=1 as a random
n-vector representing the trend component, random m×n matrix S as the seasonal component,
and R = �Rt�nt=1 as a random n-vector of the remainder. According to (1), Y depends on L, S
and R, and, as later mentioned, L, S and R are independent of each other.
Let S− be the matrix S without the last row. Since the last row is the negative sum of all other
rows (3), S can be restored from S− using a linear operation. Thus,
vec(S ) = P vec(S−), (5)
for some matrix P.
According to (2) and (5)
Y = L+Qvec(S−) +R, (6)
for some n×n(m− 1) matrix Q that extracts �Sκ(t),t�nt=1 from vec(S−).
Probability density functions for each of the components which make Y can be written as the
following equations:
pR(r,σR) = fR(σR)exp
�
−1
2
����� rσR
�����2
L2
�
, (7)
where r is a realisation of R, and fR is some function.
pL(�,σL) = fL(σL)exp
�
−1
2
�����D��σL
�����2
L2
�
× pL1(l1)× pL2(l2), (8)
where � is a realisation of L, fL is some function, pL1(l1) and pL2(l2) are the probability density
functions of the first and second trend variables, and D� is a (n− 2)× n matrix that calculates
second differences of �: Δ2�t for 3 ≤ t ≤ n.
Let Ξ
×
be an (m − 1)× (m − 1) matrix obtained from ΣS by removing the last row and the last
column, and Ξ = In−2 ⊗Ξ× , then
pS−(S−,σS ) = fS (σS )exp
−12
������Ξ−
1
2Ds vec(S−)
σS
������
2
L2
× pS−.1(S−.1)× pS−.2(S−.2), (9)
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where S− is a realisation of S−, fS is some function, pS−.1(S.1) and pS−.2(S.2) are the probability
density functions for the seasonal vectors at times 1 and 2 (the first and second columns of
random matrix S−), and Ds is a (n−2)(m−1)×n(m−1) matrix that computes second differences
along the time dimension: �Δ2t S−s,t�m−1s=1 for 3 ≤ t ≤ n.
According to (6), the complete likelihood of (S−,L,Y ) 3 can be written as
pS−,L,Y (S−,�, y) = pR(y −Qvec(S−)− �, σR)× pS−(S−, σS )× pL(�, σL). (10)
Applying Bayes theorem we get:
pS−,L|Y (S−,�, y) =
pR(y −Qvec(S−)− �, σR)× pS−(S−, σS )× pL(�, σL)
pY (y)
. (11)
Since pY (y) does not depend on S− and �, and it is effectively a normalisation factor, also
expanding the formula and defining probability functions pS−.1(S
−
.1), pS−.2(S
−
.2), pL1(�1), and pL2(�2)
as non-informative (thus not depending on S and l), we get:
pS−,L|Y (S−,�, y) =f (σS ,σL,σR)×
exp
−12
�����y −Qvec(S−)− �σR
�����2
L2
+
������Ξ−
1
2Ds vec(S−)
σS
������
2
L2
+
�����D��σL
�����2
L2

 , (12)
for some function f (σS ,σL,σR), or
pS−,L|Y (S−,�, y) = f (σS ,σL,σR)× exp
�
− 1
2σ2R
���y+ −Xη���2
L2
�
, (13)
where y+ = [y� , 0�]� is the vector y extended with m (n− 2) zeros, η = [vec(S−)� , ��]�,
X =

Q I
λsΞ
− 12Ds 0
0 λ�D�
 , (14)
and
λs =
σR
σS
, λ� =
σR
σL
. (15)
3pS ,L,Y (S, l,y) cannot be used instead of pS−,L,Y (S−, l,y), since rows of S are linearly dependent and probability
density function pS ,L,Y (S, l,y) does not exist.
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If σS , σL, and σR are fixed (12) has exactly the same form (equal up to a multiplicative constant)
as the probability density function of y+ for linear problem
y+ = Xη + ε , (16)
where ε is an (n+m (n− 2)) vector of i.i.d. N (0,σ2R) errors (representing the remainder Rt and
regularisation errors). We call (16) a corresponding linear problem.
Note, that models (16) and (2) are quite different in their mechanics, although have very similar
form of the probability density functions, and, consequently, similar solutions, confidence
intervals, etc.
A maximum a posteriori estimate for S− and � for (12) or (13) is
�(S−,�) = argmin
S−,�
����y −Qvec(S−)− ����2
L2
+
�����σRσS Ξ− 12Ds vec(S−)
�����2
L2
+
�����σRσL D��
�����2
L2
�
. (17)
or
ηˆ = argmin
η
����y+ −Xη���2
L2
�
. (18)
Problem (18) is a quadratic optimisation problem with solution
ηˆ = (X �X)−1X �y+ = (X �X)−1[Q I ]�y . (19)
Wood (2011) describes two classes of approaches to selecting smoothing parameters (such as λS
and λ�) for semi-parametric linear regressions . The first tries to minimise the prediction error,
by minimising Akaike’s information criterion, cross-validation or generalized cross-validation;
see, for example, Wahba and Wold (1975) and Craven and Wahba (1978). The second class
of approaches treats the smooth functions as random effects (Kimeldorf & Wahba, 1970), so
that the smoothing parameters are variance parameters that can be estimated by maximum
(marginal) likelihood (Anderssen & Bloomfield, 1974), or restricted maximum likelihood, which
Wahba (1985) called “generalized maximum likelihood”. In this article we take the first path,
and use cross-validation for estimating the lambda parameters (15) without reference to σR,
σS or σL (for more details see Section 7). The problem of minimising cross-validation can be
complex, for example if there are many local minima, and we have no method that guarantees
the finding of the global minimum. However, rather simple methods often work well in practice.
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We perform such optimisation using R and the Nelder-Mead method as implemented in the
optim() function from the stats package in R (R Core Team, 2015).
Since (13) is the probability density functions of normal distribution
Cov(η) = σ2R(X
�X)−1 . (20)
We estimate σR using cross-validated residuals instead of residuals of the fit. This ensures that
σR is not underestimated if the model is over-fitted.
The trend component Tˆ and the corresponding confidence intervals can be obtained directly
from ηˆ and Cov(η). In order to obtain the seasonal components Sˆ , ηˆ needs to be transformed
linearly using some matrix U (similar to P in (5)), thus a new covariance matrix and confidence
intervals for Sˆ can also be calculated.
It is interesting that (19) gives an alternative view to the matrix formula for signal extraction
(McElroy, 2008; McElroy & Trimbur, 2015).
2.4 A simple example
The time series shown in Figure 1 concerns supermarket and grocery store turnover in New
South Wales from 2000 to 2009.
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Figure 1: Supermarket and grocery store turnover in New South Wales.
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LOO MSE = 0.0003523, 5 fold 1 gap MSE = 0.0003711, Lambdas = (0.141,0,0) (0.975,0,0)
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Figure 2: Supermarket and grocery store log turnover in New SouthWales, decomposed with STR. The
original data are plotted in black; the decomposed trend, seasonal and random components
are in red; and 95% confidence intervals are in grey.
We apply the model described in Section 2.3 to the logged data. The resulting decomposition
is shown in Figure 2. This STR decomposition takes into account one trend and one seasonal
component. The smoothness of the seasonal component is controlled along the time dimension
only. 95% confidence intervals are calculated and shown as grey bands along the decomposed
components.
3 STR with smooth seasonality
The optimization problem in Section 2.3 can be extended to constrain the second discrete
derivatives ∂
2
∂s∂t and
∂2
∂s2 of the seasonal component (in our case, it is a two-dimensional surface),
in addition to ∂
2
∂t2 . This constrains the seasonal shape to be smooth for each t, which is
particularly useful when there are large numbers of seasons (e.g., with hourly data). It can be
noted that such complex constraints are difficult (if not impossible) to translate to state-space
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models. On the other hand, a simple constraint on ∂
2
∂t2 can easily be presented using state-space
models (see, for example, Harvey, Koopman & Riani, 1997).
The modified optimization problem can be written as follows:
(s,�) = argmin
����y −Qs − ����2
L2
+ �λttDtts�2L2 + �λstDsts�2L2 + �λssDsss�2L2 + �λ�D���2L2
�
, (21)
where all terms are as for (17) except:
• s = vec(S−);
• Dtt , Dst and Dss are matrices which compute second differences for the two-dimensional
seasonal component along the time, time-season and season dimensions, respectively; and
• λtt , λst , λss and λ� are parameters to be selected.
It is now evident that the seasonal two-dimensional surface actually has the topology of a
cylinder, where dimension t spreads infinitely in two directions, but dimension s is “circular”
(season 1 is connected to season 2, season 2 is connected to season 3, . . . , season (m − 1) is
connected to season m, and season m is connected back to season 1). It should be noted that the
matrices Dst and Dss take the cylinder topology into account when calculating proper “circular”
differences.
The corresponding linear regression model is
y+ = Xη + ε , (22)
where
X =

Q I
λttDtt 0
λstDst 0
λssDss 0
0 λ�D�

, (23)
and all other terms are similar to those in (16).
Using approach from Section 2.3, we find the solution to this new problem, with the
corresponding confidence intervals. We find good values for λtt , λst , λss and λ� using cross-
validation and an optimisation procedure.
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LOO MSE = 0.0003053, 5 fold 1 gap MSE = 0.0003165, Lambdas = (0.129,0,0) (0.359,0.0554,0.273)
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Figure 3: Supermarket and grocery store log turnover in New South Wales, decomposed using STR
with two-dimensional restrictions on the seasonal component. The original data are plotted
in black; the decomposed trend, seasonal and random components are in red; and 95%
confidence intervals are in grey.
To illustrate, Figure 3 shows the same data as that discussed in Section 2.4, but now decomposed
using STR with two-dimensional smoothness restrictions on the seasonal component. As we can
see, the result of the decomposition is similar, but the MSE of leave-one-out cross-validation is
15% lower.
We calculate confidence intervals using (20) and approach described in Section 2.3.
4 STR with multiple seasonality and covariates
Let us revisit the concept of seasonality. Originally, we considered it as a single repeating
pattern which affects data in an additive manner. Such a pattern is usually a consequence of
some scheduled or naturally repeating activity, corresponding to the day of the week, hour of
the day, or some other repeating calendar pattern.
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Nevertheless, time series representing real world activity are often affected by several schedules,
representing different seasonal periods. For example, electricity demand typically depends
on the time of day, day of the week, and day of the year (Hyndman & Fan, 2010). In Turkey,
though, electricity demand is also affected by the Islamic Hijri calendar due to various religious
activities, such as fasting during the month of Ramadan (De Livera, Hyndman & Snyder, 2011).
Another complicating factor is that the periods of these calendars may be non-integer (e.g., the
Gregorian calendar year has an average length of 365.2425 days). More complex examples can
include patterns with periods that change in length over time.
Covariates may also be available to help explain some of the variation seen in a time series.
For example, Findley and Soukup (2000), Findley, Monsell and Hou (2012) and Hood and
Feldpausch (2011) consider the effects of various moving holidays on human activities. These
effects are usually assumed to be linear and constant over time, although Bell and Martin (2004)
consider time-varying coefficients. The magnitude of the impact of such covariates on a time
series is important in further analysis and decision making.
In this section, we consider time series that are affected by multiple seasonal patterns and
linearly by covariates of three types: (1) constant effect covariates, where we assume that the
associated coefficients are constant over time; (2) covariates with coefficients whose magnitudes
change smoothly over time, but where the coefficients do not exhibit any seasonal pattern; and
(3) covariates with coefficients whose magnitudes change smoothly over time in a seasonal
pattern. As far as we know, this last type of time-varying coefficient is new in the decomposition
of time series.
We consider a time series Yt that consists of the following parts:
Yt = Tt +
I�
i=1
Sit +
H�
h=1
Aht +
J�
j=1
Bjt +
K�
k=1
Ckt +Rt , (24)
where:
• Tt is the smoothly changing trend;
• Sit are seasonal components with corresponding seasonal periods mi ;
• Aht are predictors with constant coefficients;
• Bjt are predictors with time-varying but non-seasonal coefficients;
• Ckt are predictors with time-varying coefficients, where the coefficients have seasonal
patterns with corresponding seasonal periods pk ;
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• Rt is the “random” error.
Because this description is rather vague, we define decomposition and the model uniquely
through a minimization problem which extends the optimisation problems and the
corresponding models of Sections 2 and 3.
In this new optimisation problem defined below, we assume the existence of multiple seasonal
periods and dependence on a number of regressors. We also assume that such dependence
can change over time for some of the regressors (we call them flexible and seasonal regressors,
depending on whether the seasonal pattern appears in the changes).
(s1, . . . , sI ,�,α,β1, . . . ,βJ ,γ1, . . . ,γK ) =argmin

�����y − I�
i=1
Qisi − � −Aα −
J�
j=1
Bjβj −
K�
k=1
Ckγk
�����2
L2
+
I�
i=1
����λtt,iDtt,i si���2L2 + ���λst,iDst,i si���2L2 + ���λss,iDss,i si���2L2�
+
���λ�Dtt����2L2 + J�
j=1
���θjDttβj���2L2
+
K�
k=1
����θtt,kΔtt,kγk���2L2 + ���θst,kΔst,kγk���2L2 + ���θss,kΔss,kγk���2L2�
 ,
(25)
where
• y is a vector of observations of length n;
• Qi are n×n(mi − 1) matrices which compute observable seasonal elements from seasonal
vectors si , each of which represents the corresponding two-dimensional seasonal
component;
• A is an n×H matrix of static predictors, where every predictor occupies a single column;
• α is an H-vector of coefficients of the static regressors;
• Bj = diag(bj ) for 1 ≤ j ≤ J is the jth predictor matrix, with values of the jth predictor bj
arranged along the diagonal and all other values equal to zero;
• βj is the jth vector of changing coefficients for the jth flexible regressor;
• Ck = diag(ck) for 1 ≤ k ≤ K is the kth predictor matrix, with values of the kth predictor ck
arranged along the diagonal and all other values equal to zero;
• γk is the kth vector of changing coefficients for the kth seasonal regressor;
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• Dtt is a matrix that takes second differences of a vector representing the trend or flexible
coefficients;
• Dtt,i , Dst,i and Dss,i are matrices that take second differences of the ith seasonal component
in the time, time-season and season dimensions;
• Δtt,k , Δst,k and Δss,k are matrices that take second differences of the kth seasonal coefficients
in the time, time-season and season dimensions; and
• λtt,i , λst,i , λss,i , λ�, θj , θtt,k , θst,k , θss,k are the parameters to be estimated.
Note that the optimisation problem can be adapted easily to the case where some (or many)
observations in y are missing. (In time periods where only predictors are missing, we treat
the corresponding y values as if they were missing.) The adaptation involves excluding
missing values in the vector y and the corresponding rows in the matrix coefficients of vectors
s1, . . . , sI , �, α, β1 . . . ,βJ , γ1, . . . ,γK (assuming that there is an identity matrix In in front of �) in
(25).
This also provides a very natural way of forecasting, by treating future observations as missing,
then estimating them for a forecast horizon τ. If the remainder term Rt is autocorrelated,
the forecasts should be adjusted to allow for the short-term dynamics represented by the
autocorrelations (e.g., by fitting an ARMA model to Rt). If the covariance matrix of y can be
estimated, the prediction intervals can also be found in the standard way for linear regression
models.
Although this is a very general form of STR, it does not need to be that complicated in practice.
In most cases, the minimization problem contains only a few of the terms in (25).
The optimisation problem in (25) corresponds to the following linear model:
y+ = Xη + ε , (26)
where y+ = [y� , 0�]�,
η = [s�1, . . . , s�I ,�� ,α� ,β�1, . . . ,β�J ,γ �1, . . . ,γ �K ]� (27)
is a vector of unknown coefficients, and
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X =

Q1 . . . QI In A B1 . . . BJ C1 . . . CK
λtt,1Dtt,1 . . . 0 0 0 0 . . . 0 0 . . . 0
λst,1Dst,1 . . . 0 0 0 0 . . . 0 0 . . . 0
λss,1Dss,1 . . . 0 0 0 0 . . . 0 0 . . . 0
0
. . . 0 0 0 0 . . . 0 0 . . . 0
0 . . . λtt,IDtt,I 0 0 0 . . . 0 0 . . . 0
0 . . . λst,IDst,I 0 0 0 . . . 0 0 . . . 0
0 . . . λss,IDss,I 0 0 0 . . . 0 0 . . . 0
0 . . . 0 λ�Dtt 0 0 . . . 0 0 . . . 0
0 . . . 0 0 0 θ1Dtt . . . 0 0 . . . 0
0 . . . 0 0 0 0
. . . 0 0 . . . 0
0 . . . 0 0 0 0 . . . θmDtt 0 . . . 0
0 . . . 0 0 0 0 . . . 0 θtt,1Δtt,1 . . . 0
0 . . . 0 0 0 0 . . . 0 θst,1Δst,1 . . . 0
0 . . . 0 0 0 0 . . . 0 θss,1Δss,1 . . . 0
0 . . . 0 0 0 0 . . . 0 0
. . . 0
0 . . . 0 0 0 0 . . . 0 0 . . . θtt,KΔtt,K
0 . . . 0 0 0 0 . . . 0 0 . . . θst,KΔst,K
0 . . . 0 0 0 0 . . . 0 0 . . . θss,KΔss,K

(28)
for some fixed parameters
Λ =
�
λtt,1,λst,1,λss,1, . . . ,λtt,r ,λst,r ,λss,r ,λ�,θ1, . . . ,θJ ,θtt,1,θst,1,θss,1, . . . ,θtt,K ,θst,K ,θss,K
�
.
If some values of Λ are zeros, the corresponding rows of matrix X can (and should) be removed,
as they have no effect and removing them improves the computation time. All errors are
normally distributed, and the covariance matrix of ε has the form
Σε = σ
2
R I , (29)
for some unknown σR parameter, which will be estimated.
The total number of coefficients (the length of η in (27)) that we need to estimate is usually much
larger than the number of observations (the length of y). This does not cause computational
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problems because the coefficients are regularised (constrained), and the estimation is performed
using (26), where y+ is longer than η.
We can find the solution to this new problem and the corresponding confidence intervals using
(19) and (20), similarly to the models discussed in Section 2.3. We can find good values for Λ
using cross-validation, although the task becomes more difficult as we need to optimize over a
larger parameter space.
An example of the decomposition of data with multiple seasonality is presented in Figure 4.
The data set was originally published by Weinberg, Brown and Stroud (2007), and comprises
10,140 observations, although, for ease of visualisation, we only use the first 4056 observations
(working days from 3 March 2003 to 3 April 2003) to demonstrate our method. The data has two
seasonal patterns: the daily pattern has a period of 169 observations, and the weekly pattern
has a period of 169× 5 = 845 observations.
LOO MSE = 233.8, 4 fold 169 gap MSE = 253.5, Lambdas = (0.0249,0,0) (0,9.05,8.84) (72.9,757,0.0217)
Mar 03 Mar 10 Mar 17 Mar 24 Mar 31
10
0
20
0
30
0
40
0
O
bs
er
ve
d
Mar 03 Mar 10 Mar 17 Mar 24 Mar 31
−1
50
−5
0
50
Mar 03 Mar 10 Mar 17 Mar 24 Mar 31
−4
0
0
20
40
−6
0
−2
0
20
60
R
an
do
m
Figure 4: The number of calls per 5-minute interval to a big North American retail bank (from 7:00
a.m. to 9:05 p.m., weekdays) decomposed with STR. The original data are plotted in black;
the decomposed trend, seasonal and random components are in red; and 95% confidence
intervals are in grey.
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Another example, with multiple seasonality and time varying regressors, can be found in
Section 8.
5 STR with functional coefficients
Multiple seasonality and multiple regressors (both flexible and seasonal) introduce another
problem: the length of η (defined in (27)) and the dimensions of X (defined in (28)) become too
large for easy computation. This problem becomes more evident as the model that we consider
becomes more complex.
We can solve this problem by approximating the varying trend � as a smoothly varying function
of time using a linear combination of smooth basis functions. Thus, we can write
�(t) =
q�
j=1
νjφj (t) . (30)
Then, for some matrix Φ, the vector � can be written as � =Φν. Similarly, seasonal functional
components si(t) can be defined and approximated using a linear combination of smooth basis
functions:
si(t, s) =
qi�
j=1
νijφij (t, s) . (31)
Then, for some matrices Φi , vectors si can be written as si =Φiνi .
The time varying and seasonally varying components of (24) can also be presented through
functional components and functional coefficients in a similar way.
The basis functions here could be splines, Fourier terms (in such cases, this is reminiscent of
De Livera, Hyndman & Snyder, 2011), wavelets etc. In this article, we use only piecewise linear
regression splines.
Finally, noting that regularisation components can be written as the norms of linear
transformations of the corresponding functional coefficients, the minimisation problem in
(25) can be rewritten in terms of functional coefficients as follows:
(ν1, . . . ,νI ,ν,α,ξ1, . . . ,ξJ ,ζ1, . . . ,ζK ) =argmin

��������y −
I�
i=1
Φiνi −Φν −Aα −
J�
j=1
Ψjξj −
K�
k=1
Ωkζk
��������
2
L2
+
I�
i=1
����λtt,iGtt,iνi���2L2 + ���λst,iGst,iνi���2L2 + ���λss,iGss,iνi���2L2�
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+ �λ�Gttν�2L2 +
J�
j=1
���θj∇ttξj���2L2
+
K�
k=1
����θtt,k∇tt,kζk���2L2 + ���θst,k∇st,kζk���2L2 + ���θss,k∇ss,kζk���2L2�
 ,
(32)
where
• the various ν, ξ and ζ vectors are functional coefficients which are used to represent the
corresponding components of the decomposition in (24);
• the Φ, Ψ and Ω matrices transform functional coefficients into the corresponding
components of (24);
• the various G and ∇ matrices allow second derivatives to be calculated as linear
transformations of the corresponding functional coefficients; and
• A and α are as defined in Section 4.
This approach can reduce the number of coefficients requiring estimation to a few times the
length of the time series (see the note in Section 4), which can improve the computational
performance considerably.
Interestingly, this approach directs us, with no additional effort, to a solution of another
problem, namely seasonality with a fractional or varying period. As we can see from (32),
seasonality is hidden in the G and ∇matrices, which take second discrete seasonal derivatives of
seasonal components. When seasonal components are functions, such matrices can be written
for fractional seasonality, since second derivatives are linear functions of the corresponding
functional coefficients even in this case.
6 STR with complex seasonal topology
A seasonal two-dimensional surface can have a topology other than a cylinder. Again, our
functional approach leads naturally to the modelling of seasonality with more complex
topologies.
Suppose that we are going to model some social behaviour (electricity demand, for instance)
during working days and holidays (including weekends). The topology modelling the human
behaviour is shown in Figure 5.
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Working day Holiday
A
B
C
D
Figure 5: Topology of the complex seasonality modelling human behaviour during working days,
holidays and transition periods.
The left circle represents a working day, the right circle represents a holiday. They are connected
by lines representing transition periods. Points A and C represent hour 0 of a day, and points B
and D represent hour 12. Every day has 24 hours, and the transition periods take 12 hours.
According to the diagram, a working day can either be followed by another working day, or
flow until hour 12 and then undergo a 12 hour transition (line B–C) into a holiday. Similarly, a
holiday can either be followed by another holiday, or undergo a 12 hour transition (line D–A)
into a working day.
Equivalently, the topology shown in Figure 5 can be described as two connected cylinders.
The differencing matrices Dss and Dst (or Δss, Δst , Gss, Gst , ∇ss and ∇st) are defined in the
standard way of restricting the derivatives ∂
2
∂s2 and
∂2
∂s∂t for all data points except A, B, C and D.
At points A, B, C and D, the second derivatives can be restricted in various ways. One possibility
is to regularise the derivatives twice, once for each path in the diagram. The matrices Dss and
Dst (or Δss, Δst , Gss, Gst , ∇ss and ∇st) should be defined appropriately to reflect such an approach.
Finally, we should mention that the approaches of this section and the previous one do not
change the form of the matrix X (defined by (28)), although they do change the form of the
sub-matrices which comprise X slightly.
An example of a decomposition with complex topology can be found in Section 8.
7 Robust STR and cross-validation procedure
Robust STR (referred to hereafter as RSTR) uses a linear model which is identical to the model
in (16) and its variants in the subsequent sections, apart from the error distribution. RSTR
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assumes a double exponential distribution for the residuals, and changes in the trend, seasonal
and predictor coefficients, instead of the normal distribution assumed in the STR model. The
double exponential distribution leads to a different minimization problem. In this case, the
problem in (16) translates to:
(s,�) = argmin
����y −Qs − ����
L1
+
����λsΞ− 12Dss����
L1
+ �λ�D���L1
�
, (33)
which (similarly to the reduction in Section 2.3) can be written as a quantile regression:
η = argmin
���y+ −Xη���
L1
, (34)
where y+, X and η are defined as before. (The problems in (22) and (26) are translated similarly.)
Also, similarly to Section 2.3, this minimization problem implies a linear model where the errors
have a double exponential distribution and are independent of each other.
There is no known analytical solution to the problem in (34); we solve it numerically using a
quantile regression algorithm (Koenker, 2013). The confidence intervals cannot be expressed
analytically either, so we calculate them using the bootstrap procedure described later in this
section.
The optimal smoothing parameters λs and λt are found using a K-fold cross-validation
procedure. We split the data set into K subsets such that the observation at time t belongs to
subset i if and only if
(t − 1) mod (Kg) ∈ [ig, . . . , (i +1)g − 1] . (35)
When g = 1, no consecutive observations lie in the same subset of data. This gives a reasonable
sparsity of the subsets, and we speculate that the resulting K-fold cross-validation will not
differ much from the result of leave-one-out cross-validation. However, in this case, the trend
component usually absorbs any serial correlation that may be present in the data.
For g > 1, blocks of g consecutive observations are selected within each subset, similar to a
block-bootstrap method, but with a greater separation of neighbouring blocks. The value of g
determines the amount of correlation that is allowed to remain in the residuals, and therefore
controls the trade-off between correlated residuals and trend flexibility. This can be especially
important when the method is being used for forecasting, in which case the value of g should be
comparable to the forecasting horizon h in order to avoid the trend being too flexible to provide
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good forecasts at horizon h (STR continues the tread linearly to make a forecast, and a high
flexibility of the trend can lead to a poor estimation of its direction).
In some cases, we have observed decompositions where the seasonal component “leaks” into
the trend component. This can be prevented by selecting an appropriate value for g . Setting g
equal to the number of observations in seasonal patterns is an effective choice, as it prevents the
trend component from absorbing seasonal patterns with periods less than g .
We show the advantages of Robust STR by providing some comparisons of decompositions
using STR and Robust STR on some artificial data. Let us create two datasets by perturbing
the supermarket data shown in Figure 1 with outliers and an abrupt change in the trend,
respectively. We then decompose both new datasets with STR and RSTR. The new data sets and
the results of the STR decompositions are shown in Figure 6. Optimisation is performed using
R and the optim function (implementing a Nelder-Mead algorithm) in the stats package (R
Core Team, 2015).
As we can see, outliers change the results of the decomposition and the confidence intervals
dramatically. Very high values of λs and λ� show that STR degrades to a purely linear trend
model, with the seasonal components also being estimated linearly. For the second data set, the
change in the trend was smoothed and the other components were left relatively unchanged by
STR. In contrast, the results of the decomposition using Robust STR for the two distorted data
sets are shown in Figure 7.
LOO MSE = 0.006622, 5 fold 1 gap MSE = 0.00674, Lambdas = (1.48,0,0) (29,0,0)
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LOO MSE = 0.0003547, 5 fold 1 gap MSE = 0.0003748, Lambdas = (0.122,0,0) (0.919,0,0)
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Figure 6: Supermarket and grocery store log turnover in New South Wales, distorted by outliers and
trend change, then decomposed with STR. The “original” data are plotted in black; the
decomposed trend, seasonal and random components are in red; the fit is in blue; and 95%
confidence intervals are in grey.
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5 fold 1 gap MAE = 0.02556, Lambdas = (0.144,0,0) (4.16,0,0)
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5 fold 1 gap MAE = 0.01674, Lambdas = (0.146,0,0) (8.75,0,0)
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Figure 7: Supermarket and grocery store log turnover in New South Wales, distorted by outliers and
trend change, then decomposed with Robust STR. The “original” data are plotted in black;
the decomposed trend, seasonal and random components are in red; the fit is in blue; and
95% confidence intervals are in grey.
Robust STR works extremely well with outliers. It also finds the break in the trend quite well,
although the confidence intervals are slightly wider than those for STR. We speculate that this
may be due to the different error distributions assumed by the method.
We calculate confidence intervals for a solution of the RSTR method by assuming that the
parameters of the RSTR model are known (in most cases, they can be estimated using cross-
validation, and we do not take their variability into account in this paper). We also assume
that the residuals are independent and distributed as a double exponential distribution L(0, bR);
however, any other reasonable distribution could be used, for example double exponential with
correlated errors, normal, or an empirical bootstrapped distribution. When correlated errors are
considered, the structure of the design matrix X can be taken into account in order to minimise
the number of parameters of the correlation matrix requiring estimation.
With the above assumptions, the calculation of confidence intervals is reduced to calculating
confidence intervals of the corresponding quantile regression problem (see Koenker, 2005 for
details of such calculations). In RSTR, we use the following approach.
Let ηˆ(y) denote a single solution of the RSTR minimisation problem; if there are multiple
solutions, the one that is first according to some predefined order is taken. We use the residuals
of the last solution εˆ(y) = y − [Q I ]ηˆ(y) to estimate the parameter of a Laplace distribution
L(0, bR) or for reshuffling, in order to obtain an empirical bootstrapped distribution. Using the
distribution thus obtained, we generate a set of random vectors {ε∗i }Bi=1 of size B.
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For each element ε∗i , we calculate η
∗
i = ηˆ([Q I ]ηˆ(y) + ε
∗
i ) , which is a solution of the RSTR method
with the input data “distorted” by errors ε∗i . Using the set of solutions {η∗i }, we calculate proper
quantiles and take them as confidence intervals for the solution ηˆ(y). It should be ensured
that B is big enough to enable the calculation of interval boundaries with the required level of
precision.
8 Example: Electricity consumption with temperature predictors
In this section we illustrate the power of the STR approach by presenting a rather complicated
example of time series decomposition. The data set is electricity consumption in the state
of Victoria during the 115 days starting on 10 January, 2000, and comprises the maximum
electricity demand in Victoria during 30-minute periods (48 observations per day). For each
30-minute period, we also have the concurrent air temperature at the Melbourne weather station
(near the centre of the largest city in Victoria). We use these temperatures and their squared
values as predictors.
In this example, we assume that the data set has two seasonal patterns. The first pattern is a
weak seasonal pattern that represents the specific demand features that are attributable to a
particular day of the week. The second pattern is a daily seasonal pattern with the topology in
Figure 5, which allows the model to distinguish between working days and holidays/weekends,
and to make transitions between them. The pattern reflects the tendency to have a higher
electricity demand during standard working hours and a lower demand at night. It also reflects
the tendency to have different demand patterns on working days and holidays/weekends.
Figure 8 shows the time series decomposed using STR. The λ coefficients were chosen semi-
automatically (the starting point for the minimization procedure was chosen according to
experiments involving the minimization of the same problem with fewer predictors). Five-fold
cross-validation with a gap length of g = 336 (one week) for the optimal smoothing parameters
yielded a root mean squared error of 196.
Two seasonal patterns and two regressors are used for the decomposition. Thus, the data are
represented as the sum of six components: trend, weekly seasonality, daily seasonality with
a complex topology (work-day and non-work-day seasonality including transition periods),
temperature and squared temperature (which are time-varying but non-seasonal), and the
remainder. It has to be emphasized that the second seasonal component represents work-day,
non-work-day seasonal patterns and the patterns of the transition periods between them as a
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single structure. To the best of our knowledge, no other seasonal decomposition method has
this powerful ability. Another unique STR feature, illustrated in this decomposition, is the use
of flexible regressors (components four and five). We could also have used a more complex
approach with seasonal regressors (which is another unique feature of STR).
Although the decomposition is somewhat difficult to interpret, it is still interesting from at least
two points of view.
The first is the point of view of a forecaster, who might not be very interested in interpreting
the internal structure, but will use the decomposition for prediction. By using temperature
LOO MSE = 8217, 5 fold 336 gap MSE = 38370, Lambdas = (2470,0,0) (1.26,0.389,380) (0.00401,0,57.2) (18400000,0,0) (15600000,0,0)
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Figure 8: Electricity demand in Victoria, decomposed using STR. The original data are plotted in
black in the first panel, with the decomposed trend plotted in red. The subsequent panels
contain the weekly seasonal pattern; the daily seasonal pattern with complex topology;
the effect of temperature in Melbourne, which has a daily seasonal pattern with complex
topology; the effect of squared temperatures in Melbourne, which is allowed to vary over
time; and the residuals. Grey vertical lines represent the residuals with the largest absolute
values.
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Figure 9: The temperature in Melbourne on 1 February, 2000, and the following ten days. Ten red
lines (two groups of five lines each) mark the times of the outliers. The first group spans
14:30–17:00 on 3 February, while the second group spans 15:30–18:00 on the following
day.
forecasts for the next few days, the STR decomposition can provide electricity demand forecasts
over the same time period.
The second is the point of view of a researcher, who is interested in discovering events that
affect (or are correlated with) the electricity consumption. In this case, an investigation of the
residuals of the decomposition could shed some light. For example, we can investigate the ten
residuals that are largest in absolute value (see Table 1, corresponding to the grey vertical lines
in Figure 8).
Date Period Time period Residual
3 February 2000, Thursday 30 14:30 – 15:00 687.3
3 February 2000, Thursday 31 15:00 – 15:30 871.3
3 February 2000, Thursday 32 15:30 – 16:00 937.0
3 February 2000, Thursday 33 16:00 – 16:30 767.2
3 February 2000, Thursday 34 16:30 – 17:00 580.4
4 February 2000, Friday 33 16:00 – 16:30 −569.7
10 February 2000, Thursday 30 14:30 – 15:00 −611.4
10 February 2000, Thursday 31 15:00 – 15:30 −658.9
10 February 2000, Thursday 32 15:30 – 16:00 −695.7
10 February 2000, Thursday 33 16:00 – 16:30 −728.5
Table 1: The ten residuals that are largest in absolute value after an STR decomposition.
Melbourne is famous for its unstable weather. The outliers can be explained by unusual weather
on those days. Five positive outliers occurred, starting from 2:30 pm on Thursday 3 February,
2000, probably because it was one of the hottest days in Melbourne (40◦C), but with a sudden
drop in temperature (see the first five red lines in Figure 9). We can speculate that although
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the temperature dropped at around 2:30 pm, the buildings stayed hot because they had heated
up during the very hot previous three days and two nights. Thus, the electricity consumption
was higher than that expected by the model, which only accounts for the contemporaneous
temperature.
A negative outlier appeared at 4:00 pm on the following day, which was also very hot (39.8◦C)
(see the separate single red line in Figure 9). It is very unusual to have a hot day following a
cool night in Melbourne. Here, the buildings did not require as much air-conditioning as usual,
due to the cooling effect of the previous night. Consequently, the model over-estimated the
electricity consumption at that time.
The last four negative outliers started at 2:30 pm on Thursday 10 February, 2000, exactly one
week later than the first four outliers. The explanation is similar to the previous case: it was a
very hot day (38.1◦C) after a series of rather cool days and nights, and the model overestimated
electricity consumption. Moreover, since the model underestimated electricity consumption
one week earlier, it increased the forecast, also contributing to the forecasting error.
9 Discussion and extensions
This article has introduced a new approach to seasonal-trend decomposition and provided a
few examples to demonstrate the flexibility of our approach for a wide range of time series.
The STR method allows for multiple and complex seasonality, missing values in input data,
provides confidence intervals, finds smoothing parameters, and allows regressors to be taken
into account with coefficients that may be time-varying and seasonal. We have also proposed a
robust version of the method.
The main novelties of the STR approach are as follows. First, the seasonal components are
represented as two dimensional structures of optionally complex topology. This is a completely
new way of viewing seasonal components in the field of seasonal-trend decomposition. Second,
influence of covariates is allowed to be time-varying and can be seasonal, cyclic, etc. In all
cases, the seasonal, cyclic or other components can have complex constraints which are difficult
(if not impossible) to represent using other methods, such as state-space models. Third, the
approach moves away from a stochastic processes view towards a static, linear regression
type approach. Fourth, beyond the methodological contributions mentioned above, the main
theoretical contribution of the new approach is that it allows us to build a bridge between
some stochastic processes and linear regression problems, which can give new mathematical
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interpretations and new computational methods for solving stochastic process problems. Finally,
the new approach provides a unified framework for handling a very wide variety of seasonal-
trend decomposition problems, which is easy to adapt in order to take into account further time
series features.
The main comparative disadvantage of our proposed method is its slow speed in cases where
many seasonal components or seasonal predictors are used. As was discussed in Section 4, this
problem is most acute if the seasonal components and coefficients for flexible predictors change
rapidly over time. For slowly changing components, sparse knots could be used to achieve a
good performance without compromising the quality of the decomposition.
9.1 stR package for R
An R package implementing our model is available from https://bitbucket.org/
alexanderdokumentov/strpackage/. The package also contains a vignette, which describes
in details various practical aspects. The calculations and the plots presented in this article
can be reproduced using the code available from https://bitbucket.org/alexanderdokumentov/
strarticle/.
9.2 Comparison between STR and structural state-space models
Readers familiar with state-space models may notice their superficial similarity to STR.
Moreover, it is easy to confuse STR with just another way to represent state-space models.
The following points show that the model classes are very different.
The main difference, allowing STR to be more flexible, is that STR considers seasonal (or cyclic)
components as a static two-dimensional structure. This allows us to apply various constraints
allowing more complex constraints than can be implemented using state space models. For
example, in Section 3, we show that restrictions on the derivatives ∂
2
∂t2 ,
∂2
∂s2 and
∂2
∂s∂t , lead to a
smaller cross-validation error than a restriction only on ∂
2
∂t2 . Restrictions on all three derivatives
are difficult (if not impossible) to implement using state-space models, although they are
straight-forward for STR.
Another considerable difference between state-space models and STR is the notion of complex
seasonality. Although complex seasonality can conceivably be implemented using state-space
models, to the best of our knowledge, it has not been done in literature yet, and it is more
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naturally expressed using STR because of the ability of STR to handle complex smoothing
constraints (thereby improving decomposition and forecasting).
We conclude with some potential extensions of the STR approach.
9.3 Complex correlation of residuals
Section 2.3 discussed the model in (13), which assumes uncorrelated errors. We can also consider
a variation of that model where we allow the errors to be correlated with the covariance matrix
Σε with complex structure, which can still be estimated effectively. If the matrix Σε is invertible,
the model (13) becomes
pS−,L|Y (S−,�, y) = f (σS ,σL,σR)× exp
�
−1
2
�����Σ− 12ε (y+ −Xη)�����2
L2
�
, (36)
with the maximum a posteriori probability solution
ηˆ = (X �Σ−1ε X)−1X �Σ−1ε y+ , (37)
and it can perform better in terms of cross-validated errors than the solution in (19). The
covariance matrix of the solution η will be:
Cov(η) = (X �Σ−1ε X)−1 . (38)
We leave the further development of this idea for future research.
9.4 Cyclic components
Section 3 showed that it is relatively easy to take smooth seasonality into account using terms
that involve second differences. For example, in (21), we use the second term �λttDtts�2L2 to
calculate and restrict second derivatives along the time dimension. Interestingly, cyclicity (i.e.,
smooth aperiodic fluctuations) can also be taken into account using a similar technique. In
this case, and using (21), the term responsible for cyclicity will be
����λ(cyc)tt �α2Dtt + I��cyc����2
L2
,
where Dtt is the matrix that takes second differences along the time dimension using nearest
observations and α is the coefficient that is proportional to an average cycle length. We leave
further investigation of this idea for future research.
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9.5 Mixed norms
Section 7 demonstrated a robust variant of our approach. In spite of the presence of a few very
large residuals and some sudden changes in trend direction, the overall separation of the data
into trend, seasonal and random components remained good. This behaviour can be attributed
to the properties of the L1 norm (and the double exponential distribution associated with it).
The L1 and L2 norms used in minimization problems can be mixed according to different
assumptions as to the distributions of the residuals of the model, and assumptions about trend
or seasonal component changes. In such cases, the minimization problem can be reduced to the
LASSO minimization problem.
A mixture of norms can be useful, for example, in cases where the trend and seasonal patterns
are smooth but the noise component has outliers. It can also be useful when the trend changes
abruptly, but the seasonal components are smooth, and the noise is distributed normally (or at
least has no outliers). In all such cases, a mixture of norms can lead to a better performance of
the model.
9.6 Shift components
Finally, our new approach allows us to deal with shifts (rapid changes in the level of the data)
separately, treating them as another component along with the trend, seasonal, random and
cyclic parts. The main difference between the trend component and this new shift component,
for example, is how they are regularised in the corresponding minimization problems: while
the second differences are regularised for the trend component, it is the first differences that
are regularised for the shift component (in both cases using an L1 norm). Again, we leave the
investigation of this approach to future research.
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