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CONFORMING DISCRETE GRADGRAD-COMPLEXES IN THREE
DIMENSIONS
JUN HU AND YIZHOU LIANG
Abstract. In this paper, the first family of conforming discrete three dimensional
Gradgrad-complexes consisting of finite element spaces is constructed. These dis-
crete complexes are exact in the sense that the range of each discrete map is the
kernel space of the succeeding one. These spaces can be used in the mixed form of
the linearized Einstein-Bianchi system.
1. Introduction
Einstein’s equations are a set of ten coupled and non-linear equations that relate
to the Einstein tensor Gab and the energy-momentum tensor Tab
Gab =
8piG
c4
Tab,
where G is the gravitational constant and c is the speed of light. Because of the
complexity, these equations can only be solved analytically in some special cases. A
new approach to solve the Einstein’s equations is based on the Einstein-Bianchi for-
mulation [1,2], using the full Bianchi identities and a decomposition of the Riemann
tensor Rabcd
Rabcd =Mabcd +Wabcd,
with the so called Weyl tensor Wabcd and another part Mabcd depend on the Ricci
tensor Rab. In the case of vacuum, the Ricci tensor Rab is zero, which implies that
Mabcd is zero. A hyperbolic system for vacuum Einstein’s equations is based on the
Weyl tensor, using the Bel(see [1,2]) electric and magnetic fields. There, the so called
linearized Einstein-Bianchi system from [7]
E˙+ curlB = 0, divE = 0,
B˙− curlE = 0, divB = 0,
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is similar to Maxwell’s equations but with symmetric and traceless tensor fields E and
B, respectively. Because of the essential difference of unknowns, classical numerical
methods of electromagnetism don’t work for this case. In [7], by introducing a new
variable σ(t) =
∫ t
0
div divEds, the linearized Einstein-Bianchi system can be realized
as a Hodge wave equation
(1.1)
σ˙ = div divE,
E˙ = − grad grad σ − sym curlB,
B˙ = curlE.
Given initial conditions σ(0),E(0) and B(0), and with appropriate boundary condi-
tions, the equation (1.1) is well-posed(see [7]).
In the weak form of the new formulation of the linearized Einstein-Bianchi sys-
tem(see (6.1),(6.2) below), the symmetry of the electric tensor field E is imposed
strongly, namely the electric tensor field is sought in C0([0, T ], H(curl,Ω; S)), taking
values in the space S := R3×3sym of symmetric matrices. The construction of an appro-
priate finite element subspace of H(curl,Ω; S) using polynomial shape functions is a
new challenging problem. As far as we know, there are no mixed finite elements for
the Hodge wave equation (1.1) with symmetry of the electric part imposed strongly
up until recently. In [7], the mixed finite elements for the linearized Einstein-Bianchi
system in which the symmetry is imposed weakly were proposed.
The mixed finite elements for the linearized Einstein-Bianchi system is closely
related to the discretization of an associated differential complex. Such a Gradgrad-
complex, introduced in [6] to derive a Helmholtz-like decomposition for biharmonic
problems in R3, is given by
(1.2)
P1(Ω)
⊂
−→ H2(Ω;R)
gradgrad
−→ H(curl,Ω; S)
curl
−→ H(div,Ω;T)
div
−→ L2(Ω;R3) −→ 0,
where the spaceH(div,Ω;T) consists of square-integrable tensors with square-integrable
divergence, taking value in the space T of traceless matrices. The complex is exact
provided that the domain Ω is contractible and Lipschitz [6], that is, the range space
of each map is the kernel space of the succeeding map. In this paper, the purpose is to
construct conforming finite element spaces Uh ⊂ H
2(Ω;R),Σh ⊂ H(curl,Ω; S), Vh ⊂
H(div,Ω;T) and Qh ⊂ L
2(Ω;R3) such that
(1.3) P1(Ω)
⊂
−→ Uh
gradgrad
−→ Σh
curl
−→ Vh
div
−→ Qh −→ 0
is an exact sub-complex of (1.2).
A natural point is to take Uh to be the H
2-conforming finite element spaces intro-
duced by Zˇen´ıˇsek [9] and Zhang [10]. These spaces consist of globally C1 piecewise
polynomials of degree 9 and higher, those are C4 at vertices and C2 on edges of the
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triangulation. Our constructions of finite elements of Σh are motivated by the mixed
finite elements for linear elasticity in [3–5]. In these elements, the symmetric tensor
is approximated by a so called H(curl) bubble space enrichment of a C0 space. The
construction of Vh is analogous. In order to prove the exactness property below, the
finite elements Σh, Vh and associated bubble spaces have to be imposed enhanced
regularity at sub-simplexes of the triangulation. Due to the complexity and high
polynomial degree of the elements, their practical significance may be limited. How-
ever, this work is the first construction of conforming discrete Gradgrad-complexes
consisting of finite element spaces in R3, and it provides insights to the development
of simpler methods.
The rest of the paper is organized as follows. Section 2 introduces the notation. Sec-
tion 3 defines the finite element spaces of H(curl,Ω; S). Section 4 states the definition
of the finite element spaces of H(div,Ω;T), and proves a result of the divergence of
the bubble space. Section 5 shows that the complex (1.3) is exact. Section 6 uses the
newly proposed elements to solve the mixed form of the linearized Einstein-Bianchi
system and shows the error estimate. Some conclusions are given in Section 7.
2. Notation
Let Ω be a contractible domain with Lipschitz boundary ∂Ω of R3. Denote by
M the space of 3 × 3 real matrices, and let S and T be the subspace of symmetric
and traceless matrices, respectively. For σ : Ω → M, the symmetric part of σ is
sym σ = (σ + σT )/2.
Let standard notation Hm(D;X) denote the Sobolev space consisting of functions
with domain D ⊂ R3, taking values in vector space X , and with all derivatives of
order at most m square-integrable. In the case m = 0, set H0(D;X) = L2(D;X). In
this paper, X will be either M, S,T,R or R3. If X is clear in the context, Hm(D;X)
will be simplified as Hm(D). Denote by ‖ · ‖m,D the norm of H
m(D). Define
H(curl, D; S) =
{
σ ∈ L2(D; S)
∣∣ curl σ ∈ L2(D;M)} ,
H(div, D;T) =
{
σ ∈ L2(D;T)
∣∣div σ ∈ L2(D;R3)} ,
where the operators curl and div acting on a matrix field are obtained by applying
the operators on each row. The norms of H(curl) and H(div) are defined by
‖σ‖2H(curl,D) = ‖σ‖
2
0,D + ‖ curl σ‖
2
0,D, ‖σ‖
2
H(div,D) = ‖σ‖
2
0,D + ‖ div σ‖
2
0,D.
For 1 ≤ p ≤ ∞, let B be a Banach space with norm ‖ · ‖B, and T be a positive
real number. Denote by Lp([0, T ],B) the space of functions f : [0, T ]→ B with
‖f‖p
Lp(B) :=
∫ T
0
‖f(t)‖pBdt <∞ (1 ≤ p <∞), ‖f‖L∞(B) := ess sup
t∈[0,T ]
‖f(t)‖B <∞.
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Let m be a positive integer. Similar to the Sobolev space, denote by Wm,p([0, T ],B)
the space such that
‖f‖p
Wm,p(B) :=
m∑
l=0
∥∥∂lf/∂tl∥∥p
Lp(B)
<∞.
Similarly, let Cm([0, T ],B) denote the space of m-times continuously differentiable
functions.
If f ∈ X ∩B, here X and B are two different Banach spaces, then define ‖f‖X∩B =
‖f‖X + ‖f‖B.
For simplicity of presentation, let f˙ , f¨ ,
...
f denote ∂f/∂t, ∂2f/∂t2, ∂3f/∂t3 in the
following sections.
Let {Th} denote a family of regular tetrahedral grids on Ω with the grid size h.
In the following, denote by V the set of vertices, E for edges and F for faces, the
set of 3D cells by T . Let V, E ,F and T denote the number of vertices, edges, faces
and tetrahedra in the triangulation, respectively. Let Pk(D;X) denote the space of
polynomials of degree ≤ k on a single simplex D ∈ Th, taking value in the space X .
3. H(curl) Finite Elements with Strong Symmetry
This section considers H(curl) conforming finite element spaces with strong sym-
metry. The idea is motivated by the mixed elements for linear elasticity introduced
in [3–5] where H(div) bubble enriched spaces of Lagrange elements are constructed.
To this end, first introduce a H(curl) bubble function space.
3.1. Full H(curl) bubble function space. Let x0,x1,x2,x3 be the vertices of
tetrahedron K. Denote by fi the face of K opposite to xi (0 ≤ i ≤ 3) with ni the
unit normal vector of the face fi and λi the i-th barycentric coordinate. Hereafter, let
P
(i)
k (K;R) denote the space consisting of Lagrange nodal basis functions of degree
≤ k at all Lagrange nodal points on fi.
Define a H(curl, K; S) bubble function space on K for k ≥ 4 as follows:
ΣK,k,b := {
3∑
i=0
λjλlλmP
(i)
k−3(K;R)nin
T
i } ⊕ {λ0λ1λ2λ3Pk−4(K; S)},
where {i, j, l,m} is a permutation of {0, 1, 2, 3}. Note that the bubble function space
has another equivalent form:
ΣK,k,b = {
3∑
i=0
λjλlλmPk−3(K;R)nin
T
i }+ {λ0λ1λ2λ3Pk−4(K; S)}.
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Given a matrix M = [m1, m2, m3]
T and a vector v, define the vector product of
matrix and vector by
M × v = [m1 × v,m2 × v,m3 × v]
T .
Then the full H(curl, K; S) bubble function space consisting of polynomials of degree
≤ k is defined by
Σ∂K,k,0 :=
{
σ ∈ Pk(K; S) : σ × n
∣∣
∂K
= 0
}
,
here n is the unit normal vector of ∂K.
The following theorem is crucial.
Theorem 3.1. When k ≥ 4, it holds that
ΣK,k,b = Σ∂K,k,0.
To prove this theorem, the following lemma is needed.
Lemma 3.1. The matrices n0n
T
0 ,n1n
T
1 ,n2n
T
2 ,n3n
T
3 , (n1n
T
2+n2n
T
1 ), (n1n
T
3+n3n
T
1 )
are linearly independent, and form a basis of S.
Proof. First, it is easy to show that n1n
T
1 ,n2n
T
2 ,n3n
T
3 , (n1n
T
2 + n2n
T
1 ), (n1n
T
3 +
n3n
T
1 ), (n2n
T
3 + n3n
T
2 ) form a basis of S.
Observe that any three vectors of n0,n1,n2,n3 form a basis of R
3, namely
(3.1) n0 = an1 + bn2 + cn3,
where a, b, c are nonzero constants. It leads to
n0n
T
0 =a
2n1n
T
1 + b
2n2n
T
2 + c
2n3n
T
3 + ab(n1n
T
2 + n2n
T
1 )
+ ac(n1n
T
3 + n3n
T
1 ) + bc(n2n
T
3 + n3n
T
2 ),
here the coefficient bc is nonzero. This completes the proof. 
With the help of the lemma, we now turn to the proof of the above theorem.
Proof of Theorem 3.1. Consider a function τ ∈ λjλlλmPk−3(K;R)nin
T
i , which van-
ishes on fj, fl, fm. According to the definition of the vector product of matrices and
vectors, it follows that (nin
T
i ) × ni = ni(ni × ni)
T vanishes, which implies that
τ × n = 0 on ∂K. Since λ0λ1λ2λ3Pk−4(K; S) ⊂ Σ∂K,k,0, it holds that
Σ∂K,k,0 ⊃ ΣK,k,b.
It remains to show the converse. Given τ ∈ Σ∂K,k,0, it follows from Lemma 3.1
that
τ =
3∑
i=0
uinin
T
i + v(n1n
T
2 + n2n
T
1 ) + w(n1n
T
3 + n3n
T
1 ),
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where the coefficient functions u0, u1, u2, u3, v, w ∈ Pk(K;R). By the definition on
face fi, it follows that τ × ni = 0. There are four cases for the proof.
1. On face f0, the vector product of τ and n0 reads
τ × n0 =
3∑
i=1
uini(ni × n0)
T + v(n1(n2 × n0)
T + n2(n1 × n0)
T )
+ w(n1(n3 × n0)
T + n3(n1 × n0)
T ) = 0.
It can be reformulated as
n1(u1(n1 × n0)
T+v(n2 × n0)
T + w(n3 × n0)
T ) + n2(u2(n2 × n0)
T+
v(n1 × n0)
T ) + n3(u3(n3 × n0)
T + w(n1 × n0)
T ) = 0 on f0.
Because n1,n2,n3 are linearly independent, this implies that
u1(n1 × n0)
T + v(n2 × n0)
T + w(n3 × n0)
T = 0,
u2(n2 × n0)
T + v(n1 × n0)
T = 0, on f0
u3(n3 × n0)
T + w(n1 × n0)
T = 0.
According to the fact that any two vectors of n1 × n0,n2 × n0,n3 × n0 are
linearly independent, it follows that u1, u2, u3, v, w vanish on f0. Therefore
u1, u2, u3, v, w contain a factor λ0.
2. On face f1, it follows from (3.1) that
τ × n1 = u0n0((an1 + bn2 + cn3)× n1)
T + u2n2(n2 × n1)
T+
u3n3(n3 × n1)
T + vn1(n2 × n1)
T + wn1(n3 × n1)
T = 0 on f1.
This gives that
(u0bn0 + u2n2 + vn1)(n2 × n1)
T
+(u0cn0 + u3n3 + wn1)(n3 × n1)
T = 0 on f1.
Note that n2 × n1,n3 × n1 are linearly independent. As a result,
u0bn0 + u2n2 + vn1 = 0,
u0cn0 + u3n3 + wn1 = 0, on f1.
A similar way as shown before shows that u0, u2, u3, v, w vanish on f1. Hence
u0, u2, u3, v, w contain a factor λ1.
3. The proof of the case on f2 is similar as above. Indeed
τ × n2 = (au0n0 + u1n1 + vn2 + wn3)(n1 × n2)
T
+ (cu0n0 + u3n3 + wn1)(n3 × n2)
T = 0 on f2.
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Therefore, a similar argument as before, concludes that u0, u1, u3, v, w contain
a factor λ2.
4. A similar argument on f3 shows that u0, u1, u2, v, w contain a factor λ3.
A summary of the above arguments implies that ui contains a factor λjλlλm,
where {i, j, l,m} is a permutation of {0, 1, 2, 3}, and v, w contain a factor λ0λ1λ2λ3.
It proves τ ∈ ΣK,k,b, which completes the proof. 
Remark 3.1. It follows from the definition of the bubble function space that, if
σ ∈ Σ∂K,k,0 for any k ≥ 4, then D
ασ(xi) = 0(0 ≤ i ≤ 3) for |α| ≤ 1.
3.2. The bubble function space with additional conditions. For the purpose
in the next sections, the bubble function space with additional conditions is needed.
The modified bubble function space consisting of polynomials of degree ≤ k is defined
by
Σ∗∂K,k,0 := {σ ∈ Σ∂K,k,0 : D
ασ(xi) = 0, 0 ≤ i ≤ 3, ∀|α| ≤ 2}.
In order to establish a similar theorem as Theorem 3.1, define the modified auxil-
iary space
P
(i,0)
k (K;R) := {p ∈ P
(i)
k (K;R) : p vanishes at the vertices of fi}.
Then for k ≥ 4, the bubble function space with additional conditions on K is defined
by
(3.2) Σ∗K,k,b := {
3∑
i=0
λjλlλmP
(i,0)
k−3 (K;R)nin
T
i } ⊕ {λ0λ1λ2λ3Pk−4(K; S)}.
Theorem 3.2. For k ≥ 4, it holds that
(3.3) Σ∗∂K,k,0 = Σ
∗
K,k,b.
Proof. Consider a function τ ∈ Σ∗∂K,k,0, which can be expressed as τ =
∑3
i=0 λjλlλmuinin
T
i +
λ0λ1λ2λ3S with ui ∈ P
(i)
k−3(K;R) and S a symmetric matrix-valued polynomial of de-
gree ≤ k− 4 with each component, says v, belongs to Pk−4(K;R). Note that for any
function v ∈ Pk−4(K;R),
∂i∂j(λ0λ1λ2λ3v) = ∂i∂j(λ0λ1λ2λ3)v + ∂i(λ0λ1λ2λ3)∂jv
+∂j(λ0λ1λ2λ3)∂iv + (λ0λ1λ2λ3)∂i∂jv, (1 ≤ i, j ≤ 3),
(3.4)
vanishes at all vertices of tetrahedronK. It implies that
∑3
i=0 ∂k∂t(λjλlλmui)nin
T
i , 1 ≤
k, t ≤ 3 vanishes at all the vertices. By Lemma 3.1, this indicates that ∂k∂t(λjλlλmui) =
0 for 0 ≤ i ≤ 3 at all vertices of K. Similarly,
∂k∂t(λjλlλmui) = ∂k∂t(λjλlλm)ui + ∂k(λjλlλm)∂tui + ∂t(λjλlλm)∂kui
+(λjλlλm)∂k∂tui (1 ≤ k, t ≤ 3),
(3.5)
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where the terms ∂k(λjλlλm), ∂t(λjλlλm) and (λjλlλm) vanish at all vertices of K.
Since ∂k∂t(λjλlλm) vanishes at xi and is nonzero at xj,xl,xm, which implies that
ui = 0 at xj ,xl,xm and consequently τ ∈ Σ
∗
K,k,b. Hence
Σ∗∂K,k,0 ⊂ Σ
∗
K,k,b.
It remains to show the converse. Given τ ∈ Σ∗K,k,b, it can be expressed as τ =∑3
i=0 λjλlλmuinin
T
i + λ0λ1λ2λ3S with ui ∈ P
(i,0)
k−3 (K;R) and S defined as above. It
follows that Dατ = 0, (|α| = 2) at all vertices of K from equations (3.4),(3.5) and a
similar argument as above. Hence
τ ∈ Σ∗∂K,k,0.
This completes the proof. 
Then the H(curl) finite element space with C2 at the vertices is defined by
Σk,h := {σ ∈ H(curl,Ω; S) : σ = σc + σb, σc ∈ C
0(Ω; S),
σc is C
2 at V , σc
∣∣
K
∈ Pk(K; S), σb
∣∣
K
∈ Σ∗K,k,b, ∀K ∈ Th}.
Note that this finite element space is a H(curl) bubble enrichment of a H1 space
Σ˜k,h := {τ ∈ H
1(Ω; S), τ is C2 at V , τ
∣∣
K
∈ Pk(K; S), ∀K ∈ Th}.
For k ≥ 4, the dimension of the modified bubble function space is
dimΣ∗K,k,b = 4[
(k − 1)(k − 2)
2
− 3] + (k − 1)(k − 2)(k − 3) = k3 − 4k2 + 5k − 14.
3.3. Degrees of freedom. Assume that k ≥ 5, then the degrees of freedom of the
finite element space Σk,h can be given locally as:
1. derivatives of order ≤ 2 for each component of σ at each vertex x ⊂ K:
Dασ(x), ∀|α| ≤ 2,
2. moments of order ≤ k − 6 for each component of σ on each edge e ⊂ K:∫
e
σ : q, ∀q ∈ Pk−6(e; S),
3. for each face fi ⊂ ∂K(0 ≤ i ≤ 3), with the unit normal vector ni and two
unit independent tangential vectors τ1, τ2, the following moments of σ:∫
fi
τ T1 στ1q,
∫
fi
τ T1 στ2q,
∫
fi
τ T2 στ2q,
∫
fi
τ T1 σniq,
∫
fi
τ T2 σniq, ∀q ∈ P
(i,0)
k−3 (fi;R)
4. the following moments of σ:∫
K
σ : p, ∀p ∈ Σ∗K,k,b.
In the case k = 5, the second set of degrees of freedom is omitted.
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Theorem 3.3. Any σ ∈ Pk(K; S) can be uniquely determined by the local degrees of
freedom.
Proof. The number of local degrees of freedom is:
6× 10× 4 + 6× 6× (k − 5) + 5× [
(k − 1)(k − 2)
2
− 3]× 4 + k3 − 4k2 + 5k − 14
=k3 + 6k2 + 11k + 6 = dimPk(K; S).
For any σ ∈ Pk(K; S), it vanishes at all the degrees of freedom if and only if σ = 0
on element K. In fact from the first set of degrees of freedom, the derivatives of σ of
order ≤ 2 vanish at all the vertices, which indicates that σ vanishes at all the edges
from the second set of degrees of freedom. Furthermore, σ|fi = λjλlλmq for some
q ∈ P
(i,0)
k−3 (fi; S). Then the third set of degrees of freedom show that σ × n = 0 on
∂K, hence σ ∈ Σ∗∂K,k,0. The fourth set of degrees of freedom and Theorem 3.2 imply
that σ = 0. This completes the proof. 
Similarly, the local degrees of freedom of Σ˜k,h = {τ ∈ H
1(Ω; S), τ is C2 at V , τ
∣∣
K
∈
Pk(K; S), ∀K ∈ Th} with k ≥ 5 are given as follows:
1. derivatives of order ≤ 2 for each component of σ at each vertex x ⊂ K:
Dασ(x), ∀|α| ≤ 2,
2. moments of order ≤ k − 6 for each component of σ on each edge e ⊂ K:∫
e
σ : q, ∀q ∈ Pk−6(e; S),
3. for each face fi ⊂ ∂K(0 ≤ i ≤ 3), the following moments of σ:∫
fi
σ : q, ∀q ∈ P
(i,0)
k−3 (fi; S),
4. moments of order ≤ k − 4 for each component of σ on K:∫
K
σ : p, ∀p ∈ Pk−4(K; S).
Note that the first and second sets of degrees of freedom of Σ˜k,h are the same as
those of Σk,h, therefore the unisolvence of the local degrees of freedom with respect
to the shape function space of Σ˜k,h can be proved similarly as that for Σk,h. Denote
by ΣK the set of the linear functionals of the local degrees of freedom on element K.
The nodal interpolation operator is defined by
Ek : C
2(Ω; S)→ Σ˜k,h, f(Ekσ) = f(σ), ∀f ∈ ΣK .
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By a scaling argument, it holds that
(3.6) ‖σ −Ekσ‖1,Ω ≤ Ch
k|σ|k+1,Ω, ∀σ ∈ C
2(Ω; S) ∩Hk+1(Ω; S).
4. H(div) Finite Elements for Traceless Matrices
This section introduces a family of H(div) finite element spaces for traceless ma-
trices.
4.1. H(div) bubble function space. The full H(div, K;T) bubble function space
consisting of polynomials of degree ≤ k is defined by
V∂K,k,0 := {v ∈ Pk(K;T) : vn|∂K = 0},
with the unit normal vector n of ∂K.
Let τi,1, τi,2 be two independent unit tangential vectors on face fi. Define the
following traceless matrices of rank one:
Ti,j := niτ
T
i,j, 0 ≤ i ≤ 3, 1 ≤ j ≤ 2.
Lemma 4.1. The 8 matrices Ti,j form a basis of T.
Proof. It suffices to show that if
σ =
3∑
i=0
2∑
j=1
ci,jTi,j = 0,
then the constants ci,j are equal to zero.
Note that τ T0,jn0 = 0, this leads to
σn0 =
3∑
i=0
2∑
j=1
ci,jTi,jn0 =
3∑
i=1
2∑
j=1
ci,jniτ
T
i,jn0
=
3∑
i=1
c˜i,0ni = 0,
where c˜i,0 = ci,1τ
T
i,1n0+ ci,2τ
T
i,2n0. Since n1,n2,n3 are linearly independent, it yields
c˜i,0 = 0. A similar argument leads to
c˜i,j = ci,1τ
T
i,1nj + ci,2τ
T
i,2nj = 0, 0 ≤ i 6= j ≤ 3.
Without loss of generality, consider the equations for i = 0
c˜0,1 = c0,1τ
T
0,1n1 + c0,2τ
T
0,2n1 = 0,
c˜0,2 = c0,1τ
T
0,1n2 + c0,2τ
T
0,2n2 = 0,
c˜0,3 = c0,1τ
T
0,1n3 + c0,2τ
T
0,2n3 = 0.
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The linear independence of n1,n2,n3 gives that c0,1 = c0,2 = 0. The other constants
ci,j are equal to zero by similar arguments. This completes the proof. 
Let ti,j denote the tangential vector of edge xixj. For k ≥ 3, a H(div,K;T) bubble
function space is defined by
VK,k,b :=
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλlPk−2(K;R)nit
T
j,l.
The following theorem is similar as Theorem 3.1.
Theorem 4.1. For k ≥ 3, it holds that
V∂K,k,0 = VK,k,b.
Proof. Consider a function v ∈ λjλlPk−2(K;R)nit
T
j,l. Note that v vanishes on the
faces fj and fl. For other face which contains edge xjxl, its unit normal vector n
is perpendicular to the tangential vertor tj,l of edge xjxl, which implies vn = 0 on
that face and consequently v ∈ V∂K,k,0. Hence
VK,k,b ⊂ V∂K,k,0.
It remains to show the converse. Given v ∈ V∂K,k,0, by Lemma 4.1, it can be repre-
sented as
(4.1) v =
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
pj,li nit
T
j,l, p
j,l
i ∈ Pk(K;R).
Note that the representation is not unique since the three tangential vectors of the
edges on face f are not linearly independent. It will be shown that there exists a
representation such that pj,li contains a factor λjλl.
Without loss of generality, consider the case i = 0. On face f1, it holds that
0 = vn1 =
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
pj,li nit
T
j,ln1 =
∑
i=0,2,3
∑
0≤j<l≤3
j,l 6=i
pj,li ni(t
T
j,ln1).
Since n0,n2,n3 are linearly independent, this leads to
0 = p1,20 t
T
1,2n1 + p
2,3
0 t
T
2,3n1 + p
1,3
0 t
T
1,3n1 = p
1,2
0 t
T
1,2n1 + p
1,3
0 t
T
1,3n1,
0 = p0,12 t
T
0,1n1 + p
0,3
2 t
T
0,3n1 + p
1,3
2 t
T
1,3n1 = p
0,1
2 t
T
0,1n1 + p
1,3
2 t
T
1,3n1,
0 = p0,13 t
T
0,1n1 + p
0,2
3 t
T
0,2n1 + p
1,2
3 t
T
1,2n1 = p
0,1
3 t
T
0,1n1 + p
1,2
3 t
T
1,2n1,
on f1
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which implies that p1,20 t
T
1,2n1+ p
1,3
0 t
T
1,3n1 contains a factor λ1. A similar argument on
faces f2, f3 shows that p
1,2
0 t
T
1,2n2+p
2,3
0 t
T
2,3n2 contains a factor λ2 and that p
1,3
0 t
T
1,3n3+
p2,30 t
T
2,3n3 contains a factor λ3.
Since the representation (4.1) is not unique, p1,20 can be chosen such that it contains
a factor λ1λ2. Note that t
T
i,jni = −t
T
j,ini 6= 0, i 6= j, this implies that p
1,3
0 contains
a factor λ1 and that p
2,3
0 contains a factor λ2. In addition p
1,3
0 and p
2,3
0 have an
expression by λ1, λ2, λ3 as follows
p1,30 = λ1(p1 + λ2p2 + λ3p3),
p2,30 = λ2(q1 + λ1q2 + λ3q3),
here
p1 =
k−1∑
i=0
c1,iλ
i
1, p2 =
∑
i+j≤k−2
c1,i,jλ
i
1λ
j
2, p3 ∈ Pk−2(K;R),
q1 =
k−1∑
i=0
c2,iλ
i
2, q2 =
∑
i+j≤k−2
c2,i,jλ
i
1λ
j
2, q3 ∈ Pk−2(K;R).
Since λ3
∣∣p1,30 tT1,3n3+p2,30 tT2,3n3 and tT1,3n3 = tT2,3n3, this implies that p1 = q1 = 0, p2 =
−q2. This allows to use
(4.2) p˜1,20 = p
1,2
0 + λ1λ2p2, p˜
1,3
0 = p
1,3
0 − λ1λ2p2, p˜
2,3
0 = p
2,3
0 − λ1λ2q2,
to replace p1,20 , p
1,3
0 , p
2,3
0 . The equation (4.2) shows that p˜
i,j
0 contains a factor λiλj ,
and that
p˜1,20 n0t
T
1,2 + p˜
1,3
0 n0t
T
1,3 + p˜
2,3
0 n0t
T
2,3 = p
1,2
0 n0t
T
1,2 + p
1,3
0 n0t
T
1,3 + p
2,3
0 n0t
T
2,3,
since tT1,2 + t
T
2,3 = t
T
1,3. A similar argument shows that other coefficient functions p
j,l
i
can be chosen such that they contain a factor λjλl. Hence
v ∈ VK,k,b.
This completes the proof. 
The next result is concerning the divergence space of the bubble function space.
Let Ξ : M→ T be an algebraic operator ΞT = T − 1
3
tr(T )I, where I is the identity
matrix. Introduce the following space on element K
Q(K) := {q ∈ H1(K;R3) : Ξ(∇q) = 0}.
For any vector q ∈ Q(K), it can be written as q = (a, b, c)T + d(x, y, z)T , where
a, b, c, d are constants. The dimension ofQ(K) is 4. Define the orthogonal complement
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space of Q(K) with respect to Pk(K;R
3) by
Q⊥k (K) := {q = (q1, q2, q3)
T ∈ Pk(K;R
3) :
∫
K
qi = 0, 1 ≤ i ≤ 3,
∫
K
(xq1+yq2+zq3) = 0}.
Theorem 4.2. For k ≥ 3, it holds that
div V∂K,k,0 = Q
⊥
k−1(K).
Proof. For any v ∈ V∂K,k,0, it holds that∫
K
divv · q =
∫
K
v : ∇q =
∫
K
v : Ξ(∇q) = 0, ∀q ∈ Q(K).
This implies that
div V∂K,k,0 ⊂ Q
⊥
k−1(K).
To prove the converse, assume that div V∂K,k,0 6= Q
⊥
k−1(K). Then there exists a
nonzero vector p ∈ Q⊥k−1(K) such that∫
K
divv · p = 0, ∀v ∈ V∂K,k,0.
By an integration by parts, for any v ∈ V∂K,k,0, it leads to∫
K
div v · p =
∫
K
v : Ξ(∇p) = 0.
Let n denote the congruence of integer n with modulus 4, namely,
n ≡ n(mod 4), 0 ≤ n ≤ 3.
By Lemma 4.1, it follows that nit
T
i+1,i+2
,nit
T
i+1,i+3
, 0 ≤ i ≤ 3 form a basis of T. Then
there exists an associated dual basis Mi,j, 0 ≤ i ≤ 3, 1 ≤ j ≤ 2, such that
nit
T
i+1,i+1+j :Mk,l = δi,kδj,l, 0 ≤ i, k ≤ 3, 1 ≤ j, l ≤ 2.
Since Ξ(∇p) ∈ Pk−2(K;T), it follows that there exists pi,j ∈ Pk−2(K;R), 0 ≤ i ≤
3, 1 ≤ j ≤ 2 such that
Ξ(∇p) =
3∑
i=0
2∑
j=1
Mi,jpi,j.
Then the choice of
v =
3∑
i=0
2∑
j=1
λi+1λi+1+jpi,jnit
T
i+1,i+1+j ∈ VK,k,b,
proves ∫
K
v : Ξ(∇p) =
∫
K
3∑
i=0
2∑
j=1
λi+1λi+1+jp
2
i,j = 0.
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As λi+1λi+1+j ≥ 0 on K, this implies that pi,j ≡ 0, and consequently Ξ(∇p) = 0 and
p ∈ Q(K). This contradicts with p ∈ Q⊥k−1(K). Hence Q
⊥
k−1(K) ⊂ div V∂K,k,0. This
completes the proof. 
Remark 4.1. Given v ∈ V∂K,k,0, by the definition of the bubble function space, it
implies that v vanishes at all vertices of element K.
4.2. H(div) bubble space with additional conditions. This subsection consid-
ers a H(div) bubble space with additional conditions. Define the modified bubble
function space V ∗∂K,k,0 with additional conditions at vertices by
V ∗∂K,k,0 := {v ∈ V∂K,k,0 : ∇v(xi) = 0, 0 ≤ i ≤ 3}.
Then the corresponding modified H(div) bubble space V ∗K,k,b is defined by
V ∗K,k,b :=
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλlP
(j,l,0)
k−2 (K;R)nit
T
j,l,
where the auxiliary space P
(i,j,0)
k (K;R) := {u ∈ Pk(K;R) : u vanishes at xi,xj}.
Theorem 4.3. For k ≥ 3, it holds that
V ∗∂K,k,0 = V
∗
K,k,b.
Proof. For any u ∈ λjλlP
(j,l,0)
k−2 (K;R), the gradient ∇u vanishes at all vertices of K.
By Theorem 4.1, it implies that V ∗K,k,b ⊂ V
∗
∂K,k,0.
It remains to show the converse. Given v ∈ V ∗∂K,k,0, by Theorem 4.1, it has an
expression
v =
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλlp
j,l
i nit
T
j,l, p
j,l
i ∈ Pk−2(K;R).
Note that
∂kv(xt) =
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
∂k(λjλlp
j,l
i )(xt)nit
T
j,l = 0, 1 ≤ k ≤ 3, 0 ≤ t ≤ 3.
By Lemma 4.1, for 0 ≤ i ≤ 3,∑
0≤j<l≤3
j,l 6=i
∂k(λjλlp
j,l
i )(xt)nit
T
j,l = 0, 1 ≤ k ≤ 3, 0 ≤ t ≤ 3.
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Without loss of generality, consider the case where i = 0 and t = 1. Note that
∂k(λ1λ2p
1,2
0 )(x1) = (λ2p
1,2
0 ∂kλ1 + λ1p
1,2
0 ∂kλ2 + λ1λ2∂kp
1,2
0 )(x1) = (p
1,2
0 ∂kλ2)(x1),
∂k(λ1λ3p
1,3
0 )(x1) = (λ3p
1,3
0 ∂kλ1 + λ1p
1,3
0 ∂kλ3 + λ1λ3∂kp
1,3
0 )(x1) = (p
1,3
0 ∂kλ3)(x1),
∂k(λ2λ3p
2,3
0 )(x1) = (λ3p
2,3
0 ∂kλ2 + λ2p
2,3
0 ∂kλ3 + λ2λ3∂kp
2,3
0 )(x1) = 0.
Then
∂k(λ1λ2p
1,2
0 )(x1)n0t
T
1,2 + ∂k(λ1λ3p
1,3
0 )(x1)n0t
T
1,3 + ∂k(λ2λ3p
2,3
0 )(x1)n0t
T
2,3
= ∂kλ2p
1,2
0 (x1)n0t
T
1,2 + ∂kλ3p
1,3
0 (x1)n0t
T
1,3 = 0, 1 ≤ k ≤ 3.
Since n0t
T
1,2 and n0t
T
1,3 are linearly independent, this implies that
∂kλ2p
1,2
0 (x1) = ∂kλ3p
1,3
0 (x1) = 0, 1 ≤ k ≤ 3.
It holds that p1,20 and p
1,3
0 vanish at x1. A similar argument shows that p
j,l
i vanishes
at xj,xl. This implies that v ∈ V
∗
K,k,b. Hence
V ∗∂K,k,0 ⊂ V
∗
K,k,b.
Which completes the proof. 
Now the H(div) finite element space with C1 at vertices is defined by
Vk,h := {v ∈ H(div,Ω;T) : v = vc + vb,vc ∈ C
0(Ω;T),
vc is C
1 at V ,vc
∣∣
K
∈ Pk(K;T),vb
∣∣
K
∈ V ∗K,k,b, ∀K ∈ Th}.
This space is a H(div) bubble space enrichment of the Hermite-type H1 space V˜k,h :=
{v ∈ H1(Ω;T),v is C1 at V ,v
∣∣
K
∈ Pk(K;T), ∀K ∈ Th}.
For k ≥ 3, the dimension of the bubble space V ∗∂K,k,0 is
dimV ∗∂K,k,0 = 4{3[
(k + 1)k(k − 1)
6
−2]−
k(k − 1)(k − 2)
6
} = (4k3+6k2−10k−72)/3.
It follows from the definition that V ∗∂K,k,0 is a subspace of V∂K,k,0. By Theorem 4.2
the divergence of V ∗∂K,k,0 belongs to Q
⊥
k−1(K). In fact, define the space
R⊥k (K) := {u ∈ Q
⊥
k (K) : u(xi) = 0, 0 ≤ i ≤ 3}.
There holds the following theorem.
Theorem 4.4. For k ≥ 3, it holds that
div V ∗∂K,k,0 = R
⊥
k−1(K).
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Proof. It is obvious that div V ∗∂K,k,0 ⊂ R
⊥
k−1(K). To prove the converse, it suffices to
show dim(div V ∗∂K,k,0) ≥ dimR
⊥
k−1(K). First consider the case k = 3. Note that in
this case, the bubble space V ∗K,3,b has an explicit representation
V ∗K,3,b =
∑
0≤i,j,l,m≤3
j 6=l
j,l 6=i,m
P0(K;R)λjλlλmnit
T
j,l.
Consider a function v = λjλlλmnit
T
j,l ∈ V
∗
K,3,b with j 6= l and j, l 6= i,m, it follows
that
div v = div(λjλlλmnit
T
j,l) = nit
T
j,l∇(λjλlλm) = nit
T
j,l(λjλl∇λm
+λjλm∇λl + λlλm∇λj) = nit
T
j,l(λjλm∇λl + λlλm∇λj).
Since v ∈ V∂K,3,0, it implies that
(4.3) 0 =
∫
∂K
vn =
∫
K
div v =
∫
K
(tTj,l∇λl)λjλmni + (t
T
j,l∇λj)λlλmni.
Since ∇λj = −|∇λj |nj,∇λl = −|∇λl|nl,
tTj,l∇λj = −t
T
j,l∇λl.
Then by identity (4.3), it follows that
div v = nit
T
j,l(λjλm∇λl + λlλm∇λj) = c(λjλm − λlλm)ni.
This expression implies that the divergence of the bubble space V ∗K,3,b has a repre-
sentation as follows:
div V ∗K,3,b =
∑
0≤i,j,l,m≤3
j 6=l
j,l 6=i,m
P0(K;R)(λjλm − λlλm)ni.
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It can be claimed that the dimension of div V ∗K,3,b is 14. In fact, there are 14 vector-
valued functions from the divergence space as follows:
{n0(λ1λ0 − λ2λ0),n0(λ2λ0 − λ3λ0),
n1(λ0λ1 − λ2λ1),n1(λ2λ1 − λ3λ1),
n1(λ2λ0 − λ3λ0),n1(λ2λ3 − λ0λ3),
n2(λ0λ2 − λ1λ2),n2(λ1λ2 − λ3λ2),
n2(λ0λ1 − λ3λ1),n2(λ1λ3 − λ0λ3),
n3(λ0λ3 − λ1λ3),n3(λ1λ3 − λ2λ3),
n3(λ0λ1 − λ2λ1),n3(λ1λ0 − λ2λ0)}.
Since n0 = an1+ bn2+ cn3 and n1,n2,n3 are linearly independent, these 14 vectors
are linearly independent by a reduction argument. This deduces that dim(div V ∗∂K,3,0) ≥
14. Note that the dimension of R⊥2 (K) is
dimR⊥2 (K) = dimQ
⊥
2 (K)− 12 = 14.
Hence div V ∗∂K,3,0 = R
⊥
2 (K).
Next consider the case k ≥ 3. Define an auxiliary space
V3 :=
∑
0≤i,j,l≤3
i 6=j,l
j 6=l
P0(K;R)λjλ
2
lnit
T
j,l.
For any
v =
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλlp
j,l
i nit
T
j,l ∈ V∂K,k,0, p
j,l
i ∈ Pk−2(K;R),
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there exists a decomposition as follows:
v =
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλl(p
j,l
i − p
j,l
i (xj)λj − p
j,l
i (xl)λl + p
j,l
i (xj)λj + p
j,l
i (xl)λl)nit
T
j,l
=
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλl(p
j,l
i − p
j,l
i (xj)λj − p
j,l
i (xl)λl)nit
T
j,l
+
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλl(p
j,l
i (xj)λj + p
j,l
i (xl)λl)nit
T
j,l.
Note that
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλl(p
j,l
i − p
j,l
i (xj)λj − p
j,l
i (xl)λl)nit
T
j,l ∈ V
∗
∂K,k,0,
and
3∑
i=0
∑
0≤j<l≤3
j,l 6=i
λjλl(p
j,l
i (xj)λj + p
j,l
i (xl)λl)nit
T
j,l ∈ V3.
This implies that V∂K,k,0 ⊂ V3 + V
∗
∂K,k,0. Since V
∗
∂K,k,0 ⊂ V∂K,k,0, V3 ⊂ V∂K,k,0, this
leads to
V∂K,k,0 = V3 + V
∗
∂K,k,0.
By Theorem 4.2, it holds that
div V3 + div V
∗
∂K,k,0 = div V∂K,k,0 = Q
⊥
k−1(K).
Therefore
dim(div V3) + dim(div V
∗
∂K,k,0)− dim(div V3 ∩ div V
∗
∂K,k,0) = dimQ
⊥
k−1(K).
Since it is proved that div V ∗∂K,3,0 = R
⊥
2 (K), there holds that
dim(div V3) = dimQ
⊥
2 (K)− dim(div V
∗
∂K,3,0) + dim(div V3 ∩ div V
∗
∂K,3,0)
= dimQ⊥2 (K)− dimR
⊥
2 (K) + dim(div V3 ∩ div V
∗
∂K,3,0)
= 12 + dim(div V3 ∩ div V
∗
∂K,3,0).
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Note that V ∗∂K,3,0 ⊂ V
∗
∂K,k,0 for k ≥ 3. Therefore
dim(div V ∗∂K,k,0) = dimQ
⊥
k−1(K) + dim(div V3 ∩ div V
∗
∂K,k,0)− dim(div V3)
≥ dimQ⊥k−1(K) + dim(div V3 ∩ div V
∗
∂K,3,0)− dim(div V3)
= dimQ⊥k−1(K)− 12 = dimR
⊥
k−1(K).
Hence div V ∗∂K,k,0 = R
⊥
k−1(K), which completes the proof. 
4.3. Degrees of freedom. For k ≥ 3, a unisolvent set of degrees of freedom of the
space Vk,h is locally given by
1. derivatives of order ≤ 1 for each component of v at each x ⊂ K:
Dαv(x), ∀|α| ≤ 1,
2. for each face fi ⊂ ∂K(0 ≤ i ≤ 3), with the unit normal vector ni, the
following moments of v:∫
fi
(vni) · q, ∀q ∈ Pk(fi;R
3), Dαq vanish at all vertices of fi, |α| ≤ 1,
3. the following moments of v:∫
K
v : u, ∀u ∈ V ∗∂K,k,0.
Theorem 4.5. Given any element K, the degrees of freedom are unisolvent for the
shape function space Pk(K;T).
Proof. The number of local degrees of freedom is
8× 4× 4 + 4× 3× [
(k + 2)(k + 1)
2
− 9] + (4k3 + 6k2 − 10k − 72)/3
=(4k3 + 24k2 + 44k + 24)/3 = dimPk(K;T).
Then for any v ∈ Pk(K;T), it suffices to show v = 0 if all degrees of freedom
vanish. From the first set of degrees of freedom, the derivatives of v of order ≤ 1
vanish at all vertices of element K. Then the second set of degrees of freedom show
that vn = 0 on ∂K, and consequently v ∈ V ∗∂K,k,0. The third set of degrees of freedom
imply that v = 0. This proves the unisolvence. 
5. The discrete Gradgrad-complex
This section, derives and studies the following discrete Gradgrad-complex(1.3)
P1(Ω)
⊂
−→ Uh
gradgrad
−→ Σh
curl
−→ Vh
div
−→ Qh −→ 0
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with conforming finite element spaces Uh ⊂ H
2(Ω;R),Σh ⊂ H(curl,Ω; S), Vh ⊂
H(div,Ω;T) and Qh ⊂ L
2(Ω;R3), the exactness of discrete complex will be proved
below.
For k ≥ 5, the space Σh is taken as the H(curl) finite element space Σk,h defined
above, and the H(div) finite element space Vh is taken as Vk−1,h defined above with
degree k − 1.
5.1. H2-conforming finite element space. The space Uh is taken as the H
2-
conforming finite element space defined by Zhang [10], which was first proposed by
Zˇen´ıˇsek [9]. This C1 finite element space consisting of piecewise polynomials of degree
k + 2 with k ≥ 7, which are C4 at the vertices and C2 on edges. A unisolvent set of
degrees of freedom is given as follows(cf. [10]):
1. derivatives of u of order ≤ 4 at each vertex x ⊂ K:
Dαu(x), ∀|α| ≤ 4,
2. for each edge e ⊂ K, denote by n andm two independent vectors orthogonal
to the edge. The moments of u of order ≤ k − 8 on e, moments of the first
normal derivatives of u with respect to {un, um} of order ≤ k − 7 on e,
moments of second normal derivatives of u with respect to {unn, unm, umm}
of order ≤ k − 6 on e:∫
e
uq, ∀q ∈ Pk−8(e;R),
∫
e
unq,
∫
e
umq, ∀q ∈ Pk−7(e;R),∫
e
unnq,
∫
e
unmq,
∫
e
ummq, ∀q ∈ Pk−6(e;R),
in the case k = 7, the moments of u on edge is omitted,
3. for each face f ⊂ ∂K, with the unit normal vector n. The moments of u of
order ≤ k − 7 on f , and moments of normal derivative un of order ≤ k − 5
on f : ∫
f
uq, ∀q ∈ Pk−7(f ;R),
∫
f
unq, ∀q ∈ Pk−5(f ;R),
4. moments of u of order ≤ k − 6 on K:∫
K
uq, ∀q ∈ Pk−6(K;R).
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5.2. L2-conforming finite element space. The space Qh is taken as the space
Qk−2,h consisting of vector-valued piecewise polynomials of degree k − 2, which are
continuous at the vertices. A unisolvent set of degrees of freedom is given by
1. function value for each component of q at each vertex x ⊂ K:
q(x),
2. the following moments of q:∫
K
q · u, ∀u ∈ Pk−2(K;R
3),u vanishes at the vertices of K.
It is obvious that these degrees of freedom uniquely determine a function of Qk−2,h
on each element K.
5.3. discrete complex. Following from the definition of spaces, it holds that gradgradUh ⊂
Σh, curl Σh ⊂ Vh and div Vh ⊂ Qh. Next it will be shown that this complex is exact.
For any σ ∈ Σk,h satisfying curl σ = 0 with k ≥ 7, there exists u ∈ H
2(Ω;R) such
that σ = grad gradu. Since σ is a matrix-valued piecewise polynomial of degree ≤ k,
u is a piecewise polynomial of degree ≤ k + 2. It follows from the definition of Σk,h
that u is C4 at all vertices and C2 on edges, it implies that u ∈ Uh.
The next theorem shows that the divergence operator div : Vk−1,h → Qk−2,h is
onto.
Theorem 5.1. For any qh ∈ Qk−1,h with k ≥ 4, there is a vh ∈ Vk,h such that
div vh = qh and ‖vh‖H(div,Ω) ≤ C‖qh‖0,Ω.
Proof. Given qh = (q1, q2, q3)
T ∈ Qk−1,h, there exists v ∈ H
1(Ω;T) such that div v =
qh and ‖v‖1,Ω ≤ C‖qh‖0,Ω [6]. Let Ih denote the Scott-Zhang interpolation operator
which satisfies that [8]
‖v− Ihv‖0,Ω + h‖∇Ihv‖0,Ω ≤ Ch‖∇v‖0,Ω.
The construction of vh will be finished in three steps. The first step defines v1 =
(vi,j)3×3 ∈ Vk,h such that
1. for each vertex x ∈ V
v1(x) = Ihv(x),
∂vi,i
∂xj
(x) = 0,
∂vi,j
∂xj
(x) =
1
2
qi(x)(i 6= j),
∂vi,j
∂xk
(x) = 0(i, k 6= j),
2. for each face f ∈ F with the unit normal vector n∫
f
(v1−Ihv)n·q = 0, ∀q ∈ Pk(f ;R
3), with Dαq vanishing at all vertices of f , |α| ≤ 1,
3. for any element K ∈ T∫
K
v1 : u =
∫
K
Ihv : u, ∀u ∈ V
∗
∂K,k,0.
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Since k ≥ 4, for each face f ∈ F of element K, there are (k−1)(k−2)
2
≥ 3 Her-
mite type basis functions φl ∈ {p ∈ H
1(Ω;R), p is C1 at V , p
∣∣
K
∈ Pk(K;R), ∀K ∈
Th}, 1 ≤ l ≤
(k−1)(k−2)
2
, such that φl vanish on ∂(K
+ ∪K−) and ∇φl vanish at the
vertices of K+ and K−, where K+ and K− are two elements that share the face f .
Then φlTi,j , 0 ≤ i ≤ 3, 1 ≤ j ≤ 2, 1 ≤ l ≤
(k−1)(k−2)
2
are matrix-valued functions,
which are linearly independent. These bubble functions allow us to define a correction
δh ∈ Vk,h such that∫
f
δhn · q =
∫
f
(v − v1)n · q, ∀q ∈ Q(K)|f .
Then the second step defines
v˜1 = v1 + δh.
By the construction, div v˜1(x) = qh(x) at all of the vertices. On each element K, an
integration by parts, for any q ∈ Q(K), yields∫
K
(div v˜1 − qh) · q =
∫
K
(div v˜1 − div v) · q
=
∫
∂K
(v˜1 − v)n · q = 0.
This implies that (div v˜1−qh)|K ∈ R
⊥
k−1(K). It follows from Theorem 4.4 that there
exists a v2 ∈ Vk,h such that v2|K ∈ V
∗
∂K,k,0 and
div v2 = qh − div v˜1, ‖v2‖0,Ω = min{‖v‖0,Ω, div v = qh − div v˜1,v ∈ Vk,h}.
Note that ‖ divv2‖0,Ω defines a norm of v2. Then a scaling argument shows that
‖v2‖H(div,Ω) ≤ C‖ divv2‖0,Ω.
The third step defines vh = v˜1 + v2. It follows that divvh = qh and
‖vh‖H(div,Ω) ≤ ‖v˜1‖H(div,Ω) + ‖v2‖H(div,Ω) ≤ C(‖v˜1‖H(div,Ω) + ‖qh − div v˜1‖0,Ω).
For each element K ∈ Th, let ω(K) =
∑
K
′
∈Th,K
′
∩K 6=∅
K
′
denote the patch of K. A
standard scaling argument and the trace theory, lead to
‖v1 − Ihv‖1,K ≤ C(‖v‖1,ω(K) + ‖qh‖0,K),
‖δh‖1,K ≤ C‖v− v1‖1,K ,
this implies that ‖v˜1‖H(div,Ω) ≤ C‖qh‖0,Ω, and consequently ‖vh‖H(div,Ω) ≤ C‖qh‖0,Ω.

The exactness of the discrete complex (1.3) is proved in the following theorem.
Theorem 5.2. The discrete complex (1.3) is exact with k ≥ 7.
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Proof. It suffices to check the dimension. The degrees of freedom of Uh given above
show that the global dimension of Uh is 35V + (6k− 34)E + (k
2− 9k+21)F + 1
6
(k−
3)(k− 4)(k− 5)T . Similarly, by the degrees of freedom defined above, the dimension
of Σh is 60V +6(k− 5)E +
5(k2−3k−4)
2
F + (k3− 4k2+ 5k− 14)T , the dimension of Vh
is 32V + 3(k
2+k−18)
2
F + 4k
3−6k2−10k−60
3
T and the dimension of Qh is 3V +
k3−k−24
2
T .
By the Euler’s formula V − E + F − T = 1, it holds that
dimUh − dimΣh + dimVh − dimQh = 4 = dimP1(Ω).
This completes the proof. 
Remark 5.1. Consider another complex
(5.1) H2(Ω;R)
gradgrad
−→ H(curl,Ω; S)
curl
−→ L2(Ω;T),
which is closed but not exact. Define the full C−1-Pk−1 space
V̂h := {v ∈ L
2(Ω;T) : v|K ∈ Pk−1(K;T), ∀K ∈ Th}.
There holds the following discrete sub-complex of (5.1)
Uh
gradgrad
−→ Σh
curl
−→ V̂h.
6. Mixed Methods of The Linearized Einstein-Bianchi System with
Strong Symmetry
6.1. Mixed methods. This section considers the mixed approximation of the new
formulation of the linearized Einstein-Bianchi system introduced in [7]: Find
(6.1)
σ ∈ C0([0, T ], H2(Ω;R)) ∩ C1([0, T ], L2(Ω;R)),
E ∈ C0([0, T ], H(curl,Ω; S)) ∩ C1([0, T ], L2(Ω; S)),
B ∈ C1([0, T ], L2(Ω;T)),
such that
(6.2)


(σ˙, τ) = (E, grad grad τ), ∀τ ∈ H2(Ω;R),
(E˙,u) = −(grad gradσ,u)− (B, curlu), ∀u ∈ H(curl,Ω; S),
(B˙,v) = (curlE,v), ∀v ∈ L2(Ω;T),
with given initial data (σ(0),E(0),B(0)) ∈ H2(Ω;R)×H(curl,Ω; S)× L2(Ω;T).
For k ≥ 7, the semidiscretization of (6.2) is to find
σh ∈ C
1 ([0, T0] , Uh) , Eh ∈ C
1 ([0, T0] ,Σh) , Bh ∈ C
1([0, T0] , V̂h),
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such that 

(σ˙h, τ) = (Eh, grad grad τ), ∀τ ∈ Uh,
(E˙h,u) = −(grad gradσh,u)− (Bh, curlu), ∀u ∈ Σh,
(B˙h,v) = (curlEh,v), ∀v ∈ V̂h,
for all time t ∈ [0, T ], with given initial data.
Theorem 6.1. There exists a unique solution for the above semidiscrete system .
Proof. Let {ψi}, {ϕi}, {χi} denote the bases of Uh,Σh, V̂h, respectively. Then the
variables σh,Eh and Bh can be expressed as σh =
∑
i αi(t)ψi,Eh =
∑
i βi(t)ϕi,Bh =∑
i γi(t)χi with αi(t), βi(t) and γi(t) are coefficient functions with respect to t. Let
α, β, γ denote the corresponding vectors. Let A ,B,C ,M ,N denote the matrices
whose (i, j)-entries are
(ψj , ψi), (ϕj , ϕi), (χj , χi), (ϕj , grad gradψi), (curlϕj, χi),
respectively. Then the semidiscrete system can be written in a matrix equation form
 A 0 00 B 0
0 0 C



 α˙β˙
γ˙

 =

 0 M 0−M T 0 −N T
0 N 0



 αβ
γ


The above system is a linear system of ordinary differential equations. Note that
the coefficient matrix on the left-hand side is nonsingular. By the ODE theory, the
equation is well-posed as an initial value problem, so there exists a unique solution.

In order to get the convergence of the discrete solutions, consider the following
elliptic problem. Let Vh = Uh × Σh × V̂h with norm
‖(σ,E,B)‖Vh = ‖σ‖2,Ω + ‖E‖H(curl,Ω) + ‖B‖0,Ω.
Define the bilinear form A : Vh ×Vh → R by
A(σ,E,B; τ,u,v) = (σ, τ) + (E,u) + (B,v)− (E, grad grad τ)
+(grad gradσ,u) + (B, curlu)− (curlE,v),
which is uniformly bounded independent of h. The next theorem and proof is adapted
from [7].
Theorem 6.2. The bilinear form A(·, ·, ·; ·, ·, ·) defined above satisfies the inf-sup
condition:
inf
06=(σ,E,B)∈Vh
sup
06=(τ,u,v)∈Vh
A(σ,E,B; τ,u,v)
‖(σ,E,B)‖Vh‖(τ,u,v)‖Vh
= C > 0
with constant C independent of h.
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Proof. For any (σ,E,B) ∈ Vh, let (τ,u,v) = (σ,E + grad grad σ,B − curlE). It
follows that
A(σ,E,B; τ,u,v) =A(σ,E,B; σ,E,B) + A(σ,E,B; 0, gradgrad σ,− curlE)
=(σ, σ) + (E,E) + (B,B) + (E, grad gradσ)
+ (grad gradσ, grad grad σ)− (B, curlE) + (curlE, curlE)
≥
1
2
(‖σ‖20,Ω + ‖E‖
2
0,Ω + ‖B‖
2
0,Ω + ‖ grad gradσ‖
2
0,Ω + ‖ curlE‖
2
0,Ω)
≥C‖(σ,E,B)‖2
Vh
.
Since ‖(σ,E,B)‖Vh ≥ C‖(τ,u,v)‖Vh, this implies that
A(σ,E,B; τ,u,v) ≥ C‖(σ,E,B)‖Vh‖(τ,u,v)‖Vh.
This completes the proof. 
Next, the inf-sup condition will be used to analyze the well-posedness of the dis-
crete problem. To this end, for any (σ,E,B) ∈ H2(Ω;R)×H(curl,Ω; S)× L2(Ω;T),
define the elliptic projection Πh(σ,E,B) ∈ Vh such that
(6.3) A(Πhσ,ΠhE,ΠhB; τ,u,v) = A(σ,E,B; τ,u,v), ∀(τ,u,v) ∈ Vh.
There holds the following quasioptimal error estimate:
‖Πhσ − σ‖2,Ω + ‖ΠhE− E‖H(curl,Ω) + ‖ΠhB−B‖0,Ω
≤ C inf
(τ,u,v)∈Vh
‖τ − σ‖2,Ω + ‖u− E‖H(curl,Ω) + ‖v−B‖0,Ω.
(6.4)
Let Ph : L
2(Ω;T) → V̂h denote the piecewise L
2 projection operator. Its error esti-
mate is as follows:
(6.5) ‖v − Phv‖0,Ω ≤ Ch
k‖v‖k,Ω, ∀v ∈ H
k(Ω;T).
Note that Eku ∈ Σh for any u ∈ C
2(Ω; S) where Ek is defined in (3.6). The error
estimate is as follows:
(6.6) ‖u− Eku‖1,Ω ≤ Ch
k‖u‖k+1,Ω, ∀u ∈ H
k+1(Ω; S) ∩ C2(Ω; S).
Let Πk+2 be the nodal interpolation operator for the space Uh defined in [10]. It holds
the following error estimate:
(6.7) ‖τ − Πk+2τ‖2,Ω ≤ Ch
k+1‖τ‖k+3,Ω, ∀τ ∈ H
k+3(Ω;R) ∩ C4(Ω;R).
Assume that σ ∈ Hk+3(Ω;R) ∩ C4(Ω;R),E ∈ Hk+1(Ω; S) ∩ C2(Ω; S), and B ∈
Hk(Ω;T), let τ = Πk+2σ,u = EkE,v = PhB in (6.4), by (6.5), (6.6) and (6.7). A
standard argument shows that
‖Πhσ − σ‖2,Ω + ‖ΠhE− E‖H(curl,Ω) + ‖ΠhB−B‖0,Ω
≤ Chk(‖σ‖k+3,Ω + ‖E‖k+1,Ω + ‖B‖k,Ω).
(6.8)
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Note that equation (6.3) admits another equivalent form as follows:
(6.9)


(Πhσ, τ)− (ΠhE, grad grad τ) = (σ, τ)− (E, grad grad τ), ∀τ ∈ Σh,
(ΠhE,u) + (grad gradΠhσ,u) + (ΠhB, curlu)
= (E,u) + (grad gradσ,u) + (B, curlu), ∀u ∈ Σh,
(ΠhB,v)− (curl ΠhE,v) = (B,v)− (curlE,v), ∀v ∈ V̂h.
6.2. The Solution of the fully discrete system and error estimates. Suppose
that T = N∆t with a positive integer N . Let uj denote the function u(tj) with
tj = j∆t for j = 0, 1, · · · , N . Define
∂tu
j+ 1
2 =
uj+1 − uj
∆t
, uˆj+
1
2 =
uj+1 + uj
2
.
To discretize the time variable, the usual Crank-Nicolson scheme will be used. To
this end, denote by (σjh,E
j
h,B
j
h) ∈ Vh the approximation of solution (σ,E,B) of (6.2)
at tj. Given the initial data (σ
0
h,E
0
h,B
0
h) ∈ Vh, for 0 ≤ j ≤ N−1, the approximation
(σj+1h ,E
j+1
h ,B
j+1
h ) at tj+1 is defined by
(6.10)


(∂tσ
j+ 1
2
h , τ) = (Eˆ
j+ 1
2
h , grad grad τ), ∀τ ∈ Uh,
(∂tE
j+ 1
2
h , u) = −(grad grad σˆ
j+ 1
2
h ,u)− (Bˆ
j+ 1
2
h , curlu), ∀u ∈ Σh,
(∂tB
j+ 1
2
h ,v) = (curl Eˆ
j+ 1
2
h ,v), ∀v ∈ V̂h.
The system of (σj+1h ,E
j+1
h ,B
j+1
h ) can be written as:

(σj+1h , τ)−
∆t
2
(Ej+1h , grad grad τ) = (σ
j
h, τ) +
∆t
2
(Ejh, grad grad τ), ∀τ ∈ Uh,
(Ej+1h ,u) +
∆t
2
(grad gradσj+1h ,u) +
∆t
2
(Bj+1h , curlu) =
(Ejh,u)−
∆t
2
(grad gradσjh,u)−
∆t
2
(Bjh, curlu), ∀u ∈ Σh,
(Bj+1h ,v)−
∆t
2
(curlEj+1h ,v) = (B
j
h,v) +
∆t
2
(curlEjh,v), ∀v ∈ V̂h.
To show the system is nonsingular, consider the homogeneous system. It will be
shown that σj+1h ,E
j+1
h and B
j+1
h must vanish. Let τ = σ
j+1
h ,u = E
j+1
h ,v = B
j+1
h in
the above system and add them together,. This leads to (σj+1h , σ
j+1
h )+(E
j+1
h ,E
j+1
h )+
(Bj+1h ,B
j+1
h ) = 0. It implies that σ
j+1
h = 0,E
j+1
h = 0 and B
j+1
h = 0.
The error estimates are stated in the following theorem.
Theorem 6.3. Let (σ,E,B) and (σjh,E
j
h,B
j
h) be the solutions of (6.2) and (6.10),
respectively, let the initial data (σ0h,E
0
h,B
0
h) = Πh(σ(0),E(0),B(0)). Assume that
σ ∈ W 1,1([0, T ], Hk+3(Ω;R) ∩ C4(Ω;R)) ∩W 3,1([0, T ], L2(Ω;R)) ∩ L∞([0, T ], Hk+3(Ω;R)),
E ∈ W 1,1([0, T ], Hk+1(Ω; S) ∩ C2(Ω; S)) ∩W 3,1([0, T ], L2(Ω; S)) ∩ L∞([0, T ], Hk+1(Ω; S)),
B ∈ W 1,1([0, T ], Hk(Ω;T)) ∩W 3,1([0, T ], L2(Ω;T)) ∩ L∞([0, T ], Hk(Ω;T)),
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it holds that, for 1 ≤ j ≤ N ,
‖σj − σjh‖0,Ω + ‖E
j−Ejh‖0,Ω + ‖B
j −Bjh‖0,Ω ≤ C(h
k +∆t2)(‖σ‖W 1,1(Hk+3)∩W 1,3(L2)∩L∞(Hk+3)
+ ‖E‖W 1,1(Hk+1)∩W 1,3(L2)∩L∞(Hk+1) + ‖B‖W 1,1(Hk)∩W 1,3(L2)∩L∞(Hk)),
with constant C > 0 independent of h and ∆t.
Proof. First, there exists the following decomposition of the errors:
ejσ := σ
j
h − σ
j =
(
σjh −Πhσ
j
)
+ (Πhσ
j − σj) =: θjσ + p
j
σ,
ej
E
:= Ejh − E
j =
(
E
j
h − ΠhE
j
)
+ (ΠhE
j −Ej) =: θj
E
+ pj
E
,
ej
B
:= Bjh −B
j =
(
B
j
h − ΠhB
j
)
+ (ΠhB
j −Bj) =: θj
B
+ pj
B
.
The error estimate for the projection errors (pσ, pE, pB) are already given in (6.8). It
remains to analyze the priori estimates for the errors (θjσ, θ
j
E
, θj
B
).
Setting t = tj and t = tj+1 in (6.2) and taking the arithmetic mean yields
(6.11)


(ˆ˙σj+
1
2 , τ) = (Eˆj+
1
2 , grad grad τ), ∀τ ∈ Uh,
( ˆ˙Ej+
1
2 ,u) = −(grad grad σˆj+
1
2 ,u)− (Bˆj+
1
2 , curlu), ∀u ∈ Σh,
( ˆ˙Bj+
1
2 ,v) = (curl Eˆj+
1
2 ,v), ∀v ∈ V̂h.
Substracting (6.10) from (6.11) shows that
(6.12)


(∂te
j+ 1
2
σ , τ) + (∂tσ
j+ 1
2 − ˆ˙σj+
1
2 , τ) = (eˆ
j+ 1
2
E
, grad grad τ), ∀τ ∈ Uh,
(∂te
j+ 1
2
E
,u) + (∂tE
j+ 1
2 − ˆ˙Ej+
1
2 ,u) =
−(grad grad eˆ
j+ 1
2
σ ,u)− (eˆ
j+ 1
2
B
, curlu), ∀u ∈ Σh,
(∂te
j+ 1
2
B
,v) + (∂tB
j+ 1
2 − ˆ˙Bj+
1
2 ,v) = (curl eˆ
j+ 1
2
E
,v) ∀v ∈ V̂h.
It follows from system (6.9) that

(pˆ
j+ 1
2
σ , τ) = (pˆ
j+ 1
2
E
, grad grad τ), ∀τ ∈ Uh,
(pˆ
j+ 1
2
E
,u) = −(grad grad pˆ
j+ 1
2
σ ,u)− (pˆ
j+ 1
2
B
, curlu), ∀u ∈ Σh,
(pˆ
j+ 1
2
B
,v) = (curl pˆ
j+ 1
2
E
,v), ∀v ∈ V̂h.
Let τ = θˆ
j+ 1
2
σ ,u = θˆ
j+ 1
2
E
,v = θˆ
j+ 1
2
B
in (6.12). Adding the equations in (6.12) together
and using the above system leads to
(‖θj+1σ ‖
2
0,Ω + ‖θ
j+1
E
‖20,Ω + ‖θ
j+1
B
‖20,Ω)− (‖θ
j
σ‖
2
0,Ω + ‖θ
j
E
‖20,Ω + ‖θ
j
B
‖20,Ω)
= 2∆t(−∂tp
j+ 1
2
σ − (∂tσ
j+ 1
2 − ˆ˙σj+
1
2 ) + pˆ
j+ 1
2
σ , θˆ
j+ 1
2
σ )
+2∆t(−∂tp
j+ 1
2
E
− (∂tE
j+ 1
2 − ˆ˙Ej+
1
2 ) + pˆ
j+ 1
2
E
, θˆ
j+ 1
2
E
)
+2∆t(−∂tp
j+ 1
2
B
− (∂tB
j+ 1
2 − ˆ˙Bj+
1
2 ) + pˆ
j+ 1
2
B
, θˆ
j+ 1
2
B
),
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An application of the Cauchy-Schwarz inequality proves
(6.13)
(‖θj+1σ ‖
2
0,Ω + ‖θ
j+1
E
‖20,Ω + ‖θ
j+1
B
‖20,Ω)
1
2 − (‖θjσ‖
2
0,Ω + ‖θ
j
E
‖20,Ω + ‖θ
j
B
‖20,Ω)
1
2
≤ C∆t(‖∂tp
j+ 1
2
σ ‖0,Ω + ‖(∂tσ
j+ 1
2 − ˆ˙σj+
1
2 )‖0,Ω + ‖pˆ
j+ 1
2
σ ‖0,Ω
+‖∂tp
j+ 1
2
E
‖0,Ω + ‖(∂tE
j+ 1
2 − ˆ˙Ej+
1
2 )‖0,Ω + ‖pˆ
j+ 1
2
E
‖0,Ω
+‖∂tp
j+ 1
2
B
‖0,Ω + ‖(∂tB
j+ 1
2 − ˆ˙Bj+
1
2 )‖0,Ω + ‖pˆ
j+ 1
2
B
‖0,Ω).
Given g ∈ C3[0, T ], the Taylor expansion of g reads
(6.14) ∆t‖∂tg
j+ 1
2‖0,Ω =
∥∥∥∥∥
∫ tj+1
tj
g˙ds
∥∥∥∥∥
0,Ω
≤
∫ tj+1
tj
‖g˙‖0,Ωds.
∆t‖(∂tg
j+ 1
2 − ˆ˙gj+
1
2 )‖0,Ω =
1
2
∥∥2gj+1 − 2gj −∆tg˙j+1 −∆tg˙j∥∥
0,Ω
≤ C∆t2
∫ tj+1
tj
‖
...
g ‖0,Ωds.
(6.15)
A combination of (6.13), (6.14) and (6.15) yields the following estimate:
(6.16)
(‖θj+1σ ‖
2
0,Ω + ‖θ
j+1
E
‖20,Ω + ‖θ
j+1
B
‖20,Ω)
1
2 − (‖θ0σ‖
2
0,Ω + ‖θ
0
E
‖20,Ω + ‖θ
0
B
‖20,Ω)
1
2
≤ C(
∫ tj+1
0
‖p˙σ‖0,Ω + ‖p˙E‖0,Ω + ‖ ˙pB‖0,Ωds
+∆t2
∫ tj+1
0
‖
...
σ ‖0,Ω + ‖
...
E‖0,Ω + ‖
...
B‖0,Ωds
+∆t
∑j+1
k=0(‖p
k
σ‖0,Ω + ‖p
k
E
‖0,Ω + ‖p
k
B
‖0,Ω)).
Since the initial data (σ0h,E
0
h,B
0
h) = Πh(σ(0),E(0),B(0)), it implies that (θ
0
σ, θ
0
E
, θ0
B
)
vanish. By the estimates of the projection errors in (6.16), this shows that
(6.17)
(‖θj+1σ ‖
2
0,Ω + ‖θ
j+1
E
‖20,Ω + ‖θ
j+1
B
‖20,Ω)
1
2
≤ C(hk
∫ tj+1
0
‖σ˙‖k+3,Ω + ‖E˙‖k+1,Ω + ‖B˙‖k,Ωds
+∆t2
∫ tj+1
0
‖
...
σ‖0,Ω + ‖
...
E‖0,Ω + ‖
...
B‖0,Ωds
+j∆thk(‖σ‖L∞(Hk+3) + ‖E‖L∞(Hk+1) + ‖B‖L∞(Hk))).
A combination of this and the estimate of the projection errors completes the proof.

7. Conclusion
In this paper, the first family of conforming finite elements is constructed for the
Gradgrad-complexes in three dimensions, and the exactness property is shown for
the discrete complexes. The complexity and high polynomial degree may limit the
practical significance. However, it provides insights for designing simpler methods.
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