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We present a model for the desription of the evolution of ontats among individuals in a network.
At eah time step eah individual is assoiated with a domain or neighborhood of fully onneted
agents.The dynamis of this hanging neighborhood will later be translated into a situation where
the links between individuals are also dynami. A haraterization in terms of the parameters that
govern the evolution of the network and a omparison to previous work on Small World networks is
presented as well.
PACS numbers: 89.75.H,89.65.-s
INTRODUCTION
The study of networks and their appliations within
soial sienes has in reent years been a rih soure of
interdisiplinary researh. In partiular, development of
mathematial models based on simple soial interations
formulated with graphs or networks, with ertain topo-
logial properties, has aumulated muh interest. The
onept of the small world was rst introdued by Mil-
gram [1℄ in an attempt to desribe the intrinsi prop-
erties of soial ommunities and the relationships that
exist amongst the members thereof. A more mathemati-
al approah was later introdued to understand the un-
derlying aspets of Milgram's networks [2℄. Small World
Networks (SWN) are in essene, those networks whih
are omprised of a speied amount of random and reg-
ular lattie onnetions. Driven by strong evidene that
ertain omplex networks share a lose resemblane with
atual eonomi, soial, and biologial networks, a new
eld has been developing within physis [5℄. Suh real
world appliations have naturally led to the proposition
of temporally evolving networks [4, 6℄. We will refer to
dynami networks as those whih rewire links as time
progresses. Networks in whih the links remain stati in
time one the desired arhiteture has been ahieved, are
known as quenhed networks. Whereas networks with
links that hange randomly at every time step are alled
annealed networks. An example of the latter, whih is
akin to the model developed here, may be found in [7℄.
The model we present onsists of subnetworks whih are
only linked to eah other through time. A dynami do-
main network (DDN) is thus a type of annealed network,
though at a given moment the subnetworks or domains
are not onneted to eah other. As explained in the
next setion, the model we propose may be assoiated
with a phenomena where the only mehanism of trans-
mission or propagation throughout the network is a type
of diusion. Though the model an be generalized to in-
lude other features suh as long range transmission (as
found in SWNs), we are for now interested in analyzing
properties due solely to this speialized diusion. The
possibility of analyzing dierent dynami degrees of free-
dom independently will lead to a deeper understanding
of diusion within networks. In the following setions
we will onsider in more detail the features guiding our
analysis,
• Two measurable parameters, ω and τ , whih may
be assoiated with the SWN parameters, lusteri-
zation and average path length.
• Three types of domain movement, pd, pf , and ps,
whih are alled the dynami proesses of the sys-
tem, are analyzed
• Numerial analysis and limited analyti alulation
of ω and τ as funtions of the dynami proesses
demonstrate ommon harateristis with SWNs.
• Diusion oeients assoiated with eah dynami
proess are numerially and analytially alulated.
• The DDN model reprodues features found in pre-
vious work on disease propagation and further
shows the aet of eah dynami proess on the
total population infetion.
THE MODEL
The model is based on a two dimensional array of indi-
viduals, eah one situated on the node of a matrix of size
n × n. The system is divided into N domains, or fully
onneted subnetworks, of size k2. In what we all the
regular ase, all domains have the same shape and size.
We onsider that an individual is linked to the other in-
dividuals belonging to the same domain, but not to the
rest of the system. The boundaries that demarate the
domains hange in time and thus may be onsidered as in-
dependent neighborhoods exhanging members through
dynami links in time. The arhiteture of the underlying
dynami network is dened by the history of the hanges
of the boundaries. A set of three proesses govern the
behavior of these domains and thus three dierent pa-
rameters will be onsidered. At eah time step the whole
2set of domains may be displaed or shifted from their
former positions with probability pd. It is also possible
that domains hange individual size with probability ps
and hange form or shape with probability pf . Eah of
these proesses an at separately, but when all three take
plae at the same time, a superposition of their eets o-
ur. To haraterize some of the dynami properties of
the evolving network we have hosen a few observable
quantities as suggested in [7℄. We onsider a measur-
able global variable analogous to the average path length
in SWNs. Over all domains and throughout time, we
analyze the time neessary for an `ative' state to prop-
agate aross the entire system. Initially, one individual
is hosen to be ative. Any inative individual in the
same domain is immediately ativated by the presene
of at least one ative individual in the same neighbor-
hood. One ativated, the individual remains as suh for
all time. We measure the time involved τi, to ativate the
node i within the system. The mean persistene or ati-
vation time τ , is alulated as dened in [7℄. This value
is studied for dierent sets of pd, ps, and pf . As a seond
haraterization of the system, we analyze the hanges
in the omposition of eah individual's domain from one
time step to another. Again, in aordane with [7℄, this
loal measurable variable may be assoiated with a lus-
tering oeient [2℄. As a general denition we all ωi(t)
the overlap or intersetion of domains during m onse-
utive time steps, where in the present work m = 2. The
mean neighborhood overlap is then alulated for varying
values of pd, ps, and pf . Compared to previous models
of dynami networks, this model may be assoiated with
diusive proesses. This supposition will be reinfored
with the alulation of assoiated diusion onstants.
ANALYTIC CONSIDERATIONS
As a measure of the ommon area of two domains be-
tween onseutive time steps, the overlap may be written
analytially in a general form. In the model we have on-
sidered that the allowable sizes take on only quadrati
values so that the square shape is always aessible, par-
tiularly for the ase when the form does not hange at
all. We thus ompare all possible forms of the permit-
ted sizes between a before domain and an after domain.
The expression for the mean overlap for any set of values
p = (pd, ps, pf ) an be written in general as a binomial
distribution
ω(p) =
2∑
i=0
2∑
j=0
2∑
k=0
(
2
i
)(
2
j
)(
2
k
)
(1)
aijk(p)p
i
d(1− pd)
2−ipjs(1− ps)
2−jpkf(1 − pf)
2−k
The oeients aijk(p) must be alulated by onsider-
ing the superposition for any suession of two allowed
states of the system for a given set of values p. Sine we
preserve the retangular shape of the domains, the over-
lap is determined by the divisors of domain sizes in the
before and after ongurations. This allows us to write
a ounting sheme for the overlap when pd = 0.
∑n
m=α
∑n
k=α
[∑Nm
i=γm
∑Nk
j=γk
sijs(Nm−i+1)(Nk−j+1)
1
NmNk
]
(n− α+ 1)2
.
(2)
With this, the overlap is alulated for the four extreme
situations when ps and pf are either zero or one. The
parameters Nm and Nk indiate the number of divisors
of the sizes m2 and k2, for eah before and after domain,
respetively. The value n2 is the maximum size allowed.
To alulate the ase when ps = pf = 1, one must set
α = γm = γk = 1; this sums over all forms and all
sizes bounded by n. For zero hange in form and size
ps = pf = 0, the parameters must be set to α = n,
γm =
Nm−1
2 + 1, and γk =
Nk−1
2 + 1. Changes in size
ps = 1, and no hange in form pf = 0 orrespond to
α = 1, γm =
Nm−1
2 + 1, and γk =
Nk−1
2 + 1. Changes in
form pf = 1, and no hange in size ps = 0, orrespond
to α = n and γm = γk = 1. These extreme values dene
four of the eight oeients in Eq. 1.
The underlying diusive proess ourring in the net-
work as time proeeds is another interesting feature we
would like to address. We begin by onsidering one par-
tile loated within an initial domain. This test subjet
then performs a walk to neighboring domains as the do-
main walls hange and an overlap between the original
domain and a neighboring one permit movement of the
individual. Indeed, the proess may be onsidered as a
random walk, haraterized by a probability distribution
partiular to eah dynami proess. A brief analysis of
what movement might be expeted an be done by on-
sidering the possibilities of hange assoiated with eah
proess. As an example, onsider the ase of a dynami
domain originally omprised of nine sites. A probability
an be alulated for a given random walker loated at
the enter of the original domain to step to the enter
of one of the neighboring domains with whih it over-
laps in a given time step. Two dierent jumps should be
onsidered; those to neighboring domains that share a
side with the original one, and those to any of the other
four domains along the diagonals. We will all α the
probability of the rst type of jump, and β the proba-
bility orresponding to jumps of the seond type. The α
and β probabilities for eah of the three proesses an be
alulated by onsidering the frations of all the overlap
situations that will lead to a given jump, where we have
alulated αd = 0.12, βd = 0.04, αs = 0.024, βs = 1/256,
αf = 1/9, βf = 0. These values are used to evaluate
a random walk proess and thus an assoiated diusion
oeient.
A random walker in one dimension with equal likeliness
to jump to the right or left is analyzed. This probability
3to move is given by p(α + 2β), where α and β orre-
spond to the values mentioned previously and p is the
value haraterizing the probability for a hange in the
position, size, or shape. Further, there is a probability
to stay in the same site, γ = 1− p(2α+ 4β). This leads
to a alulation of the mean square displaement 〈x2〉, of
a set of partiles equal to 18p(α+ 2β)t [8℄. By onsider-
ing the appropriate values for eah dynami proess, we
nd that the diusion oeients for eah are given by
Dd = 1.8pd, Ds = 0.28ps and Df = pf .
NUMERICAL RESULTS
Extensive numerial simulations of the desribed
model for networks of n2 = 104 to 107 nodes and k = 3
to 10 have been performed. A typial realization starts
with the random eletion of an ative individual. In the
suessive time steps, the ative ondition propagates
throughout the system until the system is entirely a-
tivated. We alulate the mean ativation time of the
system as
τ =
1
n2
n2∑
i=1
τi,
where τi is the ativation time of the i node. We also mea-
sure the mean neighborhood overlap between two onse-
utive time steps as
ω =
1
τAn2
τA∑
t
n2∑
i
ω
(2)
i (t),
where the sum over time is performed over all the time
steps until total ativation at time τA. In Fig.1 we plot
the values of τ and ω for the spei ases when two of
the three p values are zero and the remaining one varies.
A omparison between the analyti alulations of ω
and the numerial results are displayed in Fig. 2. Again,
only the limiting ases are onsidered. The lower urves
orrespond to hanging either ps or pf , while pd and the
remaining p value are both zero. Correspondingly, the
upper urves depit a varying ps or pf , while pd is again
equal to zero, but the remaining term is now onstantly
one. The ontinuous line is obtained by analyti alu-
lation on top of whih we have plotted the numerial
results.
An interesting aspet that leads us to onsider diu-
sion within the system, is the evolution of the size of the
luster of ative individuals. For this we have performed
several alulations onsidering an initial ative agent lo-
ated at the enter of the system. For several values of p
and onsidering the variane of only one p parameter at
a time, we have evaluated the mean radius of the growing
nuleus. The radius evolves linearly with time and thus
the veloity of propagation of the ative state v, is easily
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FIG. 1: The bold line τ , and the dotted line ω as funtions
of p, where p = pd(squares), p = ps (triangles), and p = pf
(irles). Non-varying p values are set equal to zero. τ is
normalized to the total ativation time when p = 10−2.
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FIG. 2: The average overlap ω, as a funtion of p, where
p = ps (triangles), p = pf (irles), and pd = 0 in all ases
plotted here. Solid symbols indiate that the non-varying p
parameter is one, whereas open symbols indiate the non-
varying p parameter is zero.
alulated. In Fig. 3, v is depited as a funtion of p for
eah dynami proess. The inset shows v as a funtion of
the mean overlap. Apparent from the gure, the veloity
adopts a dierent behavior for eah of the three dynami
proesses.
In onjuntion with analyti alulations of the diu-
sive proess, we have performed numerial simulations
to measure the mean square displaement 〈x2〉, where
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FIG. 3: The average veloity of propagation v, as a funtion
of p, where p = pd(squares), p = ps (triangles), and p = pf
(irles). In the inset we plot v as a funtion of ω
〈 〉 indiates the mean value over individuals and x is
the position of a random walker on the x axis. From
the analysis of this quantity throughout time, we obtain
a value for the diusion oeient. Fig. 4 shows this
value as a funtion of eah of the three proesses dened
by ps, pd, and pf . To ompare numerial results with
the α and β values obtained before, we have onsidered
several individuals performing a random walk in the sys-
tem. Walkers move along the enters of the domains.
A given jump is allowed only if superposition between
two domains ours in two suessive time steps. The
results orrespond to networks undergoing the dierent
proesses governed by the aforementioned p parameters.
The tting by minimum squares methods gives us the
following values: Dd = 1.6pd, Ds = 0.27ps and Df = pf ,
whih are in agreement with previously alulated values.
DISEASE PROPAGATION
The DDN model that we have proposed ompares to
previously obtained results of disease propagation within
Dynami Small World Networks [9℄ in the following way.
We onsider a standard model [10℄ for an infetious dis-
ease with three stages: suseptible (S), infetious (I), and
refratory (R). Any suseptible individual an beome in-
feted with a given probability by an infeted individual
within the same domain or neighborhood. The infe-
tion yle ends when the element reahes the refratory
state after τ time steps. The refratory state is a perma-
nent ondition and thus the individual annot be infeted
again. The algorithm goes as follows. At eah step an in-
feted element i is hosen at random. If the time elapsed
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FIG. 4: Diusion oeients as funtions of p, where p =
pd(squares), p = ps (triangles), and p = pf (irles). Solid
lines indiate the analyti alulation over whih the numeri-
al results are plotted.
from the moment ti when it entered the infetion yle
up to the urrent time t is larger than the infetion time
τ , the element i beomes refratory. Otherwise, one of its
neighbors j of i is randomly seleted. If j is in the susep-
tible state, ontagion ours. Element j beomes infeted
and its infetion time tj = t is reorded. If on the other
hand, j is already infeted or refratory, it preserves its
state. Sine eah time step orresponds to the hoie of
an infeted individual, the update of the time variable
depends on the number NI(t) of infeted individuals at
eah step, t → t + 1/NI(t). One there is no hange
in the number of infeted individuals for the duration of
time neessary for all infeted individuals to transform
into the refratory state τ , then ativation time has been
ahieved and the proess stops. Here we set τ = 3 for
the infetion time whih insures that for intermediate val-
ues of the p parameters, the disease spreads over a nite
fration of the population. Moreover, we onsider an ini-
tial ondition where there is only one infeted element;
all the other elements being suseptible. The onsidered
initial ondition thus represents an initially loalized dis-
ease. The infetion will remain loalized during the ini-
tial stages and will propagate aording to the behavior
of the domains. In Fig. 5 we plot the proportion of total
infeted individuals if as it varies with dierent values
of p. Two of the p values are maintained xed while the
remaining one varies between zero and one.
In omparison with the results obtained in [9℄, we nd
that the threshold values of p for disease propagation are
of the same order. The sharp transition from the non-
propagative regime to the propagative one as a funtion
of the struture of the network is one of the most in-
teresting aspets presented by epidemiologial models on
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FIG. 5: The fration of infeted individuals with respet
to the total population if , as a funtion of p, with p =
pd(squares), p = ps (triangles), and p = pf (irles)
networks. The maximum proportion of infeted individ-
uals shows that a fration of individuals remain not in-
feted. Similar values of nal infeted individuals have
been obtained in [9℄. The non-monotoni behavior of this
quantity has also been observed in other epidemiologial
models based on Small World Networks [11℄. A possible
explanation for the derease of infetion for large values
of ps involves the fat that in the DDN system, there is
a bias towards dereasing the size of a domain. A high
level of dynamis will temporally isolate infeted individ-
uals. It is beause of this limitation of the model that
the infetion annot propagate as eiently for large ps
and a smaller number of infeted individuals is deteted.
CONCLUSIONS
If we aim to ompare the system presented here with
previous work on dynami Small Worlds, we should limit
this omparison to ases when shortuts only to relatively
lose neighbors are onsidered. This restrition is due to
the fat that in the present model, new links an only
be established with nodes oupying neighbor domains.
An interesting aspet despite these limitations is that we
still observe some of the features found in dynami SWN
models without suh restritions. In the rst part we
have studied the behavior of the mean persistene time
τ , whih is similar to the SWN path length, and mean
neighborhood overlap ω, analogous to the SWN lusteri-
zation. Though no analysis of how the domain size sales
with these quantities was done, the qualitative similari-
ties ought to be noted. That is, there exists a region in
the p parameter spae when the system displays a mix-
ture of the two limiting ases, relatively high overlap and
relatively low ativation time. The value of ω an be an-
alytially obtained for some limiting ases. Further, we
have studied the underlying diusive proess ourring
on the network. A diusion oeient was numerially
as well as analytially alulated for the three dynami
proesses, ps, pf , and pd and demonstrated the diusive
ontribution of eah. As a nal appliation and point
of omparison with previous work, we analyze the prop-
agation of an infetion. For small p values, an initial
infetion an not propagate. At a given p value, propa-
gation is possible and grows rapidly to a maximum in-
feted fration of the entire population as p inreases.
The threshold values are similar to those previously ob-
served for a dynami SWN. In this ase, we show that
despite the fat that there is a transition around the same
value of p, the behavior of the system strongly depends
on whih dynami domain proess governs the dynamis
of the system.
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