ABSTRACT In large-scale software-defined networking (SDN), the logically centralized controller usually uses multiple distributed controllers to manage and operate the network in a cooperative manner from the perspective of global network view. One of the major challenges with respect to deploying multiple controllers in SDN is how to synchronize the state among controllers to maintain information consistency. Aiming at solving this problem, we propose a periodically adaptive synchronization strategy of controllers. At first, the consistency level of controllers in the network is quantified based on the characteristics of SDN. Then, an adaptive synchronization strategy is proposed. By the use of this strategy, controllers are divided into three kinds of roles, and the synchronization period is adjusted dynamically by an adaptive function according to the current network state to attain a certain consistency level. The simulation results show that the proposed strategy has merits of reducing communication overhead of controllers as well as improving network availability compared with the other non-adaptive strategies. However, it lacks consideration of load balance among controllers, which will be our future research direction.
I. INTRODUCTION
Software Defined Networking (SDN) is developed to address the limitations of traditional network in satisfying the currently complex requirements of network [1] . SDN decouples the control plane logic from the data plane by unloading networking control functions from forwarding devices to the logically centralized controller [2] , and provides programmability for network services. In principle, SDN relies on the logically centralized controller using the global view which enabled by the OpenFlow protocol [3] to manage the entire network. However, one single controller in the network usually leads to poor scalability, low reliability and high response time [4] , [5] . A simple scheme is to deploy multiple distributed controllers working cooperatively as one logically centralized controller in SDN.
In such case, SDN is divided into multiple domains with multiple controllers running simultaneously, and each controller manages a number of local switches within its own domain. The controllers deployed in SDN can obtain the current state of network by polling statistics from edge switches in its control domain. Controllers in different domains need to communicate with each other to exchange information across domains in order to synchronize their state and then achieve the logically centralized control [6] . There have been a surge of researches on different aspects of SDN, such as network architecture [7] , distributed controller architecture [8] , inter-domain communication platform [9] and application [10] , and routing scheme [11] .
In SDN, the network state is stored into the data structure of the controller, which is called Network Information Base (NIB) [12] . Here NIB is oriented to applications based on the global network state, and then the controller can make forwarding decisions for new flows according to NIB. The NIB of each controller records different contents. For instance, the NIB contents presented to a network load-balancing SDN control application would include at least link capacity and utilization state, and what we concern in this paper is the flow update rate of each controller. Furthermore, the NIB of each controller is updated periodically and independently based on the statistics about the state collected from the physical network. One of the primary problems to be solved when deploying multiple controllers in SDN is the information consistency among controllers [13] , because all controllers in the network must share information and communicate with each other to synchronize the network state in their NIB in order to realize the logically centralized control. If the state synchronization among controllers is not in time, the transient inconsistency among controllers may emerge and lead to some conflicting decisions, for example, the stale and inaccurate state of links may affect correctness [14] and quality of service of routing [15] , [16] . However, the frequent synchronization among controllers may significantly degrade network performance, such as increasing network overhead and leading to load imbalance among controllers. Consequently, it is necessary to develop the optimized controller synchronization scheme in multi-domain SDN to improve network performance.
There are some proposed consistency models to improve the network performance. The so called strong consistency model works on a consistent network view [12] and ensures that the NIB information of all controllers is same, and never brings the inconsistent NIB to controllers, however, it may need more frequent state synchronization among controllers and thus lead to excessive overhead and delay in control plane. The so called eventual consistency model synchronizes the network state information periodically when it is enabled, and then the NIB of controller can be updated. Therefore, it has less communication latency and overhead than the strong consistency model, however, it may potentially lead to the temporarily inconsistent network view and then make the improper forwarding decisions.
In this paper, we study the controller consistency problem which is formulated as an optimization problem. We propose an adaptive controller state synchronization strategy to attain a certain level of consistency with communication overhead reduced and network availability improved. The major contributions of this paper are summarized as follows.
• We define the suitable metrics to measure consistency, performance and availability among multiple controllers based on the characteristics of SDN, and build their quantitative analysis model.
• The controllers in the network are divided into three kinds of roles, which are Leader, Acceptor and Learner. We propose an adaptive consistency strategy by tuning synchronization period dynamically according to the predefined metrics.
• We compare the performance of the proposed strategy with the other non-adaptive strategies under one proof-of-concept distributed SDN application, and then demonstrate that the proposed strategy can reduce communication overhead and improve network availability. It can make network be more resilient to network state changes than the non-adaptive strategies.
The rest of this paper is organized as follows. Section II reviews the related work. Section III formulates the problem to be solved and defines the performance metrics and models. Section IV expounds the adaptive consistency strategy for multiple controllers based on periodic synchronization. Section V simulates the proposed strategy and evaluates its performance. Finally, this paper is concluded in Section VI.
II. RELATED WORK
There are some schemes of controller state synchronization based on Periodic Synchronization (PS), which conduct state synchronization among controllers within the specific period. In [12] , two kinds of schemes, i.e., Link Balancer Controller (LBC) and Separate State Link Balancer Controller (SSLBC) are proposed. In LBC, each controller updates and synchronizes its NIB periodically, and directs the new flow to the currently least-loaded switch in the entire network. In SSLBC, the NIB of each controller is divided into two parts which are local NIB and remote NIB. The local NIB records the information of switches in local domain and does update in real time, while the remote NIB records the information in other domains except its local domain and does update periodically to achieve state synchronization. The local controllers in SSLBC detect the load variation of switches in real time and then distribute forwarding rules to the least loaded switch based on the current status of the local domain, thus SSLBC outperforms LBC in load balance by the same times of synchronization. Nevertheless, SSLBC may cause some false scenarios, such as forwarding loop and black hole [12] , [17] - [20] , due to the inconsistency in the interval between two consecutive synchronizations.
There are also some works regarding non-PS schemnes. A Load Variance-based Synchronization (LVS) scheme for controllers is proposed in [2] to improve load balancing performance in the multi-controller multi-domain SDN network. There are two specific schemes in LVS, which are the Least loaded Server Variation Synchronization (LSVS) and the Least loaded Domain Variation Synchronization (LDVS). LSVS is used to solve the forwarding loop problem, and LDVS can lower synchronization overhead. An elastic consistency protocol based on heuristic algorithm is proposed in [21] . It can coordinate the rate between consistency synchronization and network events update, in order to reduce communication overhead and improve availability of SDN.
In the traditional network, the forwarding loop can be relieved after the NIB of controllers become consistent again, because the flows are forwarded separately and the new NIB will be valid for new flows. However, the forwarding rules of flows are absolutely decided by controllers, and the flows are removed by time-out scheme or controllers in SDN. Therefore, the forwarding loop may last for a long time, which could lead to packet loss and communication failure. The consistency strategy based on configuration number is proposed in [13] to solve forwarding loop problem. There are two tables to separately store old NIB before updating network status and new NIB after synchronizing. Each table has a unique VOLUME 6, 2018 specific configuration number, and each new flow is specified with the configuration number by the ingress switch. When a flow enters a domain, its configuration number is checked to select which table to use. It ensures that each flow is processed according to either the old NIB or the new NIB but not the mixture of these two, and then avoids forwarding loop. Several studies are based on LBC, such as consensus routing [14] , [22] and consensus algorithms [23] . Their goal is similar to that of the controller consistency problem in this paper, and accordingly some effective strategies are developed to overcome communication failure such as disconnection or black hole during network information update. The consistent state of the distributed system with LBC is more available and securable.
A probabilistically bounded staleness model is proposed in [24] to predict the strength of eventual data consistency among distributed nodes, and it provides a reference of weighing consistency and network performance. However, it works at general distributed system but does not provide the specific optimization method by considering SDN characteristics. In [25] , a hierarchical framework is proposed to realize the consistency among multiple controllers. Two layers of controllers at the top and bottom form tree structure, and controllers at the lower layer manage local switches while controllers at the upper layer coordinate synchronization in order to maintain the consistency of network view. Nevertheless, this strategy only changes the communication mode of multiple controllers, but does not relieve conflict between consistency and performance. A fault tolerant SDN controller platform called Ravana is introduced in [26] , the replicated state machines can be extended with the lightweight switch-side mechanisms to guarantee correctness, and the complex consistency protocol does not involve switches. Reference [27] employs the following two online clustering techniques: sequential k-means and incremental k-means, to map a given application performance indicator into a feasible consistency level that can be used with the underlying tunable consistency model. In [28] , a simple coordination layer is designed. It can turn a set of single-image controllers into a distributed SDN system with consistency achieved.
At present, the consistency of SDN controller is achieved mainly through the distributed data storage system. The selection of the consistency protocol, data interaction and synchronization method is limited, thus it is difficult to meet the diversified demands of the applications and their flows optimization. Some existing studies do not provide the specific optimization methods for the general distributed systems in combination with the characteristics of SDN. Some methods only change the communication mode among multiple controllers and do not alleviate the conflict between consistency and performance. Moreover, the research on controller consistency mainly focuses on design and implementation, mostly on the qualitative research on different levels of consistency, and often lacks further quantification and optimization. Therefore, how to achieve the minimum synchronous communication overhead and the highest availability under the condition of meeting the application consistency requirement is the research focus of this paper.
III. PROBLEM FORMULATION
The control plane of SDN is comprised of multiple controllers which are implemented in HyperFlow structure [4] . The set of OpenFlow switches is divided into multiple domains and deploys one controller per domain. Each controller is responsible for deciding routing paths for the switches within its domain. Connection of controllers and switches can be logically considered as the communication between control plane and data plane in a two-tier structure, as shown in Fig. 1 . We represent the network as an undirected graph G(V , E), where V is the set of switches and E is the set of edges in the network. C = {c i |i = 1, 2, · · · , n} is the set of controllers, and there are n controllers working cooperatively in the network. Table 1 shows the notations used throughout this paper. 
A. CONSISTENCY LEVEL
The network view among controllers may become inconsistent when controllers cannot share the updated information timely, for example, due to their local caching or communication delay. We introduce the diversity factor of network events to weigh the consistency among controllers. The greater the difference of network events among controllers is, the weaker the consistency of the network will be. There are different types of network events on the controller, such as new host nodes joining in, link interrupt, traffic load update, etc. Moreover, the consistency depends on the specific application heavily. For instance, for path calculation application it is a weak consistency protocol, while for load balance application it could be a strong one. Meanwhile, different network events have different effects on the consistency of the same upper application. For example, for the consistency of path calculation application, the change of topology is more influential than the change of traffic load. Overall, the consistency analysis should aim at a specific upper application, and depends on the type and number of network events involved in this application. For a certain application deployed on multiple controllers, we define the consistency level of each controller c i as follows.
Here, e ij (1 ≤ j ≤ m) denotes the type of network events involved in controller c i , and there are m network events; µ j denotes the impact factor of e ij ; | e ij | denotes the maximum number of network events that have updated but not synchronized yet in time. Then, the smaller the con i is, the stronger the consistency of this controller will be. We further define the consistency level of the whole network for the certain application as follows.
Specifically, when con i = 1, ∀j = i, con j = 0, it means that only one controller has event update in SDN control plane, which is corresponding to a redundancy backup controllers network for enhancing reliability. When ∀i, con i = 1, it means that each controller has at most one event to be synchronized, corresponding to a strong consistency in distributed multi-controller network.
B. PERFORMANCE
The performance of consistency among controllers is mainly limited by two factors, which are synchronization load of one single controller and communication overhead among controllers. We analyze their relationship with consistency, in order to investigate the balance of performance and consistency.
The synchronization load of one single controller primarily refers to the synchronous requests sent locally or received remotely. It can be quantified as the number of synchronization in unit time. In order to reduce communication overhead, controller synchronization is activated according to the given consistency level threshold Con t . Con t is the upper bound of the consistency level of each controller c i . The synchronization is performed when the consistency level of all controllers reaches the threshold Con t , and then the minimum communication overhead can be obtained through the consistent synchronization among controller nodes. The controller synchronization rate can be calculated as follows to weigh the synchronization load of one controller.
Here, η is a constant which depends on the used consistency protocol in the network, and v ij is the generation rate of network event e ij on c i , which is the amount of updates generated per unit time. The update rate of each controller in the network is cv ij , which is the sum of all updated network event rates on c i .
We use the number of communication per unit interval to weigh the communication overhead among controllers [29] . Therefore we can further compute the minimum rate of communication in the whole network as follows.
That is, (3) and (4) jointly express the relationship between performance and consistency.
C. AVAILABILITY
Availability is another factor which affects the consistency. In a multi-controller network that requires strong consistency, the network view among controllers becomes different when some controllers break down. At the moment, the control plane cannot continue to work, and then become unavailable because it cannot achieve the strong consistent network view. If the controller reduces the consistency intensity and partial network events are updated in the local cache, then the network can tolerate the short time failure.
We define the availability as n ac /n su [29] , where n ac denotes the number of update events that can be accepted, and n su denotes the number of events that have been submitted. n su depends on the update rate of network events involved in the upper application, and is not related with the consistency parameters, thus we only concentrate on n ac in this paper. The availability of each controller is considered both in the case of normal operation and in the case of failure. For a controller c i , if it is working properly, when the consistency constraint is satisfied, the maximum value of n ac is con i . On the other hand, if the controller failed, for the recovery time t i of the failed controller, the maximum value of n ac is t i m j=1 µ j v ij . In view of improving the availability of the controller in the worst case, the availability of each controller can be defined as follows.
The availability of the whole network can be defined as follows.
After the quantitative analysis of the consistency, performance and availability of multi-controllers in SDN, the balance among them is studied in this section to obtain the maximum benefit. The optimization objective is to ensure a certain level of consistency with network overhead minimized and network availability maximized. It is defined as follows. The stronger the consistency level of network, the lower the communication overhead, the higher the network availability, then the smaller the F value.
Here, λ 1 , λ 2 and λ 3 are the weights to balance the above three factors, 0 ≤ λ 1 , λ 2 , λ 3 ≤ 1, λ 1 + λ 2 + λ 3 = 1. λ 1 , λ 2 and λ 3 can be set according to their relative importance in the viewpoint of the corresponding application by experience. For example, when we only highlight the consistency level of network, we can set λ 1 = 1, λ 2 = 0 and λ 3 = 0. Apparently, with Eq. (7), the multiobjective optimization problem is transformed into a single objective optimization one. Constraint i) and Constraint ii) are numerical constraints. Constraint iii) means that the update rate for each controller is equal to the sum of all updated network event rates on that controller. Constraint iv) means that the number of flows each controller process can not exceed its maximum capacity.
IV. ADAPTIVE CONSISTENCY STRATEGY
The adaptive consistency strategy can achieve certain consistency level of network by changing the synchronization period based on the specific metrics and support the reliability and robustness of control plane under the frequent changes of network state. The adaptive consistency for distributed multiple controllers turns the problem of inconsistency into the automatic control problem. At first, the controllers are divided into three different roles, and then controllers synchronize the network information periodically to maintain the consistency.
A. CONTROLLER ROLE
The controllers in the network are divided into the following three kinds of roles, and each controller can take multiple roles simultaneously. (i) Leader: a controller is elected as the leader to gather network information from other controllers, and then send the current global network information to others periodically. (ii) Acceptor: each controller can be an accepter and send query to inquire the dataplane state and push network state change events to the Leader. When the Acceptor receives the current network information sent by the Leader, it updates its NIB to synchronize the information. (iii) Learner: each controller can be a learner, and learns the network state change from the notifications of the other controllers, and then make the corresponding decisions. Under the normal circumstances, at most one controller plays the Leader role, and other controllers act as the Acceptors, and all controllers act as the Learners. Note that all Acceptors communicate with the Leader but they do not communicate with each other directly, in order to reduce communication overhead and improve network reliability. The working process of a Leader is mainly divided into the following two phases. Learning phase is to learn from other controllers about the changed data. When a controller becomes a Leader, it should be aware of all the network events sent by other controllers, and start an active learning process immediately. The synchronization phase allows all controllers to keep network information consistency by forwarding the current network information to Acceptors.
The leader election algorithm counts the voting results and selects the recommended leader controller. An odd number of controllers are deployed in the network to elect the Leader. The election thread is held by the current controller that initiates the election. The election thread first initiates one query to all controllers (including itself), the inquired controller responds to it according to the controller capacity which is the number of flows that the controller can process simultaneously. The larger the capacity of the controller is, the more capable it is to act as a leader in network consistency coordination. After receiving the reply, the election thread obtains the leader information proposed by other controllers. The information is stored in the voting record table for the current election. Finally the controllers are queried, the statistical results are counted to figure out which controller wins after the last query (It may be itself or another controller depending on the result of the votes, but each controller votes for itself in the first round of voting). If one controller obtains not less than n/2 + 1 votes, the controller is set as the currently recommended leader. Set the controllers status based on the winning controller information. Each controller repeats the above process until the Leader is elected. The following Algorithm1 depicts the procedure of the Leader election.
The Leader election ensures that only one Leader is produced. Note that when Acceptors are unable to communicate with the Leader, they believe that the Leader has already failed and starts re-election. If the connections between the Leader and Acceptor are less than half of the number of Acceptors, the Leader is revoked and the Leader election is re-started.
B. PERIODIC SYNCHRONIZATION
The Leader pushes the global network state to other controllers periodically, and then Acceptors update their own NIB to realize the information consistency among controllers. We use the δ consistency model [30] in this paper under which all the controllers share network information every δ time units (e.g. synchronization period) and then maintain the same network state in each NIB. We propose an adaptation function f (ϕ) to change synchronization period dynamically according to the current consistency level of the network. The adaptation function accepts the Con as the input and returns a value s as the new synchronization period from the set S. In this paper, the set of the allowed periods is S = {1, 2, 4, 8, 16, 32}. The value of s is selected to be powers of 2 (2 α ), where 2 α min ≤ s ≤ 2 α max .
Algorithm 1 Algorithm of Leader Election
u and b denote the upper and lower margins of the network consistency level threshold nCon t respectively, and they are used to prevent too frequent synchronizations if the difference between Con and nCon t is very small.
The adaptation function divides the value of the current consistency level Con (0 ≤ Con ≤ mn) into three intervals. The first interval 0 ≤ Con < nCon t − b means that Con is below the network consistency level threshold with strong consistency. The synchronization period should be increased to decrease the number of unnecessary synchronization messages among controllers and further reduce the network overhead. The second interval nCon t − b ≤ Con ≤ nCon t + u means that Con is within the reasonable range and is considered moderate, thus the synchronization period should remain the same. The third interval nCon t + u < Con ≤ mn means that Con is above the network consistency level threshold with weak consistency, that is, the information inconsistency among controllers is severe, and the synchronization period should be decreased to exchange network information among The following Algorithm2 depicts the state synchronization procedure and adaptation of consistency level. The initial synchronization period of controllers is selected from S randomly.
According to the above statements, we present a theorem about the time complexity of the proposed adaptive consistency strategy as follows.
Theorem: The time complexity of the proposed strategy is O(n 2 ), where n is the number of the deployed controllers.
Proof: The strategy consists of Algorithm 1 and Algorithm 2. The computation time of Algorithm 1 mainly depends on the election of the Leader controller, and Algorithm 2 mainly depends on the change of synchronization period according to the consistency level in the network.
1) ELECTION OF THE LEADER CONTROLLER
The computation of Leader election is divided into three parts, i.e., vote initialization e i , collection e co and count e c . In the worst case, each controller holds the election thread until the Leader is selected, that is, the election algorithm is executed n loops. The computation time of Leader election is denoted by N e as follows, where the time complexity of e i , e co and e c are all equal to O(n).
2) PERIODIC SYNCHRONIZATION
The computation of periodic synchronization depends on the adaptation function f (ϕ). It is divided into three parts, i.e., synchronization period increasing s i , decreasing s d and invariable s i n as follows. There execution time is constant and equal to O (1) . Thus, the computation time of periodic synchronization, N f , is as follows.
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Since two algorithms are performed in the sequential order, the time complexity of the proposed strategy depends on Eq. (9) and Eq. (10) , that is
The proposed strategy has been implemented on the Intel(R) Core(TM) i5-4590, 3.30GHz CPU, 4G RAM over Ubuntu 14.04 LTS system. We implement a Mininet [31] simulator to simulate the consistency interaction among multiple controllers based on Internet2 OS3E [32] . The controller used in this implementation is Ryu [33] , and the software switch used is Open vSwitch [34] . As shown in Fig.2 , Internet2 OS3E has 34 nodes and 42 links. Each node denotes an independent university or organization and usually needs to deploy an SDN controller. We suppose there is a controller deployed on each node, each controller maintains a communication channel with every other controller. A controller sends its local information to other controllers through these communication channels during synchronizations. In order to evaluate the validity and effectiveness of the proposed strategy, we implement a distributed load balancing application running on the top of controllers. We use the statistical data of Stanford University Network [35] and ignore the type of the specific event. The load distribution of each controller acts as the variation of update rate of each node over time. The average update rate of network events per node in Internet2 OS3E is randomly selected within [3500, 7000].
When the controller node c i synchronizes a network event e ij , the data grouping generated is usually small, averaging about 1KB with a maximum of 4KB in the experiment [36] . For the reasonable parameters of the proposed adaptive strategy, we set the global constraint of consistency level nCon t = 1500, upper and lower margins of the network consistency level threshold u = 200 and b = 100 by experience in the simulation.
We compare the results of the adaptive synchronization strategy proposed in this paper (which is called AS for short) with the non-adaptive strategies. We set the initial synchronization period of the adaptive strategy as 8 seconds. We use PS plus synchronization period to denote the non-adaptive synchronization strategy with different synchronization periods for convenience. For example, PS-4s is short for the non-adaptive strategy with a fixed synchronization period of 4 seconds. We simulate AS, PS-4s, PS-2s and PS-1s strategies to evaluate the network performance next.
B. RELATIVE NETWORK PERFORMANCE
In this paper, the network performance is measured by the consistency level, communication overhead and availability jointly. The shorter the synchronization period, the stronger network consistency level can be guaranteed, while the availability cannot be ensured once some controllers failed. The longer the synchronization period, the weaker the network consistency level, thereby the communication overhead is reduced and network availability is improved. The evaluation criterion is the proposed objective function value F defined in Eq. (7). We define the relative performance value of the algorithms as follows.
We use the brute force algorithm to get the optimal result and evaluate all the above algorithms. It generates all possible failure scenarios of controllers, measures the performance and returns the best one. RP = 1.0 implies that the algorithm finds an optimal solution, and the value which much closer to 1.0 means that the corresponding synchronization period has much better impact on network performance. Fig.3 depicts the impact of the synchronization period of controllers over time on the network performance. The proposed AS scheme in this paper is the best approach to find the optimal solution. It has the best influence on the network performance comprehensively and superior to the other non-adaptive strategies significantly. The relative performance value of AS is about 52.01% better than PS-4s, 50.24% better than PS-2s and 47.53% better than PS-1s on average respectively. The performance of AS scheme over time is relatively stable. We then evaluate the consistency level, synchronization period, communication overhead and network availability of the proposed adaptive strategy and the other non-adaptive strategies within 300 seconds in order to make simulation effectively.
C. CONSISTENCY LEVEL
The consistency level of these strategies over time are shown in Fig.4 . The lower the consistency level is, the better the network performance will be. The value of consistency level is equal to 0 at the time of synchronization. As shown in Fig.4 , the consistency level of AS is worse than the non-adaptive ones at the beginning, because the initial synchronization period of AS is set to be longer than the other non-adaptive strategies. The consistency level is affected greatly by the load of network condition variation in the case of non-adaptive strategies in general. While in the case of the adaptive strategy, the consistency level is much more stable under the drastic change of the network load. The reason is that the synchronization period of the proposed strategy can be adjusted adaptively according to the network changes to attain a certain level of network consistency, while the synchronization periods of non-adaptive strategies are fixed.
PS-1s can be considered as the strong real-time synchronization consistency strategy, thus the consistency level of AS is about 10.03% less than PS-4s and 34.27% more than PS-2s on average respectively except PS-1s. Therefore, AS outperforms the non-adaptive ones in general. For the non-adaptive strategies, the consistency level is better with the shorter synchronization period, thus the performance of PS-1s is best. Fig.5 shows the change of synchronization period of the adaptive strategy over time. We outline the constant period of PS-4s to show the comparison more clearly. It shows that the synchronization period is altered smoothly with the consistency level according to the predefined threshold interval. As shown in Fig.5 , the synchronization period of AS changes with the network load variation. If the consistency level is low, the synchronization period is decreased, while if the consistency level is high, the synchronization period is increased. 
D. SYNCHRONIZATION PERIOD

E. COMMUNICATION OVERHEAD
As shown in Fig.6 , the communication overhead of PS-4s is lower than AS only at very few time points, because the suitable synchronization period of AS is smaller than PS-4s at that time interval, and frequent synchronization leads to the relative high communication overhead. Compared with PS-2s and PS-1s, the communication overhead of AS is much lower. AS has no extreme value of communication overhead due to its elastic synchronization period based on the current consistency level. AS divides controllers into three different kinds of roles. A controller only communicates with the Leader to achieve synchronization, and then the frequent communication among controllers is avoided with synchronization overhead reduced significantly. We can see that AS has lower communication overhead than the non-adaptive strategies in general, and the communication overhead of all strategies vary with the network state.
The communication overhead of AS is about 47.35% less than PS-4s, 64.83% less than PS-2s and 72.88% less than PS-1s on average respectively. Therefore, AS can provide the better network performance. The communication overhead of the adaptive strategy changes more smoothly, which can adapt to the consistency constraint under different situations. For non-adaptive strategies, the communication overhead is lower with the longer synchronization period, thus the performance of PS-4s is best.
F. NETWORK AVAILABILITY
When doing simulation, we suppose that the failure can recover in the network in a short time, that is, t i = 0.01s. The non-adaptive strategies PS-1s and PS-2s can be considered as the strong consistency ones, because the network events of each controller can be shared globally without delay (the synchronization period is small). As shown in Fig.7 , we can see that the availability of PS-2s and PS-1s is constant and much lower than the adaptive one. The trend of network availability of PS-4s is about the same with AS. The network availability of PS-4s is about 39.98% less than AS, PS-2s is about 80.98% less than AS and PS-1s is about 94.40% less than AS on average respectively. In order to guarantee the network availability in the worst case, we consider the normal operation and failure of the controller, and set the fault recovery time of the controller. Moreover, AS is elastic and its consistency configuration among controllers can be coordinated with the network update rate. At the same time, the availability of the network improves with the adjustment of the consistency constraint. Therefore, AS is superior to the non-adaptive ones. For the non-adaptive strategies, the network availability is better with the shorter synchronization period, thus the performance of PS-1s is best.
On the whole, the adaptive strategy performs much better than the non-adaptive ones. Under the realistic distribution workload, AS achieves the better consistency level with the lower communication overhead and higher availability. For non-adaptive strategies, the consistency level and network availability improve with synchronization period shorten, meanwhile lead to high communication overhead due to frequent synchronization. 
G. WILCOXON-BASED STATISTICAL ANALYSIS
In order to make the experimental results more convincing, the Wilcoxon-based [37] statistical testing based on SPSS [38] is done. In this paper, the level of significance is set to be 0.01 and the confidence interval is set to be 99%. 5 tables are produced to report the Wilcoxon test results. We show 5 groups of Wilcoxon test results over Internet2 OS3E within 300 seconds with respect to the five metrics in Tables 2-6 respectively. It can be seen that all p value is close to zero and less than the set confidence level of 0.01, which indicates that AS has significant advantage.
In summary, we can observe that AS has the optimal relative network performance, synchronization period, communication overhead and network availability under certain consistency level as well as the suboptimal consistency level over time generally. Thus, AS has better performance than other non-adaptive strategies comprehensively.
VI. CONCLUSIONS
In this paper, we studied the controller state synchronization issue in SDN. We proposed an adaptive synchronization strategy by adjusting synchronization period according to the current network state. We introduced and quantified the network consistency level firstly, and then defined communication overhead during synchronization and network availability as the evaluation metrics. We defined an adaptation function to change synchronization period among controllers dynamically according to the current consistency level. Simulation results showed that our proposed strategy can achieve lower communication overhead and higher network availability effectively compared with the non-adaptive synchronization strategies in general. The communication overhead of AS is about 47.35% less than PS-4s, 64.83% less than PS-2s and 72.88% less than PS-1s on average respectively. The network availability of PS-4s is about 94.40% less than AS, PS-2s is about 80.98% less than AS and PS-1s is about 35.38% less than AS on average respectively. The next work is to apply this method to the OpenDayLight controller, and use it as the east-west interface to realize the synchronization among controllers and test consistency effect in more real SDN environments. We also plan to extend the adaptive strategy to further reduce synchronization overhead of controllers while maintain reasonable load-balancing performance among controllers.
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