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Motivated by the success of using black-box predictive algorithms as subroutines for online decision-making,
we develop a new framework for designing online policies given access to an oracle providing statistical
information about an oine benchmark. Having access to such prediction oracles enables simple and natural
Bayesian selection policies, and raises the question as to how these policies perform in dierent settings.
Our work makes two important contributions towards tackling this question: First, we develop a general
technique we call compensated coupling which can be used to derive bounds on the expected regret (i.e.,
additive loss with respect to a benchmark) for any online policy and oine benchmark; Second, using this
technique, we show that the Bayes Selector has constant expected regret (i.e., independent of the number
of arrivals and resource levels) in any online packing and matching problem with a nite type-space. Our
results generalize and simplify many existing results for online packing and matching problems, and suggest
a promising pathway for obtaining oracle-driven policies for other online decision-making settings.
Additional Key Words and Phrases: Stochastic Optimization, Prophet Inequalities, Approximate Dynamic
Programming, Revenue Management, Online Packing.
“Life is the sum of all your choices."
— Albert Camus
1 INTRODUCTION
Everyday life is replete with settings where we have to make decisions while facing uncertainty
over future outcomes. Some examples include allocating cloud resources, matching an empty car
to a ridesharing passenger, displaying online ads, selling airline seats and hotel rooms, hiring
candidates to ll open positions, etc. In many of these instances, the underlying arrivals arises from
some known generative process. Even when the underlying model is unknown, companies can
turn to ever-improving machine learning tools to build predictive models based on past data. This
raises a fundamental question in online decision-making: how can we use predictive models to make
good decisions?
Broadly speaking, an online decision-making problem is dened by a current state and a set
of actions, which together determine the next state as well as generate rewards. In stochastic
online decision-making settings (a.k.a. Markov decision processes or MDPs), the rewards and state
transitions are also aected by some random shock. Optimal policies for such problems are known
only in some special cases, when the underlying problem is suciently simple, and knowledge of the
generative model suciently detailed. More generally, MDP theory [3] asserts that optimal policies
for general MDPs can be computed via stochastic dynamic programming. For many problems of
interest, however, such an approach is infeasible due to two reasons: (1) insuciently detailed
models of the generative process of the randomness, and (2) the complexity of computing the
optimal policy (the so-called ‘curse of dimensionality’). These shortcomings have inspired a long
line of work on approximate dynamic programming (ADP). Our paper follows in this tradition, but
also aims to build deeper connections to Bayesian learning theory to better understand the use of
prediction oracles in decision-making.
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2 Alberto Vera and Siddhartha Banerjee
Our work focuses on two important classes of online decision-making problems: online packing
and online matching. In brief, these problems involve a set of distinct resources, and a principal
with some initial budget vector B of these resources, which have to be allocated amongT incoming
agents. Each agent has a type comprising of some specic requirements for resources and associated
rewards. The agent-types are known in aggregate, but the exact type becomes known only when
the agent arrives. The principal must make irrevocable accept/reject decisions to try and maximize
rewards, while obeying the budget constraints.
Online packing and matching problems are fundamental in MDP theory; they have a rich
existing literature and widespread applications in many domains. Nevertheless, our work develops
new policies for both these problems which admit performance guarantees that are order-wise
better than existing approaches. These policies can be stated in classical ADP terms (for example,
see Algorithms 2 and 3), but draw inspiration from ideas in Bayesian learning. In particular, our
policies can be derived from a meta-algorithm, the Bayes selector (Algorithm 1), which makes use of
a black-box prediction oracle to obtain statistical information about a chosen oine benchmark, and
then acts on this information to make decisions. Such policies are simple to dene and implement in
practice, and our work provides new tools for bounding their regret vìs-a-vìs the oine benchmark.
Though we focus on online packing and matching problems, we believe our approach provides a
new way for designing and analyzing online decision-making policies using predictive models.
1.1 Our Contributions
We believe our contributions in this work are threefold:
(1) Technical: We present a new stochastic coupling technique, which we call the compensated
coupling, for evaluating the regret of online decision-making policies vis-à-vis oine
benchmarks.
(2) Methodological: Inspired by ideas from Bayesian learning, we propose a class of policies,
expressed as the Bayes Selector, for general online decision-making problems.
(3) Algorithmic: For online packing and matching problems, we prove that the Bayes Selector
gives regret guarantees that are independent of the size of the state-space, i.e., constant with
respect to the horizon length and budgets.
Organization of the paper:We rst formally introduce the online packing and matching problems
in Section 2, dene the notion of prophet benchmarks, and discuss the shortcoming of prevailing
approaches to such problems. Next, in Section 3, we present our compensated coupling approach
in the general context of nite-state nite-horizon MDPs. We then introduce the Bayes selector
policy, and discuss how the compensated coupling approach helps provide a generic recipe for
obtaining regret bounds for such a policy. Finally, in Sections 4 and 5, we use these techniques for
the online packing and matching problems. In particular, in Section 4, we propose a Bayes Selector
policy for such problems and demonstrate the following performance guarantee
Theorem 1.1 (Informal). For any online packing problem with a nite number of resources and
nite type space, the Bayes Selector achieves regret which is independent of the horizon T and resource
budgets B (both in expectation and with high probability).
In more detail, our regret bounds depend on the ‘resource matrix’ A and the distribution of
arriving types, but are independent ofT and B. Moreover, the results holds under weak assumptions
on the arrival process, including Multinomial and Poisson arrivals, time-dependent processes, and
Markovian arrivals. This result generalizes prior and contemporaneous results [2, 7, 16, 22, 25]. We
show similar results for matching problems in Section 5.
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1.2 Related Work
Our work is related to several active areas of research in MDPs and online algorithms. We now
briey survey some of the most relevant connections.
Approximate Dynamic Programming: The complexity of computing optimal MDP solutions
can scale with the state space, which often makes it impractical (the so-called ‘curse of dimensional-
ity’ [21]). This has inspired a long line of work on approximate dynamic programming (ADP) [21, 24]
to develop lower complexity heuristics. Although these methods often work well in practice, they
require careful choice of basis functions, and any bounds are usually in terms of quantities which
are dicult to interpret. Our work provides an alternate framework, which is simpler and has
interpretable guarantees.
Model Predictive Control: Another popular heuristic for ADP and control which is closer to
our paradigm is that of model predictive control (or receding horizon control) [4, 20], which is a
widely-used heuristic in practice. Recently, MPC techniques have also been connected with online
convex optimization (OCO) [8, 9, 15] to show how prediction oracles can be used for OCO, and
applying these policies to problems in power systems and network control. These techniques
however generally require continuous controls, and do not handle combinatorial constraints.
Information Relaxation: Parallel to the ADP focus on developing better heuristics, there is a
line of work on deriving upper bounds via martingale duality, sometimes referred to as information
relaxations [5, 6, 11]. These work by adding a suitable martingale term to the current reward, so as
to penalize ‘future information’. Our approach follows a similar construction of bounds via oine
benchmarks; however, we then use them to derive control policies.
Online Packing and Prophet Inequalities: Though online packing has been widely studied in
literature, the majority of work focuses on competitive ratio bounds under worst-case distributions.
In particular, there is an extensive literature on the so-called Prophet Inequalities, starting with the
pioneering work of [14], to more recent extensions and applications to algorithmic economics [1,
10, 13, 17]. We note however that any competitive ratio guarantee essentially implies a linear regret,
in comparison to our sublinear regret guarantees – the cost for this, however, is that our results
hold under more restrictive assumptions on the inputs.
Regret bounds in online packing: The rst work to prove constant regret in a context similar
to ours is [2], who prove a similar result for the multi-secretary setting with multinomial arrivals,
using an elegant policy which we revisit in Section 4.1. This result follows in a long line of work
in applied probability, notable among which are those of [22] which provides an asymptotically
optimal policy under the diusion scaling (i.e., scaling arrivals by k and then re-normalizing by
√
k),
and [16] who provide a resolving policy with constant regret for distributions obeying a certain non-
degeneracy condition. More recently, [7] extended the constant regret result of [2] for more general
packing problems with Poisson arrivals, based on a partial resolving policy. However, their resulting
policy is complex and specialized for packing with i.i.d. arrivals; moreover, simulations done by the
authors indicate that their policy is highly suboptimal compared to a simple ‘resolve-and-round’
heuristic, which is identical to one of our proposed Bayesian selection policies (cf. Algorithm 3).
2 PROBLEM SETTING AND OVERVIEW
Our focus in this work is on the subclass of online packing problems. This is a subclass of the wider
class of nite-horizon online decision-making problems: given a time horizon T ∈ N with discrete
time-slots t = T ,T − 1, . . . , 1, we need to make a decision at each time leading to some cumulative
reward. Note that throughout our time-slot index t indicates the time to go rather than elapsed time.
We present the details of our technical approach in this more general context whenever possible,
indicating additional assumptions when required.
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In what follows, we use [k] to indicate the set {1, 2, . . . ,k}, and denote the (i, j)-th entry of any
given matrix A interchangeably by Ai, j or A(i, j). We work in an underlying probability space Ω,
and the complement of any event Q ⊆ Ω is denoted Q¯ . For any optimization problem (P), we use
v(P) to indicate its objective value.
2.1 Online Packing and Matching Problems
Online packing is a canonical and widely-studied subclass of online decision problems, which
is studied across several communities. In particular, this class encompasses problems related to
network resource allocation in control, network revenue management in operations research, and
posted pricing with single-minded buyers in algorithmic economics.
The basic setup in online packing is as follows: There are d distinct resource-types denoted by the
set [d], and at time t = T , we have an initial availability (budget) vector B = (B1,B2, . . . ,Bd ) ∈ Nd .
At every time t = T ,T − 1, . . . , 1, nature draws an arrival with type θ t from a nite set of n distinct
types Θ = [n], via some distribution which is known to the algorithm designer (or principal). We
denote Z (t) = (Z1(t),Z2(t), . . . ,Zn(t)) ∈ Nn to be the cumulative vector of the last t arrivals, where
Z j (t) B ∑τ ≤t 1{θ τ =j } .
An arrival of type j corresponds to a resource request with associated reward r j and resource
requirement Aj = (ai j )i ∈[d ], where ai j denotes the units of resource i required to serve the arrival.
At each time, the principal must decide whether to accept the request θ t (thereby generating the
associated reward while consuming the required resources), or reject it (no reward and no resource
consumption). Accepting a request requires that there is sucient budget of each resource to cover
the request. The principal’s aim is to make irrevocable decisions so as to maximize overall rewards.
Online matching problems are a closely related class of problems, wherein we have the same
setup with d resources with xed budget B, but now each type comprises of a menu of (requirement,
reward) pairs, and is satised with any option from the given set, resulting in the associated reward.
The canonical example here is that of online weighted bipartite matching with d static nodes (with
potentially multiple copies of each node) and n types of dynamic nodes, each corresponding to
a subset of compatible static nodes. The types can be represented a reward matrix r ∈ Rn×d≥0 and
adjacency matrix A ∈ {0, 1}n×d ; if the arrival is of type j ∈ [n], we can allocate at most one resource
i such that ai j = 1, leading to a reward of ri j . As before, any allocation to an arrival must respect
the budget constraints.
Arrival Processes: To completely dene a packing/matching problem, we need to specify the
generative model for the type sequence θT ,θT−1, . . . ,θ 1. An important subclass here is that of
stationary independent arrivals, which further admits two widely-studied cases:
1. The Multinomial process is dened by a known distribution p ∈ Rn≥0 over Θ; at each time, the
arrival is of type j with probability pj , thus Z (t) ∼ Multinomial(t ,p1, . . . ,pn).
2. The Poisson arrival process is characterized by a known rate vector λ ∈ Rn≥0. Arrivals of each
class are assumed to be independent such that Z j (t) ∼ Poisson(λjt). Note that, though this is a
continuous-time arrival process, the principal needs to make decisions only at discrete times, based
on arrivals; however, the number of arrivals (i.e., the horizon) T is now random.
More general models allow for non-stationary and/or correlated arrival processes – for exam-
ple, non-homogeneous Poisson processes, Markovian models, etc. An important feature of our
framework is that it is capable of handling a wide variety of such processes in a unied manner,
without requiring extensive information regarding the generative model. In particular, our results
hold under fairly weak regularity conditions on the cumulative vectors Z (t). We provide the most
general conditions in Section 4.3.
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The prophet benchmark: Both online packing and matching are sub-classes of the more general
class of nite-state, nite-horizon Markov decision processes; in Section 3.1, we introduce this more
general class of problems. We discussed in Section 1 the drawbacks of using dynamic programming,
hence our work instead follows the approach of designing heuristic policies with rigorous guarantees
with respect to prophet benchmarks. We now describe this approach for packing problems, and
formalize it more generally in Section 3.1.
Our performance guarantees are best illustrated by adopting the view that a given pack-
ing/matching problem is simultaneously solved by two ‘agents’, Online and Offline, who are
primarily dierentiated based on their access to information. Online can only take non-anticipatory
actions, which at each time t can be based on the current state and arrival, past trajectory, and
distributional information. On the other hand, Offline at time t is allowed to make decisions
with full knowledge of future arrivals θ t , . . . ,θ 1. Both agents start from a common initial state
ST , experience the same arrivals, and want to maximize their total reward. Denoting the total
realized rewards of Offline and Online on any problem instance (i.e., sequence of arrivals) as
V o and V on respectively, we dene the regret of an online policy w.r.t. to an oine benchmark to
be the additive loss Reg B V o −V on. Observe that V on depends on the policy used by Online,
the underlying policy will always be clear from context. Our aim is to design policies with low
E[Reg] and, in particular, low dependence on the size of the state-space (since the complexity of
the optimal solution grows with the state-space).
A natural benchmark is the optimal policy in hindsight, wherein Offline makes allocation
decisions with knowledge of future arrivals. Observe that this corresponds to solving an integer
programming problem. A weaker, but more tractable benchmark is given by an LP relaxation of
this policy: given arrivals vector Z (T ), we assume Offline solves the following:
P[Z (T ),B] : max r ′x
s.t. Ax ≤ B
x ≤ Z (T )
x ≥ 0.
(1)
The corresponding (random) reward is denoted v(P[Z (T ),B]). Note that realizing the solution
to the above LP requires Offline to make fractional allocations. On the other hand, Online is
constrained to make integer allocation decisions (i.e., whether to accept or reject a request) in a
non-anticipatory manner.
The state-space in online packing/matching problems grows at least as fast as T × B1 × . . . × Bd
(for independent, stationary arrivals); our results provide simple policies for such problems with
regret which is independent of the state-space size.
The uid problem and randomized allocation rules: To understand the deciencies in pre-
vailing approaches for designing online policies, it is useful to focus on a canonical example: the
so-called stochastic multi-secretary problem [2] (or unit-weight online stochastic knapsack). This
comprises of a single resource with initial budget B; arriving requests each require one unit of
resource, and a request of type j has associated reward r j . In this case, Offline’s solution (based
on the LP in Eq. (1)) corresponds to sorting all arrivals by their reward and picking the highest
B. For multinomial arrivals, the optimal policy for this setting can be computed in O(TB) time;
nevertheless, it is instructive to study heuristics for this problem since these are useful for more
complex arrival processes where the state space grows quickly.
The most common technique for obtaining online packing policies is based on the so-called
uid (or deterministic) LP benchmark P[E[Z (T )],B]. It is easy to see via Jensen’s Inequality that
v(P[E[Z (T )],B]) ≥ E[v(P[Z (T ),B])], and hence the uid LP is an upper bound for any online
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policy. This also leads to a natural randomized control policy, wherein given any solution XT to
the uid LP P[E[Z (T )],B], each class j is admitted with probability XTj /E[Z j (T )]. Such a policy is
known to giveO(√T ) regret w.r.t. the uid benchmarkv(P[E[Z (T )],B]) [23]; moreover, subsequent
works [16, 22, 25] have shown that by resolving the uid LP at each time, one can obtain regret
bounds w.r.t. v(P[E[Z (T )],B]) which are tighter in special cases (in particular, they grow when the
uid LP is close to being dual-degenerate).
Despite these successes, the following result shows that the approach of using v(P[E[Z (T )],B])
as a benchmark can never lead to a constant regret policy, as the uid benchmark can be far o
from the optimal solution in hindsight.
Proposition 2.1. For any online packing problem, if the arrival process satises the Central Limit
Theorem and the uid LP is dual degenerate, then v(P[E[Z (T )],B]) − E[v(P[Z (T ),B])] = Ω(√T ).
This gap has been reported in literature, both informally and formally (see [2, 7]); for completeness,
we provide a proof in Appendix A. Note though that this gap does not pose a barrier to showing
constant-factor competitive ratio guarantees (and hence the uid LP benchmark is widely used for
prophet inequalities), but rather, that it is a barrier for obtaining O(1) regret bounds. Breaking this
barrier thus requires a fundamentally new approach.
Overview of our results: Our approach can be viewed as a meta-algorithm that uses black-box
prediction oracles to make decisions. The quantities estimated by the oracles are related to our
oine benchmark and can be interpreted as probabilities of regretting each particular action in
hindsight. Note that such estimates can easily be obtained, for example, via simulation given
knowledge of the arrival process. Moreover, a natural ‘Bayesian selection’ strategy given such
estimators is to adopt the action that is least likely to cause regret in hindsight. This is precisely
what we do in Algorithm 1), and hence, we refer to it as the Bayes Selector policy.
We note that Bayesian selection techniques are not new. In fact, they are often used as heuristics
in practice. The main theoretical challenge in analyzing such a policy is that they are based on
adaptive and potentially noisy estimates; this is perhaps why such policies have not been formally
analyzed for packing and matching problems. Our work however shows that such policies in fact
have excellent performance in such settings – in particular, we show that for matching and packing
problems:
(1) There are easy to compute estimators (in particular, ones which are based on simple adaptive
LP relaxations) that, when used for Algorithm 1, give constant regret for a wide range of
distributions (see Theorems 4.1, 4.3, 4.9 and 5.1).
(2) The above results also provide structural insights for online packing and matching prob-
lems, which show that using other types of estimators for Algorithm 1 yields comparable
performance guarantees (see Corollaries 4.2, 4.4, 4.10 and 5.2). This holds, for example, if
the estimations are obtained through sampling.
At the core of our analysis is a novel stochastic coupling technique for analyzing online policies
based on oine (or prophet) benchmarks. In particular, unlike traditional approaches to regret
analysis, which are based on showing that an online policy tracks a xed oine policy, our approach
is instead based on forcing Offline to follow Online’s actions. We describe this in more detail in the
next section.
3 COMPENSATED COUPLING AND THE BAYES SELECTOR
We now introduce our two main technical ideas: 1. the compensated coupling technique, and 2.
the Bayes selector heuristic for online decision-making. In particular, we describe them here in the
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broader context of nite-state nite-horizon MDPs, and defer the details of their application in
online packing and matching problems to Sections 4 and 5.
3.1 MDPs and Oline Benchmarks
The basic MDP setup is as follows: at each time t = T ,T − 1, . . . , 1 (where t represents the time-to-
go), based on previous decisions, the system state is one of a set of possible states S. Next, nature
generates an arrival θ t ∈ Θ, following which we need to choose from among a set of available actions
A. The state updates and rewards are determined via a transition function T : A × S × Θ→ S
and a reward function R : A ×S ×Θ→ R: for current state s ∈ S, arrival j ∈ Θ and action a ∈ A,
we transition to the state T(a, s, j) and collect a reward R(a, s, j). Infeasible actions a for a given
state s correspond to R(a, s, j) = −∞. The sets A,S,Θ, as well as the measure over arrival process
{θ t : t ∈ [T ]}, are known in advance. Finally, though we focus mainly on maximizing rewards, the
formalism naturally ports over to cost-minimization.
As before, we eschew solving the MDP optimally via backward induction and instead focus on
providing performance guarantees for policies with respect to any given oine benchmark. As
in packing and matching problems, we again adopt the view that the problem is simultaneously
solved by two ‘agents’: Online and Offline. Online can only take non-anticipatory actions while
Offline makes decisions with knowledge of future arrivals. To keep the notation simple, we restrict
ourselves to deterministic policies for Offline and Online, thereby implying that the only source
of randomness is due to the arrival process (our results can be extended to randomized policies).
Let Ω denote the set of all arrival sequences {θ t : t ∈ [T ]}. For a given sample-path ω ∈ Ω and
time t to go, Offline’s value function is specied via the deterministic Bellman equations
V o(t , s)[ω] B max
a∈A
{R(a, s,θ t ) +V o(t − 1,T(a, s,θ t ))[ω]}, (2)
with boundary condition V o(0, s)[ω] = 0 for all s ∈ S. The notation V o(t , s)[ω] is used to
emphasize that, given sample-path ω, Offline’s value function is a deterministic function of t and
s . Note though that the sequence of actions that achieves V o (and hence, the sequence of states)
may not be unique.
On the other hand, Online chooses actions based on a policy pi on : [T ]×S×Θ→ A. At time t , if
Online is in state s and observes θ t , then it takes action pi on(t , s,θ t ). The restriction that pi on(t , ·, ·)
is non-anticipatory imposes that it be adapted to the ltration generated by the current σ -algebra
σ ({θτ : τ ≥ t}). Let St denote Online’s state at time t as determined by the policy and the arrivals
(note this is a random variable). We can write Online’s value function, for a given policy pi on, as
V on(t , St )[ω] B
∑
τ ≤t
R(pi on(τ , Sτ ,θτ ), Sτ ,θτ )[ω]
For notational ease, we omit explicit indexing of V on on policy pi on.
Now, denoting the total realized rewards of Offline and Online on any sample-path ω as
V o = V o[T , ST ][ω] and V on = V on[T , ST ][ω], we can dene the regret of an online policy to be
the additive loss incurred by Online using pi on w.r.t. Offline, i.e.,
Reg B V o −V on
Note that as dened, Reg is a random variable – we are interested in bounding E[Reg] for dierent
policies, and also providing tail bounds for the same.
We are now in a position to introduce our main technical tool, the compensated coupling, which
we use for obtaining regret bounds for our policies. We introduce this rst in the context of online
packing problems, before presenting it in more generality. Finally, in Section 3.4, we discuss how
the compensated coupling naturally leads to the Bayes selector policy.
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3.2 Warm-Up: Compensated Coupling for Online Packing
At a high-level, the compensated-coupling is a sample path-wise charging scheme, wherein we try to
couple the trajectory of a given policy to a sequence of oine policies. Given any non-anticipatory
policy (played by the Online agent) and any oine benchmark (played by the Offline agent), the
technique works by making Offline follow Online – formally, we couple the actions of Offline to
those of Online, while compensating Offline to preserve its collected value along every sample-
path. This allows us to bound the expected regret for the given policy in terms of its ‘disagreement’
with respect to the oine benchmark.
To build some intuition for our approach, consider the multi-secretary problem with budget
B = 1 and three arriving types Θ = {1, 2, 3} with r1 > r2 > r3. Suppose for T = 4 the arrivals on a
given sample-path are (θ 4,θ 3,θ 2,θ 1) = (1, 2, 1, 3). Note that Offline (i.e, the agent attempting to
achieve the optimal oine reward) will accept exactly one arrival of type 1, but is indierent to
which arrival. While analyzing Online, we have the freedom to choose a benchmark by specifying
the tie-breaking rule for Offline– for example, we can compare the decisions of Online to an
Offline agent who chooses to front-load the decision by accepting the arrival at t = 4 (i.e., as
early in the sequence as possible) or back-load it by accepting the arrival at t = 2. This complicates
the analysis, as typically regret bounds are obtained with respect to a xed policy. Many existing
work [16, 23, 25] attempts to circumvent this by using the uid LP; however, Proposition 2.1 shows
that this approach can not break the O(√T ) barrier.
Now suppose instead that we choose to reject the rst arrival (t = 4), and then want Offline to
accept the type-2 arrival at t = 3 – this would lead to a decrease in Offline’s nal reward. The
crucial observation is that we can still incentivize Offline to accept arrival type 2 by oering a
compensation (i.e., additional reward) of r1 − r2 for doing so. The basic idea behind the compensated
coupling is to generalize this argument: in particular, for general online decision-making problems,
we want to couple the states of Offline and Online by requiring Offline to follow the actions
of Online at each period, while paying an appropriate compensation whenever they diverge, see
Fig. 1.
Henceforth, we dene rmax B maxj r j as the maximum reward over all classes. Also, for simplicity,
we assume that all resource requirements are binary, i.e., ai j ∈ {0, 1} ∀ i ∈ [d], j ∈ [n]. Now for a
given sample-path ω and any given budget Bt ∈ Nd , if Offline decides to accept the arrival at t ,
we can instead make it reject the arrival while still earning a greater or equal reward by paying a
compensation of rmax. On the other hand, note that Offline can at most extract rmax in the future
for every resource θ t uses; hence on sample-paths where Offline wants to reject θ t , it can be
made to accept θ t instead with a compensation of |Aθ t |rmax ≤ drmax.
We dene a particular policy pi o for Offline, i.e., a sequence of actions that collects the
value given by the Bellman Eq. (2). To create a compensated coupling, we specify Offline’s
policy as follows: given budget Bt and arrival θ t , suppose Online chooses an action a ∈ {0, 1}.
Given the same budget Bt , Offline chooses the action that maximizes the Bellman Eq. (2) for
V o(t ,Bt ). If the maximizer for V o(t ,Bt ) is a, we dene pi o(t ,Bt ,θ t )[ω] = a and otherwise
dene pi o(t ,Bt ,θ t )[ω] as the opposite action. Intuitively, by dening this we specify Offline’s
tie-breaking rule. Next, for given budget b ∈ Nd and time t , we dene the disagreement set Q(t ,b)
to be the set of sample-paths where the action chosen by Online is not a maximizer of Eq. (2), i.e.,
Q(t ,b) B {ω ∈ Ω : pi o(t ,b,θ t )[ω] , pi on(t ,b,θ t [ω])}. Now we have the following result.
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Lemma 3.1 (Compensated Coupling). For the Online Packing Problem, under any policy pi on for
Online
Reg[ω] = V o(T ,BT )[ω] −V on(T ,BT )[ω] ≤ drmax
∑
t
1Q (t,Bt )[ω].
Proof. We rst prove the following claim: For every time t ,
V o(t ,Bt )[ω] ≤ V o(t − 1,Bt−1)[ω] + Ron(t ,Bt )[ω] + drmax1Q (t,Bt )[ω].
Suppose the arrival at t is of class j. If both agents take the same action at time t , then we have
V o(t ,Bt )[ω] = V o(t−1,Bt−1)[ω]+Ron(t ,Bt )[ω] and the claim holds. When the agents disagree, we
have two cases: In the rst case, if Offline rejects and Online accepts, then we have Bt−1 = Bt −Aj
and thus V o(t ,Bt )[ω] = V o(t − 1,Bt )[ω] ≤ V o(t − 1,Bt−1)[ω] + drmax. On the other hand, if
Offline accepts and Online rejects, then we have V o(t ,Bt )[ω] = r j +V o(t − 1,Bt−1 −Aj )[ω] ≤
r j +V
o(t − 1,Bt−1)[ω]. This nishes the proof of our claim. Telescoping, we obtain the result. 
Before tackling the general case, we point out some notable features of the above result.
• Lemma 3.1 is a sample-path property that makes no reference to the arrival process. Though we
use it primarily for analyzing MDPs, it can also be used for adversarial settings – for example, if
the arrival sequence is arbitrary but satises some regularity properties (eg. bounded variance).
We do not further explore this, but believe it is a promising avenue.
• For stochastic arrivals, by linearity of expectation we have E[Reg] ≤ drmaxE
[∑
t P[Q(t ,Bt )]
]
; it
follows that, if the disagreement probabilities are summable over all t , then the expected regret
is constant. In Sections 4 and 5 we show how to bound P[Q(t ,Bt )] for dierent problems.
• The Lemma also provides a distributional characterization of the regret in terms of a weighted
sum of Bernoulli variables. This allows us to get high-probability bounds
• Lemma 3.1 gives a tractable way of bounding the regret which does not require either reasoning
about the past decisions of Online, or the complicated processOfflinemay follow. In particular,
it suces to bound P[Q(t ,Bt )], i.e., the probability that, given budget levels Bt at time t , Offline
loses optimality in trying to follow Online.
• Another advantage of Lemma 3.1 is that it is agnostic to the particular benchmark that Offline
uses (as long as it admits a natural Bellman recursion). For example, Offline can use an
approximation algorithm (lower bound) or a relaxation (upper bound).
3.3 Generalized Compensated Coupling
To extend Lemma 3.1 to general decision-making problems, rst we need some denitions.
Given sample-path ω ∈ Ω with arrivals {θ t [ω] : t ∈ [T ]}, recall V o(t , s)[ω] denotes Offline’s
value starting from state s with t periods to go. V o(t , s)[ω] obeys the Bellman Eq. (2).
Denition 3.2 (Satisfying Action). For any given state s and time t , we say Offline is satised
with an action a at (s, t) if a is a maximizer in the Bellman equation, i.e.,
a ∈ argmaxaˆ∈A
{R(aˆ, s,θ t ) +V o(t − 1,T(aˆ, s,θ t ))[ω]} .
Example 3.3. Consider the multi-secretary problem with T = 5, initial budget B = 2, types
Θ = {1, 2, 3} with r1 > r2 > r3, and a particular sequence of arrivals (θ 5,θ 4,θ 3,θ 2,θ 1) = (2, 3, 1, 2, 3).
The optimal value of Offline is r1 + r2, and this is achieved by accepting the sole type-1 arrival as
well as any one out of the two type-2 arrivals. At time t = 5, Offline is satised either accepting
or rejecting θ 5. Further, at t = 3, for any budget b > 0 the only satisfying action is to accept. C
Although Offline may be satised with multiple actions (see above example), its value remains
unchanged under any satisfying action; in fact, the Bellman optimality principle is equivalent to
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requiring Offline to choose a satisfying action for every state s and time t , on every sample-path
ω. We dene a valid policy pi o for Offline to be any anticipatory functional mapping ω ∈ Ω to
pi o : [T ] × S × Θ→ A satisfying the optimality principle: for all t ∈ [T ], s ∈ S,
V o(t , s)[ω] = V o(t − 1,T(pi o(t , s,θ t )[ω], s,θ t ))[ω] + R(pi o(t , s,θ t )[ω], s,θ t ).
For ease of exposition, we henceforth assume that Online’s policy pi on is deterministic; however,
the same methodology extends to settings where pi on is randomized. Given sample-path ω, we
deneV on(t , s)[ω] to be Online’s value-to-go on this sample path; note this depends on the specic
policy pi on we consider. The regret incurred by Online on this sample-path is thus given by
Reg[ω] = V o(T , ST )[ω]−V on(T , ST )[ω]. Moreover, we denote Ron(t , St )[ω] as the reward collected
by Online at time t , and hence V on(T , ST )[ω] = ∑t Ron(t , St )[ω]. Note that the state St = St [ω] is
a random process, but is completely determined given deterministic policy pi on and sample-path ω.
Next, we quantify by how much we need to compensate Offline when Online’s action is not
satisfying, as follows
Denition 3.4 (Marginal Compensation). For action a ∈ A, time t ∈ [T ] and state s ∈ S, we
denote the random variable
R¯(t ,a, s) B V o(t , s) − [V o(t − 1,T(a, s,θ t )) + R(a, s,θ t )].
And also dene
r¯ (a, j) B max{R¯(t ,a, s)[ω] : t ∈ [T ], s ∈ S,ω ∈ Ω s.t. θ t [ω] = j}.
The random variable R¯ captures exactly how much we need to compensate Offline, while r¯ (a, j)
provides a uniform (over s, t ) bound on the compensation required when Online errs on an arrival
of type j by choosing an action a. Though there are several ways of bounding R¯(t ,a, s), we choose
r¯ (a, j) as it is clean and expressive, and admits good bounds in many problems; in particular, for
the online packing problem, we have r j ≤ r¯ (a, j) ≤ drmax.
The nal step is to x Offline’s policy (in terms of tie-breaking) to be one which ‘follows Online’
as closely as possible. For this, given a policy pi on, on any sample-path ω we set pi o(t , s,θ t )[ω] =
pi on(t , s,θ t )[ω] if pi on(t , s,θ t )[ω] is satisfying, and otherwise set pi o(t , s,θ t )[ω] to an arbitrary
satisfying action.
Denition 3.5 (Disagreement Set). For any state s and time t , and any action a ∈ A, we dene the
disagreement set Q(t ,a, s) to be the set of sample-paths where a is not satisfying for Offline, i.e.,
Q(t ,a, s) B {ω ∈ Ω : V o(t , s)[ω] > R(a, s,θ t [ω]) +V o(t − 1,T(a, s,θ t ))[ω]}.
Finally, let Q(t , s) be the event when Offline cannot follow Online, i.e., the set of sample-paths
in Q(t ,pi on(t , s,θ t ), s) (this depends on pi on, but we omit the indexing). Observing that only under
Q(t , s) we need to compensate Offline, we get the following.
Lemma 3.6 (General Compensated Coupling). For any online decision-making problem, x any
Online policy pi on with resulting state process St . Then we have:
Reg[ω] =
∑
t
R¯(t ,pi on(t , St ,θ t ), St )[ω] · 1Q (t,S t )[ω],
and thus E[Reg] ≤ maxa, j {r¯ (a, j)} ·∑t E[P[Q(t , St )]].
Proof. The proof follows a similar argument as Lemma 3.1. We rst claim that, for every time t ,
V o(t , St )[ω] −V o(t − 1, St−1)[ω] = Ron(t , St )[ω] + R¯(t ,pi on(t , St ,θ t ), St )[ω]1Q (t,S t )[ω]. (3)
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Fig. 1. The top-le image shows the traditional approach to regret analysis, wherein one considers a fixed
oline policy (which here corresponds to a fixed trajectory characterized by accept decisions at t1, t2, t3, . . .)
and tries to bound the loss due to “Online oscillating around Offline”. In contrast, the compensated coupling
approach compares Online to an Offline policy which changes over time. This leads to a sequence of
oline trajectories (top-right, boom-le, and boom-right), each “agreeing” more with Online. In particular,
Offline is not satisfied with Online’s action at t1 (leading to divergent trajectories in the top-le figure), but
is made to follow Online by paying a compensation (top-right), resulting in a new Offline trajectory, and a
new disagreement at t ′1 ∈ (t1, t2). This coupling process is repeated at time t ′1 (boom-le), and then at t2
(boom-right), each time leading to a new future trajectory for Offline. Coupling the two processes helps
simplify the analysis as we now need to study a single trajectory (that of Online), as opposed to all potential
Offline trajectories.
To see this, leta = pi on(t , St ,θ t ). If Offline is satised taking actiona in state St , thenV o(t , St )[ω]−
V o(t − 1, St−1)[ω] = Ron(t , St )[ω]. On the other hand, if Offline is not satised taking action
a, then by the denition of marginal compensation (Denition 3.4) we have, V o(t , St )[ω] −
V o(t − 1,T(a, St ,θ t ))[ω] = R¯(t ,a, St )[ω] + R(a, St ,θ t ). Since by denition T(a, St ,θ t ) = St−1
and R(a, St ,θ t ) = Ron(t , St ), we obtain Eq. (3). Finally, our rst result follows by telescoping the
summands and the second by linearity of expectation. 
Lemma 3.6 thus gives a generic tool for obtaining regret bounds against the oine optimum for
any online policy. Note also that the compensated coupling argument generalizes to settings where
the transition and reward functions are time dependent. The compensated coupling also suggests a
natural greedy policy, which we dene next.
3.4 The Bayes Selector Policy
Using the formalism dened in the previous sections, let q(t ,a, s) B P[Q(t ,a, s)] be the disagreement
probability of action a at time t in state s (i.e., the probability that a is not a satisfying action). Now
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for any t , s,θ t , suppose we have an oracle that gives us q(t ,a, s) for every feasible action a. This
could be done via an approximation technique (for example, in Sections 4 and 5 we estimate the
probabilities with a natural LP relaxation), by simulating future arrivals, learning the probability
based on past data, etc. The results below are essentially agnostic of how we obtain this oracle.
Given oracle access to q(t ,a, s), a natural greedy policy suggested by Lemma 3.6 is that of
choosing action a that minimizes the disagreement. This is similar in spirit to the Bayes selector
(i.e., hard thresholding) in statistical learning – given an estimate of the bias of a 0 − 1 variable,
one can maximize the probability of correct prediction by thresholding the estimate. Algorithm 1
formalizes the use of this idea in online decision-making.
Algorithm 1 Bayes Selector
Input: Access to over-estimates qˆ(t ,a, s) of the disagreement probabilities,i.e. qˆ(t ,a, s) ≥ q(t ,a, s)
Output: Sequence of decisions for Online.
1: Set ST as the given initial state
2: for t = T , . . . , 1 do
3: Observe the arriving type θ t
4: Take an action minimizing disagreement, i.e., a ∈ argmin{qˆ(t ,a, St ) : a ∈ A}.
5: Update state St−1 ← T(a, St ,θ t ).
From Lemma 3.6, we immediately have the following:
Corollary 3.7 (RegretOf Bayes Selector). Consider Algorithm 1with over-estimates qˆ(t ,a, s) ≥
P[Q(t ,a, s)]∀ (t ,a, s). If At denotes the policy’s action at time t , then
E[Reg] ≤ max
a, j
r¯ (a, j) ·
∑
t
E[qˆ(t ,At , St )].
We could be in a scenario where the probabilities q(t ,a, s) need to be estimated through sampling
or simulation. The next result states that, if we can bound the estimation error uniformly over
states and actions, then the guarantee of the algorithm increases additively on the error (not
multiplicatively, as one may suspect).
Corollary 3.8 (Bayes Selectorw/ Imperfect Estimators). Assume we have estimators qˆ(t ,a, s)
of the probabilities q(t ,a, s) such that |q(t ,a, s) − qˆ(t ,a, s)| ≤ ∆t for all t ,a, s . If we run Algorithm 1
with over-estimates qˆ(t ,a, s) + ∆t , and At denotes the policy’s action at time t , then
E[Reg] ≤ max
a, j
r¯ (a, j) ·
∑
t
(E[qˆ(t ,At , St )] + ∆t ).
Proof. Given the condition on ∆, then qˆ(t ,a, s) + ∆(t) is an over estimate and we can apply
Corollary 3.7. 
Observe that, the total error induced due to estimation is a constant if, e.g., we can guarantee
∆t = 1/t2 or ∆t = 1/(T − t)2.
4 REGRET BOUNDS FOR ONLINE PACKING
We now turn to the use of the Bayes selector in the online packing and matching problems dened
in Section 2. In this section, we show that for online packing, the Bayes Selector achieves a regret
which is independent of the number of arrivals T and the initial budgets B; in Section 5, we extend
this to matching problems.
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One challenge in characterizing the performance of the Bayes Selector is that there is no general
closed-form oracle for the exact statistics for the disagreement probabilities q(t ,a, s) in such settings.
We circumvent this by showing that the dynamic uid relaxation (Pt ) in Eq. (4) provides a good
estimator for q(t ,a, s), and moreover, that the Bayes Selector based on these statistics reduces to a
simple re-solve and threshold policy. For ease of exposition, we directly present the resulting policy,
but the connections to Algorithm 1 will become apparent by the end of this section.
Recall that Z (t) ∈ Nn denotes the cumulative arrivals in the last t periods. Given knowledge of
Z (t) and state Bt , we dene the ex-post relaxation (P?t ) and uid relaxation (Pt ) as follows.
(P?t ) max r ′x
s.t. Ax ≤ Bt
x ≤ Z (t)
x ≥ 0.
(Pt ) max r ′x
s.t. Ax ≤ Bt
x ≤ E[Z (t)]
x ≥ 0.
(4)
Observe that both problems depend on Online’s budget at t ; this is a crucial technical point and
can only be accomplished due to the coupling we have developed.
Now let X t be the solution of (Pt ) and X?t the solution of (P?t ). We present our policy in
Algorithm 2, which is equivalent to running the Bayes Selector (Algorithm 1) using the uid
relaxation as a proxy for the estimators qˆ.
Algorithm 2 Fluid Bayes Selector
Input: Access to solutions X t of (Pt ) and resource matrix A.
Output: Sequence of decisions for Online.
1: Set BT as the given initial budget levels
2: for t = T , . . . , 1 do
3: Observe arrival θ t = j and accept i X tj ≥ E[Z (t)j ]/2 and it is feasible, i.e., Aj ≤ Bt .
4: Update Bt−1 ← Bt −Aj if accept, and Bt−1 ← Bt if reject.
Intuitively, we ‘front-load’ classes j such that X tj ≥ E[Z (t)j ]/2 and back-load the rest. Now if
Offline is satised accepting a front-loaded class (resp. rejecting a back-loaded class), he will do so.
Accepting class j is therefore an error if Offline, given the same budget as Online, picks no future
arrivals of that class (i.e., X?tj < 1). On the other hand, rejecting j is an error if X?tj > Z j (t) − 1. We
summarize this as follows:
(1) Incorrect rejection: if X tj <
E[Z (t )j ]
2 and X
?t
j > Z j (t) − 1.
(2) Incorrect acceptance: if X tj ≥ E[Z (t )j ]2 and X?tj < 1.
Observe that a compensation is paid only when the uid solution is far o the correct stochastic
solution. Below, we formalize the fact that, since X t estimates X?t , such an event is highly unlikely
– this along with the compensated coupling provides our desired regret guarantees.
We need some additional notation before presenting our results. LetEj [·] (Pj [·]) be the expectation
(probability) conditioned on the arrival at time t being of type j , i.e., Pj [·] = P[·|θ t = j]. We denote
rmax B maxj r j and pmin B minj pj .
4.1 Warm-up: Single Resource Allocation with Multinomial Arrivals
We consider the multinomial arrival process, where θ t = j with probability pj . In this subsection
we prove the following.
Theorem 4.1. The regret of the Fluid Bayes Selector (Algorithm 2) for the multi-secretary problem
with multinomial arrivals is at most rmax
∑
j>1 2/pj ≤ 2(n − 1)rmax/pmin.
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This recovers the best-known regret bound for this problem shown in a recent work [2]. However,
while the result in [2] depends on a complex martingale argument, our proof is much more succinct,
and provides explicit and stronger guarantees; in particular, in Section 4.4, we provide concentration
bounds for the same.
Moreover, Theorem 4.1, along with Corollary 3.8, provides a critical intermediate step for char-
acterizing the performance of Algorithm 1 for the multi-secretary problem.
Corollary 4.2. For the multi-secretary problem with multinomial arrivals, the regret of a Bayes
selector policy (Algorithm 1) with any imperfect estimators qˆ is at most rmax
∑
j>1 2/pj +
∑
t ∆
t , where
∆t is the accuracy dened by |q(t ,a, s) − qˆ(t ,a, s)| ≤ ∆t .
Observe that, if ∆t is summable, e.g., ∆t = 1/t2 or ∆t = 1/(T − t)2, then Corollary 4.2 implies
constant regret for all these types of estimators we can use in Algorithm 1.
Proof of Theorem 4.1. Assume w.l.o.g. that r1 ≥ r2 ≥ . . . ≥ rn . This one dimensional version
can be written as follows.
(P?t ) max r ′x
s.t.
∑
j x j ≤ Bt
x j ≤ Z (t)j ∀j
x ≥ 0.
(Pt ) max r ′x
s.t.
∑
j x j ≤ Bt
x j ≤ tpj ∀j
x ≥ 0.
The optimal solution to (P?t ) is to sort all the arrivals and pick the top ones. Now dene the
probability of ‘arrival j or better’ by p¯j B
∑
i≤j pi . The solution to (Pt ) is to pick the largest j such
that tp¯j ≤ Bt , then make X ti = tpi for i ≤ j and X tj+1 = Bt − tp¯j . Round this solution, we arrive
at the following policy: First, always accept class j = 1. Second, if class j > 1 arrives, accept if
Bt/t ≥ p¯j − pj/2 and reject if Bt/t < p¯j − pj/2.
Recall that q(t ,b) is the probability that Offline is not satised with Online’s action and qj (t ,b)
is this probability conditioned on θ t = j . Our aim in the rest of the section is to show that qj (t ,b) is
summable over t .
As we observed before: (1) Offline is not satised rejecting a class j i he accepts all the future
arrivals type j, i.e., X?tj > Z (t)j − 1. (2) Offline is not satised accepting class j i he rejects all
future type j arrivals, i.e., X?tj < 1. We now bound these using the following standard Cherno
bounds: for X ∼ Bin(t , p¯):
P[X − E[X ] ≤ −tε] ≤ e−2ε2t , P[X − E[X ] ≥ tε] ≤ e−2ε2t . (5)
We now bound the disagreement probabilities qj (t ,Bt ). Take j rejected by Online, i.e., it must
be that j > 1 and Bt/t < p¯j − pj/2. Since we are rejecting, a compensation is paid only when
condition (1) applies, thus X?tj = Z (t)j . By the structure of Offline’s solution, all classes j ′ ≤ j are
accepted in the last t rounds, i.e., it must be that X?tj′ = Z (t)j′ for all j ′ ≤ j . We must be in the event∑
j′≤j Z (t)j′ ≤ Bt . We know that
∑
j′≤j Z (t)j′ ∼ Bin(t , p¯j ). Since Bt/t < p¯j − pj/2, the probability of
error is:
qj (t ,Bt ) ≤ P
[∑
j′≤j
Z (t)j′ ≤ Bt
]
= P[Bin(t , p¯j ) ≤ Bt ] ≤ P[Bin(t , p¯j ) ≤ tp¯j − tpj/2].
Using Eq. (5), it follows that qj (t ,Bt ) ≤ e−p2j t/2.
Now let us consider when j is accepted by Online. A compensation is paid only when j > 1
and condition (2) applies, thus X?tj = 0. Again, by the structure of X?t , necessarily X?tj′ = 0
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for j ′ ≥ j. Therefore we must be in the event ∑j′<j Z (t)j′ ≥ Bt . Recall that j is accepted i
Bt/t ≥ p¯j − pj/2 = p¯j−1 + pj/2, thus
qj (t ,Bt ) ≤ P
[∑
j′<j
Z (t)j′ ≥ Bt
]
= P[Bin(t , p¯j−1) ≥ Bt ] ≤ P[Bin(t , p¯j−1) ≥ tp¯j−1 + tpj/2].
This event is also exponentially unlikely. Using Eq. (5), we conclude qj (t ,Bt ) ≤ e−p2j t/2. Overall we
can bound the total compensation as:∑
t ≤T
q(t ,Bt ) =
∑
j>1
pj
∑
t ≤T
e−p
2
j t/2 ≤
∑
j>1
pj
2
p2j
.
Using compensated coupling (Lemma 3.1), we get our result. 
Proof of Corollary 4.2. We denote a = 1 the action accept and a = 0 reject. In the proof of
Theorem 4.1 we concluded that the following are over-estimates of the disagreement probabilities
q (in the sense qˆ ≥ q):
qˆj (t , 1, s) =
{
e−p
2
j t/2 if X
t
j
tpj
≥ 1/2
1 otherwise.
and qˆj (t , 0, s) =
{
e−p
2
j t/2 if X
t
j
tpj
< 1/2
1 otherwise.
Crucially, observe that for every t ∈ [T ] and every type j ∈ Θ, the estimate e−p2j t/2 is independent of
the state s . This proves that maxs min{qj (t , 0, s),qj (t , 1, s)} ≤ e−p2j t/2 ∀ t ∈ [T ], ∀ j ∈ Θ. The proof
is now completed by invoking the Compensated Coupling (Lemma 3.1) and Corollary 3.8. 
4.2 Online Packing with Multinomial Arrivals
We consider now the case d > 1 and ai, j ∈ {0, 1} (we lift this restriction in Section 4.3). Since the
matrix is binary, we do not need to check feasibility as it is guaranteed by the fact that X t is a
feasible solution of (Pt ). In the remainder of this subsection we generalize our ideas to prove the
following.
Theorem 4.3. The regret of the Fluid Bayes Selector (Algorithm 2) for online packing with binary
matrix A and multinomial arrivals is at most drmaxM , where M = 100κ(A)2
(∑
j
1
pj
)
and κ(A) is a
constant that depends only on the matrix A.
Just as before, Theorem 4.3, along with Corollary 3.8, provides a performance guarantee for
Algorithm 1. We state the corollary without proof, since it is identical to that of Corollary 4.2.
Corollary 4.4. For online packing with binary matrixA and multinomial arrivals, the regret of the
Bayes Selector (Algorithm 1) with any imperfect estimators qˆ is at mostdrmax(M+∑t ∆t ), with constant
M is as in Theorem 4.3, and ∆t the additive estimator accuracy at time t (i.e, |q(t ,a, s)−qˆ(t ,a, s)| ≤ ∆t ).
To prove Theorem 4.3, We rst need a result from linear programming, which characterizes the
sensitivity of the solution to an LP in terms of perturbations to the budget vector. The following
proposition is based on a more general result from [18].
Proposition 4.5 (LP Lipschitz Property). Given b ∈ Rd , and any norm | |·| |µ in Rn , consider the
following LP
P(y) max{r ′x : Ax ≤ b, 0 ≤ x ≤ y,y ∈ Rn≥0}.
Then ∃ constant κ = κµ (A) such that, for any y, yˆ ∈ Rn≥0 and any solution x to P(y), there exists a
solution xˆ solving P(yˆ) such that | |x − xˆ | |∞ ≤ κ | |y − yˆ | |µ .
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This result implies that small changes in the arrivals vector do not change the solution by much.
To bound the changes, we use the following concentration bound for multinomial r.v. (taken from
[12, Lemma 3]), based on a standard Poissonization argument.
P[| |Z (t) − E(Z (t))| |1 > tε] ≤ e−tε
2/25, ∀0 < ε < 1, t ≥ ε
2n
20 (6)
Proof of Theorem 4.3. Recall our two observations: (1) Incorrect rejection of j happens if
X tj < E[Z (t)j ]/2 and X?tj > Z j (t) − 1. (2) Incorrect acceptance of j means X tj ≥ E[Z (t)j ]/2 and
X?tj < 1. Now we can upper bound the probability of paying a compensation as follows. Call Ej the
event {ω ∈ Ω : | |Z (t)−E(Z (t))| |1 ≤ tpj/2κ}. In this event, Proposition 4.5 implies |X tj −X?tj | ≤ tpj/2,
hence Online does not err when Ej occurs. By setting ε = pj/2κ in Eq. (6) we can bound P[E¯j ] as
long as the condition t ≥ ε2n/20 is satised. Putting these arguments together, we have
qj (t ,Bt ) ≤ P[E¯j ] + Pj [Q(t ,Bt )|Ej ] ≤ P[E¯j ] ≤ e−t (pj /2κ)2/25 + 1{t<(pj /2κ)2n/20} . (7)
Finally, summing up over time, we get∑
t
q(t ,Bt ) ≤
∑
j
pj
(∑
t
e−t (pj /2κ)
2/25 + (pj/2κ)2n/20
)
≤
∑
j
pj
25
(pj/2κ)2 +
n
80κ2 ≤ 100κ
2
∑
j
1
pj
+ n.
The result follows via the compensated coupling (Lemma 3.1). 
Remark 4.6. In the multi-secretary problem it is easy to conclude κ(A) = 1, thus this analysis
recovers the same bound up to absolute constants (independent of n and d).
4.3 Online Packing with General Arrivals
We assume the following condition on the process Z (t), which we refer to as all time deviation.
Denition 4.7 (All Time Deviation). Let µ be a given norm inRn and κ ∈ Rn≥0 a constant parameter.
An n dimensional process Z (t) satises the all time deviation bound w.r.t. µ and κ if, for all j ∈ [n],
there are constants c j ≥ 0 and naturals τj such that
P
[
| |Z (t) − E(Z (t))| |µ ≥
E[Z (t)j ]
2κj
]
≤ c j
t2
∀t > τj . (8)
We remark that we do not need exponential tails, as it is common to assume, but rather a simple
quadratic tail. Additionally, some common tail bounds are valid only for large enough samples; the
parameters τj capture this technical aspect. In this section we will use the denition with κj the
same entry for all j, thus denoted simply by κ > 0. In section Section 5 we require the denition
with the more general form.
Example 4.8 (Multinomial and Poisson tails). In these examples we actually have the stronger
exponential tails, so we do not elaborate on the constant c j . For multinomial arrivals, in Section 4.2
we took the constants τj = (pj/2κ)2n/20.
For Poisson arrivals, from the proof of [12, Lemma 3], P(|X − λ | ≥ ελ) ≤ 2e−λε2/4 is valid for
X ∼ Poisson(λ) and any ε > 0. Using this, we can simply take τj = 0. C
If the resource matrix A is not binary, we must check feasibility before accepting. In other words,
we accept class j i it is feasible to do so and X tj ≥ E[Z (t)j ]/2. The following result is another
application of the compensated coupling Lemma 3.1.
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Theorem 4.9. Consider the online packing problem. If the arrival process Z satises the conditions
in Eq. (8) and A is binary, then the regret of the Fluid Bayes Selector (Algorithm 2) is bounded by
drmaxM , whereM =
∑
j pj (c j + τj ). Here pj is an upper bound on P[θ t = j]. If A is not binary, then the
result holds under the condition E[Z (τj )j ] ≥ 2, i.e., τj must be big enough.
Finally, Theorem 4.9, along with Corollary 3.8, provides a performance guarantee for Algorithm 1.
We state the corollary without proof, since it is identical to that of Corollary 4.2.
Corollary 4.10. Consider the online packing problem. If the arrival processZ satises the conditions
in Eq. (8), the regret of the Bayes Selector (Algorithm 1) with any estimator qˆ (with additive accuracy
∆t ) is at most drmax(M +∑t ∆t ), withM as in Theorem 4.9.
Proof of Theorem 4.9. We start for the binary case. The proof follows the exact same reasoning
as in Section 4.2, the only dierence is that we bound qj (t ,Bt ) ≤ c j/t2 + 1{t<τj } in lieu of Eq. (7).
Finally, we deal with the case of ai, j taking any integer value. Accepting class j is feasible at t
only if Bti ≥ ai, j for all i . The policy is feasible if either we reject j or X tj ≥ 1, since X t satises
the constraints of (Pt ). Say θ t = j, we conclude that the policy is not feasible only if X tj < 1 and
the truncation tells us to accept, X tj ≥ E[Z (t)j ]/2, which implies E[Z (t)j ] < 2. Only under such a
condition, we cannot use the policy and say we reject paying a compensation of r j . Therefore, the
regret bound will depend on the amount of time to guarantee E[Z (t)] ≥ 2. 
Remark 4.11. More rened versions would easily follow by not bounding P[θ t = j] ≤ pj , but rather
by pj (t). For example, a time-varying version of a multinomial process easily ts in our framework
and the proof does not change.
Remark 4.12. The theorem holds even under Markovian correlations, where the distribution of
Z (t − 1) depends on θ t . It is interesting that in this case it is impossible to run the optimal policy for
even moderate instance sizes, since the state space is huge, while the Bayes Selector still oers bounded
regret.
4.4 High-Probability Regret Bounds
We have proved that E[Reg] is constant for packing problems. One may worry that this is not
enough because, since it is a random variable, Reg may still realize to a large value. We present a
bound for the distribution of Reg showing that it has light tails.
Proposition 4.13. For packing problems, there are constants τ and c j for j ∈ [n], depending on
A,p and the distribution of Z only, such that
(1) For Multinomial or Poisson arrivals: ∀x > τ , P[Reg > x] ≤ ∑j pje−c jx/rmax/c j .
(2) For general distributions satisfying Eq. (8): ∀x > τ , P[Reg > x] ≤ rmaxx
∑
j pjc j .
The proof is based on the following simple lemma. The idea is to rst bound the disagreements of
our algorithm, as dened in Section 3.4. The total number of disagreements is a sum of dependent
Bernoulli variables, which we bound next.
Lemma 4.14. Let {X t : t ∈ [T ]} be a sequence of dependent r.v. such that X t ∼ Bernoulli(pt ) and
let {qt : t ∈ [T ]} be numbers such that qt ≥ pt . If we dene D B ∑Tt=1 X t , then
P[D ≥ d] ≤
T∑
t=d
qt
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Proof. Fix d ∈ [T ] and observe that
{ω ∈ Ω : D ≥ d} ⊆ {ω ∈ Ω : ∃t ≥ d,X t = 1}.
Indeed, if the condition ∃t ≥ d,X t = 1 fails, then at most d − 1 variables X t can be one.
Finally, a union bound shows P[D ≥ d] ≤ ∑t ≥d P[X t = 1]. Since qt ≥ pt , the proof is complete.

Proof of Proposition 4.13. As described in the previous subsections, we can write Reg ≤
rmaxD, with D the number of disagreements. Additionally, D is a sum of T Bernoulli r.v. X t , each
with parameter bounded by qt .
In the case of Multinomial and Poisson r.v., as described in Section 4.2, we have exponential
bounds qt ≤ ∑j pje−c j t for t ≥ τ = maxj τj . We conclude invoking Lemma 4.14 and upper bounding
a
∑T
t=x+1 e
−c j t ≤ e−c jx/c j .
For general distributions, as described in Section 4.3, we have the bounds qt ≤ ∑j pj c jt 2 for t ≥ τ .
Using Lemma 4.14 and bounding
∑T
t=x+1 t
−2 ≤ 1/x nishes the proof. 
5 REGRET BOUNDS FOR ONLINE MATCHING
We turn to an alternate setting, where each incoming arrival corresponds to a unit-demand buyer
– in other words, each arrival wants a unit of a single resource, but has dierent valuations for
dierent resources. This is essentially equivalent to the online bipartite matching problem with
edge-weights.
As before, we are given a matrix A ∈ {0, 1}n×d characterizing the demand for resources, which
can be interpreted as the adjacency matrix in the online matching problem. Dene S j B {i ∈ [d] :
ai j = 1}. If we allocate any i ∈ S j to a customer type j , we obtain a reward of ri j , whereas allocating
i < S j has no reward. We can allocate at most one item to each customer.
We assume that the process Z (t) satises the all time deviation bound (see Denition 4.7) w.r.t.
the one-norm and parameters κj = |S j + 1|/2. This condition can be restated as follows. For every
j ∈ [n], there are constants c j ≥ 0 and naturals τj such that
P
[
| |Z (t) − E(Z (t))| |1 ≥
E[Z (t)j ]
|S j + 1|
]
≤ c j
t2
∀t > τj . (9)
The main result in this section is a guarantee for Algorithm 3, which is an instantiation of the
Bayes Selector. As before, the theorem readily implies performance guarantees for Algorithm 1,
which we state without proof, since it is identical to that of Corollary 4.2.
Algorithm 3 Fluid Bayes Selector For Unit-Demand Buyers
Input: Access to solutions X t of (Pt ) in Eq. (12).
Output: Sequence of decisions for Online.
1: Set BT as the given initial budget levels
2: for t = T , . . . , 1 do
3: Observe arrival θ t = j and let K ← argmax{X ti, j : i ∈ [d + 1]}, breaking ties arbitrarily.
4: If K ≤ d , match θ t to K . Else reject θ t
5: Update Bt−1 ← Bt − eK if accept, and Bt−1 ← Bt if reject.
Theorem 5.1. For the online packing problem with unit-demand buyers, if the arrival process
satises the conditions in Eq. (9), then the regret is at most rmax
∑
j pj (c j + τj ), where pj is an upper
bound on P[θ t = j].
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Corollary 5.2. For the online packing problem with unit-demand buyers, if the arrival process
satises the conditions in Eq. (9), then the regret of the Bayes Selector (Algorithm 1) with any imperfect
estimators qˆ is at most rmax(M +∑t ∆t ). The constantM = ∑j pj (c j + τj ) is as in Theorem 4.9 and ∆t
is the accuracy dened by |q(t ,a, s) − qˆ(t ,a, s)| ≤ ∆t .
The rest of this section is devoted to setting up a convenient formulation for the decision
problems; after this, the proof of Theorem 5.1 is exactly the same as in Section 4.3, thus omitted.
We can formulate Offline’s problem in this context as follows.
(P[Z ,B]) max ∑i, j xi, jri jai, j
s.t.
∑
j xi j ≤ Bi ∀i ∈ [d]∑
i xi j ≤ Z j ∀j ∈ [n]
x ≥ 0.
(10)
The variable xi j denotes the number of items i allocated to customers type j. We denote x ∈ Rnd
the vector of the form x = (x1,1,x2,1 . . . ,xd,1,x1,2, . . .)′, i.e., we concatenate the components xi j by
j rst. This is not the usual LP formulation for this problem. Observe that, using this formulation,
A appears only on the objective function, this allows us to obtain the following result. We remark
that not only we have a Lipschitz property, but the constant is exactly 1. Although the proof is
concise, we delegate it to Appendix A since it is not instructive for the next part.
Proposition 5.3 (Lipschitz Property for Matching). Take any z1, z2 ∈ Rd≥0 and b ∈ Rd≥0. If
x1 is a solution of P[z1,b], then there exists x2 solving P[z2,b] such that | |x1 − x2 | |∞ ≤ ||z1 − z2 | |1.
We describe the Bayes Selector policy in this setting, summarized in Algorithm 3. First, we add
a ctitious item d + 1 which no customer wants with budget BTd+1 = T ; now all customers are
matched, but, if we match a customer to d +1, we get no reward. We solve (Pt ) in Eq. (12) and obtain
an optimizer X t . If J t = j, let K ∈ argmax{X ti, j : i ∈ [d + 1]} be the maximal entry, breaking ties
arbitrarily, then match j toK . Observe that we are guaranteedX tK, j ≥ E[Z (t)j ]/(|S j |+1). In this case,
if Offline is not satised with our choice, then it must be that | |X t −X?t | |∞ > E[Z (t)j ]/(|S j | + 1).
(P?t )max
∑
i, j xi, jri, jai, j
s.t.
∑
j xi j ≤ Bti ∀i ∈ [d + 1]∑
i xi j = Z j (t) ∀j ∈ [n]
x ≥ 0.
(11)
and also
(Pt )max ∑i, j xi, jri, jai, j
s.t.
∑
j xi j ≤ Bti ∀i ∈ [d + 1]∑
i xi j = E[Z (t)j ] ∀j ∈ [n]
x ≥ 0.
(12)
Using the same proof as in Section 4.3 and applying the compensated coupling Lemma 3.1, we
obtain the promised result.
5.1 Online Stochastic Matching
A classical problem that ts naturally into the above framework is that of online bipartite matching
problem with stochastic inputs [19]. The reader unfamiliar with the problem can nd the details of
the setup in Appendix B. For this setting, the bound obtained via compensated coupling surprisingly
holds with equality:
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Lemma 5.4. For the stochastic online bipartite matching, given an online policy, ifU t denotes the
node matched at time t by Online and St the available nodes, then
V o −V on =
∑
t
1Q (t,U t ,S t ).
Based on this, it is tempting to conjecture that the Bayes selector does in fact lead to an optimal
policy for this setting. This however is not the case, although showing this is surprisingly subtle; in
Appendix B, we discuss this in more detail. Moreover, it is known that this problem can not admit a
regret that has better than linear scaling with T (in particular, [19] proves a constant upper bound
on the competitive ratio for this setting). That said, the strength of the above bound suggests that
the Bayes selector may have strong approximation guarantees – showing this remains an open
problem.
6 NUMERIC RESULTS
The theoretical results we have presented, together with known lower bounds for previous al-
gorithms, show that our approach vastly outperforms existing heuristics for online packing and
matching problems. We now re-emphasize these results via simulation with synthetic data, which
demonstrates both the suboptimality of existing heuristics (in terms of regret which scales with
T ), as well as the fact that the Bayes selector has constant regret. We note also that extensive
numerical results have been reported in a contemporaneous work [7], which corroborate that the
Bayes Selector achieves the best regret among known algorithms (including the one proposed in
that work).
We consider a setting with d = 2 resources, denoted 1 and 2, and six possible arriving types (i.e.,
Θ = [6]):
• Types-1 and 2 require one unit of resource 1
• Types-3 and 4 require one unit of 2
• Types-5 and 6 require one unit of each resource.
Arrivals in each period have type j with probability pj and generate a reward of r j – the exact
values are presented in Table 1 and we note that they have been chosen to ensure the problem is
dual-degenerate (which is exactly where existing heuristics are known to have poor performance;
cf Proposition 2.1). Finally, the base system has capacities B1 = B2 = 40 and horizonT = 200, which
we then scale by a factor of k (i.e., such that the k-th system has capacities k · B1,k · B2 and horizon
k ·T ).
As a baseline, we compare the Bayes Selector against two common randomized policies: static
and adaptive. The static randomized policy solves the uid LP just once at the very beginning
and uses the solution as a randomized acceptance rule [23]. The adaptive randomized policy is
similar, except that resolves the uid LP and uses a dierent solution at each time as a randomized
acceptance rule [22]. For each scaling, we perform 30 replications. The results are summarized in
Fig. 2.
We note that not only the Bayes Selector outperforms previous methods, but the regret is very
small, specially in comparison with the overall reward which grows linearly with k . In particular, the
average regret obtained by the Bayes selector is less than 5, which is much less than our predicted
bound in Theorem 4.3 (in fact, even ignoring constants, the empirical regret is much less than
drmax/pmin = 200, which is our predicted scaling); this shows there is much room to improve our
bounds. On the other hand, one can clearly observe that the regret of both randomized admission
policies grows as Ω(√k).
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Fig. 2. Comparison of the regret as the system grows large. Dashed lines represent the 90% confidence
interval.
Type j
1 2 3 4 5 6
Valuation 10 6 10 5 9 8
Resource 1 1 2 2 1,2 1,2
pj 0.2 0.2 0.2 0.2 0.1 0.1
Table 1. Values used for the simulation
7 CONCLUSIONS
Our work herein has developed a new approach (compensated coupling) for analyzing online
decision making policies with respect to oine benchmarks, and used it to obtain strong regret
guarantees for the Bayes selector policy in online packing and matching settings. We believe our
techniques can extend to other decision-making problems, and also provide deeper insight into the
use of predictive models in decision-making.
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A ADDITIONAL PROOFS
Proof of Proposition 2.1. To build intuition, we start with a description of dual degeneracy
for the online knapsack problem with budget B ≤ T . We assume w.l.o.g. r1 ≥ r2 ≥ . . . ≥ rn and
denote Z = Z (T ). The primal and dual are given by
(P[Z ]) max r ′x
s.t.
∑
j x j ≤ B
x ≤ Z
x ≥ 0,
(D[Z ]) min αB + β ′Z
s.t. α + βj ≥ r j ∀j
α ≥ 0
β ≥ 0.
Let us denote µ B E[Z ]. If the uid (P[µ]) is degenerate, then we have n + 1 active constraints. It
is straightforward to conclude that there must be an index j? such that
∑
j≤j? E[Z j ] = B. The uid
solution is thus x j = E[Z j ] for j ≤ j? and x j = 0 for j > j?. We can construct two dual solutions as
follows. Let α1 = r j? and α2 = r j?+1, these correspond to the shadow prices for alternative budgets
B − ε and B + ε respectively. The corresponding variables β1, β2 are given by βkj = (r j − αk )+ for
k = 1, 2. Intuitively, the uid is indierent between these two dual bases, but, given a realization of
Z , Offline will prefer one over the other; this causes a discrepancy between the expectations.
Now we turn to the case of any packing problem, the assumption is that we are given two optimal
dual solutions (αk , βk ), with β1 , β2. The dual is a minimization problem and (αk , βk ) are always
dual feasible, thus dening β B β1 − β2 and α B α1 − α2,
v(D[Z ]) ≤ min
k=1,2
{B′αk + Z ′βk } = (B′α1 + Z ′β1)1{B′α+Z ′β<0} + (B′α2 + Z ′β2)1{B′α+Z ′β ≥0} .
The rest of the proof is reasoning that interchanging expectations E[mink=1,2{B′αk +Z ′βk }] for
mink=1,2{B′αk + E[Z ]′βk } induces a Ω(
√
T ) error.
Since the two dual solutions have the same dual value, B′α1 + µ ′β1 = B′α2 + µ ′β2, we conclude
B′α = −µ ′β . We can use this condition to rewrite our bound as
v(P[Z ]) ≤ v(D[Z ]) ≤ (B′α1 + Z ′β1)1{(µ−Z )′β>0} + (B′α2 + Z ′β2)1{(µ−Z )′β ≤0} .
Since v(P[µ]) = B′αk + µ ′βk , we take a random convex combination to obtain
v(P[µ]) = (B′α1 + µ ′β1)1{(µ−Z )′β>0} + (B′α2 + µ ′β2)1{(µ−Z )′β ≤0} .
Now combine the last with our upper bound for v(P[Z ]) and take expectations to obtain
v(P[µ]) − E[v(P[Z ])] ≥ E[(µ − Z )′β11{(µ−Z )′β>0}] + E[(µ − Z )′β21{(µ−Z )′β ≤0}]
= E[(µ − Z )′β11{(µ−Z )′β>0}] + E[(µ − Z )′β2(1 − 1{(µ−Z )′β>0})]
= E[(µ − Z )′β1{(µ−Z )′β>0}].
Let us write Z = µ − √T ξ , thus µ − Z = √T ξ . We conclude that
v(P[µ]) − E[v(P[Z ])] ≥
√
TE[ξ ′β1{ξ ′β>0}].
Normalizing by the standard deviation and applying the Central Limit Theorem, we arrive at a
half-normal (also known as folded normal), which has constant expectation. This concludes the
desired result. 
Proof of Proposition 5.3. We can write the feasible region of P[z,b] as {x : Cx ≤ b,Dx ≤
z, x ≥ 0}, where C ∈ Rd×nd and D ∈ Rn×nd . It follows from a slight strengthening of [18, Theorem
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2.4] that | |x1 − x2 | |∞ ≤ κ | |z1 − z2 | |1, where
κ = sup
{
| |v | |∞ : | |C ′u + D ′v | |1 = 1, and support
(
u
v
)
corresponds to l.i. rows of
(
C
D
)}
If we study Eq. (10), denoting Id the d-dimensional identity and 1d , 0d d-dimensional row vectors
of ones and zeros, we can write the matrices C,D as follows. We sketched the multipliers ui ,vj
next to the rows,
C = [Id |Id | . . . |Id ] =
©­­­­«
1 0 · · · 0 1 · · ·
0 1 · · · 0 0 · · ·
...
...
. . .
...
... · · ·
0 0 · · · 1 0 · · ·
ª®®®®¬
← u1
← u2
...
← ud
and similarly
D =
©­­­­«
1d 0d · · · 0d
0d 1d · · · 0d
...
...
. . .
...
0d 0d · · · 1d
ª®®®®¬
← v1
← v2
...
← vn
We have two cases: either ui = 0 for some i or ui , 0 for all i . On the rst case, say w.l.o.g. u1 = 0
and observe that the constraint | |C ′u + D ′v | |1 = 1 implies (studying all the components involving
j)
∑
i |ui +vj | ≤ 1. Since u1 = 0, this reads as |vj | +
∑
i>1 |ui +vj | ≤ 1, thus |vj | ≤ 1 as desired.
For the other case we assume ui , 0 for all i , hence vj = 0 for some j, since otherwise we
would violate the l.i. restriction on the support. Assume w.l.o.g. v1 = 0 and let us study some vj .
The constraint | |C ′u + D ′v | |1 = 1 implies (looking at the rst n components and the components
involving j)
∑
i |ui | +
∑
i |vj + ui | ≤ 1. By triangle inequality,
d |vj | =
∑
i
(ui +vj ) −
∑
i
ui
 ≤∑
i
|vj + ui | +
∑
i
|ui | ≤ 1.
This shows |vj | ≤ 1 and the proof is complete. 
B ADDITIONAL DETAILS FOR ONLINE STOCHASTIC MATCHING
The stochastic bipartite matching is dened by a set of static nodes U , |U | = d , and a random set
of nodes arriving sequentially. At each time a node θ t is chosen from a set V , |V | = n, and we are
given its set of neighbours. We identify the online bipartite matching problem in our framework
as follows. The state St encodes the available nodes from U , an action correspond to match the
arrival θ t ∈ V to a neighbour u of θ t or to discard the arrival. In the latter case we say that it is
matched to u = ∅.
For a graph G , we denote the size of its maximum matching as M(G) ∈ N ∪ {0} and G − (u,v) as
the usual removal of nodes; in the case u = ∅, G − (u,v) = G −v . Recall that Q(t ,a, s) is the event
when Offline is not satised with action a and q(t ,a, s) = P[Q(t ,a, s)]. Let us x an Online policy
and dene Gt = (L,R) as the bipartite graph with nodes L = St and R = Z (t), i.e., the realization of
future arrivals and current state. With the convention 1∅ = 0 and 1u = 1 for u ∈ U ,
Q¯(t ,u, s) = {ω ∈ Ω : M(Gt ) = 1u +M(Gt − (u,θ t ))}.
In words, Offline is satised matching θ t to u if the size of the maximum matching with and
without that edge diers by exactly 1. With this observation, a straightforward application of the
compensated coupling Lemma 3.6 yields Lemma 5.4.
The Bayesian Prophet: A Low-Regret Framework for Online Decision Making 25
Finally, we provide an example for a negative result. Despite the fact that the regret is exactly the
number of disagreements and the Bayes Selector minimizes each term, it is not an optimal policy.
Proposition B.1. The Bayes Selector is sub-optimal for stochastic online bipartite matching.
Proof. Consider an instance with static nodes a,b, c and four types of online nodes. Type 1
matches to a only, 2 to a and b only, 3 to c only and 4 to b and c . Observe that the only types
inducing error are 2 and 4.
Assume the arrival at t = 3 is J 3 = 2. Matching it to a is an error if arrivals are {1, 1}, {1, 3}, {1, 4},
so the disagreement is p21 + 2p1p3 + 2p1p4. Matching it to b is an error if arrivals are {4, 4}, {3, 4}
with disagreement p24 + 2p4p3. Now assume p24 + 2p4p3 = p21 + 2p1p3 + 2p1p4, so the bayes selector is
indierent and thus say it matches to a.
At t = 2, there is only an error if J 2 = 4, in which case matching it to b has disagreement p2 and
matching it to c disagreement p3. In conclusion to the bayes selector pays p21 + 2p1p3 + 2p1p4 in the
rst stage plus min{p2,p3} in the second with probability p4.
The strategy that matches at t = 3 type 2 to b has disagreement p24 + 2p4p3 = p21 + 2p1p3 + 2p1p4,
thus lower than the bayes selector. To see this, note that if we match to b there is no error at t = 2.
Finally, the equation p24 + 2p4p3 = p21 + 2p1p3 + 2p1p4 is satised, e.g., with p1 = p4/2 and
p3 = p4/4. 
