Abstract-Monitoring the kinematic behavior of enormous amounts of points and objects anywhere on Earth is now feasible on a weekly basis using radar interferometry from Earth-orbiting satellites. An increasing number of satellite missions are capable of delivering data that can be used to monitor geophysical processes, mining and construction activities, public infrastructure, or even individual buildings. The parameters estimated from these data are used to better understand various natural hazards, improve public safety, or enhance asset management activities. Yet, the mathematical estimation of kinematic parameters from interferometric data is an ill-posed problem as there is no unique solution, and small changes in the data may lead to significantly different parameter estimates. This problem results in multiple possible outcomes given the same data, hampering public acceptance, particularly in critical conditions. Here, we propose a method to address this problem in a probabilistic way, which is based on multiple hypotheses testing. We demonstrate that it is possible to systematically evaluate competing kinematic models in order to find an optimal model and to assign likelihoods to the results. Using the B-method of testing, a numerically efficient implementation is achieved, which is able to evaluate hundreds of competing models per point. Our approach will not solve the nonuniqueness problem of interferometric synthetic aperture radar (InSAR), but it will allow users to critically evaluate (conflicting) results, avoid overinterpretation, and thereby consolidate InSAR as a geodetic technique.
I. INTRODUCTION

I
NTERFEROMETRIC synthetic aperture radar (InSAR) time-series techniques, such as persistent and distributed scatterer (PS/DS) time series [1] - [8] , in all their variations, need to disentangle two highly correlated parameter groups as follows: the quality of the time series (coherence) [9] , [10] and the parameters of interest, i.e., topographic, kinematic, atmospheric, and phase ambiguity parameters [11] , [12] . Focusing on the kinematic parameters, which are often referred to as the deformation, this problem is ill posed and unsolvable since the variability in the time series of every single point (i.e., a PS or equivalent as a group of spatially homogeneous DSs) is equally likely attributed to noise such as thermal noise and decorrelation [3] , [13] , [14] , as well as to the actual motion, unless additional constraints can be added.
Quality estimates are required to select which of the billions of reflections in SAR images can be used to estimate the parameters of interest. In particular, the presence of unknown integer phase ambiguities makes this problem cumbersome. Since quality estimates and parameter estimates are not independent, all methods use heuristic solutions for this problem [15] , [16] .
Practically, InSAR methods use harsh assumptions, i.e., the expected behavior of the signal either in time (e.g., a certain "smoothness" of the kinematic signal) [4] , [10] , [12] or in space (the smoothness between nearby points) [6] , [17] . This is mostly parameterized using the temporal or spatial estimators of coherence. Although there are several classes of problems where some of these assumptions seem to be fair, as the many successful InSAR applications in literature show [18] - [20] , in its origin, the dependence on such assumptions makes the techniques extremely vulnerable. This has been the outcome of several studies [21] , [22] , where different expert groups processed the same data, leading to different results. More specifically, even a single expert can use different processing tools and obtain significant differences in the results using the same input data [23] . Nowadays, this is one of the main bottlenecks for the operational acceptance of InSAR time series by end users who are not radar experts. The other bottleneck in the operational use of InSAR time series is the inability to analyze extremely large data sets showing the kinematic behavior of points. Visualizations in terms of "velocity maps" (essentially an aggregate variable based on the time series) are poor as they do not come close to convey the rich information content in the data.
To address these problems, we start with postulating some guiding principles. First, there is no single assumption on signal behavior that satisfies all InSAR measurement points. Consequently, the processed results of millions of locations will have inhomogeneous qualities. Second, InSAR data are obtained opportunistically, at times dictated by satellite orbits and at positions provided by mere chance based on the size, shape, and orientation of targets. Third, due to the phase ambiguity problem, the estimated parameters are extremely correlated, and there are more solutions given an observed phase time history, with different degrees of likelihood.
Given these postulates, we propose a new probabilistic approach to tackle this problem. The approach is aimed at the postprocessing of estimated InSAR time-series results, but it could be applied at different stages in the processing chain. It consists of two parts. In the first part, the estimated kinematic time series are scrutinized as a whole. In this stage, we estimate the noise of the reference point using the per-epoch correlation between all arcs relative to the reference point. In the second part, we apply multiple hypotheses testing (MHT) [24] , [25] to find an optimal kinematic model describing the observations. We first establish a library of canonical functions that may be used or combined to build temporal models applicable to the time series of a specific point. We then start by defining a null hypothesis, which is based on the steady-state behavior, and we compute the proper test statistic to decide whether the null hypothesis needs to be rejected. If this is the case, we test the entire library of potential alternative models with different physically realistic parameters against the null hypothesis. We account for the different degrees of freedom (or dimensions) of the various tests, depending on the amount of parameters that need to be estimated. This is based on Baarda's B-method of testing [26] . This method stems from geodetic literature and precedes model order selection methods such as the Akaike information criterion [27] , [28] or the Bayesian information criterion (cf., [29] for a review of information criterion rules). Similar to those methods, the B-method of testing penalizes the use of models with an increased number of parameters (to avoid overfitting) while rewarding the goodness of fit of the model, but it achieves this by changing the critical value, above which a hypothesis will be rejected, via its relationship with the likelihood of a type-I error, a noncentrality parameter, and the power of the test (see Section II-B). This ensures that alternative models are selected with the same probability of correct detection, whereas the actual parameters do not need to be estimated explicitly. Then, for computing the test statistics for more than 100 alternative hypotheses, we present a computationally efficient method only using the residuals under the null hypothesis and an a priori defined matrix per alternative hypothesis. This way, it is not necessary to explicitly compute parameter results for each individual alternative hypothesis. Finally, using test ratios, it is possible to select the most likely model for each point and to update the quality description. We can evaluate hundreds of thousands of points within a few minutes on a standard computer. This paper is organized as follows. In Section II, we introduce the concepts, the methodology, and the applied procedure, followed by the numerical implementation in Section III, the results on simulated and real data in Section IV, and the conclusions in Section V.
II. METHODOLOGY
We first introduce the concepts of MHT, the B-method of testing, and the detection-identification-adaptation (DIA) procedure [30] . Then, we build a library of canonical functions to model the kinematic behavior of points in SAR data, and we relate this to physically realistic parameters.
A. MHT
Multiple Hypotheses: The mathematical expressions of null hypothesis H 0 and all possible alternative hypotheses H j , ∀ j are given by
where A is the design matrix, E{·} is the expectation operator, m is the number of stochastic observations y, and n is the number of unknowns x. Any alternative hypothesis is defined by a specification matrix C j and an additional new vector of unknown parameters ∇ j of the dimension (or degree of freedom) q, with q ∈ [1, m − n]. The dispersion D of the observations is given using the variance of unit weight σ 2 and the cofactor matrix R yy of covariance matrix Q yy .
Test Statistic: Since we want to evaluate multiple alternative hypotheses against H 0 , the rejection of H 0 will not directly lead to the identification of the optimal H j at a requested level of significance α. For all H j , we need to compare the test statistics to find the optimal statistic, which needs to be determined using a uniform test criterion. Every test follows a test statistic T q with a chi-squared distribution χ 2 (q, λ), where λ indicates the level of noncentrality. For every testing operation between the null hypothesis and an alternative hypothesis, the distributions are [24] , [25] 
where
is the covariance matrix of residualê 0 = y −ŷ 0 between the observations and estimatesŷ 0 = A(
yy y under the null hypothesis. Then, T j q can be generally expressed as [16] 
We introduce the m × m symmetric matrix L j , which is equal for each point to be evaluated, and it only varies per applied model under the alternative hypothesis. Therefore, the set of L matrices needs to be only computed once in the initialization stage, and it can be then efficiently used while evaluating millions of InSAR points. 
Note that the χ 2 distribution is a special case of the Gamma distribution (Γ distribution), i.e., distribution [33] .
Whenever ratio 
The proper setting of the test parameters, such as α j , is required in this comparison. We use the B-method of testing as the selection method for the test parameters.
B. B-Method of Testing
The critical value χ 2 α j (q j ) in (6) depends on the choice of the level of significance α j and dimension q j . The level of significance refers to the type-I error, i.e., the rejection of H 0 when in fact H 0 is true [34] . However, when the aim is to compare different alternative hypotheses, we want to make sure that the probability of accepting a particular alternative hypothesis, in the case where it is true, is identical for any alternative hypothesis. This probability is commonly referred to as the power, i.e., γ, of the test. The essence of the B-method of testing [26] is to fix the reference power of the test γ 0 and to calculate reference noncentrality parameter λ 0 given the level of significance α j and dimension q j , as in
Thus, the constant values for noncentrality parameter λ 0 and power γ 0 for all tests assure that any particular alternative hypothesis H j can be selected with the same probability irrespective of its dimension q j . Furthermore, we can determine the minimal absolute value |∇ j | to make the additional parameter vector ∇ j detectable with discriminatory power γ 0 . This value is found via the concept of internal reliability for a given level of significance α 0 , power γ 0 , and dimension q by [16] , [26] 
If the new parameter vector ∇ is known, discriminatory power (or the power of test) γ can be straightforwardly computed via noncentrality parameter λ. Since power γ is the likelihood of correctly rejecting H 0 in favor of H j , a large value for ∇ yields large power, making it easy to detect, whereas a small value for ∇ yields low discriminatory power.
For InSAR kinematic time-series modeling, the objective is to compare various alternative hypotheses H j with the same discriminatory power γ. Once γ = γ 0 and α 0 are fixed, the corresponding noncentrality parameter λ 0 = λ(γ 0 , α 0 , q) can be obtained for a certain dimension q. Subsequently, for a different alternative hypothesis, i.e., H i , with q i degrees of freedom, we now need to adjust α in order to keep the power of the test γ 0 the same.
C. DIA Procedure
The proposed testing procedure follows the DIA procedure [30] .
1) Detection:
In the first part of the DIA procedure, an overall model test (OMT) [25] is applied on the null hypothesis H 0 of the steady-state (constant velocity) motion. The test statistic for the OMT is
The purpose of the OMT is to detect deviations from H 0 and to consequently decide to either sustain or reject the null hypothesis. However, in the case of rejection, the OMT cannot determine its cause.
2) Identification of Optimal Model:
Rejection can result from an inappropriate functional model or the poor specification of the noise signature of the observations in stochastic model Q yy . A physically realistic alternative parameterization of the kinematic behavior can be designed. A priori information on the problem at hand or a flexible and expandable library of model functions can be used to build many alternative functional models to later decide on the most probable alternative model by searching the maximum test ratio, as in (6) . This will be elaborated in Section II-D.
3) Adaptation: Estimation and Evaluation: Using the identified optimal model, we estimate the augmented vector of unknownsx
We can evaluate its quality in terms of its precision and reliability. The precision of the estimated parameters for every model under one hypothesis is given by the inverse of normal matrix N as follows:
Note that we usex to replacex (1) in (11) for the sake of brevity. This precision indicator Qxx can be compared with a predefined criterion matrix H x that is a symmetric and positivedefinite matrix, which is filled with the values derived from a suitable (co)variance function [35] . The estimated precision of the parameters Qxx satisfies the criterion precision if and only if we have
This inequality can be cast in a generalized eigenvalue problem as follows:
where | · | denotes the determinant, and eigenvalue ζ scales H x . When the two matrices, i.e., Qxx and H x , are identical, all eigenvalues are 1. If the eigenvalues are smaller than 1, the precision is better than required. If the eigenvalues are larger than 1, the precision is worse than required. Maximum eigenvalue ζ max corresponds to the estimated parameters with the worst precision, and it is considered a metric for the global precision.
D. Library of Canonical Kinematic Models
In InSAR data processing, the kinematic model for every point at position x = x(x, y) can be regarded as unique and uncorrelated to other points. We consider a set of physically realistic deformation models, which forms a library of canonical functions, including
where M q (θ) represents the qth canonical function of the set of variables θ, t is the temporal baseline, and
is the Heaviside step function, which is centered at τ i (x) [36] . δ ij is the Kronecker delta function of two integer variables i and j, which is equal to 1 if the two variables are equal and to 0 otherwise. The library now holds six canonical functions, but this number can be easily extended when other information on the processes is available or when a specific kinematic signature is searched for. The temperaturerelated function can be expressed either by 
, and Δ i (x) represent the linear deformation rate, thermal expansion η(x) = μ ΔT · L LOS (x) (where μ ΔT is the linear expansion coefficient, and L LOS is the dimension of the object in the line of sight (LOS) direction [37] , [38] ), the exponential magnitude, the slope factor of the exponential magnitude, an offset at the ith acquisition, and the Heaviside step size. Every offset D i (x) and Δ i (x) occurs between t i−1 and t i . In the testing sequence, M 5 and M 6 are being evaluated for all positions.
For nonlinear canonical models, such as M 4 (κ(x), β(x)), the model needs to be linearized by a Taylor expansion [39] in order to estimate the parameters.
Many (nested) combinations using these canonical models can be made, and each combination is regarded as a particular alternative hypothesis. Assuming that there may be only one step and only one offset in the time series with m observations, there are already 2m alternative models to be tested. Thus, the amount of H j constructed from the canonical functions can be easily on the order of hundreds.
E. Choice of Test Parameters
The B-method of testing requires input values for the level of significance, i.e., α, and the power of the test, i.e., γ 0 (see Section II-B). To be able to select from different models with the same discriminatory power, particularly when these models have different degrees of freedom, α will need to be tuned. For initializing α, we use the M 5 model with one outlier as a "reference" alternative hypothesis. As a heuristic rule, we choose α 0 = 1/(2m), which is related to the number of observations m. For InSAR time series, typically, 0.2% < α 0 < 2%.
Choosing large discriminatory power, e.g., γ 0 = 80%, implies that an additional parameter |∇ j |, e.g., the amplitude of a seasonal signal, will need to be large to be detected. A smaller amplitude would be then detected with a smaller likelihood (see Fig. 1 ). In principle, when comparing different alternative hypotheses, the value for γ 0 is not that important. Here, we choose γ 0 = 50%, which can be interpreted as the size of an additional parameter that would just lead to either the rejection or the acceptance of H 0 .
Given α 0 = 1/(2m), γ 0 = 50%, and q = 1, we then use (8) to compute λ 0 , and we invert this again with q = m − n to find the corresponding α G for the OMT. When m − n is a large number, α G will be a large value as well.
F. Procedure for Kinematic Analysis of InSAR Time Series
With fixed test parameters, the MHT approach can be performed on the kinematic time series. Per point at position x = x(x, y), the null hypothesis (steady state) and all alternative hypotheses consisting of various model combinations can be expressed in a binary table (see Table I ). Seven alternative hypotheses are listed, whereas the total amount of alternatives, i.e., J, is much more than seven since offset Δ i (x) may happen at any epoch and is evaluated for all epochs. Different combinations for the canonical functions form different alternative hypotheses, e.g., the functional model of H 1 is the sum of M 1 (v(x)) and M 2 (η(x)) with one degree of freedom. Fig. 2 depicts the testing flowchart. We first decide whether to reject or sustain the null hypothesis by using the OMT. Given the level of significance α 0 , the critical value K for the central χ 2 distribution is calculated. If T 0 < K, there is no need to perform subsequent MHT. In this case, H 0 is reevaluated in terms of posterior varianceσ 2 , the precision of the parameters Qxx, and eigenvalue ζ [see (13) ].
If T 0 > K, we start the MHT method. The initial noncentrality λ 0 for the given q = 1, α 0 = 1/(2m), and γ 0 = 50% is computed and fixed. A loop runs over all H j , with j ∈ [1, J]. New α j are used to replace α 0 . Then, test ratios T j q j (∀ j) are calculated based on (6). If T j q j < 1, the conclusion is that H j is likely not more than H 0 . If T j q j > 1, the corresponding alternative hypothesis H j is considered a better model candidate and is stored for further use. We then select T B q B = max j {T j q j } to be the most optimal model for that time series, but we store a number of alternatives for further evaluation. The parameters for optimal model combination H B are then estimated, as well as posterior varianceσ 2 , the precision of the parameters Qxx, and eigenvalue ζ.
III. NUMERICAL IMPLEMENTATION
To efficiently apply the methodology to a large number of points, we discuss its numerical implementation in this section.
A. Covariance Matrix Q yy and Design Matrix A Under H 0
The observation vector in our InSAR time series consists of preprocessed deformation estimates, i.e., per point and per epoch (image acquisition), relative to a reference point and a reference epoch, respectively [40] . The pluriformity of scatterers in space and time makes it impossible to obtain an independent quality metric. Assuming temporal ergodicity and only preselecting values that behave "smooth" in time, we use a fixed variance and assume uncorrelated observations in the time series. Hence, the m × m covariance matrix Q yy is initialized by the multiplication of a specified variance factor σ 2 and an identity matrix I m . This way, the posterior covariance matrix can be estimated by variance component estimation [41] - [44] . When the stochastic structure of the observations is better known beforehand, the covariance matrix can be more precisely specified. The design matrix A under H 0 , as in (1), is a column of temporal baselines with respect to the master acquisition.
B. Preprocessing: RPN Estimation
In InSAR processing, the kinematic time series of all points are all relative to a common reference point, which implicitly has a postulated zero-displacement time series. However, in reality, the reference point is also a scatterer with instrumental and scattering noise [14] per epoch. Via the differencing operation, the reference point noise (RPN) will manifest itself in every point. In other words, per epoch, the kinematic time series for all points are contaminated by the noise from the reference point. This error can be mitigated. To estimate and eliminate the error of the reference point, we first reduce the deformation time series of every single point by subtracting a linear trend, which is an operation known as temporal deramping. Then, we compute the average value of all points per epoch that is considered to reflect the error of the reference point at that epoch. At the kth epoch, the error of the reference point e k (x rp ) is estimated byê 15) where N denotes the number of points, and e k i represents the residual for the ith point after temporal deramping at the kth epoch. This error is subsequently subtracted from the kinematic time series for all points, i.e.,
which yields an RPN-reduced time series y , which is to be used in the subsequent hypothesis testing approach. Informally, we refer to this RPN reduction method as the Shenzhen algorithm due to the location where this idea sprouted. 
C. Preprocessing: Detecting Unwrapping Errors
After time-series InSAR processing, there are still points that exhibit the remaining unwrapping errors either as an individual 2π outlier or as a "cycle slip," where two parts of the time series show a 2π offset. To detect the remaining unwrapping errors, the likelihood of the remaining 2π ambiguities in the kinematic time series is tested using the same MHT procedure [see (14) ] by fixing outlier D i (x) and offset Δ i (x) to be ±λ SAR /2, where λ SAR represents the SAR wavelength. When hypothesis testing yields |D i (x)| or |Δ i (x)| larger than |λ SAR /4|, the observation vector for that point will be corrected by ±λ SAR /2 to clean it from unwrapping errors before subsequent hypothesis testing for other model errors.
D. Efficient Test Statistic Computation
A testing procedure with hundreds of alternative hypotheses for millions of InSAR points would be numerically very inefficient. As stated in Section II-A, the computational burden is significantly reduced by expressing the test statistic for alternative hypothesis j as
where the L j matrix needs to be computed once for every hypothesis class, but it is equal for each point; thus, it can be retrieved in internal memory. The m × m matrixê 0ê T 0 is only computed once per point, i.e., in only evaluating the null hypothesis.
For instance, when only the thermal expansion is considered an additional component in the functional model [cf., M 2 in (14)], the corresponding L matrix is temperature related. Fig. 3(a) shows the temperature differences between the acquired dates of the TerraSAR-X master image (April 8, 2009 ) and the slaves using 127 satellite images. The corresponding 126 × 126 matrix L is shown in Fig. 3(b) . The seasonal variation of the temperature changes is clearly shown in Fig. 3(b) as the color changes from red to blue. This L matrix will be further used in the real case study over Rotterdam (see Section IV-B).
IV. APPLICATION ON SIMULATED DATA AND REAL DATA
A. Application on Simulated Data
To demonstrate the feasibility of kinematic model selection and parameter estimation using a probabilistic approach, we evaluate a synthetic example. We simulate 70 acquisitions by the Envisat satellite with a 5.62-cm wavelength between December 2003 and October 2010 for a single point relative to an arbitrary reference point. We use real temperature records for the actual Envisat acquisition times. The time series of this point is modeled as a superimposition of linear motion (v = −10 mm/year), thermal expansion η = +1.3 · 10 −3 m · K −1 , and an instantaneous Heaviside offset at or before the 26th acquisition with a level of Δ 26 = −18 mm. Gaussian-distributed random noise with a standard deviation of 5 mm is added. Hence, this fits with the sixth alternative hypothesis model H 6 , as in Table I [see Fig. 4(a) ]. Following the processing procedure in Section II-F, the OMT is first applied for null hypothesis H 0 under the level of significance α G = 23%, which follows via the B-method of testing from α 0 = 1/(2m) for the 1-D test (see Section II-E). The test statistic corresponding to each model is listed above the graphs in Fig. 4(a)-(h) . For H 0 , the value is much larger than the critical value K [see Fig. 4(a) ], causing its rejection. Then, the procedure starts to find the optimal model among the alternatives. After evaluating every test statistic ratio, which corresponds with Fig. 4(a)-(h) , the most optimal model with the greatest test statistic ratio is the alternative hypothesis H 6 . For model H 6 , we then estimate the corresponding parametersv,η, andΔ to be −10.5 mm/year, +1.4 · 10 −3 m · K −1 , and −17.1 mm at the 26th acquisition, respectively, which are close enough to the simulated values. After determining that selection model combination H 6 is the most optimal model, the posterior variance for H 6 is estimated to be 4.5 2 mm 2 .
B. Application on Real Data
To test the approach using real data, an experiment is performed over Rotterdam, the Netherlands, from April 2009 to June 2013. We use 127 TerraSAR-X stripmap images and apply the Delft implementation of PS Interferometry (DePSI) [10] to produce the kinematic time series of PSs using a default steadystate model to facilitate temporal unwrapping.
We regard these PS results as the input data for kinematic time-series modeling. We remove the RPN from the data using the Shenzhen algorithm (see Section III-B). We use the daily average temperature data for every acquired date [see Fig. 3(a) ]. The variance of unit weight σ 2 , as in (1), is conservatively predefined as 3 2 mm 2 , and cofactor matrix R yy is designed as an identity matrix. With a 31-mm wavelength, σ = 3 mm ≈ 1.2 rad. , which are printed above each graph, the most probable model is determined, i.e., alternative hypothesis H 6 that has the greatest test statistic ratio. The results from the kinematic time-series modeling show that 84% of the points sustain the steady-state null hypothesis H 0 , whereas the others reject H 0 and follow the alternative models. Fig. 5 illustrates the MHT results for eight typical PS points, and the parameter estimates for their optimal models are listed in Table II . The locations of the points are shown in Fig. 7 . These results show that: 1) each function from the library of canonical kinematic models seems physically realistic and can be used to produce an optimal kinematic model for these real data; 2) the optimal models and the quality of estimates are different per point; and 3) the optimal models for the eight PS points fit the kinematic time series (black dots) better than the linear deformation model (blue lines) in a probabilistic sense. All but one of the posterior variancesσ 2 of the eight points shown in Table II are smaller than the conservative a priori variances, which improves the reported quality of the estimates and the time series. In addition, the kinematic timeseries results allow us to detect anomalous offsets Δ for PS4, PS6, PS7, and PS8. Fig. 6 demonstrates that the MHT method is able to fix unnoticed unwrapping errors. It shows the MHT results for PS points 6, 9, and 10 (cf., Fig. 7) . H 5 , H 3 , and H 6 (black lines) are found to be the optimal models for them, respectively. For PS6, a Kronecker delta outlier is found at the 114th epoch, which is greater than the half-wavelength, i.e., 15.5 mm [see the arrow indicator in Fig. 6(a) ]. Thus, the algorithm identifies it as the Fig. 6 . Examples for residual unwrapping error detection and correction by the MHT approach. The black up arrow in the top plot indicates the observation on January 23, 2013, which is corrected for the unwrapping error from the black dot to the green dot. The lower plots indicate the detected offsets (cycle slips) in the observations. single unwrapping error on January 23, 2013 and corrects it (indicated by the green dot). For PS9 and PS10, the values of the estimated Heaviside offsets are larger than 15.5 mm as well. Therefore, they are identified as residual unwrapping errors, and they are corrected by adding the offsets back (shown in green).
To demonstrate the applicability of our approach on large volumes of data and analyze the spatial behavior of data, we apply kinematic time-series modeling on a 4.5 km × 13 km area near Rotterdam, the Netherlands, with 748 806 PS points. Fig. 7(a) and (b) shows the ground features of a subset (0.5 km × 2 km) of this crop area, which dominantly is a railway (Betuweroute, which is denoted by "B") and a motorway (A15) with some adjacent buildings. This subset shows 5857 detected PSs, of which 10 points are further elaborated in time (see Figs. 5 and 6), as indicated by the red crosses. Fig. 7(c) shows the LOS velocity map of all PS points selected by the default PSI processing. It indicates that the PS points reflected from the buildings [in yellow in Fig. 7(b) ] are stable, whereas the PS points reflected from the railway lines and the motorway are deforming but with different rates. Along the railway lines, the PS velocities are heterogeneous, e.g., the discrete discontinuities of the velocities are detected in the transition zones between free embankments and fixed substructures such as the bridge [cf., C in Fig. 7(b) ]. Fig. 7(c) shows the LOS velocity map of 84% of the PS points that sustain null hypothesis H 0 . That is, the motion of most PSs on buildings, bridges, and the railway is best described by the default steadystate model. Yet, Fig. 7(e) shows the thermal expansion parameter η of those PSs whose optimal model includes M 2 (η(x)) [cf., (14) ]. It suggests that the motions of the ground targets made of concrete or steel, such as buildings, railway lines, and lamp poles, are subject to the temperature variations in the form of expansion when the temperature rises and in the form of contraction when the temperature falls. Consequently, the thermal expansion parameter for these targets is negative (η < 0), as shown in orange/red in this figure. For instance, building A, bridge C, and the railway parts and segments made of concrete/ steel (e.g., PS2, PS7, and PS8) all have a negative thermal expansion parameter. The data also show the motion of targets with a positive thermal expansion parameter (in blue). These behave conversely, such as the motion of some segments of the railway tracks and a graveyard area denoted by D and PS5. These are most likely influenced by compaction due to seasonal changes in the groundwater table. Thus, according to the value (and sign) of the thermal expansion parameter, we can classify the PS points in terms of different materials and characteristics. Areas where a sign change occurs [cf., the rectangular black box in Fig. 7(e) ] may signal the susceptibility of locations and materials to fatigue. Fig. 7(f) shows the LOS velocity map derived from the postdetermined best models for the PS points shown in Fig. 7 (e). It shows that buildings and bridges (e.g., building A and bridge C) experience minimal motion apart from those that are temperature related, whereas the railway tracks show heterogeneous motion at different rail segments, which is probably due to different local situations such as consolidated/unconsolidated soils. Fig. 7(g) shows the estimated velocity differences between H 0 and the postdetermined best models for the PS points shown in Fig. 7(e) . It implies that if we harshly stick to null hypothesis H 0 for every single point, we may overestimate or underestimate the linear deformation, leading to an erroneous interpretation of the time series. For example, the deformation rate of PS7 under H 6 (including thermal variability) is v H 6 = −3.4 mm/year (the green line in Fig. 5 ), which is larger than the rate under H 0 , i.e., v H 0 = −2.4 mm/year (see also Table II ). The fact that the likelihood of H 6 is greater than that of H 0 now improves the reliability of the estimates. In terms of computational efficiency, since our method does not require the explicit estimation and adjustment of all the parameters for each evaluated model, the computational load is reduced with a factor of 5. The computation time for the test is 31 ms per point, testing about 508 alternative hypotheses on an average desktop computer.
V. DISCUSSION AND CONCLUSIONS
A probabilistic approach using MHT and the B-method of testing is proposed for kinematic time-series modeling and parameter estimation. It is generally applicable to select the optimal models for single points in InSAR kinematic time series and to detect and correct phase unwrapping errors in a probabilistic sense. This way, apart from precision, the geodetic concept of reliability is now also added to InSAR estimates, which is defined as the ability to detect observational errors or model imperfections from the data. These model imperfections can relate to both the functional and stochastic models, with the latter giving an improved quality description of the results. Although there may be several competing models with a high likelihood of being true, the methodology will allow users to critically evaluate results, avoid overinterpretation, and thereby consolidate InSAR as a geodetic technique.
