A new necessary and sufficient condition for the row W-property is given. By using this new condition and a special row rearrangement, we provide two global error bounds for the extended vertical linear complementarity problem under the row W-property, which extend the error bounds given in [2, 10] for the P-matrix linear complementarity problem, respectively. We show that one of the new error bounds is sharper than the other, and it can be computed easily for some special class of the row W-property block matrix. Numerical examples are given to illustrate the error bounds.
Introduction
For a given matrix M ∈ R n×n and a given vector q ∈ R n , the standard linear complementarity problem [5] , LCP(M, q) for short, is to find a vector x ∈ R n such that
The LCP is equivalent to the following system of nonlinear equations min(x, M x + q) = 0, where the min operator denotes the componentwise minimum.
Consider a block matrix M and a block vector q, where M = (M 0 , M 1 , . . . , M k ), q = (q 0 , q 1 , . . . , q k ), (1.1)
M j ∈ R n×n and q j ∈ R n for j = 0, 1, . . . , k. The extended vertical linear complementarity problem, EVLCP(M, q) for short, is to find a vector x ∈ R n such that r(x) := min(M 0 x + q 0 , M 1 x + q 1 , · · · , M k x + q k ) = 0.
(1.2)
If k = 1, M 0 = I and q 0 = 0, the EVLCP(M, q) reduces to the LCP(M 1 , q 1 ). Furthermore, if M 0 = I and q 0 = 0, problem (1.2) is called the vertical LCP, which was introduced by Cottle and Dantzig [3] . The EVLCP has many applications in control theory [14] , generalized bimatrix games [8] , nonlinear networks [4] , etc. The existence of solutions and algorithms for the EVLCP have been studied in many literatures e.g., see [5, 7, 11, 12, 15] .
Gowda and Sznajder [7] showed that the EVLCP(M, q) has a unique solution for any q if and only if M has the row W-property, which indicates that the row W-property is an extension of the P-matrix.
Error bounds for the LCP have been studied extensively [2, 5, 9, 10] , which play important role in convergence analysis, sensitive analysis, and verification of computed solutions. For M being a P-matrix, a well-known global error bound for the LCP(M, q)
is given by Mathias and Pang in [10] x − x * ∞ ≤ 1 + M ∞ α(M ) r(x) ∞ for any x ∈ R n , ( An n × n matrix M is called an M-matrix, if M −1 ≥ 0 and M ij ≤ 0 (i = j) for i, j = 1, 2, . . . , n. M is called an H-matrix, if its comparison matrixM is an M-matrix,
An H-matrix with positive diagonals is a P-matrix [5] .
In this paper, we extend the error bounds (1.3) and (1.5) for the P-matrix LCP and (1.6) for the H-matrix with positive diagonals to the EVLCP. In Section 2, we provide a new necessary and sufficient condition for the row W-property. In Section 3, using the new condition, we extend the error bound (1.5) for the P-matrix LCP to the EVLCP under the row W-property for k = 1. Moreover, we give computable error bounds for two classes of row W-property block matrices, which include (1.6) as a special case. In [16] , Xiu and Zhang extended the Mathias-Pang error bound (1.3) to the EVLCP with k = 1. We show that the error bound given in this paper is sharper than the Xiu-Zhang error bound. In Section 4, using a special row rearrangement, we extend the results of error bounds of the EVLCP in Section 3 and the Xiu-Zhang error bound for k = 1 to any natural number k ≥ 1. In Section 5, we illustrate the error bounds by four numerical examples.
Throughout this paper, A i. denotes the i-th row of a matrix A and a i denotes the ith component of a vector a. The absolute matrix of A is denoted by |A|. The spectral radius of matrix A is denoted by ρ(A). The min operator and max operator work componentwise, for both vectors and matrices. Let N = {1, 2, . . . , n} and e = (1, 1,
we use x * to denote the unique solution of the EVLCP(M, q).
Row W-Property
The row W-property was introduced in [15] . Here we use one of its equivalent forms as the definition.
Definition 2.1 [7] We say M has the row W-property if
Lemma 2.1 [15] M has the row W-property if and only if for arbitrary nonnegative diagonal matrices X 0 , X 1 , . . . , X k ∈ R n×n with diag(
To study error bounds for the EVLCP(M, q), we derive a necessary and sufficient condition for the row W-property.
Proof: If M has the row W-property,
is nonsingular, we have det( 
, where M ′ j ∈ R n×n and q ′ j ∈ R n for j = 0, 1, . . . , k, we say that the pair (M ′ , q ′ ) is a row rearrangement of (M, q), if for
where j i ∈ {0, 1, . . . , k}. In this circumstance, we also say that M ′ is a row rearrangement of M and q ′ is a row rearrangement of q, respectively. We use R(M) to denote the set of all row rearrangements of M. Proof: We first show that the implication (2.1) is equivalent to that for any two blocks
for a vector x ∈ R n . It is easy to see that
Hence we have x = 0 according to (2.1).
for a vector x ∈ R n . Let us make the row rearrangement
Thus we have
which implies x = 0 by employing (2.2).
The equivalence between the implications (2.1) and (2.2) implies that M has the row W-property if and only if for any two blocks
has the row W-property. Thus we have this proposition by Lemma 2.2.
We can relate the row W-property to a regular interval matrix. For two matrices A,
and A c , the square interval matrix [13] is defined by
Proposition 2.2 If the square interval matrix A I is regular, then a block matrix M composed of any matrices M j ∈ A I for j = 0, 1, . . . , k, has the row W-property.
Proof: Suppose that a vectorx ∈ R n satisfies
It is known (Theorem 1.2 [13] ) that if A I is regular, then
2 is a P-matrix for each
−1 is a P-matrix, which impliesŷ = 0 by Theorem 3.3.4 [5] .
We getx = 0, and thus M has the row W-property.
3 Global error bounds for k = 1
In this section, we first extend the error bound (1.5) to the EVLCP under the row W-property for the special case k = 1. For every y, z, y * , z * ∈ R n , it is known [2] that
where
otherwise.
By putting y = M 0 x + q 0 , y * = M 0 x * + q 0 , and
we get
where D is a diagonal matrix whose diagonal elements are
By using (3.2) and Lemma 2.2, we obtain the global error bound for the EVLCP under the row W-property when k = 1.
In what follows, we provide two sufficient conditions for M having the row W-property and give some simple upper bounds for
Recall that M l = Λ l − B l , where Λ l is the diagonal part of M l for l = 0, 1. 
has the row W-property and
. . , n, and
For the ith diagonal element of the diagonal matrix V −1 , we consider the function
Hence we obtain
We first prove (3.4) for M 0 and M 1 whose off-diagonal elements are non-positive.
Thus B 0 ≥ 0, B 1 ≥ 0 and U ≥ 0, and their diagonals are zero.
Now we consider V −1 U . For the element (V −1 U ) ij , let us consider the function
Hence, we obtain
By the assumption of this theorem, the spectral radius satisfies
Thus, by using Lemma 2.1 , Chap. 6 in [1], we find 0
This, together with (3.5) and (3.6), gives
Therefore, (3.4) holds when (M 0 ) ij ≤ 0 and (M 1 ) ij ≤ 0 for i = j. Now we show (3.4) under the assumptions of this theorem. Note that
where the last inequality comes from (3.7). We replace U by (I − D)|B 0 | + D|B 1 |.
Since for any n × n matrix C, ρ(C) ≤ ρ(|C|), and for any nonnegative n × n matrices
Thus I − V −1 U is nonsingular, and
That is,
This together with (3.6) gives
This implies
Therefore by (3.5) and (3.9), we obtain that
By using Lemma 2.2, we know that M = (M 0 , M 1 ) has the row W-property.
Remark Proof: SinceM is an M-matrix, we have
Hence this corollary follows from Theorem 3.2.
Theorem 3.3 Suppose that M 0 , M 1 are strictly row diagonally dominant matrices, and
is a strictly row diagonally dominant matrix, which is a P-matrix [5] . By Lemma 2.2, M has the row W-property. Moreover, it is easy to verify that for any strictly row diagonally dominant matrix A,
whereÃ is the comparison matrix of A.
Using the assumption of the theorem, we have for any i ∈ N , the comparison matrix
.
This completes the proof.
Note that Theorem 3.3 includes the case that the diagonal elements (M 0 ) ii and (M 1 ) ii are both negative for some i ∈ N . Moreover, for the case that both M 0 and M 1 have positive diagonals, the two classes of the row W-property block matrices discussed in It is easy to find that M satisfies the condition in Theorem 3.3, and hence
However, M fails to satisfy the condition in Theorem 3.2, since
Xiu and Zhang [16] extended the Mathias-Pang error bound (1.3) to the EVLCP(M, q)
under the row W-property for the special case of k = 1:
At the end of this section, we show that the error bound (3.3) given in this paper is sharper than (3.13).
has the row W-property, then for any x ∈ R n , the following inequalities hold.
Furthermore, by the definition of α{M 0 , M 1 }, we have 
Therefore,
The second inequality in (3.15) is trivial.
According to Theorem 3.2 and Theorem 3.3, we can easily compute an upper bound of the error bound (3.3) for two classes of the row W-property block matrix. However, it is not easy to estimate an upper bound for the error bound (3.13). Hence, the new error bound (3.3) is not only sharp but also easy to compute in some special cases.
Global error bounds for k ≥ 1
In this section, we construct a special row rearrangement of (M, q) and extend the error bounds (3.3) and (3.13) to the EVLCP for any natural number k ≥ 1.
Theorem 4.1 Suppose that the block matrix
where M ′ j , M ′ l ∈ R n×n are any two blocks in M ′ ∈ R(M).
Proof: For an arbitrary vector x 0 ∈ R n , we construct a row rearrangement (M ′ , q ′ ) of (M, q), where
Such M ′ and q ′ can be defined as follows. First we use x * to determine the row rear-
that is,
has the row W-property from the proof of Proposition 2.1, x * is the unique solution of
Form (4.2), (4.3), and by using the error bound (3.3) for k = 1, we get that
Since x 0 is arbitrarily chosen, we get the error bound (4.1).
Remark
By employing (4.4) to (4.2), and noticing (4.3), we have that for any x ∈ R n ,
By using the same row rearrangement, and the Xiu-Zhang error bound (3.13), we can extend the Mathias-Pang error bound (1.3) for the P-matrix LCP to the EVLCP under the row W-property as follows. 
Theorem 4.2 Suppose that the block matrix
then M has the row W-property and
Proof: For any M ′ ∈ R(M) and any two blocks
where Λ ′ j and Λ ′ l are the diagonals of M ′ j and M ′ l , respectively. Then it is clear that
Hence,
Moreover, by noticing that 0
, we obtain from Theorem 3.1 that
Therefore (4.6) holds. Furthermore, from Proposition 2.1, we find that M has the row W-property.
Theorem 4.4 Suppose that each M j ∈ R n×n in M is strictly row diagonally dominant for j = 0, 1, . . . , k, and for each i ∈ N ,
We omit the proof since it is analogous to that of Theorem 3.3. property block matrix. Gowda and Sznajder [7] showed that M has the row W-property, if each M j is strictly diagonally dominant, with positive diagonal and nonpositive offdiagonal elements. The conditions in Theorem 4.4 are weaker than what they used.
Numerical examples
In this section, we provide four examples to illustrate the error bounds given in this paper.
It is easy to show that ρ(max(Λ
Hence M satisfies the conditions in Theorem 3.2, which implies that M has the row W-property. By direct computation,
and
On the other hand, letx = (1, 1/8) T , we find
It is easy to check ρ(max(Λ
By choosingx = (−1, 1/t) T , we have
Hence the error bound provided in this paper is much sharper than the Xiu-Zhang error bound [16] , when t → ∞.
We can also show that the new error bound is tight. For instance, let t = 1 and Moreover, since each M j is a strictly row diagonally dominant matrix, we can also apply Since A c − ∆ is strictly row diagonally dominant, we have τ ≤ µ. 
