An attempt is made to study learning in neural networks with local minima. For small learning parameters g, the transition time from one mimimum to another is asymptotica11y given by exp(g/q), with g, a constant independent of g, called the reference learning parameter. A general scheme to calculate the reference learning parameter is presented. This scheme is valid for a large class of learning rules.
In the past decade many learning rules for neural networks have been invented or reinvented. These learning rules, in combination with a suitable architecture, make neural networks very useful for industrial applications. Nevertheless, in many cases a good theoretical understanding of why these networks are successful or how their performance can be improved is absent. Theoretical attempts in this direction can be roughly divided in two main streams: studies on network architecture (e.g. , the number of hidden units in a multilayered perceptron) and studies on the dynamics of learning processes (e.g. , the learning parameter as a function of time). This paper fits in the second category.
Basically, learning is the way a network builds an internal representation of its environment. This environment consists of a set of training patterns. The functionality of the network depends on the learning rule and architecture. Examples are multilayered perceptrons with backpropagation [1] for classification, principal component analyzing networks [2] for feature extraction, Kohonentype networks [3] for the creation of topological maps, Hebbian learning [4] for associative memory, and so on. The learning parameter plays a similar role in all these learning rules. It sets the typical magnitude of the changes in the network stage at each presentation of a training pattern. The effect of the learning parameter on the network performance has been studied in some specific cases [5, 6] , but also from a more general point of view [7,g] . This general formalism can be extended to study learning processes in a changing environment. The results obtained in this study can be used to derive an algorithm for on-line learning-parameter adjustment [9] .
However, as we will explain below, all these efforts fail to
give us an insight on the global network performance.
In some important cases, of which backpropagation is the mast appealing example, the learning rule is derived from an error criterion. The learning rule is chosen such that, on the average, it performs gradient descent on this error potential. This error potential can have many minima. A priori, there is na guarantee that the learning process will lead the network to the global minimum. Even worse, the learning rule has the tendency to drive the network into the nearest local minimum. Only because of the stochasticity, introduced by the random selection of the training patterns, there is a possibility to escape from these local minima. What is the effect of the learning parameter in this case? Common sense tells us that a larger learning parameter leads to larger fluctuations and thus to a larger escape probability. In this paper, we will try to refine and quantify these statements. Learning processes can be described by a master equation. In solving this master equation, one could try to borrow from the general theory on stochastic processes.
To a certain extent, we will follow this strategy. But, even in this field, no general (expansion) method exists to solve the master equation in unstable systems [10] . For small learning parameters, a straightforward FokkerPlanck approach seems natural [5] . However Up to an additive constant, the error potential is then unambiguously defined by are Hebbian learning [4, 11] for attractor neural networks and some types of Kohonen-learning [3, 5] for topological maps.
C. State of the art -T(w~w ')P(w ', t )] .
P(w, t) denotes the probability density function of the weight vector w at time t. The transition probability T(w'~w) obeys
. (4) This can be read as the probability measure of the set of training patterns x such that the learning rule (1) In this section we will introduce two hypotheses which form the starting points for our theoretical derivation.
We will visualize them by means of a simple example of a one-dimensional "neural network" with a local and a global minimum.
A. An example The network has one weight w, which is adapted according to the Grossberg learning rule [15] b, w =rt(x -w ), where g is the learning parameter and x is the input of the network, drawn at random from the environment according to a conditional probability density function p( w, x ). In the usual case, where p( w, x ) = p(x), the error potential of Grossberg learning is always quadratic with just one minimum at w'= Jdx p(x }x. In our example the probability to draw an input x does depend on the current network state. The network senses the real environment, denoted by po(x), through a Gaussian filter of width o,
That is, the probability to draw an input x within a distance 0. of the current network state w is enlarged, whereas an input example further away is less probable. It is straightforward to show that the error potential, defined in Eq. In the example of Fig. 1 We will always work with two minima, a local minimum at the left and a global minimum at the right, so with 0 (e (e'(p).
B. First hypothesis
In our study of the global behavior of the learning process, we will have to make a few assumptions. In order to make their introduction plausible, we will first look at a simulation of the learning process, presented in Fig. 2 .
The learning process is fully determined by the master equation (3), which gives the evolution of the probability density P(w, t). A histogram of the weights of many (10000) independently operating networks yields an estimate of this probability density. Regions in the neighborhood of local minima are called attraction regions. In these regions f'(w) (0. The region between two attraction regions is called a transition region. We expand the probability P(w, t ) by writing P(w, t)=P «, (w, t)+P«, ", (w, t)+P"h,(w, t) .
Here P,eft(w, t ) and P"sh, (w, t ) refer to the left and right mesostates; these probabilities are zero outside the left and right attraction regions, respectively. P«e", (w, t) is the probability distribution in the transition region. The typical time involved in the interaction between the two mesostates, i.e. , the relaxation time to the stationary situation, 'is much larger than the time needed to converge to the metastable situation, denoted by~" , . In our study of the long-time behavior, it is therefore quite plausible to make the assumption that the mesostates have attained a unique stationary shape, but that the relevant weights have not reached their stationary value [16] . In other words,
"sl, ( wt ) =n"sh(t) P"; sh( w) . (6) The time-independent distributions pl, «(w) and p";sh, (w) are normalized, such that the factors nl fl(t) and n"sh, (t) can be viewed as occupation numbers. Equation (6) Fig. 1 . Since for the moment we will focus on the transition from the local to the global minimum, we start our simulations with all networks in the left attraction region.
During the learning process, we keep track of the occupation number n&,«(t), i.e. , the fraction of the 10000 networks that is still in the left attraction region at time t. With parameters as in Fig. 2 , we obtain Fig. 3(a) We will try to find mathematical expressions for these transition times. Denoting the boundary between the attraction region and the transition region by w, I, we can derive, using the master equation (3), Nt) dt "" dt n -(t)= -dw'P(w', t) = f
dw T(w'~w)P(w, t)+ f dw'f "dw T(w'~w)P(w, t) .
1 exp +d (10) are frequently encountered in the study of unstable sto-
The first term in Eq. (9) corresponds to probability mass leaving the attraction region, the second term to mass entering this region. Fig. 3(c) and Fig.  3(d [16] T(w'iw)=T(w;w' -w)=A '0;5W (13) to more dimensions is straightforward [7] . The stable fixed points of these macroscopic equations are given by (w) =w'+O(q), X =r)E+O(g ), where the normalized covariance matrix K is the solution of the matrix equation is positive definite [17] . This is the general definition of the attraction region. 
IV. TRANSITION TIMES
In this section we will calculate the (most dominant term of the} transition time from one minimum to another. We will start with the calculation for a one-dimensional "neural network. " Later we will extend this calculation to higherdimensional systems. A two-dimensional network will be treated in more detail. (16) In the term between braces, denoted as X, we integrate over w' and write the integration over w in the form of a theta function [8(x) This sufhcient but not necessary condition is fulfilled if the probability to make very large steps decays faster than exponentially, so, for example, if this probability is a Gaussian as in the example of Sec. II, or if the stochastic force has an upper limit, as in practical situations. Therefore, we will not consider cases in which this condition is violated.
Thus, the final stationary probability to find the network in the neighborhood of the local or the global minimum does not directly depend on the value of the error potential at either minimum. Instead, it depends on the curvature, the squared distance to the inQection point, and the fluctuations in the learning rule. The product of the curvature and the squared distance can be viewed as a rough measure of the difference in the error potential between the minimum and the inQection point. In general, there is no direct relation between the error potential and the diffusion. So, it might even be possible to construct an example in which the stationary occupation number at a local minimum is larger than at the global minimum.
We compare Eq. (17) 
g~0 '7 In the term between braces, we have to integrate over all w and x such that wFX and w+gf(w, x)E'T . Fig. 4(a) . The attraction and transition regions are shown in Fig. 4(b) . Let us consider the transition from attraction region 2 at the lower right corner to attraction region 1 
