Abstract-A new method for evaluating edge detection algorithms is presented and applied to measure the relative performance of algorithms by Canny, Nalwa-Binford, Iverson-Zucker, Bergholm, and Rothwell. The basic measure of performance is a visual rating score which indicates the perceived quality of the edges for identifying an object. The process of evaluating edge detection algorithms with this performance measure requires the collection of a set of gray-scale images, optimizing the input parameters for each algorithm, conducting visual evaluation experiments and applying statistical analysis methods. The novel aspect of this work is the use of a visual task and real images of complex scenes in evaluating edge detectors. The method is appealing because, by definition, the results agree with visual evaluations of the edge images.
INTRODUCTION
HE continued development of edge detectors is producing increasingly complex edge detection algorithms. While the field has come a long way since the algorithms of Roberts [1] and Sobel [2] , there is a belief that the "increased sophistication (of newer algorithms) is not producing a commensurate improvement in performance" [3] . This conjecture, however, is hard to confirm or disprove since most of the published methods for evaluating edge detectors have not been widely accepted by researchers in the edge detection community. This is evident from their limited application in publications. Table 1 lists 21 algorithms published in three major journals within just the last three years. None of these give any objective performance comparison. This paper presents a new edge detector evaluation method that was motivated by three ideas. The first idea is that a comparison of edge detectors should be done using real images. This was noted by Zhou et al. [4] : "Any conclusions based on these comparisons of synthetic images have limited value. The reason is that there is no simple extrapolation of conclusions based on synthetic images to real images!" The second idea is that an evaluation method should produce results that correlate with the perceived quality of edge images. This was noted by Cinque et al. [5] : "Although it would be nice to have a quantitative evaluation of performance given by an analytical expression, or more visually by means of a table or graph, we must remember that the final evaluator is man and that his subjective criteria depend on his practical requirements." The third idea is that edge detectors should be evaluated within a vision system performing a task. This was expressed by Cinque et al. [5] , "We strongly appreciate the attempt to characterize the quality of an image processing system independently from the task it is performing, and, as mentioned above, we realize that many difficulties in achieving such a goal may be encountered. We believe that we still have a long way to go and therefore must now principally rely on human judgment for obtaining a practical evaluation; for some specific applications we feel that this is doomed to be the only possibility."
Assessing the performance of edge detection algorithms is difficult because the performance depends on several factors. At a minimum, these are: 1) the algorithm itself, 2) the type of images used to measure the performance of the algorithm, 3) the edge detector parameters used in the evaluation, and 4) the method for evaluating the edge detectors.
The approach taken to evaluate edge detectors in this work was to measure their performance using a general purpose evaluation function, to use real images in the evaluation and to select the parameters for each algorithm in a meaningful way that was not biased towards any algorithm. The human visual system was selected for the evaluation function because at the present time it is the most general purpose vision system.
The method presented in this paper is a refinement of a method previously introduced in [6] . In that work, the relative performance of the Sobel (with added hysteresis), Nalwa-Binford [8] , Canny [9] , and Sarkar-Boyer [10] edge detectors were measured using eight images. This paper expands on that initial study: 1) to compare a broad sampling of recently proposed and classic edge detection algorithms, 2) to use a larger sample of images, 3) to improve the method of selecting input parameters, and 4) to examine how the relative performance of the algorithms might differ between manmade or natural and textured or nontextured images.
The paper is organized as follows. Related work is reviewed in Section 2. The images used for the evaluation are presented in Section 3. The edge detectors that were compared are described in Section 4. The methods used in selecting parameters for the algorithms and the resulting parameter selections are described in Section 5. A description of the evaluation experiment and analysis of the results are in Section 6. A discussion of the methods and results is presented in Section 7.
RELATED WORK
A variety of methods have been proposed for assessing the performance of edge detectors. These methods can be categorized as shown in Fig. 1 . At the highest level, they can be categorized according to whether they employ a theoretical analysis or an experimental analysis of the edge pixels produced by an algorithm. Edge image analysis methods can be further categorized by whether or not they require "ground truth" locations of the "true" edges. 
Theoretical Evaluation
A theoretical evaluation is done by applying a mathematical analysis without the algorithm(s) ever being applied to an image. Instead, the input to the algorithm is mathematically characterized and the performance is determined analytically or by simulation. Abdou and Pratt [32] and Ramesh and Haralick [33] developed evaluation measures of this type. The major limitations of these methods are the simplistic mathematical models used to characterize input signals and noise, and the difficulty in applying such methods to many of the more modern edge detectors because of the complexity of their algorithms.
Evaluation Using Ground Truth
The basic idea of these approaches is to measure the difference between the detected edges and the ground truth. Fram and Deutsch [34] did this by measuring the ratio of the number of correctly detected edge pixels divided by the number of detected edge pixels and the fraction of a line "covered" by edge pixels. Abdou and Pratt [32] formulated a figure of merit that incorporated the displacement of detected edges from their true location. Bryant and Bouldin [35] measured the correlation between the detected edges and the ground truth using a method termed absolute grading. Strickland and Chang [36] described a metric for calculating an edge quality score as linear combination of individual measures of edge continuity, smoothness, thinness, localization, detection and noisiness. Jiang et al. presented a method [37] for evaluating edge detectors using sixteen performance measures related to correct edges, spurious edges and missing edges in range image data using hand specified ground truth. Finally, Kanungo et al. [38] presented a method for evaluating edge detectors within a system that did edge detection followed by line detection.
The limitations of these methods are that they depend on ground truth so they either rely on synthetic images or on simple real images for which it is relatively easy to specify the ground truth. Neither type of image captures the complexity of real scenes so none of these methods measure the performance of edge detectors under realistic conditions.
Evaluation Without Ground Truth
Kitchen and Rosenfeld [39] evaluated edge detectors using edge coherence, which measures the continuation and thinness of the detected edges. Bryant and Bouldin [35] used synthesized ground truth, obtained from a consensus decision from a suite of edge detection algorithms, to evaluate edge detectors. Zhu [40] developed a different way to compute and express the method of local edge coherence developed by Kitchen and Rosenfeld [39] . Palmer et al. [41] developed a method for evaluating a system that performs edge detection followed by line detection. A performance measure was developed that computes a nonlinear combination of the support for detected lines. Cho et al. [42] applied bootstrapping to measure the performance of an edge detection algorithm.
All these methods evaluate either the form of the edges, the likelihood of a detected edge being a true edge given the local edge pixel intensities, or the similarity of the detected edges with a synthetic "ground truth." The principal limitation of these methods is that they cannot measure the displacement of the edges from their true locations. Therefore, they do not suitably capture a necessary component of the quality of the edges for doing any task. For this reason, modern edge detectors that blur the image before detecting the edges can score very highly with these measures by producing very distorted edges with good form, but that are not usable for any task.
The Proposed Method
The emphasis in [6] and in this work, is that real images of common scenes should be used in the evaluation of edge detection algorithms. Most methods for evaluating an edge detector rely on the specification of ground truth. This is very difficult for real images of common scenes. While it is possible for people to label some of the edges in an image, the difficulty in labeling all of the edges is clear to anyone who has tried to do it. For example, how does one label the edges on a tree or the edges on a desk with wood grain?
Admittedly, the methods proposed in [39] , [35] , [40] , [41] , and [42] can operate on real images and do not required ground truth. Unfortunately, each of these methods leave something to be desired. The methods in [39] and [40] do not consider the displacement of detected edges from their true locations. The method in [35] can punish an edge detector for detecting correct edges if they were missed by the majority of the edge detectors used to establish the ground truth. The method in [41] can only be applied to straight line edges. Finally, the measured performance by the method in [42] depends on the choice of the algorithm for establishing the support for perturbing the input.
Our proposed evaluation method relies on the subjective evaluation of edge images by people. This removes the need for explicitly specifying the ground truth. Hence it allows the use of complex real images in the evaluation that would not be usable by other methods because the ground truth would be too difficult to specify.
IMAGE SELECTION AND CATEGORIZATION
A set of images was collected that contained objects that people could readily recognize and name. To ensure wide variety, objects were categorized as manmade or natural and as textured or nontextured, and images of each type were collected. Images were obtained by photographing common objects in their natural settings. All photographs were taken with a 35-mm camera on color negative film using a 50-mm lens. The images were then scanned onto PhotoCD by a commercial lab and were then extracted from the CD in the 768 512, 24 bit/pixel format. Each image was then converted to gray scale by combining the color planes in a ratio of 0.299 RED + 0.587 GREEN + 0.114 BLUE. The gray scale images were then cropped to obtain images nearly 512 512 in size, in which the object of interest was clearly in the center of the image. Finally, the images were scaled to adjust the brightness and contrast to look good on a computer monitor.
The images were screened to be sure that people could recognize the central object in each photograph. This was done because the object recognition task to be performed with the edge images would not be meaningful if people could not recognize the object in a photograph.
Each image was then labeled as manmade or natural and as textured or nontextured, according to the properties of the central object. While no claim is made that the images in each category are representative of the corresponding class of images, the categorization was done to allow a check to be done on the consistency of the results across meaningful subsets of the images.
All together, 28 images were selected for use in the evaluation of the edge detectors. Twenty of these images were categorized as manmade versus natural and as textured versus nontextured with five images in each category. Eight of the 28 images were used in [6] and were carried forward to these experiments. Fig. 2 shows the 28 images.
EDGE DETECTION ALGORITHMS
Three criteria for selecting edge detectors were: 1) to include a diverse mix of algorithms including representatives of the state of the art in edge detection, 2) to evaluate only edge detection algorithms that had been presented to the vision community through a refereed publication, and 3) to evaluate only algorithms for which code was readily available.
Based on these criteria, algorithms by Canny [9] , Nalwa [8] , Iverson [11] , Bergholm [43] , and Rothwell [44] were selected. The choice to include only five algorithms was made to keep the experimental comparisons within a reasonable size. Whenever possible, an implementation of an algorithm was obtained from the authors who developed it. Ideally, our objective was not to modify the code we received. Unfortunately, this was necessary in several cases. Some reasons for doing this were that several algorithms did not output edges in a binary image format and we decided to add non-maximal suppression or hysteresis thresholding. Every program, except the Bergholm edge focusing program, was modified to a small degree. Strictly speaking, the results of the performance evaluation should be attributed to the implementation of the algorithm that was used. We take full responsibility for all of the changes we made to the algorithms.
Canny Algorithm
The Canny edge detection algorithm is considered a "standard method" used by many researchers. Canny edge detection uses linear filtering with a Gaussian kernel to smooth noise and then computes the edge strength and direction for each pixel in the smoothed image. This is done by differentiating the image in two orthogonal directions and computing the gradient magnitude as the root sum of squares of the derivatives. The gradient direction is computed using the arctangent of the ratio of the derivatives. Candidate edge pixels are identified as the pixels that survive a thinning process called nonmaximal suppression. In this process, the edge strength of each candidate edge pixel is set to zero if its edge strength is not larger than the edge strength of the two adjacent pixels in the gradient direction. Thresholding is then done on the thinned edge magnitude image using hysteresis. In hysteresis, two edge strength thresholds are used. All candidate edge pixels below the lower threshold are labeled as nonedges and all pixels above the low threshold that can be connected to any pixel above the high threshold through a chain of edge pixels are labeled as edge pixels. The implementation of the Canny edge detector used was originally written at the University of Michigan. Parts of the code were rewritten to have better structure and to allow the processing of nonsquare images.
The Canny edge detector allows the user to specify three parameters. The first is sigma, the standard deviation of the Gaussian filter specified in pixels. The second parameter, low, and the third parameter, high, are, respectively, the low and high hysteresis thresholds. The high threshold is a fraction of the graient magnitude and the low threshold is a fraction of the calculated high threshold value.
Nalwa Algorithm
The Nalwa edge detection algorithm represents the method of edge detection by surface fitting. It differs from the linear filtering approach used in the Canny edge detector because the derivative of the image is not computed. Instead, hyperbolic tangent and quadratic functions are fit to the image intensities in a 5 5 pixel window that is scanned across the image. If the hyperbolic tangent fit has a lower error than the quadratic fit, then a candidate edge is marked. The contrasts of the candidate edge pixels are then thresholded to reduce the number of spurious edges.
The implementation of the algorithm was obtained from Vic Nalwa. The output format was originally a text file that indicated the subpixel location of each edgel (edge element) as well as the edge contrast and orientation. To use our evaluation methodology, it was necessary to modify the algorithm to produce an edge image by plotting the edge points on a grid with the dimensions of the image. The edge images produced by the modified algorithm were in some cases more than one pixel thick. To take care of this, the nonmaximal suppression algorithm from the Canny edge detector was added to thin the edges. Twice the edge contrast was used in place of the gradient magnitude in this process to reduce the noise from quantization. Hysteresis thresholding was added following the suggestion of Vic Nalwa.
The original Nalwa edge detector allows the user to specify one parameter, but the modified program required the user to specify three parameters. The range used for the blur parameter was 0.6 to 1.5 (determined from a recommendation from Vic Nalwa). The values of the hysteresis thresholds, low and high, were obtained through experimentation.
Iverson Algorithm
The Iverson logical/linear edge detector was included in the evaluation because it presented a method to improve the performance of a linear edge detection algorithm by including logical checks for the existence of an edge. The motivation for doing this was to reduce the number of false positive edges detected with linear edge detectors without losing sensitivity in detecting true edges.
The edge detector implementation (version 1.0.3) was down loaded from an FTP site (ftp://ftp.cim.mcgill. ca/pub/people/leei/loglin.tar.gz). The program itself was not modified at all, but post processing was applied to the output. This was done because the algorithm outputs a postscript file of edge segments plotted on a grid with a resolution higher than the original image. Since we required all of the algorithms to represent the edges as a binary image with the dimensions of the original image, each edgel was plotted as a pixel in this image. Since the algorithm initially allowed for detecting multiple edgels at the same position with different orientations, the edge direction was taken to be the direction with the largest associated edge strength. Nonmaximal suppression was added to ensure that thin edges were produced. Hysteresis was added to allow greater flexibility for tuning the algorithm to each image. This edge detector is capable of separately detecting step edges and both positive and negative contrast lines. We search for only step edges in this evaluation.
The modified Iverson-Zucker algorithm allowed the user to specify three parameters. Default values were specified for the degree and the threshold. The direction parameter controls the number of directions considered to detect edges. This parameter was set at four values between four and ten. The low and high hysteresis values were obtained through experimentation. To consider the case of no hysteresis thresholding, we included the choices of zero low and high thresholds in the parameter set.
Bergholm Algorithm
The Bergholm edge focusing algorithm was selected because it represented an approach that used a scale space representation to try to find edges that are "significant." Edges are first detected at a coarse resolution. This is done by blurring the image with a Gaussian filter, and finding the pixels that have gradient that is both a local maximum and that is greater than a threshold value. The algorithm then "focuses" these edges by tracking them through scale space to finer resolutions (images that were smoothed with small Gaussian filters). Edges at coarse scales were used to guide the search for edge pixels at successive fine scales.
The implementation of the Bergholm detector was obtained as part of the Candela image processing package obtained by anonymous FTP (from ftp.bion.kth.se/ cvap/2.1). The program was not changed at all. The edge images were remapped to display the edges in black on a white background.
The algorithm required three parameters to be set; the starting sigma, the ending sigma and an edge threshold. The range of values for the starting sigma and the ending sigma were 5 to 0.5. This is consistent with the parameter values in the journal paper that presented the algorithm [43] . The range of values for the threshold was 5 to 20 and was determined through experimentation.
Rothwell Algorithm
The last algorithm included in the experiment was unique in that it employed dynamic thresholding that varied the edge strength threshold across the image. Overall, the algorithm was very similar to the Canny algorithm because Gaussian smoothing was followed by differentiation. The difference between the two algorithms was that the Rothwell algorithm does edge thinning as a post edge detection process and that dynamic thresholding is used instead of hysteresis. The reason for not using nonmaximal suppression to do the thinning was a claim that it fails at the junctions in images because of the smoothing process. The reason for not using hysteresis was a belief that the strength of an edge has no particular relevance to its value for higherlevel vision processing (such as object recognition). The implementation of this algorithm was performed by combining pieces of the Canny edge detector code and pieces of C++ code obtained from the authors of the paper [44] .
This algorithm required that the user input three parameters. These are the smoothing amount sigma, the edge threshold and a parameter alpha that adapts the edge threshold to increase the detection of pixels that are near other edges. The range of values for sigma was 0.5 to 2.0 pixels. The value of alpha was set between 0.8 and 0.95, to include the value of 0.9 used in [44] .
PARAMETER SELECTION

Overview
Selecting the input parameters of each algorithm is a critical step in edge detector performance evaluation because the resulting edge quality varies greatly with the choice of parameters. In this evaluation, the input parameters were selected to maximize the quality of the edges for the purpose of recognizing an object in the image. We devoted equal effort in searching the parameter space for each algorithm. While this method does not guarantee that the optimal input parameter set was identified, 1 it does avoid biasing the results toward any of the algorithms. Parameter selection involved multiple steps. We began by identifying a large, fixed number of parameter combinations. We then had an individual, the parameter prescreener select a subset of parameters. This subset of parameters was then reduced to the final parameter set using visual ratings collected in an experiment.
Initial Parameter Specification
The initial parameter specification involved selecting 64 sets of parameters that were consistent with the parameters used by the respective authors. The objective of this step was to select a range of parameters that samples the space broadly enough for each parameter without sampling it too coarsely. These parameters sets were then used to generate 64 edge images.
The initial 64 Canny parameters were all combinations of sigma, low, and high, where sigma °{0.60, 
Parameter Prescreening
Methodology
A person, the parameter prescreener, viewed the 64 edge images and selected the best five for each gray-scale image. After doing this, the results were input to a greedy search algorithm that selected a subset of 12 of the 64 parameter combinations to use in a final parameter selection experiment. The objective of the greedy search was to find a subset of the parameters that produced at least one good edge image for each gray-scale image. More specifically, at each step, the search maximized the minimum number of images that were selected by the parameter prescreener across the set of gray-scale images.
Results
The parameter prescreening process reduced the 64 parameter sets to 12 parameter sets for each algorithm. The results are listed in Table 3 .
Parameter Selection Experiments
Methodology
One parameter selection experiment was conducted for each edge detector. In these experiments, participants evaluated sets of edge images created from 28 gray-scale images. Each set consisted of the gray-scale image and 12 edge images created from it by the same algorithm using different input parameters. Nine students from a graduate computer vision class volunteered to participate in the experiments and gave their informed consent.
The participants were verbally instructed to rate each edge image according to how well they thought they could recognize the central object from the edges. The ratings were recorded on a scale of one to seven. A score of seven indicated that the "Information allows for easy, quick and accurate recognition of the object," and a one indicated that there was "No coherent information from which to recognize the object." Intermediate numbers indicated intermediate ratings. An example edge image with the rating scale can be seen in Fig. 3 . Each participant had a table on which to spread out the evaluation sheets for each image. During the experiment, they were allowed to rearrange the sheets to allow for side by side comparisons between edge images. This also allowed the participants to sort the images by edge quality if they wanted to.
There was no time limit for the experiments. Individual times varied between one and two hours. The experiment was repeated for each of the edge detectors by the same nine students with two to three weeks between each experiment. Fig. 4 illustrates the rating scale using some of the ratings collected in the experiment. It shows the 12 edge images generated by the Canny algorithm from the tire image using the parameters in Table 3 . Below each image, the average rating calculated from the nine participants' responses is shown. It is easy to see the that the ratings track the quality of the edge images.
Results
Consistency of the Participants' Ratings. To establish the validity of comparing mean ratings, it is important to know whether the ratings were consistent across the participants. This was estimated using one form of the Intraclass Correlation Coefficient [45] . The ICC(3, k) form of this statistic is appropriate for estimating this because it measures the consistency in the participants' mean rating of a particular parameter settings edge image to the overall mean of the edge images for that edge detector. The ICC(3, k) is defined as:
where BMS is the mean square value of the rating between targets, EMS is the total mean square error, and k is the number of judges. The values of the ICC can range from zero (no consistency) to one (complete consistency). The SAS statistical package was used to compute the components of the ICC statistic. The ICC results in Table 4 show that there was a strong agreement between the participants responses. This means that the participants rated the edge images in a similar fashion and indicates that there is a concept of "edge goodness" that the subjects share. This was an important result because it validated the ability of human subjects to evaluate edge images. The Parameters Selected for the Evaluation. The ratings were used to determine the best parameter sets using two different criteria. 2 The best single overall parameter set, termed the fixed parameters, was identified by averaging the ratings across the subjects, averaging these results across images, and finding the parameter set with the largest average. When two or more parameter sets had nearly the same average, the number of images that each parameter set performed the best on was considered in making the decision of fixed parameters. The best parameter set for each individual image, termed the adapted parameters, was also found. This was done by averaging the ratings across subjects and identifying the parameters that had the largest average rating for each image. When more than one parameter set had the same average on an individual image, the parameter set that had the larger average across all of the images was selected. Thus, two types of parameter selections were made for each edge detector. Note that the parameters could actually have the same values because the best fixed parameters could be the same as the best adapted parameters for some image. 2. Note that only the 20 images that had been categorized by image type were used in determining the best parameters. This was done because the additional eight images (from our first experiment in [6] ) did not fit equally into the four categories. Therefore, if they were used, they may have biased the performance in favor of the more prevalent image type.
Consistency Between the Prescreening and Parameter
Selection Results. The multistep process used to find parameter combinations for each algorithm raises the question of the consistency between the preference of the parameter prescreener and the preferences of the participants in the parameter selection experiment. The parameter prescreening process reduced the number of parameter combinations from 64 to 12 to limit the scope of the parameter selection experiment. The consistency between the prescreener preferences and the subsequent parameter selection was estimated by calculating the relative score of the edge images selected by the parameter prescreener to the edge images he did not select. This was done for each image and then the results were averaged across the 28 images.
For each picture, the maximum and minimum average ratings, MAX and MIN were determined, as was the maximum average rating of the images selected by the parameter prescreener, P. A relative rating of each edge image selected by the parameter prescreener was then computed as P MIN MAX MIN . The relative ratings were then averaged across the 28 images and are listed for each edge detector in Table 6 .
These results show that the edge images that were rated highly by the parameter prescreener were also rated highly by the participants in the parameter selection experiments. Given the noise in participant ratings as expressed by the participant rating correlations in Table 4 , the relative ratings of 84.2 percent to 92.0 percent for these images are good. 
EDGE DETECTOR EVALUATION
Methodology
In the edge detector comparison experiment, edge images produced by all of the algorithms were evaluated. The best fixed and adapted parameters, as identified in the parameter selection experiments, were used to generate the edge images. Since there were 28 gray-scale images and five edge detection algorithms with two parameter settings each, there were 280 edge images to evaluate. Sixteen people from the computer vision lab at the University of South Florida volunteered to participate in the experiment. A larger number of participants was used in this experiment than had been used in the parameter selection experiments because the process of selecting the best parameters for each algorithm reduced the range in quality of the edge images and it was thought that more observations might be needed to statistically differentiate between the edge images. The experiment was conducted in a manner similar to the parameter selection experiments were. To remove the potential for bias towards any algorithm, the evaluation sheets were labeled with codes that did not identify the algorithm. To remove other potential sources of bias for any algorithm, the order of the edge images was randomized separately for each subject.
All 16 participants did the evaluation on the same day. The average time taken to evaluate all of the images was around one and a half hours.
The consistency of the ratings was examined and then the ratings were analyzed to answer three questions. These are: 1) Does the performance of the algorithms improve substantially when the parameters are adapted for each image rather than held fixed for a set of images? 2) What is the relative performance of the edge detection algorithms? 3) Does the measure of the relative performance of the edge detectors depend on the selection of images used in the evaluation?
Results
Correlation Between Participant Responses
The same interclass correlation measure that was applied to the parameter setting data above was applied to the data collected in this experiment. Again, it is important to have a high correlation between participants because the ratings from different participants will be used as multiple observations in the data analysis. Table 7 lists the interclass correlations for the 20 and 28 image results. The correlation is strong, indicating a good agreement between the participants' ratings. 
Analysis of the Edge Detector Ratings
Before presenting the numerical results for the evaluation, selected results are presented to visually calibrate the reader to the numerical scale of edge ratings. The lowest and the highest ratings (averaged across participants) for any single image in the evaluation are displayed in Fig. 5 . The correlation between the participant responses reported in Section 6.2.1 showed a strong agreement between the relative ratings of participants. Of course, this agreement was not perfect. Fig. 6 shows the two edge images that had the lowest, and the highest, variance of the 16 participant ratings. To help further understand the range of the scale, the five edge images that had the smallest range of average ratings are displayed in Fig. 7 , and the five edge images that had the largest range of average ratings are displayed in Fig. 8 .
Does the performance of the edge detectors depend on whether the parameters are held constant for all of the images or are adapted to each image?
The edge images produced with the adapted parameters were rated 4.60 on average and the edge images produced with the fixed parameters were rated 4.15 on average. Table 8 shows results from an analysis of variance 3 computed using a model that contains the parameter combination term in each source of variation measured. The result in the first row indicates that there is a significant difference (Pr > F = 0.001) in the ratings of the edge images that were generated with fixed and adapted parameters. Thus, the edge detectors 3 . Analysis of variance is a general statistical method for analyzing experimental data. Many texts on statistics describe analysis of variance methods. For example, see [46] for an introduction to the subject. 
What is the relative performance of the five edge detection algorithms?
The data collected in this experiment were split into two pieces to answer this question. One subset contained the data for the adapted parameters and the other contained the data for the fixed parameters. A separate analysis was done on each of these data sets because the performance of an edge detector should be evaluated using either adaptive or fixed parameters, but not both. Statistically significant differences in the mean performance of the algorithms were determined using the Bonferroni test [47] . This test applied individual statistical tests for differences in the mean performance between each pair of edge detection algorithms using a one-way analysis of variance. Ten separate analyses of variance were done. Since the same data was used in multiple tests whose results were to be compared, the level of significance was adjusted from 0.05 to 0.005 for each test. This was done so the family-wise error was approximately 0.05. The analysis was the same for the adapted and fixed parameter data. Table 9 lists the results of the comparison of edge detectors using the parameters that were optimized and set individually for each of the 20 images. The table lists the mean performance of each edge detector and the significant differences in the mean performance between the algorithms. Because the significant differences account for the distribution of scores for each edge detector, they are more accurate measures of the true difference in edge detector performance than a simple difference in the means. The statistically significant differences in the performance of the algorithms indicate that the Rothwell, Bergholm, and Canny edge detectors all performed significantly better than both the Iverson and Nalwa edge detectors. Although the Canny edge detector performed significantly better than the Iverson edge detector on average, the performance can be quite different on any particular image. Fig. 9 shows the image where the Canny edge detector performed better than the Iverson edge detector by the largest amount and an image where the Iverson edge detector outperformed the Canny edge detector by the largest amount. Table 10 lists the results of the comparison of edge detectors using the parameters that were optimized and fixed for the set of 20 images. The statistically significant differences reveal that the Bergholm edge detector outperformed both the Canny and Nalwa edge detectors. The Iverson and Rothwell edge detectors did not perform significantly differently from any of the edge detectors in the pairwise tests. As with the adapted parameters, the performance of the algorithms depends on the image when fixed parameters are used. This is illustrated in Fig. 10 . The Bergholm edge detector performed better than the Canny edge detector on the basket image, whereas the Canny edge detector outperformed the Bergholm edge detector on the shopping cart image.
Results of the Adapted Parameter Comparison.
Results of the Fixed Parameter Comparison.
How does the measured relative performance of the edge detectors depend on the selection of images used in the evaluation?
An analysis of variance was done on the adapted parameter data to examine the interaction between the performance of the edge detectors and the image type, manmade, natural, textured, and nontextured. Results from the analysis of variance in Table 11 show that there are also significant interactions between the edge detector performance and the image type (Pr > F <= 0.0023 for all the tests) in the adapted parameter data. This means that the size of the difference in the performance of the edge detectors changes with the type of images used to compare the algorithms.
Because there was an interaction between the performance of the algorithms and the image type, the relative performance of the algorithms was calculated separately for each image type. The results are displayed in Table 12 . The table shows that the relative ranking of the edge detectors in each image category is consistent; no two algorithms change significantly in relative performance to each other.
The low performance of the Iverson algorithm on the Natural, Nontextured images stands out. A study of the results shows that the ratings are low across four of the five images in this category. This means that the low overall performance is not due to a "problem image" but is due to the whole set of images in this category. Currently, we are not able to conjecture a plausible explanation for this result. A similar analysis was done on the fixed parameter data. Table 13 shows results from an analysis of variance used to examine the significance of the interactions between the edge detector and the image type. The results indicate that there is a significant difference in the average ratings of the edge detectors (Pr > F = 0.0015) and that there are significant interactions between the edge detector and the image type (Pr > F <= 0.0001 for all the tests). This means that the size of the difference in the performance of the edge detectors changes with the type of images used to compare the algorithms. Because there was an interaction between the performance of the algorithms and the image type, separate analyses were conducted for each of the four subsets of the data. Table 14 shows the results of the analysis. The significant differences between the performance of the algorithms are generally consistent with each other. The only inconsistency was in the relative performance of the Rothwell and the Nalwa algorithms. The Nalwa algorithm was determined to be significantly better than the Rothwell algorithm on the Natural Nontextured objects while the Rothwell algorithm was determined to be significantly better than the Nalwa algorithm on the Man-made Textured images. This flip-flop may have masked the Rothwell algorithm from being significantly different from the other algorithms in the analysis based on the 20 images. This illustrates the dependence of the measured performance of an edge detector on the images that are used to evaluate them. In general, we would strongly caution against reading too much into the differences in rankings for different five-image groups because of the small data size in each category. 
DISCUSSION
Discussion of Results
The results show that significantly better results are obtained when the parameters are adapted to each image than when one set of fixed parameters are used. While this is to be expected, it is a significant result because it implies that the amount of effort expended in parameter optimization can influence the measured performance of the algorithm.
Therefore, equal effort must be applied in optimizing the parameters for all of the algorithms to do a fair performance evaluation. The analysis of the relative performance of the algorithms resulted in a ranking of the algorithms as (Canny, Nalwa) < Bergholm for fixed parameters and as (Iverson, Nalwa) < (Rothwell, Bergholm, Canny) for adapted parameters. The performance increases from left to right and the parentheses group algorithms whose difference in performance was not statistically significant. It is evident that the newer algorithms have achieved an increase in performance over the older algorithms when the parameters are fixed. When the parameters are adapted for each image, however, the newer algorithms did not show the same significant increase in performance. This performance increase for fixed parameters is a real achievement because there is at present no general way to adapt the parameters of an algorithm for every image. If there were such a method, it would be part of the edge detection algorithm itself.
The Canny algorithm had the highest performance when the parameters were adapted for each image, but the lowest performance when the parameters were fixed. Although the performance was not statistically significantly better than the performance of the Rothwell or Bergholm algorithms, improving from the worst performance in fixed parameters to the best performance in adapted parameter performance is striking. This suggests that the parameters of the Canny algorithm are "good knobs to turn."
The choice of the edge detection algorithm may depend on its application. For example, computer vision researchers developing higher level vision processing methods may prefer to use the Canny algorithm because it can produce better edge images if care is taken in adjusting the parameters manually. This would provide them with better edges to use in investigating higher level vision processing algorithms, however, researchers implementing "production" vision systems that cannot manually adapt the parameters may benefit from selecting one of the newer algorithms to incorporate into their system. Finally, it is interesting that there were no significant differences between the performance of the algorithms when they were applied with fixed parameters to images containing Man-Made/Nontextured objects. These are the types of images that these algorithms were designed to process.
Discussion of the Evaluation Methodology
The methodology we presented in this paper is novel in two ways. It relies on using real images in the evaluation and it measures the performance of edge detection algorithms using the human visual system to estimate the ability to recognize objects in the images.
Measuring the performance of edge detection algorithms using a sample of real images limits the evaluation because the results that are obtained are conditioned to the images used in the evaluation. Recall that the performance of the algorithms changed with the image properties as specified by the crude categorization of images as Man-made/Nontextured, Man-made/Textured, Natural/Nontextured, and Natural/Textured. This means that a large number of images should be used to evaluate an edge detector. In this work, 20 images were used in the overall evaluation. While this is not a large number of images, they have diverse image characteristics, and it is a larger number of images than those which have been used in any previous edge detector comparison study.
To cope with the errors introduced by using a sample of real images, a moderate sized, diverse set of images were used in the evaluation. Images of Man-Made and Natural and Textured and Nontextured objects were used in the evaluation because we believed that such images would test the algorithms over a broad range of image attributes and they could be used to test if the relative performance of the algorithms depended on the image characteristics. It is important to point out however that the analysis for each type of image (i.e., Man-made/Textured) was done on a set of only five images. While statistically significant differences in performance were found, the ability to generalize the results may be very limited. For example, it is unlikely that the particular five images we used adequately sample the space of all Man-made/Textured images. Therefore, we do not claim that any particular algorithm works best on any of the general image categories ("Textured," "ManMade," etc.). We only defined and used the categories to test the algorithms on meaningful subsets of the images.
Selecting the task of object recognition to evaluate the performance of the algorithms from the edge images also places constraints on the generalizations of the results. Since the performance of the algorithms was measured using an object recognition task, the results are only directly meaningful for that task. For example, using these results to select an algorithm for isolating the features to use in stereo correspondence processing may be risky.
Comparison With Signal Based Characterization of Edges
A natural question to ask is how does the evaluation strategy presented here compare with signal based strategies. We explore this now. Typically signal based strategies compare algorithms with respect to error criteria such as the probability of false alarm and missed detection rates. However, computing these errors requires the enunciation of ground truth edges which is readily possible only for synthetic images. We created a synthetic image consisting of a bright circular area against a dark background, similar to the one shown in [7, p. 88] . First, we created a 256 256 sized image consisting of a circle with a gray level of 140 and with radius 96 pixels against a gray background level of 60. We then subsampled this image by first averaging in a 4 4 window and then resampling to arrive at a 64 64 image. This subsampling effectively smoothes the intensity transition between the circle and the background, i.e., introduces some partial pixel effects. To produce noisy versions of this pure image, we added Gaussian noise to reduce the signal to noise ratio to four and to produce the image shown in Fig. 11 .
A three-labeled ground truth for the image was then made. Pixels along the boundary of the circle were marked are true-positive edges. Pixels which were connected to true-positive marked pixels were marked as don't care to allow for varied connectedness. And the remainder of the image was marked as a false-positive region. Table 3 . The missed detection (P md ) and the false alarm (P fa ) rates are shown below each image along the best parameter choices. In order to evaluate the edge images produced from the synthetic images, we counted the pixels that fall into the various ground truth labeled regions. To account for locational error in the ground truth or edge images, a circular search radius of three pixels was used to match truepositive edges. (Choosing a smaller radius of two pixels did not produce a significantly varied result.) However, no search range was used for counting false-positive pixels. The unmatched true-positive ground truth pixels determines the missed detection rate (P md ). And false-positive pixels contribute to the false alarm error of the edge detector (P fa ). Ideally, we would like both these errors to be zero.
We sampled the edge detector parameter spaces in two different ways. First, for each edge detector we used the same 12 parameter sets used in the rating experiment, as shown in Table 3 . Each edge image was evaluated in terms of the missed edge pixels and false alarms. The best results are shown in Fig. 11 . The missed detection (P md ) and the false alarm (P fa ) rates are shown below each image. We notice that except for the Canny detector and to some extent the Nalwa-Binford detector, results of the other detectors are unsatisfactory. This might be due to the inadequate sampling of the parameter space using the 12 parameter sets from the rating experiment. Indeed, one of the primary conclusions from the rating experiment is that the parameters need to be tuned on a per-image basis to get best performance. Because the synthetic image is so different from the real images, it may need very different parameter settings.
Since we are working with a synthetic image, we can choose a finer sampling of parameters in a more automated way than done for the rating experiment. Recall that each edge detector has three parameters that can be chosen. Thus, in the second comparison we choose a 10 10 10 uniform sampling of the parameter space for each detector. The best results for each detector are displayed in Fig. 12 . Notice that all the detectors get near-perfect results. As we can see from Figs. 13 and 14, all the edge detectors achieve perfect results on a less noisy image (SNR = 16) and (of course) on a noiseless image. This seems to suggest that signal based comparison on synthetic images might not be sufficient by itself to distinguish between edge detectors. It needs to be complemented by a more global assessment as offered by the rating experiments in this paper. We base this observation not just on the result of one synthetic image but also on our practical experience with edge detectors. We believe that present day edge detectors perform extremely well in terms of signal based criteria measured on such simple synthetic images.
Extended Application of the Evaluation Method
It is important to realize that the ratings collected in this experiment are relative evaluations. Therefore, it would be a mistake to measure the performance of another algorithm by collecting data for it and comparing the numerical scores to the results collected in this experiment. Doing so would ignore many potentially significant sources causing differences in performance. However, there is another way to leverage off the results of this evaluation to measure the relative performance of a new algorithm.
Reapplying the evaluation method in its complete form would require obtaining new images, categorizing the images by their properties, determining the parameters to use for each algorithm and then comparing the relative performance of the algorithms. This is clearly time consuming.
To make it easier for other researchers to compare edge detection algorithms, the images that were used in this evaluation are being made available on the world wide web (http://marathon.csee.usf.edu/edge/edge_detect ion.html) and by anonymous ftp (ftp://figment.csee. usf.edu/pub/Edge_Comparison/images). Using these images, the only steps required to evaluate a new algorithm are: 1) to identify the parameters for the new algorithm using the parameter selection methodology outlined in this paper, 2) to conduct the edge detector comparison experiment with both the new algorithm and at least a few algorithms used in this study (we recommend the Canny and Bergholm), and 3) to perform the statistical analysis.
Therefore, the steps involved in evaluating a new edge detection algorithm are to:
1) Decide which of the algorithms the new algorithm is to be compared with. In principle, one could compare a new algorithm with only the highest performance algorithm. This, however, is not the recommended approach because comparing several edge detectors is much more informative, and is little more work than comparing only two algorithms. 2) Acquire the images from the ftp site.
3) Select 64 initial parameter combinations for the new algorithm and generate the 64 edge images for each of the 20 gray-scale images. View the edge images and select the best five for each of the 20 images (12 hours time). Apply a greedy search to find a subset of 12 of the 64 parameters. At each step in the search, select the parameter set that reduces the number of best edge images (top 5/64) included across all 20 images the least number of times, by the largest amount possible. This means that one first searches for a subset of parameters that includes all images at least once, then includes each image at least twice, etc. until 12 parameter sets are included. 4) Print out evaluation sheets similar to those in Fig. 3 for each of the 240 edge images (20 images 12 parameters). Print out the 20 gray-scale images. Make a set of evaluation images for each participant by photocopying the prints. Have a number of participants (we used nine) evaluate all 240 edge images in one session. Note that paper is used because it allows the participants to view the whole set of edge images at once. This is not possible on a computer monitor due to its limited resolution. The experiment should take a couple of hours. 5) Calculate the ICC(3, k) correlation coefficient to check that the subjects shared a common rating scheme. Calculate the average ratings for each parameter set for each image. To identify the best adapted parameters, find the best average rating for each image. To find the best fixed parameters, calculate the mean of the average ratings (across images) and find the parameter set with the largest mean. Please note, that the parameters identified by this process may (and probably are not) the very best fixed or adapted parameters attainable. If someone spent more time adjusting the parameters to each image (starting with more than 64 initial parameter sets), they may get better results. Therefore, the above procedure should be used because it applies equal effort in the parameter optimization process for all of the algorithms. 6) Print out the edge images for each algorithm for each image. Also print the gray-scale images. Make a number of sets of evaluation images (we made one set for each of 16 participants) by photocopying the prints. Randomize the edge images within each of the 20 sets of images separately for each of the evaluation sets. Then randomize the order of the 20 sets of images.
Have each participant evaluate all of the edge images in one session. The time required for this step will depend on the number of edge detectors being compared. If the new edge detector is compared to all five of the edge detectors evaluated in this paper then there will be 240 edge images for each participant to evaluate. It should take a couple of hours to rate 240 edge images. 7) Calculate the ICC(3, k) correlation coefficient to determine if the subjects shared a common rating scheme. Divide the data in half (adapted and fixed parameter data) and analyze each subset of data the same way. Perform a set of one-way analysis of variance tests using the ratings obtained for each pair of algorithms. The number of tests will depend on the number of algorithms being compared. In deciding whether each one way ANOVA test is significant, use D , where c is the number of statistical tests being done. We used D = 0.005 because c is 10 (five choose two). If all six algorithms are compared then there will be 15 one-way ANOVAs and D 0 003 . . Calculate the means for each detector, order them, and group the means using the results of the ANOVA tests to identify statistically significant differences in the ratings. This will provide the relative performance of the algorithms.
We estimate that a comparison of edge detectors using the above method could realistically be conducted in three or four weeks. This is worthwhile because it clearly demonstrates the performance of an algorithm. Given the amount of time it takes to develop a new edge detection algorithm, investing one month to demonstrate its performance is, we believe, a good use of that time.
It is important to note that repeated application of this evaluation method can eventually "wear out" the image set. This is because new edge detectors might be designed to give good performance on the particular set of 20 images used in the evaluation without providing good performance on other (unseen) images. This is an inherent problem with making an evaluation data set public because an algorithm can be over trained to perform well on the test data. To minimize the possibility of this, a new set of images could occasionally be substituted for the 20 images presently used in the evaluation. The cost of doing this would be that the object screening must be performed with the new images and the parameter setting experiment must be reapplied for each algorithm. 
