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The coefficients of the characteristic polynomial of a matrix are expressed solely as functions of the 
traces of the powers of the matrix. Some combinatorial identities are thence derived. 
1. Introduction 
Let A be an n-square matrix over the complex field. Put p0 = - 1, and let the 
characteristic polynomial of A be written as 
p(t)= - i pit”-‘. 
i=o 
(1) 
Further, let qk denote the trace of Ak, where k is a positive integer. 
Already Waring used Newton’s Formulae for symmetric functions. (See also [3].) It 
seems, however, that Le Verrier [IO] was the first to consider the coefficients of the 
characteristic polynomial of a given matrix by using Newton’s Formulae for symmet- 
ric functions (see, e.g. [15, pp. 260-2621). Except for some very short notes by Horst 
[S] and by Souriau [14] nothing seems to have been added to what was known as 
Le Verrier’s Method until the late fifties of the present century when, apparently 
independently of each other, Bodewig [2], and Faddeyev and Faddeyeva [6] sugges- 
ted a recursive algorithm (also based on Newton’s formulae) using two sequences of 
auxiliary matrices and the traces of the powers of the given matrix. (See also 
Gantmacher [7].) 
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Recently, there appeared some papers using Le Verrier’s method, such as 
[l, 9, 111. One may also derive considerable information by consulting a paper by 
Procesi [12]. 
The purpose of this paper is to derive the Pk explicitly as a function of (ql, q2, . . . , qk) 
only. The formula, although not promising a short computation, nevertheless makes it 
possible to compute the coefficients independently of one another. The formulae also 
give rise to some interesting combinatorial identities. In the last section the character- 
istic polynomials of directed (and indirected) graphs are considered. 
2. The main theorem 
Let k be a positive integer. Consider the following (arbitrary) partition of k: 
k=rI+rI+...+rI+r,+...+r,+...+rj+...+rj= i risi 
i=l 
with rl > r2 > ... > rj>O. Then we have the following theorem. 
Theorem 2.1. Let A be an n-square matrix over the complex$eld, and let its character- 
istic polynomial be given by (1). Then 
(2) 
the summation being taken over all the partitions of k. 
Proof. Newton’s formulae in our case are 
k-l 
kPk=- 1 Piqk-i. 
i=O 
(3) 
For k= 1 the theorem is clearly true. We shall now use induction by assuming (2) to 
hold for pi with i < k and prove it for i = k. Since i < k, we may write pi as a sum of 
products according to (2). Consider some such product. Multiplication by -qk-i 
changes the sign of the product and also increases the number of factors by one. Both 
changes ensure that the ultimate sign of every single product conforms to the 
expression in (2) and, hence, we do not have to bother about the sign. Another point 
which is automatically being taken care of is the conformity to the partition of k. 
Let nF= 1 41”: be a product in (3) disregarding the denominator. Such a product will 
appear in (3) precisely p times, each time stemming from multiplying some specific 
product appearing in pk_,., by q,i. Using induction, we may asume the factor contain- 
ing q_ to appear in the form 
q;:-l 
~-l (Si-l)!’ 
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Multiplying by CJ,, we get 
4;: - risi. 
r? Si ! 
Put 
p I-I 4”: r4’ i ! -Q. 
i=l 
The contribution for the index i will thus be Qrisi. The index was chosen arbitrarily 
and so for each of the p occurrences of the distinct qVi in (3) we get Qrisi. 
Summing up all the products relating to the same partition, we get 
i$l Qrisi=Q fl: risi=kQ. 
i=l 
But Q is precisely the expression we expected. On cancelling the factor k in eq. (3) we 
obtain (2), thus, proving the theorem. 0 
From Theorem 2.1 follows immediately. 
Corollary 2.2. Let A be a square matrix over the complexjeld and let rank(A) = t. Then 
for every k> t we have 
CI-I 3 WE0 
i=l 
Isisi! ’ 
where the summation is taken over all the partitions of k, and C:= 1 risi = k. 
3. Some combinatorial identities 
Let A be the identity matrix of order n. Then qi = n for every i. Theorem 2.1 then 
yields 
pk= -I(-n)“’ h (rsiSi!)-l [ , i=l 1 
with aj=sl +sz+ ... + sj and the summation being taken over all the partitions of k. 
On the other hand we have -Pk=(- l)k(i). We, therefore, have the following 
combinatorial identity. 
Identity 3.1. For every n and k we have 
1 (-n)Oj [ fi (PSi!Jvl]=(-l,k (i), 
the sum being taken over all the partitions of k. 
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For the special case k = n, we get Identities 3.2 and 3.3 
Identity 3.2. 
[ 
j 
1 (-np n (r”lsi!)-’ =(-1)” 
i=l 1 
with the summation over all the partitions of n. 
We may thus write the following. 
Identity 3.3. 
I [ 
j 
1 (-nyj n (rf’Si!)-’ 
II 
= 1. 
i=l 
For j= 1 we have i= 1, rl = n and s1 = 1. So we may write the following identity. 
Identity 3.4. 
C (-n)bl[ fi (rf’si!)-‘I=0 or 2 
i=2 
according as n is odd or even, respectively. 
Let f(k, m) denote the absolute value of the coefficient of n”’ in the power series 
expension of (i). Then we have the following identity. 
Identity 3.5. For all positive integers k and m the following formula holds. 
f(k,m)=x i (rfisi!)-’ 
i=l 
the summation taken over all the partitions of k such that xi= 1 risi=k, for which 
C:=, si=m. 
Proof. Follows immediately from Identity 3.1. 0 
Choose for example k=6, m=3. With C si=3 we have 6=4+1+1=3+2+1= 
2 + 2 + 2, so that f (6,3) = l/S + l/6 + l/48 = 5/16. 
Now put A, =(a,,,,), with a,, 1 = 1 and zero for all other entries. We get qi= 1 for all 
i and p(t)= t”-- t”-‘. We then have the following identity. 
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Identity 3.6. Let k> 1. Then the summation over all the partitions of k of 
ifiI (-l)“i (rfiSi!)-' 
is zero. 
Put A, = (a,,) with aPV = 6,, exp (2xip/(n + 1)) where 6,” is the Kronecker delta. Since 
n+1 
C exp (27rip/(n + 1)) = 0, 
fl=l 
we have 
p$l exp (2xip/(n + 1)) = - 1. 
We now easily obtain qi = - 1 for all 1 <id n. We thus arrive at the following 
identity. 
Identity 3.7. For every k we have 
j 
C n (rTsi!)-‘=I 
i=l 
(4) 
the summation taken over all the partitions of k. 
We may also obtain the results in Identity 3.7 by considering the number of 
permutations on k elements exhibiting a specific cycle structure (si cycles of length ri), 
subsequently summing up over all possible cycle structures. Considering even and odd 
permutations separately, we arrive at Identity 3.6. Still, it is worth noting that both 
Identities 3.6 and 3.7 are here obtained as by-products of Theorem 2.1. 
Identities 3.6 and 3.7 immediately imply the following identity. 
Identity 3.8. Let k> 1. Then the summation over all the partitions of equal parity of the 
products that appear in (4) equal one-half: 
Let I, p be positive integers. Let S,, 1 = If= 1 i”. For p, a fixed integer, put S,, 1 = SL. 
We then have the following combinatorial identity. 
Identity 3.9. We have 
cn j !_= 0 for kBpL, 
i=l 
rf’ . Si ! (-l)kk! for k=p, 
where the summation is taken over all the partitions of k. 
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Proof. Follows from considering the matrix A =(a,,) with uss=s and zero elsewhere. 
Clearly qi = S’i for every i. This and the characteristic polynomial imply the result. q 
We conclude this section by presenting a trigonometric identity. Applying 
Theorem 2.1 and considering an n-square (0, 1)-matrix with ones on the subdiagonal 
and the superdiagonal, and using the result in [S, 2.6.7’1 we arrive at an infinite family 
of trigonometric identities of which we give here one example. 
Considering p4 for the matrix concerned, we get p4 = q4/4- q$/8 which for n > 2 
yileds the identity 
4 1 cos~7cv/(n+1)xcos~7r#u/(n+1)-2 2 cos471v/(n+1)= 
n-2 
l<V<U<fl v=l ( ) 
2 . 
4. A graph-theoretic approach 
Since the coefficients of the characteristic polynomial of A involve minors, i.e. 
determinants, and since in the context of an adjacency matrix of a (multi) graph, 
nonzero minors imply the existence of cycles in the graph corresponding to cyclic 
permutations, it is always worthwhile to consider the graph of a given matrix. Much 
research has been done on this subject. We refer the interested reader to the very 
stimulating book [S] which also contains an extensive bibliography. We shall use the 
terminology of [S] but will give here the main definitions. 
Let A = (Uij) be an n-square matrix over the complex field. The directed graph G(A) 
has n vertices numbered 1,2, . . . , n and (i, j) is a directed edge in G(A) if aij#O. 
Let a, b be two vertices in G(A). A walk of length k from a to b is a sequence of edges 
in G(A), (~o,tQ(~I,oZ), . . . , (Q _ 1, Q), where u. = a, uk = b. 
The spectrum of a graph is the spectrum of its adjacency matrix. From Theorem 2.1 
the following corollary immediately follows. 
Corollary 4.1 (Sachs [13]). A directed graph has no odd cycles if and only if its 
characteristic polynomial is 
in other words, if and only ifp,,_ 1 =0 for every positive integer k. 
Regarding undirected graphs as doubly directed we immediately deduce that 
Corollary 4.1 holds also for undirected graphs. 
We may add here the following result. 
Theorem 4.2. Let G be a directed multigraph on n vertices without euen cycles and girth 
greater than n/2. Then its characteristic polynomial is 
rm 
P(t)=tn-pltn-1-P3f-3-...=tn_ C p2k_lt2k-' 
k=l 
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Proof. Consider the adjacency matrix A of G. Clearly qk #O implies that there is 
a closed walk of length k in G. 
If G is acyclic, then qk = 0 for every k. Let G have only odd cycles of length greater 
than n/2. Let the cycles in G be of lengths rl < r2 < ... < rt. By assumption they are all 
odd. Since rl > n/2, the only qu #O are those for which v=ri, 1 <i< t, and so 
py = qy/v #O are the only nonvanishing coefficients except for p,,. This proves the 
result. q 
The restriction on the graph that its girth be greater than n/2 is necessary, for even if 
we consider simple, directed graphs only, the assertion ceases to be true. The smallest 
example seems to be the graph of order 6 exhibited by Fig. 1. The girth of G is 3 = n/2. 
A simple computation on the adjacency matrix of G yields qi= 0 for i= 1,2,4,5, 
q3 = 12, q6 =42 and so 
ps=q6/6-q;/18=-l#O. 
Let now G be an undirected multigraph on n vertices. Consider the admittance 
matrix A(G) of G, with qii = Ui, the ualency of the vertex i, and aij = - 6 where 6 is the 
number of edges between the vertices i and j. The Matrix Tree Theorem then states 
that the number y(G) of spanning trees in G equals the absolute value of a minor of 
order n- 1 of A(G) (see [S]). 
Let G be the complete graph K,. Then Uii = n - 1 for every i = 1,2, . . . , n and Uij = - 1 
for all the off-diagonal elements of A. A principal minor of order n - 1 is 1 pn_ 1 I/n. For 
the admittance matrix of the complete graph we get A2 = nA, A’= ni- ‘A and so we get 
qi=ni(n-1). For i=n-1 we get qn-l=nn-l(n-l) and so 
pn-l =n”-’ [E& . ..I. 
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Using Identity 3.3 with n- 1 instead of n and dividing by n we obtain the 
well-known formula of Cayley (see, e.g. [S]) 
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