Effects of surface charge and cluster size on the electrochemical dissolution of platinum nanoparticles using COMB3 and continuum electrolyte models ABSTRACT We study the site-dependent dissolution of platinum nanoparticles under electrochemical conditions to assess their thermodynamic stability as a function of shape and size using empirical molecular dynamics and electronic-structure models. The third-generation charge optimized many-body potential is employed to determine the validity of uniform spherical representations of the nanoparticles in predicting dissolution potentials (the Kelvin model). To understand the early stages of catalyst dissolution, implicit solvation techniques based on the self-consistent continuum solvation method are applied. It is demonstrated that interfacial charge and polarization can shift the dissolution energies by amounts on the order of 0.74 eV depending on the surface site and nanoparticle shape, leading to the unexpected preferential removal of platinum cations from highly coordinated sites in some cases.
I. INTRODUCTION
Fuel cells are attractive technological options that could eliminate up to 70% of the carbon dioxide emitted during the lifecycle of personal transportation vehicles compared to internal combustion engines. 1 Although considerable progress has been achieved in reducing the cost of the membrane-electrode assembly, the performance of fuel cells is still constrained by slow sweeping rates and reduced voltage windows to prevent the premature degradation of the catalytic components. 1 In order to predict the durability of catalytic electrodes in aqueous media, we apply voltage-dependent quantum-continuum methods with empirical reactive molecular dynamics potentials to understand the electrochemical corrosion of platinum nanoparticles under an applied voltage.
The goal of this work is to advance models of catalyst dissolution by accounting for the polarization of the catalytic surface within the electrical double layer and the effects of size and morphology on local surface oxidation. In a widely used model proposed by Darling and Meyers, the standard reduction potentials of platinum nanoparticles are shifted from those of bulk platinum by a chemical potential Pt , calculated from the Kelvin equation assuming spherical geometries, 2 include the effects of site-dependent dissolution and the interactions of the surface atoms with the electrochemical double layer.
Ex situ electrochemical techniques have been used to characterize the durability of nanostructured platinum electrodes. 3 Studies of colloidal catalysts have also been carried out using transmission electron microscopy, showing a curvature-dependent dissolution of the nanoparticles. 4 The durability of nanoparticle electrodes depends on a multitude of factors, including the applied potential, nature of the solvent, and chemical potential of the solvated ions. In the case of nanoparticle-based electrodes used in proton exchange membrane fuel cells, the degradation is highly size-dependent; results from Yu et al. indicate that cycling smaller nanoparticles with sizes around 2.2-3.5 nm can cause the precipitation of platinum inside the membrane and are prone to coalescence in the electrode compared to larger nanoparticles, 5-11.3 nm. 5 Several theoretical approaches have been used to investigate catalysts for the oxygen reduction reaction (ORR) and hydrogen evolution reaction (HER). Many of these involve calculating surface energies and applying Wulff constructions to predict morphology; others with explicitly simulated nanoparticles provide site-dependent adsorption behavior and substrate effects. 6, 7 Firstprinciples studies germane to this work investigate potentialdependent oxidation and alloy behavior. 8 Applied potential empirical molecular dynamics simulations have been developed with the third-generation charge optimized many-body (COMB3) potentials, allowing for large-scale atomistic simulations of solvated electrodes. 9 Charge accumulation and polarization effects can influence the stability of electrochemical systems to a large extent. Using quantum-continuum embedding methods, voltage-dependent dissolution trends can be predicted in the presence of a dielectric medium for particles of a couple nanometers in diameter. To model nanoparticles with larger sizes and varied shapes, we employ reactive charge-dynamic potentials, namely, the third generation of charge optimized many-body (COMB3) potentials, to systematically examine electrochemical dissolution trends as a function of shape and size with a focus on assessing the validity of the Kelvin theory in predicting curvature-dependent local chemical potentials. This work also serves as a benchmark for dissolution energetics calculations with COMB3 potentials.
To model and predict trends in the durability of platinum nanocatalysts, a description of the electrode-solution interface is needed. When an electrode is brought into contact with the solution phase, a group of solvent dipoles, adsorbed ions, and a diffuse ion layer screen excess charge on the electrode surface. 10 The arrangement of these solvent molecules and ions forms the electrochemical double layer. The charge on the electrode surface can be determined by the overall double-layer capacitance and the potential of zero charge (PZC). While accounting for all contributions to the capacitance would provide a more complete description of the interface, it can be convenient to adopt a single capacitive contribution that is dominant in that particular voltage regime. For applied voltages near the potential of zero charge, the Gouy-Chapman model, shown in Fig. 1(b) , is often a reasonable approximation of the electrochemical double layer. In the Gouy-Chapman model, excess charge on the electrode is screened by a distribution of ionic charge that follows a temperature-and potential-dependent Boltzmann law beyond some exclusion distance from the electrode (the Poisson-Boltzmann model). In this work, the Gouy-Chapman model is adopted rather than the Helmholtz model, in which a plane of charge 3-5 Å from the electrode screens the excess charge, as depicted in Fig. 1(a) . This planar model is indeed not straightforward to apply to nanoparticle geometries.
Some of the key difficulties in modeling the electrochemical interface involve the varied time and length scales of the different phenomena occurring at the interface. Charge transfer to the electrode from redox processes can occur in times on the order of attoseconds, while solution relaxations can occur in picoseconds. 11 Likewise, reactions at the surface occur on the angstrom scale, but diffuse layer equilibration, as schemed in Fig. 1 , and diffusion layer phenomena occur on length scales on the order of nanometers. Quantum-continuum models are an alternative to expensive ab initio molecular dynamics simulations or density functional theory (DFT) calculations involving explicit layers of the solvent. The former method is difficult to employ still because of the size limited by computational expense, among other issues. The latter can be highly dependent on the orientation of the solvent molecules. We employ a quantum-continuum model for this purpose, which is still limited to length scales accessible with typical density functional theory calculations. We include calculations with reactive empirical molecular dynamics potentials for a two-fold purpose: to use density functional theory to validate dissolution trends predicted with the potentials and to extrapolate results to sizes difficult to access with quantum-continuum methods.
With these models, we predict trends in the early stages of corrosion for truncated octahedral, octahedral, cubic, and tetrahedral platinum nanoparticles. Dissolution energies are predicted as a function of voltage using semilocal density functional theory calculations with implicit solvation models of the electrochemical double layer. The resulting trends for smaller nanoparticles predicted with density functional theory calculations are used to benchmark general trends predicted with COMB3 potentials. Once the trends are verified, the COMB3 potentials are used to extrapolate dissolution trends to sizes density functional theory calculations. Dissolution energies are calculated spanning a broad range of sizes to provide a site-specific assessment of the predictive ability of the Kelvin model.
II. COMPUTATIONAL METHODS

A. Nanoparticle shape construction
The equilibrium cluster shape is dependent on the chemical potential of the solvated ionic species. Bonnet and Marzari have examined the changes in nanoparticle shape upon proton adsorption. 12 Here, we resort to a simple model starting from surface energies of undecorated slabs. To obtain the thermodynamic shapes (octahedra), we employ the Wulff construction, i.e., a constrained minimization of the Gibbs free energy under constant volume. The Gibbs energy of the nanoparticle is given by
where the energy contributions from the surface energies γ run over every surface s and As is the change in the surface area of the respective surface. The Gibbs energy is minimized by variations in the relative surface areas of the facets scaled by the respective surface energy. The surface energies of low index orientations are evaluated using semilocal density functional theory. The equilibrium shapes are determined based on the surface energies using Atomistic Simulation Environment, 13 as shown in Fig. 2 . The surface energies were calculated using the relation γ = E slab − NE bulk with converged slab thicknesses following the computational protocol outlined in Ref. 14. It was found that a vacuum layer of 7 Å on either side of slabs converged Fermi energies to within 0.005 eV. Other calculation details are described in Sec. II B. The surface energies in vacuum and in solvent are reported in Table I and surfaces. Using the surface energies calculated in vacuum, the 201atom (1.6 nm) truncated octahedral nanoparticle shape is predicted. Octahedral and cubic nanoparticles can be generated by shifts in the (100) and (111) surface energies that reflect different redox conditions. Tetrahedral nanoparticles are obtained from cutting cubic nanoparticles along the (111) family of planes. The nonequilibrium tetrahedral nanoparticles are considered for high (111) facet ratio per mass and cubic nanoparticles due to the high activity reported by Wang and co-workers. 15 These structures are reported for our classical molecular dynamics in Fig. 3 . The truncated octahedra used for empirical molecular dynamics simulations are built with the surface energies calculated from first principles; these have the same qualitative trends as the surface energies predicted using the COMB3 potentials. Similar ratios between the respective surface energies yield similar Wulff constructions.
B. Self-consistent continuum solvation
To consider electrostatic energy contributions to the nanoparticle systems, we begin with the Poisson equation for a system in TABLE I. The first two rows are the surface energies calculated from first principles in vacuum and in continuum solvent environments. The next two rows are the surface energies reported in the literature using density functional theory and molecular dynamics potentials. 16 vacuum. The electrostatic potential ϕ (r) is given by its solution for a given charge density ρ (r),
In the presence of a spatially varying dielectric, (r), as in our continuum model, we obtain the generalized Poisson equation,
where the solution now yields the electrostatic potential of the charge distribution in the presence of the dielectric. The cavity that determines the spatial dependence of the dielectric function is defined by a cavity function, s(r) through the following relation:
where the dielectric constant is equal to that of bulk water, bulk = 78, if the electronic density is less than the minimum cutoff and 1 if it is greater than the maximum cutoff with a smooth transition in between defined by the exponential of the switching function. The switching function, t, is given by
The originally fitted values of ρ min = 0.005 a.u. and ρmax = 0.0001 a.u. were used to define the cavity regions of both the dielectric and the counter-charge distribution.
Up to this point, only the electrostatic contributions from the solvent have been accounted for in the form of the dielectric, (r).
To account for solution ions that form the counter-charges in the electrochemical double layer, another charge distribution is added. When including the contributions from solution ion distributions and dielectrics, we obtain the generalized Poisson equation with counter-charges present,
where the counter-charge distribution is given by ρ cc (r) and the specific form of this charge distribution depends on the doublelayer model. A Helmholtz model has commonly been used for counter-charge representations of the double-layer in similar studies. 18 In practice, this model is often implemented as a Gaussian of a certain width positioned 3-5 Å away from the electrode surface as pictured in the schematic in Fig. 1(a) . While this can be a powerful approximation for planar slab models, it is difficult to systematically assign Helmholtz models above nanoparticle facets. In this work, a Poisson-Boltzmann distribution of countercharges is assumed. This is a function of the electrostatic potential and can contour to the shape of the cluster. For this distribution, ρ cc (r) takes the form of the Poisson-Boltzmann distribution now referred to by ρ PB (r), given by the following charge density:
Here, β = 1/(k B T), c ○ i is the concentration of ion i in the bulk solution, γ(r) is the complimentary cavity function defined by γ(r) = 1 − s(r) from Eq. (5), and zi is the charge of ion i in the solution. The complimentary cavity function defines the region the electrolyte can occupy; the implicit ions should not enter the bulk region of the nanoparticle.
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This results in the free energy functional in the presence of a dielectric and counter-charge distribution from Nattino et al. 19 given by
where (r) is the dielectric function following the form in Eq. (5) and ρ tot is the total charge density from the solute ion cores and the electrons. The fourth term in Eq. (9) gives the chemical work contribution for ion i in solution based on its chemical potential, i, and concentration change from the solution bulk, ci(r). The final term accounts for entropy contributions from the electrolyte where the change in electrolyte entropy density s(ci(r)) is the electrolyte entropy density change from that in the bulk solution and depends on the spatially dependent ion density in solution. From this functional, assuming ideal mixing and that counter-charges can be represented as point charges, it can be shown that the functional simplifies as 19
The functional in Eq. (10) is minimized for a given nanoparticle system, providing the energy for the Gouy-Chapman model in Fig. 1 . Single, monovalent ions were used to represent the electrolyte with a bulk solution concentration of 5.0M for both positive and negative species unless otherwise specified. The Gibbs solvation energies are obtained by adding nonelectrostatic terms that account for the cavitation energy, repulsion from short-range interactions, and dispersion from van der Waals forces,
where G es is the electrostatic contribution, S is the quantum surface, and V is the quantum volume. The experimental surface tension of the solvent, γ, determines the cavitation energy from the quantum surface, and the parameters α and β capture the repulsion and dispersion contributions. The α and β parameters are fit to best reproduce the experimental solvation energies of molecular data sets. The parameters used in this work are those reported in the work of Andreussi, 2012: γ = 72 dyn/cm (water), α = −22 dyn/cm, and β = −0.35 GPa. From the Gibbs energy in Eq. (12), the chemical potential shifts are calculated under the assumption that contributions from pressure and thermal vibrations are negligible under standard conditions. There are numerous parameter sets and cavity representations for implicit solvation models with varied levels of rigor. [20] [21] [22] Some of these models use solute and solvent specific dispersion contributions, as in the work of Sundararaman and Goddard. 23 Others use element specific parameters defining the cavity, omitting the volume terms for slab models entirely, such as in the work of Huang et al., to reproduce the PZC of a Pt (111) surface under certain ion adsorption conditions. In the self-consistent continuum solvation (SCCS) model employed in this work, the ρmin and ρmax values are fit to reproduce experimental solvation energies of molecular datasets. The area and volume terms, and therefore the dispersion contributions, were parameterized with molecular datasets. The applicability to metal clusters may not be optimal for this reason, and the applicability to slab systems is limited due to size inconsistencies introduced by the volume term. The result is that the PZCs, capacitances, and solvation energies calculated with this model may not be well-compared to those from experiment; however, this model is used to predict trends in these properties as a function of nanoparticle shape and size as it relates to catalyst stability. The SCCS model adopted in this work has these deficiencies, but it will provide general trends in shape and size for the driving forces for dissolution for the Ptn → Pt n−1 + Pt 2 + dissolution mechanisms in the presence of environmental effects. To reproduce experimental trends in PZC values and capacitances, it may be better to adopt other more rigorous models for the dispersion or fit cavity parameters to reproduce experimental PZCs. The PZC for nanoparticles is highly shape and size-dependent; it is best considered with ion adsorbates. 24 Dissolution mechanisms in the presence of adsorbates or oxide layers are not considered in this work, but shape-/sizedependent dissolution calculations in the presence of adsorbates and oxide layers would be beneficial for the understanding of platinum nanocatalyst corrosion in a broader range of electrochemical conditions.
The change in chemical potential of Pt for neutral nanoparticles without electrochemical double-layer contributions, ○ Pt , is defined as
and is given as the energy of a partially dissolved nanoparticle, En− 1 , plus the electrochemical potential of the dissolved platinum ion in solution, Pt 2 + , and the chemical potential of the electrons, e − , minus the energy of the pristine nanoparticle in the implicit solution, En. For neutral calculations in vacuum, the electrochemical potential is replaced with the bulk energy of platinum and the chemical potential of the electrons is not included. The standard electrochemical potential of the platinum ion is calculated under standard conditions assuming an ideal solution. The chemical potential reference of neutral platinum comes from a DFT calculation of bulk platinum in the FCC phase, FCC Pt ; this is also used in the calculation of the standard electrochemical potential of platinum ions, ○ Pt 2+ = FCC Pt + 2eϕ PtPt 2+ . In this work, we assume an ideal solution under standard conditions with standard reduction potentials from NIST. 25 The standard reduction potential for bulk platinum, ϕ PtPt 2+ , is 1.2 V vs SHE, and the applied voltages are calculated on the absolute hydrogen electrode scale with a shift of 4.44 V. The chemical potentials in Eq. (12) are transformed to voltage-dependent chemical potentials by applying Legendre transform, −QΦ, for a constant potential form of the chemical potential,
where Qn− 1 and Qn are the charges on the partially dissolved nanoparticle and the pristine nanoparticle at potential Φ, respectively. The charges are determined using an electrical double-layer capacitance model with the net intrinsic capacitance for the entire The Journal of Chemical Physics ARTICLE scitation.org/journal/jcp nanoparticle calculated on systems with applied charge. The charge terms are applied to account for the changes in charge on each nanoparticle to maintain a constant potential. The charge of a nanoparticle is given by Q = C(Φ − Φpzc), where Φ is the applied potential, and the potential of zero charge, Φpzc, is calculated from first principles for a given nanoparticle shape from Φpzc = −F/e, as in Ref. 18 . The diffuse double-layer capacitance C = dQdΦ used to calculate this charge is determined by an expansion of the system energy with respect to charge. Electrons are added or removed from the nanoparticle system with the Poisson-Boltzmann countercharges in Eq. (8) , and the capacitance is determined by a quadratic fit of the resulting energies. 26 This is the capacitance calculated based on the model in Fig. 1(b) . Electronic-structure calculations were performed using the Quantum Espresso package with the Environ module. 19, 27, 28 Plane wave basis sets were used with kinetic energy cutoffs of 800 eV and charge density cutoffs of 6500 eV. Ultrasoft pseudopotentials were used from Materials Cloud library within generalizedgradient approximations. 29, 30 A smearing of 0.4 eV was used with the Marzari-Vanderbilt formalism on the electronic occupations. 31 Binding energies were converged to 10 meV/atom and the forces to 0.003 eV/Å unless otherwise specified. The vacuum length was set to twice the maximum diameter of the nanoparticle to ensure convergence of the self-consistent Poisson-Boltzmann countercharges.
C. Classical molecular dynamics
The COMB3 potential 32 comprises the following primary terms:
where q N = (q 1 , q 2 , . . ., qN) is an array of the charges of all atoms in the system, r N = (r 1 , r 2 , . . ., rN) is an array of the positions of all atoms in the system, U self is the self-energy coming from an expansion of the system energy with respect to charge of an atom, U polar is a polarization term including atomic polarizabilities as well as dipole interactions, U Coul is a Coulombic interaction term including a cutoff function, U short is a bonding term similar to a Tersoff potential but including charge and angular terms, and Ucorr is an angular correction term. 32 An electronegativity equalization QEq-based charge scheme is used to equilibrate the charges. 33, 34 Molecular simulations were carried out using the LAMMPS simulation package with the newly developed Pt-O-H potentials developed by Antony and co-workers. 16, 35 For dissociation energy calculations with COMB3, the energies were calculated at 0 K from conjugate gradient minimization with a quadratic line search method. Here, charge equilibration was performed at every minimization step. The cells were constructed with vacuum spacing 2-3 times the length of the nanoparticles so that the separation between any two atoms across periodic images was larger than the Coulombic interaction cutoff for two atoms with the Wolf summation (22.5 Å). 36 The platinum reference energy used for these simulations is from a minimization of bulk face-centered platinum at 0 K. Dissolution was tested from each individual atom plotted in Fig. 3 .
III. RESULTS AND DISCUSSION
Initially, the Pt chemical potential shifts of nanoparticles were calculated from Eq. (12) without contributions from the applied nanoparticle voltage or the chemical potential of electrons. The chemical potential shifts from neutral, pristine nanoparticles follow the coordination of the site. For all sites tested, the chemical potential shift is positive, as seen in Table II . This is always the case for solvated nanoparticles including the electrochemical potential of the electrons. When the dissociation is considered in vacuum without electrochemical potential of electrons, electrochemical potential of platinum ions, or the electrochemical double-layer, the chemical potential shift is negative and the dissociation is favorable. This trend is also demonstrated in Table II . The dissolution of larger nanoparticles is less favorable and the chemical potential shift from sites on the 201-atom truncated octahedron is systematically larger than that at similar sites on the 79-atom truncated octahedron. For neutral nanoparticles, the implicit solvation stabilizes the partially dissolved structures. For the truncated octahedra, tetrahedron, and octahedron, the solvated chemical potential shift was higher. The trends in the neutral chemical potential shifts remain the same; lower coordination leads to lower shifts. Including solvent effects and the chemical potential of the electrons in the nanoparticle leads to large changes in the stability of partially dissociated nanoparticles, and these results highlight the importance of accounting for these effects.
The largest nanoparticles simulated with implicit solvent are 1.6 nm in diameter. This is in the lower-end of experimental size ranges for certain electrode preparations. 37 Experimental studies have shown increased stability in ORR applications, specifically by increasing the nanoparticle size range to 3-5 nm. 38 Furthermore, the mass activity of platinum nanoparticle catalysts can be optimized by increasing the size to around 2.2 nm. 15, 39 While electronic-structure calculations provide dissolution trends under an applied potential, classical molecular dynamics makes nanoparticle sizes such as these more accessible. The stability of larger nanoparticles is assessed by considering dissociation in vacuum [Eq. (12) ]. This is done for larger 2.8 nm atom truncated octahedral nanoparticles as well as other shapes and sizes shown in Fig. 3 .
The relative stability of the truncated octahedral nanoparticles is a trend carried across both levels of theory. In Fig. 3 , the chemical potential shift is given for the same shapes of nanoparticles calculated with semilocal DFT but with increasing size. The qualitative trends in the vacuum chemical potential shifts for semilocal DFT are the same as those calculated with COMB3, but the shifts in COMB3 are systematically higher. For example, ○ Pt for the corner site of the smallest COMB3 tetrahedron is −1.36 eV, whereas gradient-corrected calculations predicts −0.97 eV for a much smaller nanoparticle. For truncated octahedra in COMB3, all of the sites have positive chemical potential shifts predicting that dissolution is not favorable from any site. The ○ Pt for the corner site on a 79atom truncated octahedron is −0.12 eV, and in COMB3, the corner site of the smallest truncated octahedron gives 0.15 eV. Contrary to results with semilocal DFT, the chemical potential shifts are positive TABLE II. Shift in the chemical potential ○ Pt for nanoparticles of different shapes in the implicit solvent and in vacuum. The chemical potential shift is obtained for edges, corners, and facets of nanoparticles with the respective relaxed structure given above and the dissolution sites highlighted. The values calculated in vacuum do not include the contributions from the electrochemical potential of electrons, platinum ions, or the electrochemical double-layer. The geometry of the small truncated octahedron and tetrahedron is assumed; the octahedral and 201-atom truncated octahedral nanoparticles are the Wulff constructions for the respective sizes. for all truncated octahedral nanoparticles. For a given nanoparticle, COMB3 predicts the correct trends of the sites' relative energy, but it may not predict favorable dissolution as semilocal DFT does. The pronounced instability of the cubic nanoparticles in vacuum for the COMB3 simulation is also shown in the semilocal DFT calculations; dissociation from the majority of sites tested resulted in reconstruction for a 63-atom cubic nanoparticle. Edge-sites on cubic nanoparticles become less stable with size, and the stability of the center sites remain constant. General trends with the tetrahedral nanoparticles also follow those with DFT, and the chemical potential shifts follow the coordination of sites. These general trends in shape and size are extrapolated for comparison with the Kelvin equation 2 for the chemical potential shift with size. Figure 4 indicates that chemical potential shifts from nearly symmetrically equivalent sites on nanoparticles are inversely proportional to the nanoparticle radius R. This is consistent with the Kelvin equation. However, when comparing different sites on the (100) facets, the chemical potential shift can vary beyond the Kelvin equation, as demonstrated in the right inset in Fig. 4 These results are in contrast with those calculated using (13) in Fig. 5 , indicating a negative potential-dependent chemical potential shift over a wide potential window. The dissolution of the site from the less coordinated (100) facet was the lowest over the stability window of water. Dissolution from the (100) facet and the corner sites is negative in the potential window of water, and others require significant amounts of overpotential. The favorable dissolution of the (100) Table II . The electrochemical potential of electrons is subtracted off to show the magnitude of the energy change due to capacitive terms alone in Eq. (13) . The thermodynamic stability of a given site is determined by its position relative to the black line which is the coupled chemical potential of the dissolved platinum and electrons in the electrode. The stability window of water is highlighted by the dotted blue lines. It can be seen that the most favorable dissolution site in oxidizing conditions of water is from the small (100) facet. Counter-ion concentrations used for these simulations were set to 1.0M. The nanoparticles show the fully relaxed structures with the dissolution site highlighted.
Cluster
FIG. 6.
Voltage-dependent chemical potential shift, Pt , from sites tested in Table II for the 79-atom truncated octahedron. Again, the electrochemical potential of electrons is subtracted off. Contrary to the larger truncated octahedron in Fig. 5 , the edge site exhibits favorable dissolution near the upper end of the potential window of water. molecular dynamics simulations of a nanoparticle in real time are reported in the supplementary material ( Fig. 6) .
Molecular dynamics simulations of explicitly solvated nanoparticles were also carried out under the Berendsen NPT barostat (see supplementary material) for 1 ns to test for dissolution. The mechanisms involving the dissociation of water or oxidation of the surface may have a larger barrier than expected when using COMB3 potentials. However, the qualitative trends extracted from the simulations are useful in describing local charge transfer and solvent interactions, indicating which sites are more prone to dissolution. Positive charge accumulates near nanoparticle edges and corners; there is more specific adsorption of water molecules along these sites.
To consider size dependence for truncated octahedra, the smaller nanoparticles are predicted to dissolve at lower potentials compared to large octahedra. The chemical potential shifts are systematically lower for the smaller truncated octahedron, but the curvature of Pt (Φ) matches qualitatively. This indicates that the intrinsic capacitance and potential of zero charge associated with a site are similar with increasing size. These results show novel trends in the dissolution of Pt nanoparticles from different sites and highlight the sensitivity of driving forces for dissolution to voltage.
IV. CONCLUSION
The chemical potential shift of platinum dissolution tends to follow the coordination of the dissolution site, and generally, smaller clusters were predicted to dissolve more readily. These quantities were demonstrated to be highly dependent on the applied potential. The correction from capacitive contributions to the energy is nearly 0.74 eV per site over the voltage range shown. In some cases, inclusion of the polarized surface and electrochemical double layer predicted dissolution of highly coordinated sites over less coordinated ones, especially at high overpotentials. Calculations for The Journal of Chemical Physics ARTICLE scitation.org/journal/jcp voltage-dependent chemical potential shifts predicted dissolution of smaller nanoparticles at lower overpotentials compared to larger nanoparticles. Changes in local chemical potentials were presented for platinum nanoparticles as a function of shape and size. It was shown that the Kelvin equation is a good descriptor for the chemical potential shift of a nanoparticle from bulk platinum but only for average or equivalent local configurations (e.g., symmetrically equivalent sites). The shape-dependent changes in chemical potentials predicted with COMB3 potentials reflect qualitative trends from semilocal DFT calculations. Predictions from COMB3 yield slightly overestimated potentials but capture the same trends as quantum simulations.
In future refined models, the effects of the electrochemical double layer should also be considered as they can lead to dramatic changes in the thermodynamic driving forces for dissolution. The Kelvin equation can be used for an average chemical potential shift from the bulk, but site-specific dissolution energies can be predicted using reactive molecular dynamics potentials to account for local curvature. The coupled results from the different models demonstrate the sensitivity of these systems to the applied potential and particle size. Incorporating some of these effects can help improve models of nanocatalyst corrosion and dissolution in fuel cells.
SUPPLEMENTARY MATERIAL
The attached supplementary material includes an example simulation of a platinum nanoparticle in explicit water. Along with this simulation is a brief discussion on the implementation of QEq charge equilibration in COMB3 and how this leads to excessive charge transfer to the solution. In addition to the molecular dynamics simulation, additional voltage-dependent chemical potential shifts are given for tetrahedral and octahedral nanoparticles.
