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L2-STABILITY OF SOLITARY WAVES FOR THE KDV EQUATION VIA
PEGO AND WEINSTEIN’S METHOD
TETSU MIZUMACHI AND NIKOLAY TZVETKOV
Abstract. In this article, we will prove L2(R)-stability of 1-solitons for the KdV equation
by using exponential stability property of the semigroup generated by the linearized operator.
The proof follows the lines of recent stability argument of Mizumachi ([25]) and Mizumachi,
Pego and Quintero ([29]) which show stability in the energy class by using strong linear
stability of solitary waves in exponentially weighted spaces.
This gives an alternative proof of Merle and Vega ([23]) which shows L2(R)-stability of
1-solitons for the KdV equation by using the Miura transformation. Our argument is a
refinement of Pego and Weinstein ([34]) that proves asymptotic stability of solitary waves in
exponentially weighted spaces. We slightly improve the H1-stability of the modified KdV
equation as well.
1. Introduction
In this article, we discuss stability of solitary waves for the generalized KdV equations
(1) ∂tu+ ∂
3
xu+ 3∂x(u
p) = 0 for (t, x) ∈ R+ × R.
The case p = 2 corresponds to the KdV equation and describes a motion of shallow water
waves. The case p = 3 corresponds to the modified KdV equation. The generalized KdV
equations have a family of solitary wave solutions {ϕc(x− ct+ γ) | c > 0 , γ ∈ R}, where
(2) ϕc(x) = αc sech
2/(p−1)(βcx) , αc =
(
(p+ 1)c
6
)1/(p−1)
, βc =
p− 1
2
√
c ,
and ϕc is a solution of
(3) ϕ′′c − cϕc + 3ϕpc = 0 for x ∈ R.
Solitary waves play an important role among the solutions of (1). Indeed, solutions of the
KdV equation resolve into a train of solitary waves and an oscillating tail if the initial data
are rapidly decreasing functions (see [37]).
Stability of solitary waves has been studied for many years since Benjamin ([2]) and Bona
([3]). Let us briefly introduce their result by Weinstein’s argument ([5, 38]). Eq. (1) has
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conserved quantities ∫
R
u2(x) dx (the momentum),
E(u) =
∫
R
(
1
2
(∂xu)
2(x)− 3
p+ 1
up+1(x)
)
dx (the Hamiltonian).
Let Mc := {u ∈ H1(R) | ‖u‖L2 = ‖ϕc‖L2}. The set Mc is invariant under the flow generated
by (1) and the fact that ϕc minimizes E|Mc for p = 2, 3 and 4 implies orbital stability of ϕc,
that is, for any ε > 0, there exists a δ > 0 such that if u(0, x) = ϕc(x)+v0(x) and ‖v0‖H1 < δ,
then
sup
t∈R
inf
γ∈R
‖u(t, · + γ)− ϕc‖H1 < ε .
In order to study blow up problems of (1) with p = 5, Martel and Merle ([18]) established
a Liouville theorem for solutions around solitary wave solutions of (1). Using the Liouville
theorem, they prove that solitary wave solutions are asymptotic stabile in H1loc(R) if p = 2,
3 and 4. Later, they gave a more direct proof by using a time global virial estimate around
solitary wave solutions ([20]). We refer [21] for recent developments such as inelastic collision
of solitary waves for (1) with p = 4.
The L2(R)-stability of solitary wave solutions was first studied by Merle and Vega ([23])
for the KdV equation by using the Miura transformation and the fact that kink solutions of
the defocusing mKdV equation is stable to perturbations in H1(R). Indeed, a combination
of the Miura transformation and the Galilean transformation
u(t, x) =M+(v)(t, x − 3ct) + c
2
, M+(v) = ∂xv − v2 ,
is isomorphic between an L2-neighborhood of a 1-soliton ϕc(x − ct) and an H1(R) × R-
neighborhood of (ψc(x + ct), c), where ψc =
√
c/2 tanh(
√
c/2x) and ψc(x + ct) is a kink
solution of the defocusing mKdV ∂tv + ∂
3
xv − 2∂x(v3) = 0.
Their result has been extended to prove L2(Rx×Ty)-stability of line solitons for the KP-II
equation ([31]), L2(R)-stability of 1-solitons for the 1d-cubic NLS ([30]) and L2(R)-stability
of N -solitons for KdV ([1]) and the structural stability of 1-solitons for KdV in H−1(R)
([6]). These results rely on the Ba¨cklund transformations which are peculiar to the integrable
systems. In this article, we will show L2(R)-stability of KdV 1-solitons without using the
integrability of the KdV equation.
It is common for the long wave models that the main solitary wave moves faster than the
other parts of the solution, which leads to strong linear stability of solitary waves in expo-
nentially weighted spaces (see e.g. [24, 32, 34, 35]). This property was first used by Pego
and Weinstein ([34]) to prove asymptotic stability of solitary waves of the generalized KdV
equations to exponentially localized perturbations. Their argument turns out to be useful
especially when solitary waves cannot be characterized as (constrained) minimizers of con-
served quantities. Applying the idea of [34], Friesecke and Pego ([9, 10, 11, 12]) proved that
solitary waves to the FPU lattices are stable for exponentially localized perturbations (see
also [28]). Mizumachi ([25, 26]) extended [10] and prove stability of N -soliton like solutions in
the energy class by suitability decomposing the remainder part of the solution into a sum of
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small waves which moves much slower than the main waves and exponentially localized parts.
The argument has been applied to the Benney-Luke equation which is one of bidirectional
models of the water waves whose solitary waves in the weak surface tension regime are infin-
itely indefinite saddle point of the energy-momentum functional ([29]). Recently, Mizumachi
([27]) has proved transversal stability of line solitons for the KP-II equation in exponentially
weighted space. We expect the argument used in [25, 29] is useful to prove stability of line
solitons for the KP-II equation in unweighted spaces. In this article, we will apply the ar-
gument used in [25, 29] to the KdV equation and give an alternative proof of the following
result by Merle and Vega ([23]).
Theorem 1.1 ([23]). Let p = 2 and c0 > σ > 0. Then there exist positive constants C
and δ satisfying the following. Suppose that u(t, x) is a solution of (1) satisfying u(0, x) =
ϕc0(x) + v0(x) and ‖v0‖L2 < δ. Then there exist c+ > 0 and a C1-function x(t) such that
sup
t≥0
‖u(t, ·)− ϕc0(· − x(t))‖L2 ≤ C‖v0‖1/2L2 ,(4)
c+ = lim
t→∞
x˙(t) ,(5)
|c+ − c0|+ sup
t≥0
|x˙(t)− c0| ≤ C‖v0‖L2 ,(6)
lim
t→∞
∥∥u(t, ·)− ϕc+(· − x(t))∥∥L2(x≥σt) = 0 .(7)
Remark. The L2(R) well-posedness of the KdV equation was proved by Bourgain ([4]).
Remark. We expect that stability argument of N -solitary wave solutions to the FPU lattices
([26]) is applicable to N -solitary wave solutions of the long wave models as well.
For the mKdV equation, we slightly improve orbital stability of 1-solitons in H1(R). Note
that the mKdV equation is well-posed in Hs(R) with s ≥ 1/4. See [16, 17].
Theorem 1.2. Let p = 3 and c0 > σ > 0. Then there exist positive constants C and δ
satisfying the following. Suppose that u(t, x) is a solution of (1) satisfying u(0, x) = ϕc0(x)+
v0(x) and ‖v0‖3/4L2 ‖v0‖
1/4
H1
< δ. Then there exist c+ > 0 and a C
1-function x(t) such that
sup
t≥0
‖u(t, ·)− ϕc0(· − x(t))‖L2 ≤ C‖v0‖1/2L2 ,(8)
c+ = lim
t→∞
x˙(t) ,(9)
|c+ − c0|+ sup
t≥0
|x˙(t)− c0| ≤ C‖v0‖L2 ,(10)
lim
t→∞
∥∥u(t, ·)− ϕc+(· − x(t))∥∥L2(x≥σt) = 0 .(11)
Finally, let us introduce several notations. Let Lpa (1 ≤ p ≤ ∞) and Hka (k ∈ N) be
exponentially weighted spaces, writing
Lpa = {g | eaxg ∈ Lp(R)} , Hka = {g | ∂jxg ∈ L2a for 0 ≤ j ≤ k} ,
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with norms
‖g‖Lpa = ‖ea·g‖Lp(R) , ‖g‖Hka =
 ∑
0≤j≤k
‖∂jxg‖2L2a
1/2 .
We define 〈·, ·〉 and 〈·, ·〉t,x as
〈u1, u2〉 =
∫
R
u1(x)u2(x) dx , 〈v1, v2〉t,x =
∫
R
∫
R
v1(t, x)v2(t, x) dxdt .
For any Banach spaces X, Y , we denote by B(X,Y ) the space of bounded linear operators
from X to Y . We abbreviate B(X,X) as B(X). We use a . b and a = O(b) to mean that
there exists a positive constant such that a ≤ Cb. Various constants will be simply denoted
by C and Ci (i ∈ N) in the course of the calculations.
2. Linear stability of 1-solitons
In this section, we recall strong linear stability of 1-soliton solutions in the exponentially
weighted space L2a for the sake of self-containedness. Let
u(t, x) = ϕc(y) + v(t, y) , y = x− ct
and linearize nonlinear terms of (1) around v = 0. Then we have
(12) ∂tv + Lcv = 0 ,
where Lc = ∂y(∂2y − c+f ′(ϕc)) with f(u) = 3up. The linearized operator Lc has a generalized
kernel associated with the infinitesimal changes in the location and the speed of the solitary
waves. Let ξ1c (y) = ∂yϕc(y), ξ
2
c (y) = ∂cϕc(y) and
(13) ζ1c (y) = −θ1(c)
∫ y
−∞
∂cϕc(y1) dy1 + θ2(c)ϕc(y) , ζ
2
c (y) = θ1(c)ϕc(y) ,
where θ1(c) = 1/
∫
R
ϕc(y)∂cϕc(y) dy and θ2(c) = θ1(c)
2
(∫
R
∂cϕc(y) dy
)2
/2. Differentiating
(3) twice with respect to y and c, we have
(14) Lcξ1c = 0 , Lcξ2c = ξ1c .
In view of (14) and the fact that (formally) ∂yL∗c = −Lc∂y,
(15) L∗cζ1c = ζ2c , L∗cζ2c = 0 .
For i, j=1, 2, ∫
R
ξic(y)ζ
j
c (y) dy = δij .
Since d‖ϕc‖2L2/dc 6= 0 for p 6= 5, the algebraic multiplicity of the eigenvalue 0 is two if p 6= 5.
Let Pc : L
2
a → L2a (0 < a <
√
c) be the spectral projection associated with the generalized
kernel of Lc and let Qc = I − Pc. Then
Pcv = 〈v , ζ1c 〉ξ1c + 〈v , ζ2c 〉ξ2c ,
Range(LcPc) ⊂ Range(Pc) , Range(LcQc) ⊂ Range(Qc) .
Next we recall the spectrum of the linearized operator Lc. The spectrum of Lc in L2(R)
consists of iR (see [33]). However if 0 < a <
√
c, the essential spectrum of Lc in L2a locates
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in the stable half plane. Indeed, the spectrum of Lc in L2a is equivalent to the spectrum of
ea·Lce−a· in L2(R) and by Weyl’s essential spectrum theorem,
σess(Lc) = {ip(ξ + ia) | ξ ∈ R} , p(ξ) = −(ξ3 + cξ) .
Since
(16) p(ξ + ia) = −{ξ3 + (c− 3a2)ξ} − i{a(c− a2) + 3aξ2} ,
we have σess(Lc) ⊂ {λ ∈ C | ℜλ ≥ a(c− a2) > 0} if a ∈ (0,
√
c).
The complement of σess(Lc) consists of two connected components. We denote by Ω(a)
one of these components which contains the unstable half plane. Pego and Weinstein [34,
Proposition 2.6, Theorem 3.1] prove spectral stability of Lc in the exponentially weighted
space L2a.
Proposition 2.1 (Spectral stability of 1-solitons ([34])). Let p = 2 or 3. Suppose c > 0
and a ∈ (0,√c). Then the operator Lc in L2a has no eigenvalue in Ω(a) other than 0 whose
algebraic multiplicity is two and σess(Lc) ⊂ {λ ∈ C | ℜλ ≥ a(c− a2) > 0}.
Let R(λ) = (iλ + Lc)−1 and Σb := {λ ∈ C | ℑλ < b}. The spectral stability of Lc implies
that
(17) sup
λ∈Σb
‖R(λ)Qc‖B(L2a) <∞ for b satisfying 0 < b < a(c− a
2).
Let L0 = ∂3y − c∂y, R0(λ) = (iλ + L0)−1 and V = ∂y(f ′(ϕc)·). By Plancherel’s theorem and
(16),
‖R0(λ)‖B(L2a ,Hka ) . sup
ξ∈R
1 + |ξ + ia|k
|λ+ p(ξ + ia)|
.(1 + |λ|)−(2−k)/3 for λ ∈ Σb and 0 ≤ k ≤ 2.
(18)
In view of (18) and the fact that f ′(ϕc) is exponentially localized, we see that V R0(λ) is
compact on L2a and that I + V R0(λ) has a bounded inverse unless λ is an eigenvalue of
Lc. Hence it follows from Proposition 2.1 that ‖(I + V R0(λ))−1Qc‖B(L2a) is bounded on any
compact subset of Σb. Moreover, Eq. (18) with k = 1 implies that ‖V R0(λ)‖B(L2a) ≤ 12 for
large λ. Thus we have
(19) sup
λ∈Σb
‖R(λ)Qc‖B(L2a;H2a) . sup
λ∈Σb
‖R0(λ)‖B(L2a ;H2a) <∞
since R(λ) = R0(λ)(I + V R0(λ))
−1.
Once (17) is established, the Gearhart-Pru¨ss theorem ([13, 36]) on C0-semigroups on Hilbert
spaces implies exponential linear stability of e−tLcQc.
Proposition 2.2 (Linear stability of 1-solitons ([34])). Let p = 2 or 3, c > 0 and a ∈ (0,√c).
Then there exist positive constants K and b such that for every f ∈ L2a and t ≥ 0,
(20) ‖e−tLcQcf‖L2a ≤ Ke−bt‖f‖L2a .
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Exponential stability of e−tLcQc reflects that the largest solitary wave moves faster to the
right than any other waves.
Kato [15] tells us that e−t∂
3
x has a strong smoothing effect on L2a. We will use the property
to deal with nonlinear terms.
Corollary 2.3. Let p = 2 or 3, c > 0 and 0 < a <
√
c. Then there exist positive constants
K ′ and b′ such that
‖e−tLcQc∂jyf‖L2a ≤ K ′e−b
′tt−(2j+1)/4‖f‖L1a for j = 0, 1, f ∈ L1a and t > 0,(21)
‖e−tLcQc∂yf‖L2a ≤ K ′e−b
′tt−1/2‖f‖L2a for f ∈ L2a and t > 0.(22)
Proof. By the definition of the Fourier transform and Plancherel’s theorem,
(23) ‖f‖L2a = ‖fˆ(·+ ia)‖L2 for f ∈ L2a.
By (23) and (16), we have for j ∈ Z≥0,
‖∂jye−tL0f‖L2a =
(∫
R
∣∣∣(ξ + ia)je−itp(ξ+ia)fˆ(ξ + ia)∣∣∣2 dξ)1/2
≤e−a(c−a2)t
(∫
R
∣∣∣(ξ + ia)je−3atξ2 fˆ(ξ + ia)∣∣∣2 dξ)1/2 .
Since ‖ξke−3atξ2‖L2 . t−(2k+1)/4 for k ≥ 0 and ‖fˆ(·+ ia)‖L∞ . ‖f‖L1a ,
(24) ‖∂jye−tL0f‖L2a . e−a(c−a
2)t(1 + t−(2j+1)/4)‖f‖L1a for j ∈ Z≥0.
Similarly, we have
(25) ‖∂jye−L0f‖L2a . e−a(c−a
2)t(1 + t−j/2)‖f‖L2a for j ∈ Z≥0 .
Now we will show (21) with j = 0. Let v(t) be a mild solution of (12) with v(0) = Qcf
and f ∈ L1a, that is,
(26) v(t) = e−tL0Qcf −
∫ t
0
e−(t−s)L0∂y
(
f ′(ϕc)v(s)
)
ds =: Tv(t) .
Since Qc ∈ B(L1a) and f ′(ϕc) is bounded, it follows from (24) and (25) that
‖Tv‖L2a . e−a(c−a
2)tt−1/4‖f‖L1a +
∫ t
0
e−a(c−a
2)(t−s)(t− s)−1/2‖v(s)‖L2a ds .
By the contraction mapping theorem, there exists a unique solution of (26) satisfying
(27) sup
0<t<t1
t1/4‖v(t)‖L2a <∞ for a t1 > 0.
For t ≥ t1, Proposition 2.2 and (27) imply
(28) ‖e−tLcQcf‖L2a ≤ ‖e−(t−t1)LcQc‖B(L2a)‖v(t1)‖L2a . e−b(t−t1)‖f‖L1a .
Combining (27) and (28), we obtain (21) with j = 0. We can prove (21) with j = 1 and (22)
in exactly the same way. Thus we complete the proof. 
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Remark. Suppose g(t) ∈ C([0, T ];L1a) and that v(t) is a solution of
(29) ∂tv + Lcv = Qc∂yf , v(0) = 0 ,
in the class C([0, T ];L2a). Then v(t) can be represented as
(30) v(t) =
∫ t
0
e−(t−s)LcQcg(s) ds for t ∈ [0, T ].
Indeed, Corollary 2.3 ensures that the right hand side of (30) is a solution of (29) in the
class C([0, T ];L2a). Note that a solution to (29) is unique in the class C([0, T ];L
2
a). Applying
Corollary 2.3 to (30) we have
(31) ‖v(t)‖L2a ≤ K ′
∫ t
0
(t− s)−3/4e−b′(t−s)‖g(s)‖L1a ds .
In Section 7, we will use (31) to estimate quadratic nonlinearities.
To deal with cubic terms of mKdV, we will use the following local smoothing effect of
Ag(t) :=
∫ t
0
e−(t−s)LcQcg(s) ds
in the exponentially weighted space.
Proposition 2.4. Let p = 2 or 3, c > 0 and 0 < a <
√
c. Then there exists a positive
constant K1 such that for every g ∈ L2(R+;L2a),
(32) ‖Ag‖L2(R+;H2a) ≤ K1‖g‖L2(R+;L2a) .
Because of parabolic nature of e−t∂
3
x on exponential weighted spaces, Proposition 2.4 follows
from the argument of [8]. However, we here follow the lines of the proof of [7, Proposition 2.7].
Proof of Proposition 2.4. Fix T > 0 and define gT (t) to be equal to g(t) for t ∈ [0, T ] and 0
elsewhere. Define
uT (t) =
∫ t
0
e−(t−s)LcQcgT (s) ds.
Then uT (t) = Ag(t) for t ∈ [0, T ], u(t) = 0 for t ≤ 0 and uT (t) is a constant for t > T . We
have for t ∈ R,
(∂t + Lc)uT (t) = QcgT (t) .
Thanks to the properties of gT and uT , we can take the Fourier transform in time (in the
lower complex half plane) to get the relation
(iτ + Lc)ûT (τ) = QcĝT (τ), Im(τ) < 0.
Take τ = λ − iε, ε > 0 and λ ∈ R. Using the resolvent estimate (19), letting ε to zero and
integrating over λ, we get
‖ûT (λ)‖L2(R;H2a) . ‖ĝT (λ)‖L2(R;L2a) .
Since the Fourier transform of a function from R to a Hilbert space H is an isometry on
L2(R;H), we obtain
‖uT ‖L2(R;H2a) . ‖gT ‖L2(R;L2a) .
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This is turn implies
‖Ag‖L2([0,T ];H2a) . ‖g‖L2(R;L2a) .
Observe that the implicit constant in the last inequality is independent of T . Letting T tends
to infinity, we complete the proof of Proposition 2.4. 
3. Decomposition of solutions around 1-solitons
In this section, we will decompose a solution around 1-solitons into a sum of a modulating
solitary wave and the remainder part. Let
(33) u(t, x) = ϕc(t)(y) + v(t, y) , y = x− x(t) .
Here c(t) and x(t) denote the modulating speed and the modulating phase shift of the main
solitary wave at time t and v(t, y) denotes the remainder part of the solution. Substituting
(33) into (1), we obtain
(34) ∂tv + Lc(t)v − (x˙(t)− c(t))∂yv + ℓ(t) + ∂yN = 0 ,
where
N = f(ϕc(t) + v)− f(ϕc(t))− f ′(ϕc(t))v ,
ℓ(t) = c˙(t)∂cϕc(t)(y)− (x˙(t)− c(t))∂yϕc(t)(y) .
Suppose that u(t, x) satisfies the initial condition
u(0, x) = ϕc0(x) + v0(x) .
To apply the semigroup estimate directly to v as [34], the perturbation v(t) should belong to
an exponentially weighted space. In order to extend Pego-Weinstein’s approach for v0 ∈ L2(R)
or v0 ∈ H1(R), we further decompose v(t, y) into a sum of a small L2-solution of the KdV
equation and an exponentially localized part. More precisely, let v˜1 be a solution of (1)
satisfying v˜1(0, ·) = v0 and let
v1(t, y) = v˜1(t, x) , v(t, y) = v1(t, y) + v2(t, y) .
Then
(35)
{
∂tv1 − x˙(t)∂yv1 + ∂3yv1 + ∂yf(v1) = 0 ,
v1(0, y) = v0(y + x(0)) ,
and
(36)
{
∂tv2 + Lc(t)v2 − (x˙(t)− c(t)) ∂yv2 + ℓ(t) + ∂yN(t) = 0 ,
v2(0, x) = 0 ,
where N(t) = N1(t) +N2(t),
N1(t) = f(ϕc(t) + v1)− f(ϕc(t))− f(v1) ,
N2(t) = f(ϕc(t) + v)− f(ϕc(t) + v1)− f ′(ϕc(t))v2 .
The solutions of (35) will be evaluated by using a virial estimate first used in the fundamental
article by Kato ([15]). The solutions of (36) will be estimated by using the linear estimates
due to Pego-Weinstein in Section 2.
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To begin with, we will show that v2(t) remains in exponentially weighted spaces as long as
the decomposition (33) exists and c(t)− c0 remains small.
Lemma 3.1. Let p = 2 and v0 ∈ L2(R) or p = 3 and v0 ∈ H1(R). Suppose that u(t) is a
solution to (1) satisfying u(0) = ϕc0 + v0 and that and v˜1(t) is a solution to (1) satisfying
v˜1(0) = v0. Then for u(t)− v˜1(t) ∈ C([0,∞);L2a) for any a ∈ [0,
√
c0).
Proof. Suppose p = 2 and u¯(t, x) = u(t, x)− v˜1(t, x). Then
(37)
{
∂tu¯+ ∂
3
xu¯+ 3∂x {(u+ v˜1)u¯} = 0 for t > 0 and x ∈ R,
u¯(0, x) = ϕc0(x) for x ∈ R.
Thanks to the well-posedness of the KdV equation in L2(R) , we have u¯(t) = u(t) − v˜1(t) ∈
C(R;L2(R)).
Next we will show that u¯(t) ∈ L∞(0, T ;L2a) for any a ∈ (0,
√
c0) and T > 0. Suppose in
addition that v0 ∈ H3(R) ∩ L2a so that u¯ ∈ C(R;H3(R)) and v˜1(t), u(t) ∈ C([0,∞);L2a). At
least formally, we have
d
dt
∫
R
e2axu¯2(t, x) dx+ 6a
∫
R
e2ax(∂xu¯)
2(t, x) dx
=
∫
e2ax{(2a)3u¯2 + 8au¯3}(t, x) dx + I ,
where I = 12
∫
R
e2ax(2au¯2 + u¯∂xu¯)v˜1 dx. Since ‖v˜1(t)‖L2 = ‖v0‖L2 and
‖u¯(t)‖L2 ≤ ‖u(t)‖L2 + ‖v˜1(t)‖L2 ≤ ‖ϕc0‖L2 + 2‖v0‖L2 for every t ∈ R,
there exists a C > 0 depending only on c0 and ‖v0‖L2 such that
d
dt
‖u¯(t)‖2L2a ≤ C‖u¯(t)‖
2
L2a
.
Here we use a weighted Sobolev inequality ‖w‖Lqa . ‖w‖
1/2+1/q
L2a
‖w‖1/2−1/q
H1a
for 2 ≤ q ≤ ∞ (see
(124) in Section 9). Thus we have
(38) ‖u¯(t)‖2L2a ≤ e
Ct‖u¯(0)‖2L2a = e
Ct‖ϕc0‖2L2a for t ≥ 0.
More precisely, let χ˜n(x) = e
2an(1+tanh a(x−n))/2. We have χ˜n(x) ↑ e2ax and χ˜′n(x) ↑ 2ae2ax
as n →∞ and 0 < χ˜′n(x) ≤ aχ˜n(x) and |χ˜′′′n (x)| ≤ 4a2χ˜′n(x) for any x ∈ R. Using the above
properties of χ˜n and Lemma 9.1, we can easily justify (38) for v0 ∈ H3(R) ∩ L2a.
For any v0 ∈ L2(R), there exists a sequence v0n ∈ H3(R) ∩ L2a such that v0n → v0 in
L2(R) as n → ∞. Let un(t) and v˜n(t) be a solution to (1) satisfying un(0) = ϕc0 + v0n and
v˜n(0) = v0n. Then for any t ∈ R, we have limn→∞ ‖un(t)− v˜n(t) − u¯(t)‖L2(R) = 0 and there
exists a subsequence of {un(t)− v˜n(t)} that converges to u¯(t) weakly in L2a. Thus we have
‖u¯(t)‖L2a ≤ lim infn→∞ ‖un(t)− v˜n(t)‖L2a ≤ e
Ct/2‖ϕc0‖L2a .
By the variation of the constant formula,
u¯(t) = e−t∂
3
xϕc0 − 3
∫ t
0
e−(t−s)∂
3
x∂x(u(s) + v˜1(s))u¯(s) ds .
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Since e−t∂
3
x is a C0-semigroup on L
2
a and ‖∂xe−t∂
3
x‖B(L1a;L2a) . t−3/4, we easily see that u¯(t) ∈
C([0,∞);L2a).
The case p = 3 can be shown in the same way. Thus we complete the proof. 
Now we impose the symplectic orthogonality condition on v2.∫
R
v2(t, y)ζ
1
c(t)(y) dy = 0 ,(39) ∫
R
v2(t, y)ζ
2
c(t)(y) dy = 0 .(40)
Note that ζ1c(t), ζ
2
c(t) ∈ L2−a and v2(t) ∈ L2a for a ∈ (0,
√
c0/2) by Lemma 3.1 as long as
|c(t) − c0| remains small. In an L2a-neighborhood of ϕc0 , the speed and the phase satisfying
the orthogonality conditions can be uniquely chosen.
Lemma 3.2. Let c0 > 0, a ∈ (0,√c0). Then there exist positive constants δ0 and δ1 such
that for each w ∈ U0(δ0) := {w ∈ L2a | ‖w − ϕc0‖L2a < δ0}, there exists a unique (γ , c) ∈
U1(δ1) := {(γ , c) ∈ R2 | |γ|+ |c− c0| < δ1} such that
(41) 〈w(· + γ)− ϕc , ζ1c 〉 = 〈w(·+ γ)− ϕc , ζ2c 〉 = 0 .
Proof. Let G : L2a × R× R+ → R2 be a mapping defined by
(42) G(w, γ, c) =
(〈w − ϕc(· − γ) , ζ1c (· − γ)〉
〈w − ϕc(· − γ) , ζ2c (· − γ)〉
)
.
Since G(ϕc0 , 0, c0) =
t(0, 0) and ∇(γ,c)G(ϕc0 , 0, c0) =
(
1 0
0 −1
)
is invertible, Lemma 3.2
follows immediately from the implicit function theorem. 
Lemma 3.2 implies that the decomposition
(43) u(t, x)− v˜1(t, x) = ϕc(t)(y) + v2(t, y) , y = x− x(t)
satisfying the orthogonality conditions (39) and (40) persists as long as ϕc(t)(y)+v2(t, y) stays
in U0(δ0) and c(t)− c0 remains small.
Lemma 3.3. Let c0, δ0 and δ1 be as in Lemma 3.2. Suppose that u and v˜1 be solutions of
(1) satisfying u(0) = ϕc0 + v0 and v˜1(0) = v0 ∈ L2(R). Then there exist T > 0 and c(t),
x(t) ∈ C([0, T ]) ∩ C1((0, T )) such that
c(0) = c0 , x(0) = 0 , sup
t∈[0,T ]
|c(t)− c0| < δ1 ,
and that v2 defined by (43) satisfies the orthogonality conditions (39) and (40) for t ∈ [0, T ].
Moreover, if T is finite and
sup
t∈[0,T )
‖ϕc(t) + v2(t)− ϕc0‖L2a < δ0 ,
then T is not maximal.
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Proof. Let X be a Banach space with the norm ‖u‖X = ‖(c0 − ∂2x)−2u‖L2a . Then G defined
by (42) is a smooth mapping from X ×R+×R to R2. Thus by the implicit function theorem
there exist an X-neighborhood U˜0 of 0 and an R
2-neighborhood U˜1 of (0, c0) such that for
any w ∈ U˜0, there exists a unique (γ, c) ∈ U˜1 satisfying (41). Moreover, the mapping U˜0 ∋
w 7→ Φ(w) = (γ, c) ∈ U˜1 is smooth. Since
u¯(t) = u(t)− v˜1(t) ∈ C([0,∞);L2a) ∩ C1((0,∞);X)
by Lemma 3.1 and (1), we have (x(t) , c(t)) = Φ(u¯(t)) is C1 on (0, T ). The other part of the
proof is exactly the same as the proof of [29, Proposition 9.3]. 
In order to prove stability of 1-solitons, we will estimate the following quantities in the
subsequent sections. Let
‖w‖W :=
(∫
R
e−2a|x|w2(x) dx
)1/2
, ‖w‖W1 :=
(‖w‖2W + ‖∂xw‖2W )1/2 ,
and let
M1(T ) = sup
t∈[0,T ]
‖v1(t)‖L2 + ‖v1(t)‖L2(0,T ;W1) ,
M2(T ) =
{
supt∈[0,T ] ‖v2(t)‖L2a + ‖v2‖L2(0,T ;L2a) if p = 2,
supt∈[0,T ] ‖v2(t)‖L2a + ‖v2‖L2(0,T ;H1a) if p = 3,
Mv(T ) = sup
0≤t≤T
‖v(t)‖2L2 , Mc(T ) = sup
t∈[0,T ]
|c(t)− c0| ,
Mx(T ) = sup
t∈[0,T ]
|x˙(t)− c(t)| , Mγ(T ) = sup
t∈[0,T ]
|γ˙(t)− c(t)| ,
Mtot(T ) =
{
M1(T ) +M2(T ) +Mv(T ) +Mc(T ) +Mx(T ) if p = 2,
M1(T ) +M2(T ) +Mv(T ) +Mc(T ) +Mγ(T ) if p = 3,
where γ(t) is a function which shall be introduced in Lemma 4.2. We remark that ‖v1(t)‖W1
measures the interaction between the solitary wave and v1.
4. Modulation equations on the speed and the phase shift
In this section, we will derive modulation equations on the speed parameter c(t) and the
phase shift parameter x(t).
Differentiating (39) and (40) with respect to t and substituting (36) into the resulting
equation, we have for i = 1 and 2,
0 =
d
dt
〈v2(t) , ζ ic(t)〉
= −〈v2(t) , L∗c(t)ζ ic(t)〉 − 〈ℓ, ζ ic(t)〉+ c˙〈v2 , ∂cζ ic(t)〉 − (x˙− c)〈v2 , ∂yζ ic(t)〉+ 〈N , ∂yζ ic(t)〉 .
By (15) and (40), we have 〈v2(t) , L∗c(t)ζ ic(t)〉 = 0 for i = 1, 2. Hence it follows that
(44) A(t)
(
c(t)− x˙(t)
c˙(t)
)
=
(
〈N , ∂yζ1c(t)〉
〈N , ∂yζ2c(t)〉
)
,
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where
A(t) = I −
(〈v2 , ∂yζ1c 〉 〈v2 , ∂cζ1c 〉
〈v2 , ∂yζ2c 〉 〈v2 , ∂cζ2c 〉
)
.
The following lemma provides estimates for c(t) and x(t) in terms of the weighted L2-norms
of v1 and v2.
Lemma 4.1. Let p = 2 and c0 > 0 and 0 < a <
√
c0/2. Then there exists a positive
constant δ2 such that if the decomposition (43) satisfying (39) and (40) exists on [0, T ] and
M1(T ) +M2(T ) +Mc(T ) < δ2, then for t ∈ [0, T ],
|c˙(t)|+ |x˙(t)− c(t)|
. ‖v1(t)‖W + ‖v2‖L2a(‖v1(t)‖W + ‖v2(t)‖L2a) .
(45)
Furthermore,
d
dt
{
c(t) + θ1(c(t))
〈
v1(t), ϕc(t)
〉}
= O
(
‖v1(t)‖2W + ‖v2(t)‖2L2a
)
,(46)
Mc(T ) +Mx(T ) .M1(T ) +M2(T )
2 .(47)
Lemma 4.2. Let p = 3 and c0 > 0 and 0 < a <
√
c0/2. Suppose v0 ∈ H1(R). Then there
exists a positive constant δ2 such that if the decomposition (43) satisfying (39) and (40) exists
on [0, T ] and M1(T ) +M2(T ) +Mv(T ) +Mc(T ) < δ2, then for t ∈ [0, T ],
|c˙(t)|+ |x˙(t)− c(t)| . ‖v1(t)‖W +
(
‖v1(t)‖2W + ‖v2‖2L2a
)
(1 + ‖v1(t)‖L∞ + ‖v(t)‖L∞) .(48)
Furthermore,
(49)
d
dt
{
c(t) + θ1(c(t))
〈
v1(t), ϕc(t)
〉}
= O
(‖v1(t)‖W1 + ‖v2(t)‖H1a)2 ,
and there exists a C1-function γ(t) such that γ(0) = 0,
γ˙(t)− x˙(t) = O ((‖v1(t)‖W1 + ‖v2(t)‖H1a )2(‖v1(t)‖L2 + ‖v(t)‖L2)) ,(50)
γ˙(t)− c(t) = O
(
‖v1‖W + ‖v2(t)‖2L2a
)
,(51)
Mc(T ) +Mγ(T ) .M1(T ) +M2(T )
2 .(52)
As we will see in Section 8, Lemmas 4.1 and 4.2 imply that the modulating speed c(t)
converges to a fixed speed as t→∞. We will use (46) and (49) to show that c(t) tends to a
fixed speed speed c+ as t→∞.
Proof of Lemma 4.1. If δ2 is small enough, then 2a <
√
c(t) for all t ∈ [0, T ], and it follows
from (13) that for i = 1 and 2, ‖∂cζ ic(t)‖L2−a and supy∈R e2a|y|∂yζ ic(t)(y) are uniformly bounded
on [0, T ]. Thus we have for i = 1 and 2,
|〈v2, ∂yζ ic(t)〉|+ |〈v2, ∂cζ ic(t)〉| . ‖v2‖L2a . δ2 .
Moreover,
|〈N1, ∂yζ ic(t)〉| . ‖v1(t)‖W , |〈N2, ∂yζ ic(t)〉| . ‖v1(t)‖W ‖v2‖L2a ,+‖v2‖2L2a .
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because N1 = 6ϕcv1 and N2 = 6v1v2 + 3v
2
2 . Combining the above with (44), we obtain (45).
Moreover,
c˙(t) =〈N, ∂yζ2c(t)〉
(
1 +O(‖v2(t)‖L2a)
)
+O
(
‖v2(t)‖L2a |〈N, ∂yζ1c(t)〉|
)
=〈N1, ∂yζ2c(t)〉+O(‖v1(t)‖2W + ‖v2(t)‖2L2a) .
(53)
Next we will rewrite 〈N1, ∂yζ2c 〉 as a sum of time derivative θ1(c(t))〈v1(t, ·), ϕc(t)〉 and a re-
mainder part which is integrable in time. Substituting (35) and integrating the resulting
equation by parts, we have
d
dt
〈v1 , ϕc〉 − c˙〈v1 , ∂cϕc〉+ (x˙− c)〈v1 , ϕ′c〉
=〈v1 , ϕ′′′c − cϕ′c〉+ 3〈v21 , ϕ′c〉 .
(54)
By (3) and (54),
〈N1, ∂yζ2c 〉 =3θ1(c)
〈
v1 , ∂y
(
ϕ2c
)〉
=θ1(c)〈v1 , cϕ′c − ϕ′′′c 〉
=− d
dt
(θ1(c)〈v1, ϕc〉) + dθ1(c)
dt
〈v1, ϕc〉
+ θ1(c){c˙〈v1 , ∂cϕc〉 − (x˙− c)〈v1 , ϕ′c〉+ 3〈v21 , ∂yϕc〉} .
Substituting (45) into the above, we have
〈N1, ∂yζ2c 〉+
d
dt
(θ1(c)〈v1, ϕc〉) = O(‖v1‖2W + ‖v2‖2L2a) .
Thus (46) follows from (53) and the above. Eq. (47) follows immediately from (45) and
(46). 
Proof of Lemma 4.2. By the definition, we have
N1 = N11 +N12 , N11 = 9ϕ
2
cv1 , N12 = 9ϕcv
2
1 ,(55)
N2 = N21 +N22 , N21 = 9ϕcv2(2v1 + v2) , N22 = 3v2(3v
2
1 + 3v1v2 + v
2
2) ,(56)
and for i = 1, 2,
|〈N11, ∂yζ ic(t)〉| . ‖v1(t)‖W , |〈N12, ∂yζ ic(t)〉| . ‖v1(t)‖2W ,(57)
|〈N21, ∂yζ ic(t)〉| . (‖v1(t)‖W + ‖v2(t)‖L2a)2 ,(58)
|〈N22, ∂yζ ic(t)〉| . (‖v1(t)‖W + ‖v2(t)‖L2a)2‖v2(t)‖L∞ ,
in the same way as in the proof of Lemma 4.1. Combining the above with (44), we have (48).
Next we will show (49). Since |∂yζ ic(t)(y)| . e−2a|y|, Lemma 9.2 implies that
(59)
∫
R
|∂yζ ic(t)(y)||v3(t, y)| dy . ‖v(t)‖L2‖v(t)‖2W1 for i = 1, 2.
By (59) and the Ho¨lder inequality,
(60) |〈N22, ∂yζ ic(t)〉| . (‖v1(t)‖L2 + ‖v(t)‖L2)(‖v1(t)‖W1 + ‖v2(t)‖H1a )2 ,
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whence
|c˙(t)|+ |x˙(t)− c(t)|
.‖v1(t)‖W + (1 + ‖v1(t)‖L2 + ‖v(t)‖L2)(‖v1(t)‖W1 + ‖v2(t)‖H1a )2
(61)
follows from (44), (57), (58) and (60).
As in the proof of Lemma 4.1, we have
〈N11, ∂yζ2c(t)〉+
d
dt
(θ1(c)〈v1, ϕc〉)
=〈v1, ϕc〉 d
dt
θ1(c) + θ1(c)
{
c˙〈v1, ∂cϕc〉 − (x˙− c)〈v1, ϕ′c〉+ 3〈v31 , ϕ′c〉
}
=O
(
(‖v1(t)‖W1 + ‖v2(t)‖H1a )2
)
.
(62)
In the last line, we use (61) and the fact that
|〈v31 , ϕ′c(t)〉| . ‖v1(t)‖L2‖v1(t)‖2W1 = ‖v0‖L2‖v1(t)‖2W1 .
Combining (44), (57), (58), (60) and (62), we obtain (49).
Finally, we will show (50) and (51). Let γ(t) be a C1-function satisfying
γ(0) = 0 , c(t)− γ˙(t) = (1, 0)A(t)−1
(
〈N1 +N21, ∂yζ1c(t)〉
〈N1 +N21, ∂yζ2c(t)〉
)
.
The (51) follows from (57) and (58). In view of the definition of γ and (44),
|γ˙(t)− x˙(t)| .(1 + ‖v‖L2a)
∑
i=1,2
|〈N22, ∂yζ ic(t)〉|
.(1 + ‖v‖L2a)(‖v1‖L2 + ‖v2‖L2)(‖v1‖W + ‖v2‖H1a)2 .
Eq. (52) immediately follows from (49), (50) and (51). Thus we complete the proof. 
5. The L2-estimate of v
In this section, we will estimate v by using the L2-conservation law of the gKdV equation.
Lemma 5.1. Suppose v0 ∈ L2(R) if p = 2 and v0 ∈ H1(R) if p = 3. Then there exist positive
constants δ3 and C such that if (43) satisfying (40) exists and ‖v0‖L2 +M2(T )+Mc(T ) < δ3
for a T ∈ (0,∞], then
Mv(T ) ≤ C(Mc(T ) + ‖v0‖L2) .
Proof. Since v1(t, x− x(t)) is a solution of (1) satisfying v1(0, x) = v0(x),
(63) ‖v1(t)‖L2 = ‖v0‖L2 ,
as long as the decomposition (43) exists.
Let u(t) be a solution of (1) satisfying u(0) = ϕc0 + v0. By the L
2-conservation law,
(64) ‖u(t)‖2L2 = ‖ϕc0 + v0‖2L2 = ‖ϕc0‖2L2 +O(‖v0‖L2) .
Substituting (33) into the left hand side, we have
(65) ‖u(t)‖2L2 = ‖ϕc(t)‖2L2 + 2
∫
R
ϕc(t)(y)v(t, y) dy + ‖v(t)‖2L2 .
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By the orthogonality condition (40),
(66)
∫
R
ϕc(t)(y)v(t, y) dy =
∫
R
ϕc(t)(y)v1(t, y) dy .
Combining (63)–(66), we obtain
‖v(t)‖2L2 ≤
∣∣∣‖ϕc(t)‖2L2 − ‖ϕc0‖2L2(R)∣∣∣+O(‖v0‖L2(R))
.|c(t)− c0|+ ‖v0‖L2 .
Thus we complete the proof. 
6. The virial estimate of v1
In this section, we will show that ‖v1(t)‖W1 is square integrable in time by using the virial
identity.
Lemma 6.1. Suppose p = 2 and v0 ∈ L2(R). There exist positive constants C and δ4 such
that if M2(T ) +Mc(T ) +Mx(T ) + ‖v0‖L2 < δ4, then M1(T ) ≤ C‖v0‖L2 .
Lemma 6.2. Suppose p = 3 and v0 ∈ H1(R). There exist positive constants C and δ4 such
that if M1(T ) +M2(T ) +Mc(T ) +Mγ(T ) + ‖v0‖L2 < δ4, then M1(T ) ≤ C‖v0‖L2 .
Let us recall the virial identity for the KdV equation which ensures that v1(t) ∈ L2(R+;W1).
Let χε(x) = 1 + tanh εx, x˜(t) be a C
1 function and
Ix0(t) =
∫
R
χε(x− x˜(t)− x0)v˜1(t, x)2 dx .
Then we have the following.
Lemma 6.3. Suppose v0 ∈ L2(R) if p = 2 and v0 ∈ H1(R) if p = 3. For any c1 > 0, there
exist positive constants ε0 and δ such that if inft x˜
′(t) ≥ c1, ε ∈ (0, ε0) and ‖v0‖L2 < δ, then
for any x0 ∈ R,
Ix0(t) + ν
∫ t
0
∫
R
χ′ε(x− x˜(s)− x0){(∂xv˜1)2 + v˜21}(s, x) dxds ≤ Ix0(0) ,
where ν = 12 min{3, c1}.
Proof of Lemmas 6.1 and 6.2. Lemma 6.1 is an immediate consequence of the L2-conservation
law (63) Lemma 6.3 with x˜(t) = x(t) and x0 = 0.
To prove Lemma 6.2, we apply Lemma 6.3 with x˜(t) = γ(t) and x0 = 0. Then∫ t
0
∫
R
χ′ε(y + h(s))v1(t, y) dyds . ‖v0‖2L2 ,
where h(t) = x(t)− γ(t). By Lemma 4.2,
(67) |h(t)| ≤
∫ t
0
|x˙(t)− γ˙(t)| dt .M1(T )2 +M2(T )2 ,
and there exists a positive constant µ depending only on δ4 such that χ
′
ε(y) ≤ µχ′ε(y + h(t))
for every y ∈ R and t ∈ [0, T ]. Thus we complete the proof. 
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Proof of Lemma 6.3. Suppose that v˜1(t) is a smooth solution of (1). Then
I ′x0(t) +
∫
R
χ′ε(x− x˜(t)− x0)
{
3(∂xv˜1)
2 + x˜′(t)v˜21 −
6p
p+ 1
v˜p+11
}
(t, x) dx
=
∫
R
χ′′′ε (x− x˜(t)− x0)v˜1(t, x)2 dx .
(68)
By the definition of χε,
(69) 0 < χ′ε(x) < 2εχε(x) , |χ′′ε(x)| ≤ 2εχ′ε(x) , |χ′′′ε (x)| ≤ 4ε2χ′ε(x) for ∀x ∈ R.
Integrating (68) over [0, t] and using Lemma 9.1, (63) and (69) to the resulting equation, we
obtain
Ix0(t) + ν
∫ t
0
∫
R
χ′ε(x− x˜(s)− x0)
(
(∂xv˜1)
2 + v˜21
)
(s, x) dxds ≤ Ix0(0)(70)
provided ε and δ4 are sufficiently small. Since (1) is well-posed in L
2(R) if p = 2 and in H1(R)
if p = 3, we can verify (70) for any v0 satisfying the assumption of Lemma 6.3. 
Corollary 6.4. Under the conditions of Lemma 6.3, if there exists a positive constant σ such
that inft≥0 x˜
′(t) ≥ c1 + σ, then∫
R
χε(x− x˜(t))v˜1(t, x)2 dx ≤
∫
R
χε(x− x˜(0)− σt)v0(x)2 dx→ 0 as t→∞.
Proof. Let t1 > 0 and x˜1(t) = x˜(t)− σ(t− t1). Then x˜1(t1) = x˜(t1) and x˜′1(t) ≥ c1 for every
t ≥ 0. Using x˜1(t) in place of x˜(t) in Lemma 6.3, we have∫
R
χε(x− x˜1(t1))v˜1(t, x)2 dx ≤
∫
R
χε(x− x˜1(0))v˜1(0, x)2 dx
=
∫
R
χε(x− x˜(0)− σt1)v0(x)2 dx .
Thus we complete the proof. 
7. The weighted estimate of v2
In this section, we will estimate ‖v2(t)‖L2a by using the exponential stability property of
the linearized operator as in [25, 29, 34]. Thanks to the parabolic smoothing effect of et∂
3
x on
L2a, we do not need re-centering argument as in [29] which is used to avoid a derivative loss
caused by the term (x˙− c)∂yv.
Lemma 7.1. Let p = 2. There exist positive constants C and δ5 such that if ‖v0‖L2 +
Mtot(T ) ≤ δ5, then Mtot(T ) ≤ C‖v0‖L2 .
Proof. To begin with, we deduce a priori bounds on M1, Mc, Mx and Mv in terms of ‖v0‖L2
and M2(T ). Lemma 6.1 implies
(71) M1(T ) . ‖v0‖L2 .
By (47) and (71),
(72) Mc(T ) +Mx(T ) . ‖v0‖L2 +M2(T )2 ,
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and
(73) Mv(T ) . ‖v0‖L2 +Mc(T ) . ‖v0‖L2 +M2(T )2
follows from Lemma 5.1 and (72). Hence it suffices to show M2(T ) . ‖v0‖L2 to prove
Lemma 7.1.
Now we will estimate v2. Eq. (36) can be rewritten as
(74) ∂tv2 + Lc0v2 + ℓ(t) + ∂y(N(t) + N˜(t)) = 0 ,
where N˜(t) = (c0 − x˙(t)) v2 + 6
(
ϕc(t) − ϕc0
)
v2. Using the variation of constants formula, we
have
(75) Qc0v2(t) = −
∫ t
0
e−(t−s)Lc0Qc0{ℓ(s) + ∂y(N(s) + N˜(s))} ds .
Applying Proposition 2.2 and Corollary 2.3 to (75), we have
‖Qc0v2(t)‖L2a .
∫ t
0
e−b(t−s)‖ℓ(s)‖L2a ds
+
∫ t
0
e−b
′(t−s)(t− s)−1/2(‖N1(s)‖L2a + ‖N˜ (s)‖L2a) ds
+
∫ t
0
e−b
′(t−s)(t− s)−3/4‖N2(s)‖L1a ds .
(76)
Since Qc(t)v2(t) = v2(t) and ‖Qc(t) −Qc0‖B(L2a) = O(|c(t) − c0|),
‖v2(t)−Qc0v2(t)‖L2a = O(|c(t)− c0|)‖v2(t)‖L2a .
Hence for small δ5, there exist positive constants d1 and d2 such that
d1‖v2(t)‖L2a ≤ ‖Qc0v2(t)‖L2a ≤ d2‖v2(t)‖L2a for t ∈ [0, T ].
Let us prove
‖N1‖L∞(0,T ;L2a) + ‖N1‖L2(0,T ;L2a) . ‖v0‖L2 ,(77)
‖N2‖L∞(0,T ;L1a) + ‖N2‖L2(0,T ;L1a) . (‖v0‖
1/2
L2
+M2(T ))M2(T ) ,(78)
‖N˜‖L∞(0,T ;L2a) + ‖N˜‖L2(0,T ;L2a) . (‖v0‖L2 +M2(T )2)M2(T ) ,(79)
‖ℓ‖L∞(0,T ;L2a) + ‖ℓ‖L2(0,T ;L2a) . ‖v0‖L2 +M2(T )2 .(80)
If δ5 is sufficiently small, we have 2a < infs∈[0,T ]
√
c(s) and
(81) ‖N1(s)‖L2a . ‖v1(s)‖W
follows from the definition of N1. Since |N2| . |v2|(|v1| + |v2|) and v2 = v − v1, we have for
s ∈ [0, T ],
‖N2(s)‖L1a .‖v2(s)‖L2a(‖v1(s)‖L2 + ‖v2(s)‖L2)
.(M1(T ) +Mv(T )
1/2)‖v2(s)‖L2a .
(82)
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Combining (71)–(73) with (81) and (82), we obtain (77) and (78). Moreover,
‖N˜(s)‖L2a . (|x˙(s)− c(s)|+ |c(s)− c0|) ‖v2(s)‖L2a
.
(‖v0‖L2 +M2(T )2) ‖v2(s)‖L2a .
By (45) and the definition of ℓ,
‖ℓ(s)‖L2a . |c˙(s)|+ |x˙(s)− c(s)|
.‖v1(s)‖W + ‖v2(s)‖2L2a . ‖v1(s)‖W +M2(T )‖v2(s)‖L2a .
Thus we prove (77)–(80). Since e−bt(1+t−3/4) ∈ L1((0,∞)), it follows from Young’s inequality
and (76)–(80) that
M2(T ) =‖v2‖L∞(0,T ;L2a) + ‖v2‖L2(0,T ;L2a)
.‖v0‖L2 + (‖v0‖1/2L2 +M2(T ))M2(T ) .
Thus we have M2(T ) . ‖v0‖L2 provided δ5 is sufficiently small. This completes the proof of
Lemma 7.1. 
Lemma 7.2. Let p = 3. There exists a positive constant δ5 such that if Mtot(T ) +
‖v0‖3/4L2 ‖v0‖
1/4
H1
< δ5, then Mtot(T ) . ‖v0‖L2 .
To prove Lemma 7.2, we need the H1-bound of v1 and v.
Lemma 7.3. Let p = 3 and v˜1 be a solution of (1) satisfying v˜1(0) = v0 ∈ H1(R). Then
(83) ‖∂xv˜1(t)‖L2 ≤ C
(‖∂xv0‖L2 + ‖v0‖3L2) ,
where C is a constant independent of t and v0.
Proof. Since ‖∂xv1‖2L2 ≤ 2E(v1) + 32‖v1‖4L4 and ‖v1‖L4 . ‖v1‖
3/4
L2
‖∂xv1‖1/4L2 ,
‖∂xv1(t)‖2L2 ≤ 2E(v1(t)) +
1
2
‖∂xv1(t)‖2L2 +O(‖v(t)‖6L2) .
Combining the above with the L2 conservation law and the energy conservation law, we obtain
(83). 
Lemma 7.4. There exists a positive constant δ′ such that if ‖v0‖L2 + M2(T ) + Mv(T ) +
Mc(T ) < δ
′, then
(84) ‖v(t)‖H1 ≤ C(‖v0‖H1 + ‖v(t)‖3L2 + |c(t) − c0|) for t ∈ [0, T ].
Proof. Let S(u) := E(u) + c02 ‖u‖2L2 . Thanks to the energy and the L2 conservation laws,
S(ϕc0 + v0) =S(ϕc(t) + v)
=S(ϕc(t)) + 〈S′(ϕc(t)), v〉 +
1
2
〈S′′(ϕc(t))v, v〉 −R ,
(85)
where
R =
3
4
∫
R
(
4ϕc(t)v
3 + v4
)
dy .
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Since S′(ϕc0) = 0 by (3),
(86) S(ϕc(t)) = S(ϕc0) +O(|c(t) − c0|2) .
By (40), the fact that S′(ϕc(t)) = (c0 − c(t))ϕc(t) and (63),
(87) 〈S′(ϕc(t)), v〉 = (c0 − c(t))〈v1, ϕc(t)〉 = O (|c(t)− c0|‖v0‖L2) .
Next, we will show that S′′(ϕc) is positive definite for v2. Let L = S
′′(ϕc) + (c− c0)I and
v2 = aϕ
2
c + bϕ
′
c + p , 〈p, ϕ2c〉 = 〈p, ϕ′c〉 = 0 .
Note that
(88) Lϕ2c = −3cϕ2c , Lϕ′c = 0 ,
and that L is positive definite on ⊥ span{ϕ2c , ϕ′c} by the Sturm-Liouville theorem. By (88),
〈Lv2, v2〉 = 〈Lp, p〉 − 3ca2〈Lϕ2c , ϕ2c〉 .
Since 〈aϕ2c + p, ϕc〉 = 〈v2, ϕc〉 = 0 by (40) and d‖ϕc‖2L2/dc > 0,
〈Lv2, v2〉 & ‖aϕ2c + p‖2H1
in exactly the same way as [14, Proof of Theorem 3.3]. Thanks to the orthogonality condition
(39), we have |b| . ‖aϕ2c + p‖H1 . Thus there exists a positive constant ν such that
(89) 〈S′′(ϕc)v2, v2〉 ≥ ν‖v2‖2H1
provided |c− c0| is sufficiently small.
By (89) and Lemma 7.3,
(90) 〈S′′(ϕc(t))v, v〉 ≥
ν
2
‖v2(t)‖2H1 −O(‖v1(t)‖2H1) ≥
ν
2
‖v2(t)‖2H1 −O(‖v0‖2H1) .
By the Sobolev imbedding theorem,
(91) |R| ≤ ν
8
‖∂xv‖2L2 +O(‖v(t)‖6L2) .
Combining (85)–(87), (90) and (91), we obtain (84). 
Now we are in position to prove Lemma 7.2.
Proof of Lemma 7.2. By Lemmas 4.2, 5.1 and 6.2,
M1(T ) . ‖v0‖L2 , Mc(T ) +Mγ(T ) +Mv(T ) . ‖v0‖L2 +M2(T )2 .(92)
Furthermore, it follows from (61) and (92) that
‖c˙‖L1(0,T )+L2(0,T ) + ‖x˙− c‖L1(0,T )+L2(0,T )
.M1(T ) +M2(T )
2 . ‖v0‖L2 +M2(T )2 .
(93)
Now we will estimate M2(T ). Instead of v2, we will estimate its small translation. Let
v˜2(t, y) = v(t, y + h(t)). By (36),
(94)
{
∂tv˜2 + Lc0 v˜2 + τh(t)ℓ(t) + ∂y(τh(t)N(t) + N˜(t)) = 0 ,
v˜2(0, x) = 0 ,
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where τh is a shift operator defined by τhg(x) = g(x+ h) and
N˜(t) = (c0 − γ˙(t)) v˜2 + 9
(
τh(t)ϕ
2
c(t) − ϕ2c0
)
v˜2 .
Using the variation of constants formula, we have Qc0 v˜2(t) = v21(t) + v22(t) + v23(t), where
v21(t) = −
∫ t
0
e−(t−s)Lc0Qc0τh(s)ℓ(s) ds ,
v22(t) = −
∫ t
0
e−(t−s)Lc0Qc0τh(s)(N(s) + N˜(s)−N22(s)) ds ,
v23(t) = −
∫ t
0
e−(t−s)Lc0Qc0τh(s)N22(s) ds .
Note that ‖v˜2(t)‖H1a . ‖Qc0 v˜2(t)‖H1a as in the proof of Lemma 7.1. By Proposition 2.2,
(95) ‖v21(t)‖H1a .
∫ t
0
e−b(t−s)‖τh(s)ℓ(s)‖H1a ds .
By (93), (67) and the definition of ℓ,
(96) ‖τh(t)ℓ(t)‖L1(0,T ;H1a)+L2(0,T ;H1a) . ‖v0‖L2 +M2(T )2 .
Combining (95) and (96), we have
(97) ‖v21‖L∞(0,T ;H1a) + ‖v21‖L2(0,T ;H1a) . ‖v0‖L2 +M2(T )2 .
Using Corollary 2.3, we can estimate supt∈[0,T ] ‖v22(t)‖L2a in the same way as the proof of
Lemma 7.1. Indeed,
‖v22(t)‖L2a .
∫ t
0
e−b
′(t−s)(t− s)−1/2
(
‖τh(s)N11(s)‖L2a + ‖N˜(s)‖L2a
)
ds
+
∫ t
0
e−b
′(t−s)(t− s)−3/4 (‖τh(s)N12(s)‖L1a + ‖τh(s)N21(s)‖L1a) ds .
(98)
Now we will estimate each term of the right hand side of (98). Since |N˜ (s)| . (|γ˙(s)− c(s)|+
|c(s)− c0|)|v2|, it follows from (92) and (67) that
‖τh(s)N˜‖L∞(0,T ;L2a) + ‖τh(s)N˜‖L2(0,T ;L2a)
.(Mc(T ) +Mγ(T ))M2(T ) . (‖v0‖L2 +M2(T )2)M2(T ) .
(99)
By (55), (56), (92) and (67),
‖τh(s)N11‖L∞(0,T ;L2a) + ‖τh(s)N11‖L2(0,T ;L2a) .M1(T ) . ‖v0‖L2 ,(100)
‖τh(s)N12‖L∞(0,T ;L1a) .M1(T )2 . ‖v0‖2L2 ,(101)
(102) ‖τh(s)N21‖L∞(0,T ;L1a) .M1(T )(M1(T ) +M2(T )) . ‖v0‖2L2 +M2(T )2 .
Combining (98)–(102) with Young’s inequality, we have
(103) ‖v22‖L∞(0,T ;L2a) . ‖v0‖L2 +M2(T )2 .
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Next we will estimate ‖v2‖L2(0,T ;H1a). By (124) in Lemma 9.2,
‖τh(s)N12‖L2(0,T ;L2a) + ‖τh(s)N21‖L2(0,T ;L2a)
.M1(T )(M1(T ) +M2(T )) . ‖v0‖2L2 +M2(T )2 .
(104)
Combining Corollary 2.3 with (99), (100) and (104), we have
(105) ‖v22‖L∞(0,T ;H1a) . ‖v0‖L2 +M2(T )2 .
Finally, we will estimate v23(t). By Corollary 2.3 and (67),
‖v23(t)‖L2a .
∫ t
0
e−b
′(t−s)(t− s)−1/2‖τh(s)N22(s)‖L2a ds
.
∫ t
0
e−b
′(t−s)(t− s)−1/2 (‖v21v2(s)‖L2a + ‖v32(s)‖L2a) ds .
(106)
Since ‖f‖L4 . ‖f‖3/4L2 ‖∂xf‖
1/4
L2
and ‖v1(t)‖L2 = ‖v0‖L2 is small, Lemma 7.3 implies
‖v1(t)‖L4 . ‖v0‖3/4L2 ‖v0‖
1/4
H1
. Hence by (124),
‖v21v2‖L2a . ‖v1‖2L4‖v2‖L∞a . ‖v0‖
3/2
L2
‖v0‖1/2H1 ‖v2‖
1/2
L2a
‖v2‖1/2H1a .
By the definition of M2(T ) with p = 3,
(107) ‖v21v2‖L2(0,T ;L2a) + ‖v21v2‖L4(0,T ;L2a) . ‖v0‖
3/2
L2
‖v0‖1/2H1M2(T ) .
Lemmas 7.3 and 7.4, (63) and (92) imply
‖v2(t)‖L2 ≤ ‖v(t)‖L2 + ‖v1(t)‖L2 . ‖v0‖1/2L2 +M(T ) ,
‖v2(t)‖H1 ≤ ‖v(t)‖H1 + ‖v1(t)‖H1 . ‖v0‖H1 +M2(T )2 .
(108)
Combining (92), (108) and (123) in Section 9 with θ = 5/7, we have
‖v32‖L2a ≤‖v2‖L2‖v22‖L∞a
.‖v2‖5/7H1a ‖v2‖
2/7
L2a
‖v2‖12/7L2 ‖v2‖
2/7
H1
.‖v2‖5/7H1a ‖v2‖
2/7
L2a
(‖v0‖6/7L2 +M2(T )12/7)(‖v0‖
2/7
H1
+M2(T )
4/7) .
Since
∥∥∥‖v2‖5/7H1a ‖v2‖2/7L2a ∥∥∥L2(0,T )∩L14/5(0,T ) .M2(T ),
‖v32‖L2(0,T ;L2a) + ‖v32‖L14/5(0,T ;L2a)
.(‖v0‖6/7L2 +M2(T )12/7)(‖v0‖
2/7
H1
+M2(T )
4/7)M2(T )
.‖v0‖6/7L2 ‖v0‖
2/7
H1
(
1 +
M2(T )
2
‖v0‖L2
)6/7
M2(T )
+ ‖v0‖6/7L2 M2(T )11/7 +M2(T )23/7 .
(109)
Substituting (107) and (109) into (106) and using Young’s inequality, we have
(110) sup
t∈[0,T ]
‖v23(t)‖L2a .
{
η + ‖v0‖2/7H1 ‖v0‖
6/7
L2
(
M2(T )
2
‖v0‖L2
)6/7}
M2(T ) ,
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where η = ‖v0‖1/2H1 ‖v0‖
3/2
L2
+ ‖v0‖2/7H1 ‖v0‖
6/7
L2
+ ‖v0‖6/7L2 M2(T )4/7 +M2(T )16/7.
On the other hand, applying Proposition 2.4 to v23(t), we have
(111) ‖v23(t)‖L2(0,T ;H1a) .
{
η + ‖v0‖2/7H1 ‖v0‖
6/7
L2
(
M2(T )
2
‖v0‖L2
)6/7}
M2(T ) .
Combining (97), (103), (105), (110) and (111), we obtain
M2(T ) . ‖v0‖L2 + ‖v0‖2/7H1 ‖v0‖
6/7
L2
(
M2(T )
2
‖v0‖L2
)6/7
M2(T ) ,
whence M2(T ) . ‖v0‖L2 if δ5 is sufficiently small. Thus we complete the proof. 
8. Proof of Theorems 1.1 and 1.2
Now we are in position to complete the proof of Theorems 1.1 and 1.2.
Proof of Theorem 1.1. By Lemma 3.3, the decomposition (43) satisfying the orthogonality
conditions (39) and (40) exists on [0, T ] for a T > 0. Moreover, Lemma 7.1 implies
Mtot(T ) . ‖v0‖L2 ≤
1
2
min
0≤i≤5
δi
if ‖v0‖L2 is sufficiently small. Hence it follows from Lemma 3.3 that the decomposition (43)
satisfying (39) and (40) persists on [0,∞). Thus we may take T = ∞ in Lemma 4.1 and it
follows that
(112) Mtot(∞) . ‖v0‖L2 ,
(113) sup
t≥0
(|c(t)− c0|+ |x˙(t)− c(t)|) . ‖v0‖L2
and
‖u(t, ·)− ϕc0(· − x(t))‖L2 ≤‖ϕc(t) − ϕc0‖L2 + ‖v(t, ·)‖L2
.|c(t)− c0|+ ‖v(t, ·)‖L2 . ‖v0‖1/2L2 .
Thus we prove (4).
Next we will prove (5) and (6). By Corollary 6.4,
(114) ‖v1(t)‖2W .
∫
R
χa(y)v
2
1(t, y) dy → 0 as t→∞.
Integrating (46) with respect to t and combining the resulting equation with (114) and the
fact that ∫ ∞
0
(‖v1(t)‖2W + ‖v2(t)‖2L2a) dt .M1(∞)
2 +M2(∞)2 . ‖v0‖2L2 ,
we see that c+ := limt→∞ c(t) exists and
(115) |c+ − c0| . ‖v0‖L2 .
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Moreover, applying the Ho¨lder inequality to (76) separately on the integral intervals [0, t/2]
and [t/2, t] and using (77)–(80), we can show that
(116) lim
t→∞
‖v2(t)‖L2a = 0 .
By (45), (114) and (116), we see that x˙(t)− c(t)→ 0 as t→∞. Thus we prove (5). Eq. (6)
follows from (113) and (115).
Finally, we will prove (7). Since limt→∞ ‖ϕc(t) − ϕc+‖L2 = 0, it suffices to prove that as
t→∞,
(117) ‖u(t, ·) − ϕc(t)(· − x(t))‖L2(x≥σt) = ‖v(t, ·)‖L2(y≥σt−x(t)) → 0 .
Note that (114) and (116) already imply
(118) lim
t→∞
∫
R
χa(y)v
2(t, y) = 0 .
We may write (34) as
(119) ∂tv + ∂
3
yv − x˙∂yv + ℓ+ ∂yf(v) + ∂yN3(t) = 0 ,
where N3(t) = f(ϕc(t) + v)− f(ϕc(t))− f(v) = 6ϕc(t)v.
Let c1 ∈ (0, σ), t1 > 0 and y1(t) = c1(t− t1) − x(t) + x(t1). Multiplying (119) by 2χa(y −
y1(t))v(t, y) and integrating the resulting equation by parts, we have
d
dt
∫
R
χa(y − y1(t))v2(t, y) dy +
∫
R
χ′a(y − y1(t)){3(∂yv)2 + c1v2 − g(v)}(t, y) dy
=
∫
R
χ′′′a (y − y1(t))v2(t, y) dy + J(t) ,
(120)
where g(v) = 2f(v)v − 2 ∫ v0 f(u) du and
J(t) = −2
∫
R
χa(y − y1(t))v(t, y)(ℓ(t) + ∂yN3(t)) dy .
Lemma 9.1 implies that
(121)
∫
R
χ′a(y − y1(t)){3(∂yv)2 + c1v2 − g(v)}(t, y) dy ≥
∫
R
χ′′′a (y − y1(t))v2(t, y) dy .
if a and ‖v(t)‖L2 ≤Mv(∞) is sufficiently small. Note that |χ′′′a | ≤ 4a2χ′a.
By (61) and the fact that ℓ and N3 are exponentially localized by ϕc(t) and its derivatives,
we have
(122) |J(t)| . ‖v1(t)‖2W1 + ‖v2(t)‖2H1a ,
and J ∈ L1(0,∞) by (112) and (122). Integrating (120) over [t1, t], we obtain∫
R
χa(y − y1(t))v2(t, y) dy ≤
∫
R
χa(y)v
2(t1, y) dy +
∫ ∞
t1
J(s) ds .
Let t ≥ t1 →∞. Then by (118) and the fact that J ∈ L1(0,∞),
lim
t→∞
∫
R
χa(y − y1(t))v2(t, y) dy = 0 .
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Since σt− x(t) ≥ y1(t) for t sufficiently larger than t1, we conclude (7). This completes the
proof of Theorem 1.1. 
Since Theorem 1.2 can be shown in exactly the same way as the proof of Theorem 1.1, we
omit the proof.
9. Appendix: Weighted Sobolev inequalities
In this section, we recollect weighted Sobolev estimates. To prove Lemma 6.3, we use the
following weighted inequality as in [31].
Lemma 9.1. Let p = 1, 2 or 3 and ε > 0. Let χε(x) = 1+tanh εx. Then for every v ∈ H1(R)
and x0 ∈ R,∣∣∣∣∫
R
χ′ε(x+ x0)v(x)
p+1 dx
∣∣∣∣ ≤ (1 + 2ε)(p−1)/2‖v‖p−1L2 ∫
R
χ′ε(x+ x0)
(
v′(x)2 + v(x)2
)
dx .
Proof. Since the case p = 1 is obvious and the case p = 2 follows from the cases p = 1 and
p = 3, we only need to prove the case p = 3. Since limx→±∞ v(x) = 0 for v ∈ H1(R),
χ′ε(x+ x0)v(x)
2 =
∫ x
−∞
(
χ′ε(y + x0)v(y)
2
)′
dy
=
∫ x
−∞
χ′′ε(y + x0) v(y)
2 dy + 2
∫ x
−∞
χ′ε(y + x0)v(y)v
′(y) dy .
Using the Schwarz inequality and the fact that 0 < χ′ε(x) < 2εχε(x) and |χ′′ε(x)| ≤ 2εχ′ε(x)
for every x ∈ R, we have
sup
x∈R
χ′ε(x+ x0)v(x)
2 ≤
∫
R
χ′ε(x+ x0)
(
(1 + 2ε)v(x)2 + v′(x)2
)
dx .
Thus we have∣∣∣∣∫
R
χ′ε(x+ x0)v
4(x) dx
∣∣∣∣ ≤‖v‖2L2 sup
x∈R
χ′ε(x+ x0)v(x)
2
≤‖v‖2L2
∫
R
χ′ε(x+ x0)
(
(1 + 2ε)v(x)2 + v′(x)2
)
dx .
Thus we complete the proof. 
Lemma 9.2. Let a > 0. Then
‖w2‖L∞a ≤ 2‖w‖θL2‖∂xw‖1−θL2 ‖∂xw‖θL2a‖w‖
1−θ
L2a
for θ ∈ [0, 1],(123)
‖w‖2L∞a . ‖w‖L2a‖w‖H1a , ‖e−2a|·|w2‖L∞ . ‖w‖W ‖w‖W1 .(124)
Proof of Lemma 9.2. It suffices to prove Lemma 9.2 for w ∈ C∞0 (R). Since eax is monotone
increasing,
eaxw2(x) = −2eax
∫ ∞
x
w(y)w′(y) dy ≤ 2
∫ ∞
x
eay|w(y)||w′(y)| dy .
By the Schwarz inequality, we have
eaxw2(x) ≤ 2‖w‖L2‖w′‖L2a , eaxw2(x) ≤ 2‖w‖L2a‖w′‖L2 for any x ∈ R.
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Interpolating the above inequalities, we have (123). We can prove (124) in the similar way. 
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