For classical tomography, it is essential that the sample does not change during the acquisition of one tomographic rotation. We derived and successfully implemented a tomographic reconstruction method, which relaxes this requirement of quasistatic samples. In the present paper, dynamic tomographic data sets are decomposed in the temporal domain by projecting to a lower dimensional subspace of basis functions and deploying an additional L1 regularization technique where the penalty factor is taken for spatial and temporal derivatives. We adopted the primaldual algorithm of Chambolle and Pock for solving the projected regularization problem and tested it on synthetic data containing different motion types. The proposed implementation on modern GPU systems demonstrates the applicability of the method for processing real data sets.
I. INTRODUCTION
T IME resolved four-dimensional X-ray computed tomography is widely used in medicine and material sciences where the inner structure of the sample under study is dynamically changing in time. The conventional approach to dynamic tomography is to acquire measurement data during rotations with a constant angular step size. Then, reconstruction is performed for each 180 degrees rotation cycle by using reconstruction methods such as Filtered Back-projection (FBP) or Algebraic Reconstruction Techniques (ART). The obtained series of recovered objects then form temporal samples representing the object evolution in time. This scheme, however, assumes that the object is static during each 180 degrees interval. Any change larger than the voxel size in the object's structure during a single rotation cycle introduces motion artifacts apparent as blurred and corrupted reconstructions. The implication is a constant trade-off between the speed of sample rotation and sample dynamics. Shorter scan times may be achieved by decreasing the detector exposure time or by reducing the number of projections for each 180 degrees. However, in practice the reduced detector exposure time leads to a lower signal to noise ratio, so as the limited number of projections gives specific incompleteness artifacts. Algorithms for four-dimensional tomographic reconstruction became of great interest especially with the development of fast detector systems in the last years. With brilliant synchrotron light sources, it is possible to perform continuous data acquisition with more than 8 GB/s rate [1] and produce terabytes of acquired three-dimensional data sets and corresponding fourdimensional reconstructions in a single experiment. Processing of such a big data requires fast and optimized reconstruction algorithms and powerful software-hardware systems.
Various methods have been proposed for reconstructing tomography data for continuous dynamic acquisition. The first class of methods is based on estimating a priori information about the actual motion. For instance, space-time Gibbs priors define relationships among neighboring points in space and time by using information about the motion, see [2] - [4] . Algorithms proposed in [5] , [6] in turn operate with estimated deformation vector fields (DVFs) between different time frames [7] . With a priori information, it is possible to keep reconstruction quality by decreasing the number of projections for a 180 degrees interval. Half-circle intervals representing different time frames can thus be scanned faster, which results in suppression of motion artifacts. In the method proposed in [8] , the authors generalize the usual back-projection along straight lines to dynamically curved paths constructed according to the motion model obtained from projections. Dynamically curved paths are then utilized for compensating deformations.
The second class of methods for suppressing motion artifacts takes into account regularization in a non-local fashion. The methods analyze the similarity between corresponding patches at different time steps, even if the patches have moved to another location. In [9] the non-local regularization penalty is an unweighted sum of distances between patch pairs in the threedimensional object. The Temporal Non-local Means (TNLM) method proposed in [10] utilizes weighting factors defined according to ground truth objects. Another recent research was carried out by Kazantsev et al. [11] , [12] . The authors estimate local structural correlations over multiple time frames in order to find inner object edges which remain constant in time, then the patched-based regularization (analog of the non-local regularization) is performed according to the obtained object structure. The authors also propose a sparsity seeking approach that operates with a non-local penalty for collecting only relevant information in the spatial and temporal space, see [13] . This approach sufficiently decreases the amount of computations.
The third class of methods for four-dimensional tomographic reconstruction is built upon the concept of compressed sensing, which employs sparsity promoting algorithms. The spatialtemporal total variation regularization (STTVR) introduced by Wu et al. [14] operates with L 1 penalty factors for the gradient in spatial variables (Total Variation penalty) and for the temporal variable, independently. The method proposed by Ritschl et al. [15] extends the Total Variation penalty to the temporal dimension by taking the gradient in four variables. The corresponding iterative scheme for solving the regularization problem consists of two steps. The first step is fidelity term minimization by ART or CGLS, and the second is Total Variation minimization by the gradient-descent method. The authors note that such a separate minimization is caused by data dimensionality and high computational costs. There also exist methods where the penalty factor is represented by the L p functional with p ∈ (0, 1), which is not a norm anymore, see [16] , [17] . It is shown that in some cases the L p functional is more effective than the L 1 norm because it is closer to L 0 -a direct measure of sparsity.
The regularization problem that arises when employing the concept of compressed sensing for four-dimensional tomographic data reconstruction is non-smooth, therefore standard methods such as least-squares, or conjugate gradients are not applied directly. For most non-smooth problems, a global optimum cannot be found with a given precision and in a reasonable time. The quality of solutions often entirely depends on the model, initial values, and optimization algorithms. The most common way of solving the regularization problem in four-dimensional tomography is by splitting the minimization function by parts and working with each part independently. Solutions from different parts are combined only after a particular number of iterations. Concerning compressed sensing in tomography, the minimization is firstly performed for the fidelity term that includes the projection operator, then the contribution from the sparseness terms is taken into account.
Proximal splitting methods is a class of methods that extends the standard gradient descent procedure by adapting it to deal with the lack of smoothness of the objective function. These methods work via splitting the minimization problem into smaller subproblems which are more convenient to solve, and by combining partial results in a way that ensures the initial problem is solved. The primal-dual algorithm proposed by Chambolle et al. [18] , [19] is a proximal splitting method that reformulates the original problem to a primal-dual problem in the sense that the gradient descent is applied on the primal variable and alternated with the gradient ascent on the dual variable. The authors proved that the algorithm has a O( 1 N ) convergence rate for the reduction of the primal-dual gap, and O( 1 N 2 ) if the primal or the dual objective function is uniformly convex. The algorithm is presented as a general framework with established connections to other known algorithms such as the Arrow-Hurwicz method [20] , Douglas-Rachford splitting algorithm [21] , [22] , and preconditioned ADMM [23] , [24] .
An alternative regularization technique successfully used for static tomography is a sparse data representation by using appropriate functions. In [25] a set of wavelets is proposed for the decomposition of the projection operator. Reconstruction is then based on thresholding of noisy wavelet coefficients. Similar procedures of tomographic data inversion are performed by using other types of functions: curvelets [26] , shearlets [27] , Gabor frames [28] .
In this work, we use the concept of compressed sensing in the way that data in the temporal direction is represented by a linear combination of appropriate basis functions, and the L 1 norm minimization is performed for the gradient in both spatial and temporal variables. The choice of basis functions depends on the motion structure inside the object and can be determined according to measured data. For solving the obtained non-smooth regularization problem, we adopt the primal-dual Chambolle-Pock algorithm [18] .
There are two main advantages of the proposed method compared to the methods mentioned above. First, in contrast to other approaches, we address the cases where rapid motions happen during a 180 degrees interval. Other methods operate with different strategies for decreasing the number of projections to represent this interval, and, in that way, require a small amplitude of structural changes inside the interval. Second, the proposed method allows operating with big real four-dimensional data that have many samples in the temporal direction. This is achieved by the time domain decomposition that sufficiently decreases data sizes. Reconstruction, in this case, are reasonably fast, whereas the existing methods are time-consuming to an extension that impairs their practical use for standard-sized data volumes.
The paper is organized as follows. In Section II, we introduce the projection operator in 4D and explain the proposed time domain decomposition for evaluating the projection and back-projection operators. Section III shows how to improve reconstruction quality by adding TV regularization in spatial and temporal variables. Details of the algorithm implementation by utilizing high-performance facilities with CPUs and GPUs are given in Section IV. In Section V we validate our approach on synthetic data, while in section VI we process two experimental data sets. Conclusions and outlook are given in Section VII.
II. TIME DOMAIN DECOMPOSITION
Let f (x, y, z, t) be a function which represents a threedimensional object dynamically changing in time t. The object is rotated continuously and projection data is measured for angles θ and for the radial direction s. The projection operator is then described by integration over the lines through the object state at time t, which is connected to the rotation angle θ. We assume a linear connection between the angle θ and the time t, i.e. θ = αt, where the parameter α in practice is related to the speed of rotation and the detector exposure time. The projection operator R α :
The corresponding adjoint operator R * α :
The inverse problem of recovering the function f from the measurements g = R α f has plenty of possible solutions. The non-uniqueness is caused by the fact that at each particular time frame t there exist only one projection related to the angle θ = αt, which is surely not enough to recover a unique object structure. In this case, regularization can be used to introduce assumptions on the solution. The traditional approach to finding a solution f o is by minimizing the data fidelity term as
This term is commonly used in static tomography where the object does not change during 180 degrees rotation. Since the cost function is quadratic, one can use gradient-based methods such as the standard least-squares iteration scheme, or the conjugate gradient least-squares scheme with a faster rate of convergence. It is also common to use tomography specific methods. Indeed, recovering the object structure from a limited number of the measured projection angles can be done by algebraic reconstruction methods [29] - [31] , suppressing the Poisson noise in reconstruction is typically done by the EM algorithm [32] , [33] . None of the listed methods operate with data along the time axis and, consequently, could produce a big number of possible solutions for (1) . To reduce the number of possible solutions we introduce an additional assumption on the object movement. Let us assume that the motion at each concrete space sample (x, y, z) can be approximated by a linear combination of a small number of basis functions
In this case an approximation to f with respect to the t-variable, for each fixed x, y, z, lies in a (low-dimensional) subspace W = span{ϕ 0 (t), . . . , ϕ M −1 (t)}. The choice of basis functions ϕ j for better approximation depends on the motion structure. As a straightforward example, one can choose the Fourier basis with a low number of coefficients to represent slow motions, and a high number of coefficients to represent rapid motions. Other possible functions for representation include Haar wavelets, Heaviside step functions, as well as their smooth approximations (the Gram-Schmidt Orthonormalization [34] can be used to make an orthonormal basis if necessary). It should be also noted that typically the object needs to be reconstructed only with some particular step in time so that the total number of sought time frames is sufficiently smaller than the total number of angles. This fact potentially allows decreasing the number of coefficients in the representation.
Let us now assume that we have chosen a suitable basis for a low-dimensional subspace W, spanned by functions {ϕ j } M −1 j =0 , and that we want an optimal solution f o expressed in this basis that fits the right-hand side g for the problem (1) . We can formulate this as a constrained least squares problem:
If we define the operator P acting on coefficients f according to the representation formula (2), then the constraint can be reformulated as the requirement that f = P f, where the decomposition coefficients become new unknowns. This leads to a regularized solution expressed in the more computation-friendly form,
The obtained least squares problem is typically referred as the projected problem, because it is obtained by projecting the original problem onto the M -dimensional subspace W. Fast dynamic imaging is typically related to a limited number of noisy projections, therefore direct inversion methods for solving (3) lead to a strong amplification of noise and loss of resolution. Thus, iterative techniques have to be used in order to obtain suitable reconstructions of data. These techniques include time-consuming computation of operators PR α and (R α P) * . In what follows we will show how to optimize evaluation of these two operators.
By making use of the representation (2) and exploiting the linearity property of the tomographic projection operator R α , we have
where Rf j (θ, s, z) = f j (x, y, z)δ(x cos θ+ y sin θ−s)dx dy denotes the standard Radon transform computed for the whole set of angles θ. The expression for the adjoint operator R * α can be found through the adjoint equality
Computing the projection operator (R α P) and its adjoint (R α P) * with respect to formulas (4) and (5) can sufficiently decrease the number of computations and allocated memory because of two facts. First, as mentioned above, the number of needed coefficients M is typically much smaller than the number of samples in time. Second, the Radon transform for each coefficient, Rf j in formula (4), as well as the adjoint operator R * (gφ j ) in formula (5) , are computed independently on the temporal variable. With this fact, Rf j becomes periodic with a period 2π. Also, the Radon transform for the interval [π, 2π) is the same as the Radon transform for the interval [0, π) after changing the sign of s. So instead of computing the Radon transform Rf j for the whole set of angles θ it is enough to compute the transform only for the interval [0, π) and simply distribute the result to other angles. In what follows we give a detailed description of how it works, as well as how this idea is adapted for computing R * (gφ j ).
For simplicity we can assume that the amount of rotations of the object includes exactly N π angular intervals of the size π, i.e. θ ∈ [0, πN π ). In other cases, one can subtract this interval from the whole set of angles, and work with the remaining part separately. For the chosen interval we have θ = kπ + θ 0 , where θ 0 ∈ [0, π) and k is an integer value. Note that R implicitly relies on the amount of half-rotations N π . In the below formulas we clarify this by adding N π as a subindex, R = R N π , so that in particular R 1 become the standard Radon transform commonly used. Each element R N π f j (θ, s, z) inside the sum in (4) can thus be computed as
In turn, the adjoint operator R * N π (gφ j ) inside the sum (5) can be rewritten as follows
In summary, instead of computing the adjoint Radon transform for the whole set of angles it is enough to sum up data over angular intervals of the size π and then compute the adjoint operator only for the angular interval [0, π).
III. TIME DOMAIN DECOMPOSITION + REGULARIZATION
The tricks introduced in the previous section help to greatly reduce the size of the problem at hand and to speed up the necessary computations, but we usually still have an ill-posed inverse problem at hand, so direct minimization of (3) will lead to a solution with artifacts (which obviously also are dependent on the choice of basis functions ϕ j ). To find a solution which more accurately represents the real f , we propose to further regularize the problem with compressed sensing tools. The regularized projected problem for recovering the optimal solution f o then takes the form
where J is a penalty which induces small oscillations in the solution, usually by forcing the gradient to be sparse. How to solve the minimization problem (6) depends on the structure of the penalty term J. Gradient-based algorithms can be used for the quadratic penalty J(f ) = Kf 2 2 , where K is a linear operator such as the gradient ∇. With J(f ) = Kf 1 the resulting function becomes non-differentiable and more complicated methods have to be considered. These methods assume computation of the proximal operator that acts as an approximation to a value while making a compromise between the accuracy of the approximation and a cost associated with the new value. There exist proximal splitting methods that are based on the fact that the fidelity and penalty terms are used individually yielding an easily implementable algorithm. These methods include the primal-dual algorithm of Chambolle and Pock [18] , [19] , Forward-Backward splitting [35] , Douglas-Rachford splitting [21] , [22] , and Alternating-Direction Method of Multipliers (ADMM) [23] , [24] . Non-smooth penalties such as J(f ) = Kf p for p ∈ (0, 1) are beneficial for even more sparse results, cf. [16] , [17] . However, related iterative procedures become more complicated and require additional assumptions for guaranteeing convergence.
In this work we introduce the regularization term described with respect to four variables (x, y, z, t) as
where constant λ 1 denotes a trade-off between data fidelity and the regularization term, and the constant λ 2 controls the level of sparseness in the temporal direction. The inclusion of the temporal derivative in the regularization term results in preserving rapid data changes and diminishes small data changes in the temporal direction. This assumes that the object under study does not rapidly change the whole structure, i.e., most object parts keep constant between adjacent time frames. The inclusion of derivatives in spatial directions in turn preserve sharp edges of the object inner structure and minimize noise components. Moreover, spatial derivatives allow controlling possible artifacts coming from the temporal derivative since they penalize rapid temporal data changes of adjacent spatial points.
To sum up, we propose to use the following model for recovering the optimal solution f o from the measurements g,
For solving this regularized projected problem we decided to use the first-order, primal-dual algorithm of Chambolle and Pock because of its general formulation that can be adapted to other proximal splitting methods such as Douglas-Rachford splitting and ADMM. In Appendix we recapitulate the main structure of this algorithm and show how to apply it for the regularized projected problem (7) .
IV. IMPLEMENTATION
The reconstruction problem (7) remains resource intensive even after considering the decomposition techniques described in Section II. Therefore we propose to accelerate the evaluation of the algorithm by using parallel computing on CPUs and GPUs, which we now describe to some extent, although specific details of how to do this may change with technological development.
Parallel computations on CPUs are typically done with making use of OpenMP and MPI technologies. NVidia CUDA technology in turn provides an interface to accelerate computations on GPUs. The main difference between these two platforms is that the number of computational cores on GPUs is more than 100 times bigger than the number of cores on CPU. However, GPU cores are much slower than CPU cores and moreover, the memory handling mechanism on GPU is not so advanced as the mechanism on CPU. Nevertheless, GPUs have shown themselves as a powerful tool to accelerate algorithms in tomography [36] - [39] . This is because most reconstruction algorithms contain a lot of small identical operations that can be computed independently. We will give some details of how the algorithm for the regularized time domain decomposition (Algorithm from Figure 5 in Appendix) was implemented for computing on several GPUs, and compare with its parallel implementation using OpenMP on CPU.
The most resource-intensive part of the algorithm is computation of the projection operator R α and corresponding adjoint operator R * α . We have already described in Section II how these operators are computed through the standard Radon transform and back-projection for angular intervals of the size π. There exist several fast GPU implementations for computing these standard operators. For the proposed algorithm we decided to use the log-polar-based method [40] implemented on GPU since it demonstrates the best performance compared to known analogs, cf. [36] . We have also constructed fast GPU kernels for evaluation of the gradient and divergence operators, as well as for evaluation of standard algebraic operations.
The algorithm must operate with four-dimensional big data sets, therefore, computations have to be split by parts so that the processing data fit into the operating memory, and to the memory on GPU. A straightforward approach generally used for reconstructing tomography data is to split computations by slices (in the z-variable) where all slices are recovered independently. Typically one GPU is used to recover a set of slices that fit into the GPU memory. This approach has to be slightly modified in our case since the algorithm also includes computations of derivatives in the z-direction. To deal with that we transfer to GPU two extra slices located before and after the current set of slices processed by one GPU. There are no thread concurrency errors since additional data from the two slices is kept read-only. The GPU implementation is also optimized by making use of the technique for overlapping data transfers with computations. Nvidia CUDA library provides the streams technology for simultaneous execution of different code parts. One optimal solution is to create three streams for 1) Host to Device data migration, 2) Computation on GPU, 3) Device to Host data migration. While one data part is computed, the next part can be loaded to GPU memory, as well as the result of the previous part can be unloaded from GPU memory. This strategy is especially good in combination with NVLink technology [41] that allows fast bi-directional copy between CPU and GPU.
We note that the parallelization strategy proposed above can be also used to accelerate computations by using OpenMP and MPI technologies. In this case, the whole dataset is split by parts in order to fit the operating memory. Overlap of computations and data transfers between operating memory and hard disks is done by different parallel OpenMP threads.
Performance tests were carried out by making use of the experimental data from Section VI. The projection data set we use has size (N, N θ , N z ) = (2016, 39000, 1800) (245 Gb of 16-bit values), where 39000 comes from 130 half-rotations with 300 measurements, and we produced a reconstruction of the size (N, N, N z , N t ) = (2016, 2016, 1800, 130) (3.5 Tb of 32-bit values). There is typically no need to recover all time frames by using the proposed algorithm since only particular time frames contain motion artifacts. Thus, for the performance test, we decrease the total number of time frames to a smaller value, N t = 8. A linear binning procedure [42] with reducing data sizes is used to demonstrate the scalability and computational complexity of the algorithm. Bins of the sizes 4, 2, and 1 (no binning) in each spatial direction produce data sizes (N, N z ) = (504, 450), (N, N z ) = (1008, 900), (N, N z ) = (2016, 1800), respectively. The number of basis functions for the time domain representation (2) in the temporal direction is chosen as M = 16. All computations are carried out in single precision. Table I shows an average time for one iteration of the algorithm for the regularized time domain decomposition (Figure 5 in Appendix) for different platforms. One can observe an eight-fold decrease in computational times when doubling the binning size, which means that the computational complexity of the algorithm corresponds to the complexity O(N z N 2 log N ) of computing the Radon transform with the log-polar-based method [36] . 
V. VALIDATION
In this section we validate our approach through simulations. We will compare reconstructions by the standard filtered backprojection (FBP) method, by the proposed time domain decomposition (3), and by combining the time domain decomposition with the four-dimensional TV regularization scheme (7) .
For validation we use a synthetic model generated and customized for two spatial variables x, y, and temporal variable t by employing the TomoPhantom toolbox [43] . The model shown in Figure 1 contains three types of particle motion: rotation, shifting, and expansion. In addition to different motion types, we also use different motion velocities chosen according to the pixel size, and the time T = απ spent for measuring projections in the interval of the size π. The movement of the particles is captured for the time period [0, 8απ), which corresponds to 8 half-rotations, θ ∈ [0, 8π). Figures 1(a, b) show two sequential time frames 3 (t = 3απ) and 4 (t = 4απ) where the plots also contain the directions of the particles movements with different velocities inside the time interval [3απ, 4απ). Figure 1(d, e ). In this test and in the tests that follow, the Fourier basis for the acquisition time t ∈ [0, παN t ) is defined as:
Some rapidly moving particles are still recovered incorrectly, possibly related to the fact that (3) is an underdetermined equation system with multiple possible solutions. To find a more physically relevant solution we use additional regularization applied to the time domain decomposition problem according FIGURE 1 , ASSOCIATED WITH ROTATION, SHIFTING, AND EXPANSION VELOCITIES v r , v s , v e , AND AVERAGED OVER TIME FRAMES 3 AND 4 to (7) . This results in more optimal decomposition coefficients which suppress motion artifacts even from the rapidly moving particles, see Figure 1(f, g) . Table II represents a quantitative analysis of the reconstructions in Figure 1 , where the Structural Similarity (SSIM) index [44] , [45] is estimated for every particle associated with rotation, shifting, and expansion velocities v r , v s , v e , so as their multiples. Each SSIM index is computed with respect to formula (6) in [44] by extracting two-dimensional regions containing the particles, and comparing these regions to the ones from the ground truth model in Figure 1(a, b) . The table presents average SSIM indices for two time frames 3 and 4.
There are several observations from Table II . First, reconstruction results for the FBP method have low SSIM indices even for the particles where the movement is not too fast. Motion artifacts in this case are combined with the artifacts coming from the insufficient number of projection angles, and from the initial filtering of projections. Second, it is clearly seen all SSIM indices decrease when the particles start moving faster. Matching visualization and quantitative results, one can set a threshold level above which the reconstruction quality is suitable for further data analysis. The third important observation is that the decomposition with a higher number of Fourier basis functions does not guarantee the increase of SSIM indices, unless combined with regularization. A higher number of coefficients only results in a lower value of the fidelity term R α f − g 2 2 , whereas additional structure introduced by the TV penalty term gives more control of picking representation coefficients and thus demonstrates higher SSIM indices for the basis with a higher number of elements.
VI. APPLICATIONS TO EXPERIMENTAL DATA
In the following we show the reconstruction of experimental data. We investigate the rheology of liquid foams by fast synchrotron X-ray tomographic microscopy [46] . Foams are complex cellular systems which require artifact free tomographic reconstruction for reliable quantification of their time-dependent properties such as deformation fields of bubbles. In our example we acquire X-ray projections of the liquid foam flowing through a constriction and being rotated around the tomographic axis at a rate of 840 deg/s. Each X-ray exposure takes 0.7 ms and in total we acquire 130 tomographic data sets.
The experiment was performed at the TOMCAT beamline of the Swiss Light Source using the fast acquisition setup [1] . The data size is (N, N θ , N z ) = (2016, 300 · 130, 1800) (245 Gb of 16-bit values), where 300 is the number of projections in-side the interval [0, π), and 130 is the total number of time frames. The total size of the time-resolved reconstructed object is (N, N, N z , N t ) = (2016, 2016, 1800, 130) (3.5 Tb of 32-bit values). Prior to tomographic reconstruction, the raw projections were corrected by a phase retrieval algorithm to account for the interference occurring due to the partial coherence properties of the synchrotron beam [47] , [48] .
As an example of reconstruction we considered the data from the angular interval θ ∈ [94π, 95π) that corresponds to the time period t ∈ [94απ, 95απ) where the foam starts continuously moving in the vertical direction through a constriction. A threedimensional data volume recovered with the FBP method for the angular interval of the size π is shown in Figure 2 ∈ [94π, 95π) , and by the proposed approach of the regularized decomposition for recovering specific time frames t = 94απ and t = 95απ. The plots for the FBP reconstruction are depicted in the middle panel since they imitate an "average" object state between two time frames.
The tomogram at the region (c) does not contain motion artifacts for either method because the amplitude of the sample motion during the acquisition of this time-frame is small enough to meet the static sample assumption. In turn, the regions (a), (b) recovered by the FBP method contain motion artifacts due to the rapid movement of bubbles between the time frames. Our new method overcomes these artifacts and improves further object segmentation. For reconstruction we use M = 16 basis functions and the parameters λ 1 , λ 2 , which control the trade-off between data fidelity and the total variation penalty (see formulation (7)), have been experimentally chosen as 2 −12 and 2 2 , respectively. The iterative scheme for the regularization problem (7) was performed for 512 iterations and the result of the reconstruction by FBP was chosen as an initial guess.
We have also tested our method for reconstructing dynamic tomography data recently acquired at the 2-BM beamline of the Advanced Photon Source. The sample was prepared as the slurry of ceramic particles in alcohol. Along with alcohol evaporation, the ceramic particles aggregated to form clusters. In total, 12 tomographic data sets were continuously measured with 6 deg/s rotation rate and 30 ms exposure time. The data size is (N, N θ , N z ) = (2560, 900 · 12, 700) (36 Gb of 16-bit values), where 900 is the number of projections inside the interval [0, π). The total size of the time-resolved reconstructed object is (N, N, N z , N t ) = (2560, 2560, 700, 12) (205 Gb of 32-bit values). A three-dimensional data volume recovered with the FBP method for the angular interval θ ∈ [7π, 8π) is shown in the left part of Figure 3 . The reconstructed volume contains motion artifacts that are mostly seen in the regions where the ceramic particles are moving in the direction of the vertical central axis. The proposed method in turn substantially suppresses these motion artifacts, see the scaled parts in the right panel of Figure 3 .
For reconstruction we used M = 24 basis functions, parameters λ 1 , λ 2 have been experimentally chosen as 2 −9 and 2 2 , respectively. The iterative scheme for the regularization problem (7) was performed for 512 iterations and the result of reconstruction by FBP is chosen as an initial guess.
VII. CONCLUSIONS AND OUTLOOK
We derived, validated and applied a new method for reconstruction of four-dimensional tomographic data sets by time domain decomposition and this way we coupled directly the space and time domains. Our approach works on a continuous acquisition where multiple time frames are recorded through multiple tomographic rotations of π while sample motion is not restricted within the individual intervals. Motion artifacts have been fully suppressed by selecting a suitable number of basis functions as well as regularization parameters. The implementation on modern GPU systems demonstrates 7-11 performance gain compared to modern CPU with 24 cores. Computational times are acceptable for their use in practice.
The source code is publicly available (https://github.com/ math-vrn/rectv_gpu). The foam data with an example script for reconstruction by the proposed method can be downloaded via Tomobank [49] , see section Datasets -Dynamic -Foam data.
We assume that the proposed method can be improved in terms of performance and reconstruction quality. Different types of basis functions ϕ j may be considered in order to decrease the number of decomposition coefficients, and one could also tailormake certain basis for a given type of experimental data. The parallel implementation on several GPUs may potentially be faster by utilizing new technologies provided by latest versions of NVidia CUDA library. We plan to address these points in our further research.
APPENDIX

CHAMBOLLE-POCK ALGORITHM FOR DYNAMIC DATA RECONSTRUCTION
In this appendix, we will recapitulate the main structure of the Chambolle-Pock algorithm and show how to apply it to the regularization scheme (7) .
In convex optimization one seeks to minimize a costfunctional acting on the underlying space, in our case the set off all possible four-dimensional representations f of the dynamic sample. The algorithm operates with proximal operators defined for a cost-functional F as follows
where σ defines a trade-off between two terms. The proximal operator can be interpreted as an approximation to a value h, which at the same time lowers the value of the cost-functional F . We refer to [50] for more details about proximal operators and applications. ure 4 solves the problem (8) with a 1/N rate of convergence for the reduction of the primal-dual gap. The algorithm can be adapted for solving the regularized projected problem (7) 1 with F (Kf ) = F 1 (K 1 f ) + F 2 (K 2 f ) (G(f ) = 0), where the linear operator K 1 acting on f produce functions p 1 which then are used as input for the functional F 1 ,
and where the linear operator K 2 acting on f produces a spatial vector field p 2 that is used as an input for the functional F 2 ,
The corresponding primal-dual problem is obtained by adding two dual variables (h 1 , h 2 ) with respect to (p 1 , p 2 ). It has the following form
The corresponding convex conjugate functions for F 1 , F 2 and the adjoint operators for K 1 , K 2 are computed as follows K * 1 (p 1 ) = (R α P) * p 1 , K * 2 ( p 2 ) = −P * div λ 2 p 2 , F * 1 (h 1 ) = max
where −div λ 2 is the adjoint operator to −∇ λ 2 , and ι( h 2 ) = 0 if λ | h 2 | 1 ≤ 1, otherwise ι( h 2 ) = ∞. Now it is straightforward to compute the corresponding proximal operators: This results in the algorithm shown in Figure 5 that summarizes main steps for solving (7) . 
