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1. Introduction and motivation
Given an associative, unitary ring A and a subring B ⊆ A with 1A = 1B , we call B ⊆ A a ring exten-
sion. We set T1(B, A) := A which is an (A, A)-bimodule via left and right multiplication with elements
in A. Moreover, for i  1, we deﬁne, inductively, an (A, A)-bimodule Ti+1(B, A) := A ⊗B Ti(B, A). Via
restriction, we may view Ti(B, A) as (B, A)-bimodule and as (A, B)-bimodule, respectively. We will
denote these restrictions by T li (B, A) and T
r
i (B, A), respectively. Furthermore, for i  1, we denote
Ti(B, A), viewed as (B, B)-bimodule, by T ′i (B, A). In addition, we deﬁne T
′
0(B, A) to be the (B, B)-
bimodule B itself.
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i  0, if there is some m ∈ N with T ′i+1(B, A) | mT ′i (B, A), that is, T ′i+1(B, A) is isomorphic to a di-
rect summand of a direct sum of m copies of T ′i (B, A). Furthermore, the ring extension B ⊆ A is
said to have left depth 2i (respectively right depth 2i), for some i  1, if there is some m ∈ N with
T li+1(B, A) |mT li (B, A) (respectively T ri+1(B, A) |mT ri (B, A)). In the case that B ⊆ A has both left and
right depth d it is said to have depth d.
Observe that if B ⊆ A has depth d then it also has depth d + 1. Therefore, we are usually in-
terested in the minimal depth d(B, A) of the ring extension B ⊆ A. That is, d(B, A) is deﬁned as
the least integer d  1 such that B ⊆ A has depth d provided such an integer exists; otherwise, we
set d(B, A) := ∞. Similarly, we deﬁne the minimal right depth dr(B, A) and the minimal left depth
dl(B, A) of B in A.
In this article we concentrate on the case where A and B are group algebras. That is, given a
commutative ring R = 0, a ﬁnite group G , and a subgroup H of G , we consider the group algebras
B := RH ⊆ RG =: A. As has been shown in [4], the ring extension RH ⊆ RG has ﬁnite minimal depth
provided that R is an algebraically closed ﬁeld of characteristic 0. One of the aims of this paper is to
prove that RH ⊆ RG has always ﬁnite minimal depth, regardless of R .
In order to investigate the depth of a group algebra extension RH ⊆ RG , it will be useful to deﬁne
a notion of combinatorial depth for the inclusion of ﬁnite groups H  G . Denoting by dc(H,G) the
minimal combinatorial depth of H in G , we show that
d(RH, RG) dc(H,G) 2
∣∣G : NG(H)∣∣< ∞,
for any non-zero commutative ring R . We also examine the dependence of d(RH, RG) on the coeﬃ-
cient ring R , and we compute the minimal ring-theoretic and combinatorial depths in a number of
examples.
It would be interesting to know whether the ﬁniteness of the minimal depth is also valid for other
types of extensions. For instance for extensions of ﬁnite-dimensional Hopf algebras over a ﬁeld K , or
extensions of the form
K [X1, . . . , Xn]G ⊆ K [X1, . . . , Xn],
where K [X1, . . . , Xn]G is the ring of polynomial invariants of a ﬁnite group G . At present, we do not
have an example of a ring extension which is not of ﬁnite minimal depth, although we certainly
expect that there are many such examples.
The notion of depth relevant to this paper has its origins in the theory of von Neumann algebras.
For background information, see, for instance [5,7]. Group algebra extensions of depth 1 and 2, re-
spectively, have been studied in [2,1], respectively, and extensions of semisimple algebras of arbitrary
ﬁnite minimal depth appeared in [4]. A notion of depth 3 for ring extensions was introduced and
studied in detail by L. Kadison in [8].
From now on, all rings are supposed to be associative and unitary.
The present paper is organized as follows: in Section 2 below, we begin by ﬁxing the notation
needed throughout. In Section 3 we then deﬁne and investigate our notion of combinatorial depth
of a group inclusion. After that, in Section 4, we show how the combinatorial depth and the ring-
theoretic depth are related, thereby proving that, for any ﬁnite groups H  G and any commutative
ring R = 0, the group algebra extension RH ⊆ RG has always ﬁnite minimal depth. In Section 5 we
compute the precise values of the minimal combinatorial depth and the minimal ring-theoretic depth
in various examples. We close with Appendix A which gives a category-theoretic characterization of
the depth of a ring extension. Moreover, we show that, in the case where B ⊆ A is a ring extension
of ﬁnite-dimensional semisimple algebras over an algebraically closed ﬁeld, our notion of depth is
equivalent to the one introduced in [4].
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Throughout this article, R = 0 denotes a commutative ring, G and H denote ﬁnite groups, and all
groups appearing are supposed to be ﬁnite.
For H  G , we want to examine the minimal depth d(RH, RG) of the ring extension RH ⊆ RG .
We will, from now on, also write dR(H,G) rather than d(RH, RG). As mentioned in the introduction,
we intend to prove that dR(H,G) is always ﬁnite. Our proof of this result requires a notion of combi-
natorial depth of the group H in the group G . In order to deﬁne this notion, we will make use of a
number of known facts concerning the theory of ﬁnite bisets which we will now brieﬂy summarize.
For further details, we refer the reader to [3].
Deﬁnition 2.1. Let G and H be arbitrary. A (G, H)-biset is a ﬁnite set X , endowed with a left G-action
and a right H-action, such that
g · (x · h) = (g · x) · h,
for g ∈ G , h ∈ H , x ∈ X . If X and Y are (G, H)-bisets and if f : X → Y is a map such that, for any
g ∈ G , h ∈ H , and x ∈ X , we have
f (g · x) = g · f (x) and f (x · h) = f (x) · h,
then we call f a homomorphism of (G, H)-bisets.
Remark 2.2.
(a) Let M be a ﬁnitely generated left RG-module which is free over R . Recall that its dual module
M∗ := HomR(M, R) becomes a right RG-module with
( f · g)(m) := f (gm), for f ∈ M∗, g ∈ G, m ∈ M.
(b) Let X be a (G, H)-biset. Then X can be considered both as left (G × H)-set and as right (H × G)-
set, via
(g,h) · x := gxh−1 and x · (h, g) := g−1xh,
for x ∈ X , g ∈ G , h ∈ H . In particular, RX is both a left permutation R[G × H]-module and a right
permutation R[H×G]-module. If, conversely, Y is a left (G×H)-set and if Z is a right (H×G)-set
then we can regard both Y and Z as (G, H)-bisets with
g · y · h := (g,h−1)y and g · z · h := z(h, g−1),
for g ∈ G , h ∈ H , y ∈ Y , and z ∈ Z . In this way, we may freely identify (G, H)-bisets with left
(G × H)-sets or right (H × G)-sets.
(c) Given a (G, H)-biset X , we deﬁne X◦ to be the (H,G)-biset which is, as a set, equal to X , with
action deﬁned by
h · x◦ · g := (g−1xh−1)◦,
for x ∈ X , g ∈ G , and h ∈ H . Here x◦ denotes an element x ∈ X , viewed as an element in X◦ .
We call X◦ the opposite biset of X . In the case that G = H , we call X symmetric if X and X◦ are
isomorphic as (G,G)-bisets.
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well as a right (G × H)-set structure, and we have
(h, g) · x◦ = hx◦g−1 = (gxh−1)◦ = (x · (h−1, g−1))◦ = ((g,h) · x)◦,
x◦ · (g,h) = h−1x◦g = (g−1xh)◦ = ((g−1,h−1) · x)◦ = (x · (h, g))◦.
In particular, RX◦ is both a right permutation R[G× H]-module and a left permutation R[H ×G]-
module.
(e) For any subgroup U of G × H , we deﬁne its dual group
U∗ := {(x, y) ∈ H × G ∣∣ (y, x) ∈ U} H × G,
and we get an isomorphism of (H,G)-bisets ((G × H)/U )◦ ∼= (H × G)/U∗ .
(f) The coproduct X unionmulti Y of two (G, H)-bisets X and Y is deﬁned as the disjoint union of the under-
lying sets, with the obvious actions of G and H .
(g) Generalizing the above concept, we will also identify arbitrary (RG, RH)-bimodules with left
R[G × H]-modules or with right R[H × G]-modules.
With these conventions, we observe the following two facts. The proof of the ﬁrst one is left to
the reader.
Lemma 2.3. Let X = {x1, . . . , xn} be a (G, H)-biset, and let R X be the corresponding left permutation
R[G × H]-module. Let further {x∗1, . . . , x∗n} be the basis of R X∗ which is dual to the basis X of R X. Then
the R-linear map
f : RX◦ → (RX)∗, x◦i → x∗i (i = 1, . . . ,n)
deﬁnes an isomorphism of right R[G × H]-modules, or equivalently, of (RH, RG)-bimodules.
Lemma 2.4. Let X be a symmetric (G,G)-biset and assume that H  G. Let further X l and X r , respectively,
be the (H,G)-biset and the (G, H)-biset, respectively, obtained from X by restriction. Then X l ∼= (X r)◦ as
(H,G)-bisets, and X r ∼= (X l)◦ as (G, H)-bisets.
Proof. For any (G,G)-biset X , we have (X◦)r = (X l)◦ , as (G, H)-bisets. Thus if X is a symmetric
(G,G)-biset then
X r = ResG×GG×H (X) ∼= ResG×GG×H
(
X◦
)= (X◦)r = (X l)◦,
as (G, H)-bisets. Analogously, we have an isomorphism X l ∼= (X r)◦ of (H,G)-bisets. 
Remark/Deﬁnition 2.5. Let G , H , K , and L be groups.
(a) For any subgroup U of G and any g ∈ G , we set
gU := gU g−1 and U g := g−1Ug,
and write CoreG(U ) :=⋂g∈G U g for the core of U in G.
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U ∗ V := {(g,k) ∈ G × K ∣∣ ∃h ∈ H: (g,h) ∈ U , (h,k) ∈ V }.
Then, for any g ∈ G , any k ∈ K , and groups U  G × H , V  H × K , W  K × L, we have
(U ∗ V ) ∗ W = U ∗ (V ∗ W ), (U ∗ V )∗ = V ∗ ∗ U∗,
(g,1)(U ∗ V ) = (g,1)U ∗ V , (U ∗ V )(1,k) = U ∗ V (1,k).
(c) We denote by p1 : G × H → G and p2 : G × H → H the canonical projections.
(d) Suppose that U  H and that ϕ : U → G is a group monomorphism. Then we deﬁne a twisted
diagonal subgroup
ϕ(U ) :=
{(
ϕ(u),u
) ∣∣ u ∈ U}
of G×H . In the case that G = H and ϕ is induced by conjugation with an element g belonging to
some overgroup of G , we also write g(U ) rather than ϕ(U ). In particular, we obtain 1(U ) =
(U ) := {(x, x) | x ∈ U }.
(e) Given a (G, H)-biset X and an (H, K )-biset Y , the cartesian product X×Y becomes a (G, K )-biset
in the obvious way. Moreover, we have a left H-action on X × Y , deﬁned by
h · (x, y) := (xh−1,hy),
for x ∈ X , y ∈ Y , and h ∈ H . The H-orbit of an element (x, y) ∈ X × Y will be denoted by [x, y],
and the set of all H-orbits on X × Y will be denoted by X ×H Y . Note that the (G, K )-biset
structure of X × Y induces a (G, K )-biset structure of X ×H Y . Note further that if X1 and X2 are
(G, H)-bisets and if Y1 and Y2 are (H, K )-bisets then we have an isomorphism of (G, K )-bisets:
(X1 unionmulti X2)×H (Y1 unionmulti Y2) ∼= (X1 ×H Y1)unionmulti (X1 ×H Y2)unionmulti (X2 ×H Y1)unionmulti (X2 ×H Y2).
Proposition 2.6. (See Bouc [3, Prop. 1].) Let G, H, and K be groups. Let further U  G×H, and let V  H × K .
Then one has an isomorphism of (G, K )-bisets:
(G × H/U )×H (H × K/V ) ∼=
⊎
p2(U )hp1(V )∈
p2(U )\H/p1(V )
G × K/U ∗(h,1) V .
The assertions of the next proposition are easy consequences of the above deﬁnitions. We leave
the proof to the reader.
Proposition 2.7. Let G, H, K , and L be groups, let X be a (G, H)-biset, let Y be an (H, K )-biset, and let Z be
a (K , L)-biset. Then
(X ×H Y )◦ ∼= Y ◦ ×H X◦, as (K ,G)-bisets,
and
(X ×H Y )×K Z ∼= X ×H (Y ×K Z), as (G, L)-bisets.
Moreover, we have an isomorphism of (RG, RK )-bimodules
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with f ([x, y]) = x⊗ y, for any x ∈ X and any y ∈ Y .
Notation 2.8. Let n  1, and let G1, . . . ,Gn+1 be groups. For 1 i  n, let further Xi be a (Gi,Gi+1)-
biset, and let xi ∈ Xi . Then we deﬁne
[x1, . . . , xn] :=
[
. . .
[[x1, x2], x3], . . . , xn] ∈ X1 ×G2 X2 ×G3 · · · ×Gn Xn.
In the next two sections we introduce our notion of combinatorial depth of a group H in an
overgroup G , and we will show how this combinatorial depth of H in G is related to the ring-theoretic
depth of the group algebra extension RH ⊆ RG .
3. Combinatorial depth of group inclusions
Throughout this section H denotes a subgroup of the ﬁnite group G .
Remark/Deﬁnition 3.1. We deﬁne Θ1(H,G) to be the (G,G)-biset G , with G acting on itself via left
and right multiplication, respectively. Then, for i  1, we deﬁne a (G,G)-biset
Θi+1(H,G) := Θi(H,G)×H G.
For i  1, we may view Θi(H,G) as an (H, H)-biset via restriction; this restriction will be denoted
by Θ ′i (H,G). In addition, we deﬁne Θ
′
0(H,G) as the (H, H)-biset H . Moreover, for i  1, we write
Θ li (H,G) and Θ
r
i (H,G), respectively, for Θi(H,G) viewed as (H,G)-biset and (G, H)-biset, respec-
tively. With this notation, for any i  1,
Θr1(H,G)×H Θ li (H,G) ∼= Θi+1(H,G) ∼= Θri (H,G)×H Θ l1(H,G),
as (G,G)-bisets.
If X is a (G, H)-biset then X and X ×H H are isomorphic as (G, H)-bisets. Similarly, if Y is an
(H,G)-biset then H ×H Y and Y are isomorphic as (H,G)-bisets. Moreover, G = H unionmulti (G \ H) is a
decomposition of (H, H)-bisets. Thus, for i  1, we have decompositions
Θri+1(H,G) ∼= Θri (H,G)unionmulti
(
Θri (H,G)×H (G \ H)
)
, (1)
as (G, H)-bisets,
Θ li+1(H,G) ∼= Θ li (H,G)unionmulti
(
(G \ H)×H Θ li (H,G)
)
, (2)
as (H,G)-bisets, and
Θ ′i (H,G) ∼= Θ ′i−1(H,G)unionmulti
(
Θ ′i−1(H,G)×H (G \ H)
)
, (3)
as (H, H)-bisets. This yields chains
Θr1(H,G) ↪→ Θr2(H,G) ↪→ Θr3(H,G) ↪→ . . . , (4)
Θ l1(H,G) ↪→ Θ l2(H,G) ↪→ Θ l3(H,G) ↪→ . . . , (5)
Θ ′0(H,G) ↪→ Θ ′1(H,G) ↪→ Θ ′2(H,G) ↪→ . . . (6)
of monomorphisms of (G, H)-, (H,G)-, and (H, H)-bisets, motivating the following deﬁnition.
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(a) If there exist some i  1, some m ∈ N, and a (G, H)-biset monomorphism Θri+1(H,G) ↪→
m ·Θri (H,G) then we say that H has right (combinatorial) depth 2i in G . Here, m ·Θri (H,G) denotes
the coproduct of m copies of Θri (H,G).
(b) If there exist some i  1, some m ∈ N, and an (H,G)-biset monomorphism Θ li+1(H,G) ↪→
m ·Θ li (H,G) then we say that H has left (combinatorial) depth 2i in G .
(c) If there exist some i  0, some m ∈ N, and an (H, H)-biset monomorphism Θ ′i+1(H,G) ↪→
m ·Θ ′i (H,G) then we say that H has left and right (combinatorial) depth 2i + 1 in G .
If H has both left and right combinatorial depth d ∈ N in G then we say that H has (combinatorial)
depth d in G .
In a ﬁrst step, we will show that a subgroup H of a group G has left (combinatorial) depth d in G
if and only if it has right (combinatorial) depth d in G .
Lemma 3.3. Let i  1. Then Θi(H,G) is a symmetric (G,G)-biset. In particular, Θri (H,G) ∼= (Θ li (H,G))◦ as
(G, H)-bisets, and Θ li (H,G)
∼= (Θri (H,G))◦ as (H,G)-bisets.
Proof. We argue by induction on i. Since we have isomorphisms
G ∼= G × G/(G) = G × G/(G)∗ ∼= (G × G/(G))◦ ∼= G◦,
of (G,G)-bisets, we conclude that Θ1(H,G) is a symmetric (G,G)-biset. Thus, by Lemma 2.4,
Θ l1(H,G)
∼= (Θr1(H,G))◦ as (H,G)-bisets, and Θr1(H,G) ∼= (Θ l1(H,G))◦ as (G, H)-bisets. So we may
from now on suppose that i  2. By deﬁnition,
Θi(H,G) ∼= Θri−1(H,G)×H Θ l1(H,G) ∼= Θr1(H,G)×H Θ li−1(H,G),
as (G,G)-bisets. Hence, by Proposition 2.7 and our inductive hypothesis, we also deduce that
Θi(H,G)
◦ ∼= (Θ l1(H,G))◦ ×H (Θri−1(H,G))◦ ∼= Θr1(H,G)×H Θ li−1(H,G) ∼= Θi(H,G),
as (G,G)-bisets. Therefore, Θi(H,G) is a symmetric (G,G)-biset, and the second assertion again fol-
lows from Lemma 2.4. 
Lemma 3.4. Let d ∈ N. Then H has left depth d in G if and only if H has right depth d in G.
Proof. Suppose that H has left depth d in G . In order to show that H has also right depth d in G , we
only need to consider the case where d is even. That is, d = 2i, for some i ∈ N. Then there are some
m ∈ N and an (H,G)-biset monomorphism
Θ li+1(H,G) ↪→m ·Θ li (H,G).
Using Lemma 3.3, we then also have a (G, H)-biset monomorphism
Θri+1(H,G) ∼=
(
Θ li+1(H,G)
)◦
↪→ (m ·Θ li (H,G))◦ ∼=m ·Θ li (H,G)◦ ∼=m ·Θri (H,G),
so that H has right depth 2i in G . Analogously, one shows the converse. 
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(a) As a consequence of Lemma 3.4, we need not distinguish between left and right depth of H in G ,
and may, from now on, only speak of (combinatorial) depth of H in G .
(b) Suppose that H has depth d  1 in G . Then H has also depth d + 1 in G . For if d = 2i for
some i  1, then there are some m  1 and a (G, H)-biset monomorphism Θri+1(H,G) ↪→
m · Θri (H,G) which of course restricts to an (H, H)-biset monomorphism Θ ′i+1(H,G) ↪→
m · Θ ′i (H,G). If d = 2i + 1 for some i  0, then there are some m  1 and an (H, H)-biset
monomorphism Θ ′i+1(H,G) ↪→ m · Θ ′i (H,G) which then gives rise to a (G, H)-biset monomor-
phism Θri+2(H,G) ∼= G ×H Θ ′i+1(H,G) ↪→m · (G ×H Θ ′i (H,G)) ∼=m ·Θri+1(H,G).
(c) For i  1 we set
Ki(H,G) := Ki :=
{
StabG×H (θ)
∣∣ θ ∈ Θri (H,G)},
and for i  0 we set
K′i(H,G) := K′i :=
{
StabH×H (θ)
∣∣ θ ∈ Θ ′i (H,G)}.
Recall that Θ ′i (H,G) = Θri (H,G) = Θi(H,G) as sets, for i  1. By (4) and (6) we obtain
K1 ⊆ K2 ⊆ K3 ⊆ · · · and K′0 ⊆ K′1 ⊆ K′2 ⊆ · · · . (7)
We also set
K∞(H,G) := K∞ :=
⋃
i1
Ki and K′∞(H,G) := K′∞ :=
⋃
i0
K′i .
Since the set of point stabilizers of a G-set determines the isomorphism classes of its orbits, we
immediately obtain for i  1:
H has depth 2i in G if and only if Ki+1 ⊆ Ki , (8)
and
H has depth 2i − 1 in G if and only if K′i ⊆ K′i−1. (9)
Since the set of subgroups of G × H is a ﬁnite set, there exists some i  1 such that Ki = Ki+1.
Thus, H has depth 2i in G for some i  1. This implies that there exists a smallest positive integer
d such that H has depth d in G . This integer is called the minimal (combinatorial) depth of H in G
and it is denoted by dc(H,G).
Proposition 3.6.
(a) For i  1 the following are equivalent:
(i) dc(H,G) 2i, i.e., H has depth 2i in G.
(ii) Ki = Ki+1 .
(iii) Ki = K∞ .
(b) For i  0 the following are equivalent:
(i) dc(H,G) 2i + 1, i.e., H has depth 2i + 1 in G.
(ii) K′i = K′i+1 .
(iii) K′i = K′∞ .
266 R. Boltje et al. / Journal of Algebra 335 (2011) 258–281Proof. We only prove part (a). The proof of part (b) is similar. The equivalence of (i) and (ii) follows
from (7) and (8). By (7), (iii) implies (ii). Finally, Remark 3.5(b) together with the equivalence of (i)
and (ii) show that (ii) implies (iii). 
Notation 3.7. For any n 0, and any x1, . . . , xn ∈ G , we deﬁne
Hx1,...,xn := H ∩ Hx1 ∩ Hx2 ∩ · · · ∩ Hxn
and
H˜x1,...,xn := H ∩ Hxn ∩ Hxn−1xn ∩ · · · ∩ Hx1···xn .
In the case that n = 0, we have Hx1,...,xn := H and H˜x1,...,xn := H by convention.
For i  0 we set
Ui(H,G) := Ui := {Hx1,...,xi | x1, . . . , xi ∈ G} and U∞(H,G) := U∞ :=
⋃
i0
Ui .
Note that, by convention, U0 = {H}, and that Ui ⊆ Ui+1 for i  0.
Lemma 3.8.
(a) Let i  1 and let x1, . . . , xi ∈ G, so that [x1, . . . , xi] ∈ Θi(H,G) = G ×H · · · ×H G. Then one has:
(i) StabG×H ([x1, . . . , xi]) = x1···xi (H˜x2,...,xi ).
(ii) StabH×H ([x1, . . . , xi]) = x1···xi (H˜x1,...,xi ).
(b) One has the following explicit descriptions for the sets K′i and Ki :
(i) For i  1 one has Ki = {g(U ) | g ∈ G, U ∈ Ui−1}.
(ii) K′0 = {h(H) | h ∈ H}.
(iii) For i  1 one has K′i = {g1 (Hg1,...,gi ) | g1, . . . , gi ∈ G}.
Proof. (a) An element (g,h) ∈ G × H is contained in StabG×H ([x1, . . . , xi]) if and only if [gx1, x2, . . . ,
xi−1, xih−1] = [x1, . . . , xi], that is, if and only if there exist h1, . . . ,hi−1 ∈ H such that
gx1h
−1
1 = x1; h j−1x jh−1j = x j, for j = 2, . . . , i − 1; hi−1xih−1 = xi .
Thus (g,h) ∈ StabG×H ([x1, . . . , xi]) if and only if
h ∈ H ∩ x−1i Hxi ∩ x−1i x−1i−1Hxi−1xi ∩ · · · ∩ x−1i · · · x−12 Hx2 · · · xi
and g = x1 · · · xihx−1i · · · x−11 , or equivalently, if (g,h) ∈ x1···xi (H˜x2,...,xi ). This proves (i).
For (g,h) ∈ G × H , we have (g,h) ∈ StabH×H ([x1, . . . , xi]) if and only if
(g,h) ∈ StabG×H
([x1, . . . , xi])= x1···xi (H˜x2,...,xi )
and g ∈ H . This is equivalent to (g,h) ∈ x1···xi (H˜x2,...,xi ∩ Hx1···xi ) = x1···xi (H˜x1,...,xi ), and (ii) is
proved.
(b) Parts (i) and (iii) follow immediately from the equations
x1···xi (H˜x2,...,xi ) = g1(Hg2,...,gi ) and x1···xi (H˜x1,...,xi ) = g1(Hg1,...,gi ),
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xi = gi, xi−1xi = gi−1, xi−2xi−1xi = gi−2, . . . , x1x2 · · · xi = g1.
Part (ii) follows immediately from the deﬁnition of K′0. 
The following theorem gives explicit conditions for H having depth d in G .
Theorem 3.9.
(a) For i  1 the following are equivalent:
(i) dc(H,G) 2i, i.e., H has depth 2i in G.
(ii) Ui−1 = Ui .
(iii) Ui−1 = U∞ .
(iv) For any x1, . . . , xi ∈ G, there exist y1, . . . , yi−1 ∈ G such that Hx1,...,xi = Hy1,...,yi−1 .
(b) One has dc(H,G) = 1 if and only if for every x ∈ G there exists some y ∈ H such that xhx−1 = yhy−1 for
all h ∈ H.
(c) Let i > 1. The following are equivalent:
(i) dc(H,G) 2i − 1, i.e., H has depth 2i − 1 in G.
(ii) For any x1, . . . , xi ∈ G, there exist y1, . . . , yi−1 ∈ G such that Hx1,...,xi = Hy1,...,yi−1 and x1hx−11 =
y1hy
−1
1 for all h ∈ Hx1,...,xi .
Proof. (a) This follows immediately from Proposition 3.6(a) and Lemma 3.8(b)(i).
(b) This follows immediately from Proposition 3.6(b) and Lemma 3.8(b)(ii).
(c) This follows immediately from Proposition 3.6(b) and Lemma 3.8(b)(iii). 
Remark 3.10. Theorem 3.9 can be interpreted as follows. The poset structure of U∞ determines an
integer i  1 such that dc(H,G) ∈ {2i − 1,2i}. The integer i is minimal such that Ui−1 = U∞ . More
precisely, if U∞ = {H} then i = 1. If |U∞| > 1 let U1, . . . ,Um denote the maximal elements in the
poset U∞ \ {H} and choose i minimal such that every element in U∞ can be expressed as the meet
of i − 1 elements from {U1, . . . ,Um}. In order to ﬁnd the precise value of dc(H,G), one has to check
the stronger condition in Theorem 3.9(c)(ii) for this i (or 3.9(b) in the case that i = 1), which involves
also the conjugation maps on subgroups.
The following theorem gives further bounds for the integer dc(H,G). For a ﬁnite non-empty par-
tially ordered set X , we deﬁne the largest integer n such that there exists a chain x1 < · · · < xn in X
as the depth of X .
Theorem 3.11. Let δ denote the depth of the partially ordered set U∞ , and let K := CoreG(H). Moreover, let
δ∗ denote the smallest positive integer k such that K can be written as the intersection of k conjugates of H
in G, and let δ∗ denote the smallest positive integer k such that the intersection of any k pairwise distinct
G-conjugates of H is equal to K . Then one has:
(a) 2δ∗ − 1 dc(H,G) 2δ.
(b) δ∗  δ  δ∗  |G : NG(H)|.
(c) If δ∗ = δ and K  Z(G) then dc(H,G) = 2δ − 1.
Proof. (a) We ﬁrst show that dc(H,G) 2δ, using Theorem 3.9(a)(ii). Let x1, . . . , xδ ∈ G and set Ui :=
Hx1,...,xi for i = 0, . . . , δ. Then Uδ  Uδ−1  · · ·  U1  U0 = H is a chain in U∞ consisting of δ + 1
subgroups. Thus, there exists i ∈ {1, . . . , δ} such that Ui−1 = Ui . If we deﬁne y1, . . . , yδ−1 ∈ G by
omitting xi from x1, . . . , xδ then Hx1,...,xδ = Hy1,...,yδ−1 , as desired.
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Assume that δ∗ > 1 and that dc(H,G)  2(δ∗ − 1). Then, by Theorem 3.9(a), one has Uδ∗−2 = U∞ .
Thus, K ∈ U∞ can be written as the intersection of some set of δ∗ − 1 G-conjugates of H . This is a
contradiction.
(b) Clearly, δ∗  |G : NG(H)|, and by (a) we also know that δ∗  δ.
Next we show that δ  δ∗ . Let K = Uδ < Uδ−1 < · · · < U1 = H be a chain (of maximal length)
in U∞ . We will construct, inductively, elements x1, . . . , xδ ∈ G such that, for all i = 1, . . . , δ, the groups
Hx1 , . . . , Hxi are pairwise distinct and Ui = Hx1 ∩ · · · ∩ Hxi . We start by setting x1 := 1. Next assume
that x1, . . . , xi ∈ G with the desired property are already constructed for 1  i < δ. Since Ui+1 < Ui
and Ui+1 can be written as the intersection of all G-conjugates of H which contain Ui+1, there
exists xi+1 ∈ G such that Ui+1  Ui ∩ Hxi+1 < Ui . This implies that Hxi+1 is distinct from each of the
groups Hx1 , . . . , Hxi . Moreover, the maximality of the length of the chain Uδ < · · · < U1 implies that
Ui+1 = Ui ∩ Hxi+1 . Now, having constructed x1, . . . , xδ ∈ G with the desired property, we observe that
the intersection Uδ−1 of δ − 1 pairwise distinct conjugates of H is strictly larger than K . This implies
that δ∗ > δ − 1.
(c) If δ∗ = δ = 1 then H is normal in G and H = K  Z(G) by assumption. So Theorem 3.9(b)
then implies the result. Assume now that δ∗ = δ > 1. We will apply the criterion in Theorem 3.9(c).
Let x1, . . . , xδ ∈ G . Set Ui := Hx1,...,xi for i = 0, . . . , δ. Then Uδ  Uδ−1  · · · U1  U0 = H is a chain
in U∞ . By the deﬁnition of δ there exists i ∈ {1, . . . , δ} with Ui = Ui−1. If i > 1 then we can deﬁne the
sequence y1, . . . , yδ−1 ∈ G by omitting xi from x1, . . . , xδ and have y1 = x1 and Hx1,...,xδ = Hy1,...,yδ−1 ,
as desired. Therefore, we may assume that Uδ < Uδ−1 < · · · < U1. In this case, the maximality of δ
forces U1 = H and Uδ = K . In this case we can deﬁne y1, . . . , yδ−1 as the sequence x2, . . . , xδ and
obtain Hx1,...,xδ = K = Hy1,...,yδ−1 . Moreover, x1 and y1 act identically on K , since K  Z(G). Hence
dc(H,G) 2δ − 1 and, by (a), we also have 2δ − 1 = 2δ∗ − 1 dc(H,G). 
In [2,1], respectively, the ﬁrst and third author established group-theoretic characterizations of
group algebra extensions RH ⊆ RG of depth 1 and 2, respectively. We close this section by giving
analogous interpretations of group inclusions H  G of small combinatorial depth. Recall that a sub-
group H of some group G is called a trivial-intersection (TI) subgroup of G provided that H ∩ Hg = 1
whenever g ∈ G \ NG(H).
Theorem 3.12. Let N  K := CoreG(H) and assume that N is normal in G. One has:
(a) dc(H,G) = 1 if and only if G = HCG(H).
(b) dc(H,G) 2 if and only if H is normal in G.
(c) If H is TI in G then dc(H,G) 3.
(d) dc(H/N,G/N)  dc(H,G)  dc(H/N,G/N) + 1; if dc(H/N,G/N) is even then dc(H,G) = dc(H/N,
G/N).
(e) If H/K is TI in G/K then dc(H,G) 4. If, moreover, K  Z(G) then dc(H,G) ∈ {1,3}.
Proof. Assertions (a)–(c) follow immediately from Theorem 3.9.
Similarly, the inequality dc(H/N,G/N) dc(H,G) is an easy consequence of Theorem 3.9. In order
to complete the proof of (d) note that the canonical epimorphism G → G/N maps Un(H,G) bijectively
onto Un(H/N,G/N), for every positive integer n. Thus, Theorem 3.9(a) implies that dc(H/N,G/N) 2i
if and only if dc(H,G)  2i, for every positive integer i. Now the remaining statements in (d) are
immediate.
To prove (e), suppose that H/K is TI in G/K . Then the ﬁrst part of (e) follows from (d). Suppose
that K  Z(G). Since δ∗ = δ ∈ {1,2}, Theorem 3.11(c) implies that dc(H,G) ∈ {1,3}. (Note that (c) is
also a consequence of (b) and (e).) 
Examples 3.13. (a) The following example shows that the bound dc(H,G) 2δ from Theorem 3.11(a)
is not sharp, in the sense that it can happen that dc(H,G) 2(δ − 1).
Consider the wreath product G := C2 S4 of the group C2 := 〈(1,2)〉 of order 2 with the symmetric
group S4 of degree 4. We may regard G as a subgroup of the symmetric group S8 in the usual
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|G : NG(H)| = 6. Thus, there are precisely six conjugates of H in G: any such group is generated
by two of the transpositions (1,2), (3,4), (5,6), (7,8). The core K := CoreG(H) is trivial, and can be
written as the intersection of any four distinct G-conjugates of H . But the intersection of the three
G-conjugates 〈(1,2), (3,4)〉, 〈(3,4), (5,6)〉, 〈(3,4), (7,8)〉 is not trivial. Thus, δ∗ = 4. Clearly, δ∗ = 2
and δ = 3. So Theorem 3.11(a) and (b) give 3 dc(H,G) 6.
Using Theorem 3.9(c), one can show that in fact dc(H,G) = 3: let 1 =: x0, x1, x2 ∈ G . If H = Hx2
or Hx1 = Hx2 then we deﬁne y1 := x1 which satisﬁes the conditions in Theorem 3.9(c)(ii). Otherwise
we either have Hxa = Hxb for any 0 a < b  2, or we have Hx2 = H = Hx1 = Hx2 . So, in particular,
|H ∩ Hx1 ∩ Hx2 | 2. If H ∩ Hx1 ∩ Hx2 = 1 then we set y1 := (1,5)(2,6)(3,7)(4,8) which again satisﬁes
the conditions in Theorem 3.9(c)(ii). Suppose now that |H ∩Hx1 ∩Hx2 | = 2. If H = Hx1 then H ∩Hx1 =
H ∩ Hx1 ∩ Hx2 , and we set y1 := x1. Otherwise we are in the case where H = Hx1 , and we then have
H ∩ Hx1 ∩ Hx2 ∈ {〈(1,2)〉, 〈(3,4)〉}. We may suppose that H ∩ Hx1 ∩ Hx2 = 〈(3,4)〉; the case where
H ∩ Hx1 ∩ Hx2 = 〈(1,2)〉 can be treated similarly. If x1 ∈ CG((3,4)) then we deﬁne y1 := (1,5)(2,6). If
x1 ∈ NG(H)\CG ((3,4)) then we must have x1(3,4)x−11 = (1,2), and we set y1 := (1,7,5,3)(2,8,6,4).
In either case, y1 satisﬁes both conditions in Theorem 3.9(c)(ii). Since H is not normal in G , we thus
get dc(H,G) = 3.
This example also shows that the converse of Theorem 3.12(e) does not hold, in general. For
H/K ∼= H is not a TI-subgroup of G/K ∼= G .
(b) Let G := 〈a,b | a8 = b2 = 1, bab−1 = a−1〉 and H := 〈a4,b〉. Then G is a dihedral group of
order 16, and H is a Klein four-group. In this case, the core K of H in G equals the centre Z(G) =
〈a4〉 of G . Moreover, H is not TI in G , but the factor group H/K is TI in G/K . Thus we must have
dc(H,G) = 3.
(c) The following example shows that we cannot drop the assumption CoreG(H)  Z(G) in the
second statement in Theorem 3.12(e). Consider G := S4, the symmetric group of degree 4. Let further
H be a Sylow 2-subgroup of G . Then the core K of H in G is the normal Klein four-subgroup of S4, so
that K  Z(G). Moreover, G/K ∼= S3, H/K ∼= S2, and H/K is a TI-subgroup of G/K . By Theorem 3.12,
we must have 3 dc(H,G) 4. Using Theorem 3.9(c)(ii), we can deduce that dc(H,S4) = 4. In fact,
if we choose x1 = 1 and x2 ∈ G \ H then there exists no y1 ∈ G satisfying the conditions in Theo-
rem 3.9(c)(ii).
4. Depth of group algebra extensions
Throughout this section G denotes a ﬁnite group, H denotes a subgroup of G , and R denotes
a commutative ring with R = 0. In the course of this section we determine how the combinatorial
depth of H in G is related to the depth of the ring extension RH ⊆ RG .
Theorem 4.1. Let d ∈ N. The ring extension RH ⊆ RG has left depth d if and only if it has right depth d.
Moreover, we have dR(H,G) dc(H,G). In particular, RH has ﬁnite minimal depth in RG.
Proof. Suppose that, for some d ∈ N, the group algebra RH has left depth d in RG . If d is odd then
RH has automatically right depth d in RG as well. If d = 2i, for some i  1, then there is some m ∈ N
such that
T li+1(RH, RG)
∣∣m · T li (RH, RG). (10)
Note that, for any j  1, the (RH, RG)-bimodule T lj(RH, RG) is isomorphic to the permutation bimod-
ule RΘ lj(H,G). This follows from Proposition 2.7. So, in consequence of Lemma 2.3 and Lemma 3.3,
we obtain, for any j  1, an isomorphism (Θ lj(H,G))◦ ∼= Θrj(H,G) of (G, H)-bisets and thus an iso-
morphism
(
T lj(RH, RG)
)∗ ∼= (RΘ lj(H,G))∗ ∼= R(Θ lj(H,G))◦ ∼= RΘrj(H,G) ∼= T rj(RH, RG)
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T ri+1(RH, RG)
∣∣m · T ri (RH, RG),
and RH has right depth 2i = d in RG . Analogously, we deduce that if RH has right depth d ∈ N in
RG then RH has also left depth d in RG . In particular, dlR(H,G) = drR(H,G) = dR(H,G).
Now let d := dc(H,G) be the minimal combinatorial depth of H in G . In the case that d = 2i + 1
for some i  0, there exist m ∈ N and an (H, H)-biset monomorphism Θ ′i+1(H,G) ↪→ m · Θ ′i (H,G).
From this we deduce that
T ′i+1(RH, RG) ∼= RΘ ′i+1(H,G)
∣∣m · RΘ ′i (H,G) ∼=m · T ′i (RH, RG),
as (RH, RH)-bimodules so that RH has depth 2i + 1 = d in RG . Similarly one deals with the case
where d = 2i for some i  1. Therefore,
dR(H,G) d = dc(H,G),
and, together with the ﬁniteness of dc(H,G), cf. Remark 3.5(c), the assertion of the theorem fol-
lows. 
An obvious question now is to what extent the minimal depth dR(H,G) of a group algebra exten-
sion RH ⊆ RG depends on the ring R . For instance, given a unitary subring R ′ of R , how are dR(H,G)
and dR ′ (H,G) related? Proposition 4.4 below gives answers to some of these questions.
For the reader’s convenience we recall the following notions.
Deﬁnition 4.2. Let S be an associative, unitary R-algebra.
(a) R is called semilocal if R has only ﬁnitely many maximal ideals.
(b) Suppose that S and R satisfy the following condition: M ′ → M → M ′′ is an exact sequence of left
R-modules if and only if S ⊗R M ′ → S ⊗R M → S ⊗R M ′′ is an exact sequence of left S-modules.
Then S is called faithfully ﬂat over R .
Remark 4.3. Let S = 0 be a commutative R-algebra. Suppose that M and N are left RG-modules. If
M | N as RG-modules then S ⊗R M | S ⊗R N as SG-modules. In the case that R and S are noetherian,
R is semilocal, S is faithfully ﬂat over R , and M and N are ﬁnitely generated RG-modules, the con-
verse is also true. This generalized version of the Deuring–Noether Theorem follows from the proof of
[6, Prop. 2.5.8].
Proposition 4.4.
(a) If S = 0 is a commutative R-algebra then dS (H,G) dR(H,G). In particular, dR(H,G) dZ(H,G) for
every commutative ring R = 0. If, moreover, R and S are noetherian, S is faithfully ﬂat over R, and R is
semilocal, then we have dR(H,G) = dS (H,G).
(b) Let p be a prime, and let (K ,O, F ) be a p-modular system. That is, O is a complete discrete valuation
ring with quotient ﬁeld K of characteristic 0, with maximal ideal (π), and with residue ﬁeld F = O/(π)
of characteristic p. Then
dK (H,G) dO(H,G) = dF (H,G) dc(H,G).
Proof. (a) Suppose that S = 0 is a commutative R-algebra, and let d := dR(H,G). We consider the
case that d = 2i + 1, for some i  0, ﬁrst. Then there is some m ∈ N such that
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∣∣m · T ′i (RH, RG) ∼=m · RΘ ′i (H,G)
as (RH, RH)-bimodules. But then we also get
T ′i+1(SH, SG) ∼= SΘ ′i+1(H,G) ∼= S ⊗R RΘ ′i+1(H,G)
∣∣m · (S ⊗R RΘ ′i+1(H,G))
∼=m · (SΘ ′i (H,G))∼=m · T ′i (SH, SG)
as (SH, SH)-bimodules. Thus, SH has depth d in SG . In the case that d = 2i for some i  1, replacing
Θ ′i (H,G) by Θ
r
i (H,G) and Θ
′
i+1(H,G) by Θ
r
i+1(H,G), we similarly deduce that SH has depth d
in SG . So, in any case, dS (H,G) d = dR(H,G).
In the case that R and S are noetherian rings, with R semilocal and S faithfully ﬂat over R , we
also get dR(H,G) dS (H,G), by the proof of [6, Prop. 2.5.8]. Note that here we use the fact that, for
any i  1, the permutation R[G × G]-module Ti(H,G) is ﬁnitely generated over R .
(b) Now, consider a p-modular system (K ,O, F ). Then we have unitary ring homomorphisms
O ↪→ K and O → O/(π) = F turning both K and F into commutative, associative, unitary O-
algebras. So, by part (a), we have dK (H,G) dO(H,G) as well as dF (H,G) dO(H,G).
In order to show that dF (H,G) = dO(H,G), let d := dF (H,G). If d = 2i + 1, for some i  0, then
there exists m ∈ N with
FΘ ′i+1(H,G) ∼= T ′i+1(F H, F G)
∣∣m · T ′i (F H, F G) ∼=m · FΘ ′i (H,G)
as (F H, F H)-bimodules. By [9, Thm. 4.8.9], this implies
T ′i+1(OH,OG) ∼= OΘ ′i+1(H,G)
∣∣m · OΘ ′i (H,G) ∼=m · T ′i (OH,OG)
as (OH,OH)-bimodules, so that OH has also depth d in OG . If d = 2i, for some i  1, then replacing
Θ ′i (H,G) by Θ
r
i (H,G) and Θ
′
i+1(H,G) by Θ
r
i+1(H,G) in the above argument, we deduce that OH
has also depth d in OG . Therefore, in any case, dO(H,G)  d = dF (H,G), and the proof of (b) is
complete. 
Remark/Deﬁnition 4.5.
(a) Suppose that R is a ﬁeld. In consequence of Proposition 4.4(a) above, the minimal depth of RH
in RG then only depends on the characteristic of R . Therefore, whenever p is a prime or p = 0,
we from now on set dp(H,G) := dR(H,G) where R is any ﬁeld of characteristic p.
(b) Let p be a prime. By Proposition 4.4, we obtain
d0(H,G) dp(H,G) dZ(H,G) dc(H,G).
Let R = 0 be again an arbitrary commutative ring. Since R has a maximal ideal, there exists a
ﬁeld F which is an R-algebra. Since d0(H,G)  dp(H,G), we also obtain, independently of the
characteristic of F ,
d0(H,G) dF (H,G) dR(H,G) dZ(H,G) dc(H,G).
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Given a ﬁnite set Ω , we denote the symmetric and alternating group on Ω by S(Ω) and A(Ω),
respectively. In the case that Ω = {1, . . . ,n} for some n ∈ N, we set Sn := S(Ω) and An := A(Ω).
In Appendix A to [4], the second and third author determined the depths of the ring exten-
sions CSn ⊆ CSn+1 and CAn ⊆ CAn+1. By [4, Prop. A.2, Prop. A.5], we know that, for n  2, we
have d0(Sn,Sn+1) = dC(Sn,Sn+1) = 2n − 1, and for n  3, we have d0(An,An+1) = dC(An,An+1) =
2(n − √n ) + 1. Moreover, note that we clearly have d0(S1,S2) = d0(1,S2) = 1 = 2 · 1 − 1, and
d0(A2,A3) = d0(1,A3) = 1= 2(2− 
√
2 )+ 1.
In the following, we will determine dc(Sn,Sn+1) and dc(An,An+1). We will see that, in general,
dc(An,An+1) > d0(An,An+1), whereas dc(Sn,Sn+1) = d0(Sn,Sn+1).
It should be emphasized here that in [4] the depth of an extension of ﬁnite-dimensional, semisim-
ple algebras over an algebraically closed ﬁeld of characteristic 0 was deﬁned via the so-called inclu-
sion matrix of the ring extension. In Appendix A to our present paper we will give an interpretation of
the depth of an arbitrary ring extension B ⊆ A using some category theory, thereby proving the equiv-
alence of our notion of depth and that used in [4] in the case where A and B are ﬁnite-dimensional
semisimple algebras over an algebraically closed ﬁeld.
In Section 5.2 we will then address the following question: given any ring extensions C ⊆ B and
B ⊆ A, can the minimal depth d(C, A) be expressed in terms of the minimal depths d(C, B) and
d(B, A)? We will see that this is, in general, not the case, even if the rings in question are group
algebras.
5.1. The symmetric and alternating groups
First we determine the minimal combinatorial depth of Sn in Sn+1.
Proposition 5.1. For n  1 and any commutative ring R = 0 one has dc(Sn,Sn+1) = dR(Sn,Sn+1) =
2n − 1.
Proof. Suppose that x1, . . . , xn ∈ Sn+1 are such that the groups Sx1n , . . . ,Sxnn are mutually distinct.
Then their intersection Sx1n ∩ · · · ∩ Sxnn ﬁxes n points of {1, . . . ,n + 1} and therefore
S
x1
n ∩ · · · ∩ Sxnn = 1 Z(Sn+1).
This implies that δ∗  n. Moreover, it is obvious that δ∗ = n. Thus, by Theorem 3.11(b), we have
δ∗ = δ = n. Now Theorem 3.11(c) implies dc(Sn,Sn+1) = 2n − 1.
On the other hand, by [4, Prop. A.2], we already know that d0(H,G) = 2n−1. By Remark 4.5(b), we
have d0(H,G)  dR(H,G)  dc(H,G) for any commutative ring R = 0. Thus, d0(H,G) = dR(H,G) =
2n − 1, completing the proof of the proposition. 
Next, we determine the minimal combinatorial depth of An in An+1.
Proposition 5.2. For n 2, one has dc(An,An+1) = 2n − 3.
Proof. In the case that n = 2, we deduce from Theorem 3.12(a) that dc(An,An+1) = 1. So we may
suppose that n  3. Note that the core of An in An+1 is trivial. Therefore, by Theorem 3.11(c), it
suﬃces to show that δ∗(An,An+1) = δ∗(An,An+1) = n − 1. So suppose that x1, . . . , xn−1 ∈ An+1 are
such that Ax1n , . . . ,A
xn−1
n are mutually distinct. Then their intersection A
x1
n ∩ · · · ∩Axn−1n has n−1 ﬁxed
points on {1, . . . ,n + 1}. That is, there are some ω1,ω2 ∈ {1, . . . ,n + 1} with
A
x1
n ∩ · · · ∩ Axn−1n = A
({ω1,ω2})= 1.
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on {1, . . . ,n+1}. Therefore, this intersection is isomorphic to Am for some m 3, which is not trivial.
This shows that δ∗(An,An+1) = n − 1 = δ∗(An,An+1) and the proof is complete. 
Remark 5.3. As already indicated at the beginning of this section, the previous proposition and
[4, Prop. A.5] show that, for n 5, we get
d0(An,An+1) = 2
(
n− √n )+ 1< 2n− 3 = dc(An,An+1),
in contrast to the case of the symmetric groups examined in Proposition 5.1. Moreover, by Re-
mark 4.5(b), for every n ∈ N and every prime p, we have
d0(An,An+1) dp(An,An+1) dc(An,An+1).
At the moment, we do not know the precise value of dp(An,An+1).
5.2. Wreath products
Suppose that C ⊆ B and B ⊆ A are arbitrary ring extensions. Moreover, let K  H  G be groups.
We want to investigate the following question:
Question 5.4.
(a) Can one express or bound d(C, A) in terms of d(C, B) and d(B, A)?
(b) Can one express or bound dc(K ,G) in terms of dc(K , H) and dc(H,G)?
Example 5.5. As mentioned earlier, we will show that this is, in general, not the case. To this end, we
ﬁx the following notation, for the remainder of this subsection: let p be a prime, let Cp = 〈(1, . . . , p)〉
be a cyclic group of order p, and let G := C2  Cp be the wreath product of C2 and Cp . As usual,
we may identify G with the subgroup 〈(1,2), (1,3,5, . . . ,2p − 1)(2,4,6, . . . ,2p)〉 of S2p . The base
group of G is isomorphic to a direct product of p copies of C2, and will be denoted by H . That is,
H = 〈(1,2), (3,4), . . . , (2p − 1,2p)〉. Moreover, we denote by K the subgroup of H generated by the
transpositions (1,2), (3,4), . . . , (2p − 3,2p − 2). Thus CG(H) = H = CH (K ), and H  G , so that, by
Theorem 3.12(a) and (b), we get
dc(K , H) = 1 and dc(H,G) = 2.
Furthermore [1, Thm. 1.2] and [2, Thm. 1.8] imply d0(K , H) = 1 and d0(H,G) = 2. Thus, for any com-
mutative ring R = 0, we have
dR(K , H) = 1 and dR(H,G) = 2,
by Remark 4.5(b). In order to determine dc(K ,G) we use Theorem 3.11(c). First note that the core of
K in G is trivial. Moreover, note that K has precisely p conjugate subgroups in G and that the inter-
section of any p − 1, mutually distinct, such conjugates is a subgroup of order 2. Thus, δ∗ = δ∗ = p,
and by Theorem 3.11(b) we obtain δ∗ = δ. Now Theorem 3.11(c) implies that
dc(K ,G) = 2p − 1.
Finally, we want to determine d0(K ,G). For this, we recall what the ordinary irreducible char-
acters of G , H , and K look like. Given an ordinary irreducible character ψ of H , we can write
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ψi is either the trivial or the sign character. Similarly, an irreducible character η of K is of the
form η = η1 × · · · × ηp−1 where η j is either the trivial character or the sign character of C2, for
j = 1, . . . , p − 1.
Suppose that ψ = ψ1 × · · · × ψp is an irreducible character of H and that g ∈ G with g = σh, for
some h ∈ H and σ ∈ 〈(1, . . . , p)〉. Then
gψ := ψσ−1(1) × · · · ×ψσ−1(p)
is again an irreducible character of H , and we obtain an action of G on the set Irr(H) of irreducible
characters of H . A character ψ ∈ Irr(H) is ﬁxed under this G-action if and only if ψ1 = · · · = ψp in
which case ψ extends to an irreducible character of G . More precisely, there are p distinct irreducible
characters of G which extend ψ . Otherwise the inertial group of ψ in G equals H , and ψ induces
irreducibly to a character of G . Furthermore, we then have IndGH (ψ) = IndGH (gψ), for any g ∈ G .
Lastly, note that an irreducible character ψ = ψ1 × · · · × ψp of H restricts to the irreducible char-
acter ψ1 × · · · ×ψp−1 of K .
For convenience, we will identify a character ψ = ψ1 × · · · × ψp ∈ Irr(H) with the sequence
(i1, . . . , ip) where, for k = 1, . . . , p, we have ik = 1 if ψk is the trivial character, and ik = −1 if ψk
is the sign character. We will use an analogous notation for the irreducible characters of K .
Proposition 5.6. With the notation as in Example 5.5, for any commutative ring R = 0, we have dR(K ,G) =
2p − 1.
Proof. There are precisely p conjugates of K in G; each of these is generated by p−1 of the transpo-
sitions (1,2), (3,4), . . . , (2p − 1,2p). The intersection of these groups is the trivial group. Therefore,
d0(K ,G) 2p−1, by [4, Thm. 6.9]. In order to show that d0(K ,G) = 2p−1 we consider the bipartite
graph Γ with vertices
V = Irr(G)∪ Irr(K )
and edges
E = {{χ,η} ∣∣ χ ∈ Irr(G), η ∈ Irr(K ), 〈ResGK (χ),η〉 = 0}.
This is a connected graph. Suppose that η = (i1, . . . , ip−1) ∈ Irr(K ) and η′ = ( j1, . . . , jp−1) ∈ Irr(K ) are
such that 〈η′,ResGK (IndGK (η))〉 = 0. That is, in Γ there is a path of length 2 from η to η′ . We claim
that
∣∣{1 k p − 1 | jk = −1}∣∣ ∣∣{1 k p − 1 | ik = −1}∣∣+ 1. (11)
If i1 = · · · = ip−1 = −1 then this is clearly true. If i1 = · · · = ip−1 = 1 then IndHK (η) = (1, . . . ,1) +
(1, . . . ,1,−1). Moreover, ResGK (IndGH ((1, . . . ,1))) = pη, and
ResGH
(
IndGH
(
(1, . . . ,1,−1)))= (1, . . . ,1,−1)+ (1, . . . ,1,−1,1) + · · · + (−1,1, . . . ,1).
Thus |{1 k p − 1 | jk = −1}| 1 = |{1 k p − 1 | ik = −1}| + 1.
We may now suppose that (1, . . . ,1) = η = (−1, . . . ,−1). Then we have
IndHK (η) = (i1, . . . , ip−1,1)+ (i1, . . . , ip−1,−1).
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〈ψ,ResGH (IndGH ((i1, . . . , ip−1,1)))〉 = 0 then |{1  k  p | lk = −1}| = |{1  k  p − 1 | ik = −1}|, and
if 〈ψ,ResGH (IndGH ((i1, . . . , ip−1,−1)))〉 = 0 then |{1 k p | lk = −1}| = |{1 k p − 1 | ik = −1}| + 1.
Since η′ = (l1, . . . , lp−1), this implies (11).
As is easily seen, there is a path of length 2p − 2 from (1, . . . ,1) to (−1, . . . ,−1) in Γ .
The intermediate vertices belonging to Irr(K ) are those labelled by the characters (1, . . . ,1,−1),
(1, . . . ,1,−1,−1), . . . , (1,−1, . . . ,−1). On the other hand, by the inequality (11), there cannot be a
path of length less than 2p − 2 from (1, . . . ,1) to (−1, . . . ,−1). In consequence of [4, Thm. 3.13] we
obtain d0(K ,G) 2p− 1. Now, since also dc(K ,G) = 2p− 1, Remark 4.5(a) implies d0(K ,G) = 2p− 1.
Finally, Remark 4.5(b) implies that dR(K ,G) = 2p − 1 for every commutative ring R = 0. 
Remark 5.7. Proposition 5.6 above and the considerations in Example 5.5 give negative answers to
both parts of Question 5.4.
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Appendix A. Some category theory
Let B ⊆ A be any ring extension. In the case that A and B are group algebras, in [1, Thm. 1.2]
characterizations of B having depth 2 in A were given in terms of induction and restriction functors.
We will now prove an analogue for arbitrary ring extensions B ⊆ A of arbitrary ﬁnite depth d > 1.
This will then facilitate the proofs of Theorem A.8 and Theorem A.9 below which show, in particular,
that our notion of depth and the notion of depth used in [4] are equivalent in the case where A and
B are ﬁnite-dimensional semisimple algebras over an algebraically closed ﬁeld.
Remark A.1.
(a) Suppose that C and D are abelian categories, and let Φ : C → D and Ψ : C → D be functors. Then
we obtain a functor Φ ⊕Ψ : C → D which is deﬁned in the obvious way. Moreover, for any n ∈ N,
we denote the functor
⊕n
i=1 Φ by nΦ .
If there are natural transformations ϕ : Φ → Ψ and ψ : Ψ → Φ with ψ ◦ ϕ = idΦ then we write
Φ | Ψ .
(b) For any ring A, we denote the category of left A-modules by AMod, and we denote the category of
right A-modules by ModA . The full subcategories of ﬁnitely generated A-modules will be denoted
by Amod and modA , respectively.
(c) Let B ⊆ A be any ring extension, and let i  1. Recall that we have deﬁned the (A, A)-bimodule
Ti(B, A) as the i-fold tensor product of A over B . Moreover, as before, we have the (A, B)-
bimodule T ri (B, A), the (B, A)-bimodule T
l
i (B, A), and the (B, B)-bimodule T
′
i (B, A) all of which
are obtained from Ti(B, A) via appropriate restrictions. We also have
• T ′i (B, A)⊗B − = (ResAB IndAB )i as functors from BMod to BMod,
• T li (B, A)⊗A − = (ResAB IndAB )i−1 ResAB as functors from AMod to BMod,
• T ri (B, A)⊗B − = (IndAB ResAB )i−1 IndAB as functors from BMod to AMod,
• − ⊗B T ′i (B, A) = (ResAB IndAB )i as functors from ModB to ModB ,
• − ⊗B T li (B, A) = (IndAB ResAB )i−1 IndAB as functors from ModB to ModA ,
• − ⊗A T ri (B, A) = (ResAB IndAB )i−1 ResAB as functors from ModA to ModB .
Lemma A.2. Let A and B be rings and let M and N be (A, B)-bimodules. Let tM (respectively tN ) denote the
functor M ⊗B − (respectively N ⊗B −) from BMod to AMod. Then the map
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f → θ f = ( f ⊗B idX )X∈BMod
is a group isomorphism between the abelian group of (A, B)-bimodule homomorphisms from M to N and the
abelian group of natural transformations from tM to tN . Moreover, M is isomorphic to a direct summand of N
as (A, B)-bimodules if and only if tM | tN .
Proof. It is a routine calculation to verify that the map in the lemma is a group homomorphism and
that
θ → (M ∼→ M ⊗B B θB−→ N ⊗B B ∼→ N)
is an inverse. Here, M
∼→ M ⊗B B and N ⊗B B ∼→ N are the canonical isomorphisms. A key observation
in the calculation is the fact that, for given θ ∈ Nat(tM , tN ) and X ∈ BMod, the map θX : M ⊗B X →
N ⊗B X is determined by θB . In fact, θX (m⊗ x) = (idM ⊗ix)(θB(m⊗1)) by naturality, where ix : B → X
is deﬁned by ix(b) := bx for x ∈ X .
The last statement is immediate by noting that the map in the lemma respects compositions and
identity maps. 
The following two propositions give category-theoretic characterizations for an extension B ⊆ A
having odd depth or even depth, respectively. They are immediate consequences of the previous
lemma and an analogous version of the lemma for right-module categories.
Proposition A.3. Let B ⊆ A be a ring extension, and let i ∈ N. Then the following are equivalent:
(i) B has depth 2i + 1 in A.
(ii) There exists m ∈ N such that (ResAB IndAB )i+1 |m(ResAB IndAB )i as functors from BMod to BMod.
(ii′) There exists m ∈ N such that (ResAB IndAB )i+1 |m(ResAB IndAB )i as functors from ModB to ModB .
Proposition A.4. Let B ⊆ A be a ring extension, and let i ∈ N. Then the following are equivalent:
(i) B has left (respectively right) depth 2i in A.
(ii) There exists m ∈ N such that (ResAB IndAB )i ResAB |m(ResAB IndAB )i−1 ResAB as functors from AMod to BMod
(respectively, from ModA to ModB ).
(ii′) There exists m ∈ N such that (IndAB ResAB )i IndAB |m(IndAB ResAB )i−1 IndAB as functors from ModB to ModA
(respectively, from BMod to AMod).
The following lemma states that, under suitable assumptions, right-exact functors on a module
category Amod are already determined by their restrictions to the full subcategory of projective in-
decomposable A-modules. This will be used in the proofs of Theorems A.8 and A.9 in the situation
where A is a semisimple algebra over an algebraically closed ﬁeld.
LemmaA.5. Let A be a ﬁnite-dimensional algebra over a ﬁeld K and letP ⊆ Amod be a full subcategory whose
objects form a set of representatives of the isomorphism classes of projective indecomposable left A-modules.
Let B be any K -linear abelian category and denote by FunrK (Amod,B) the category of all right-exact K -linear
functors from Amod to B with natural transformations as morphisms. Similarly, denote by FunK (P,B) the
category of K -linear functors from P to B. Then, the restriction of functors
R : FunrK (Amod,B) → FunK (P,B), F → F |P ,
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F | F ′ ⇔ (F |P )
∣∣ (F ′|P).
Proof. We begin by constructing a functor
E : FunK (P,B) → FunrK (Amod,B). (A.1)
First we choose for every object M in Amod an exact sequence
⊕
j∈ J
Q j
d−→
⊕
i∈I
P i
−→ M −→ 0 (A.2)
in Amod with objects Pi, Q j ∈ P and ﬁnite sets I and J . If M = P ∈ P we choose the exact sequence
0→ P → P → 0 with the identity map of P .
For G ∈ FunK (P,B) and M as above we set
G˜(M) := coker
(⊕
j∈ J
G(Q j)
G(d)−−→
⊕
i∈I
G(Pi)
)
using the sequence (A.2), where G(d) is the obvious morphism constructed from d and G between
the two coproducts. Then we obtain a short exact sequence
⊕
j∈ J
G(Q j)
G(d)−−→
⊕
i∈I
G(Pi) −→ G˜(M) −→ 0.
We also need to deﬁne G˜( f ) for any f ∈ HomA(M,M ′) in Amod. If the chosen exact sequence (A.2)
for M ′ is given by
⊕
j∈ J ′
Q ′j
d′−→
⊕
i∈I ′
P ′i
′−→ M ′ −→ 0
we deﬁne G˜( f ) as the unique morphism rendering the diagram
⊕
j∈ J G(Q j)
G(d)
G( f1)
⊕
i∈I G(Pi)
G( f0)
G˜(M)
G˜( f )
0
⊕
j∈ J ′ G(Q ′j)
G(d′) ⊕
i∈I ′ G(P ′i) G˜(M ′) 0
commutative. Here f0 :⊕i∈I P i →⊕i∈I ′ P ′i and f1 :⊕ j∈ J Q j →⊕ j∈ J ′ Q ′j are morphisms in P such
that f  = ′ f0 and f0d = d′ f1. A standard argument shows that G˜( f ) is independent of the choice of
f0 and f1. Now it is straightforward to verify that G˜ : Amod → B is a K -linear functor.
Moreover, if M ′ → M → M ′′ → 0 is an exact sequence in Amod then there exists a commutative
diagram
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Q ′ P ′ M ′ 0
Q ′ ⊕ Q ′′ P ′ ⊕ P ′′ M 0
Q ′′ P ′′ M ′′ 0
0 0 0
with exact rows and columns, with direct sums P ′, P ′′, Q ′, Q ′′ of objects in P , and the ﬁrst and the
second column canonically split exact. An easy application of the snake lemma and the independence
of the functor G˜ (up to natural equivalence) of the chosen resolutions show that G˜ is right-exact. We
set E(G) := G˜ ∈ FunrK (Amod,B).
Let ϕ : G → G ′ be a morphism between functors G,G ′ ∈ FunK (P,B). For M ∈ Amod we deﬁne
ϕ˜M : G˜(M) → G˜ ′(M) as the unique morphism rendering the diagram
⊕
j∈ J G(Q j)
G(d)
(ϕQ j )
⊕
i∈I G(Pi)
(ϕPi )
G˜(M)
ϕ˜M
0
⊕
j∈ J G ′(Q j)
G ′(d) ⊕
i∈I G ′(Pi) G˜(M) 0
(with exact rows) commutative. We set E(ϕ) := ϕ˜ = (ϕ˜M). Now we have deﬁned the desired K -linear
functor E as in (A.1).
By construction, it is clear that R ◦ E is equal to the identity functor on FunK (P,B). Finally, we
show that E ◦ R is naturally isomorphic to the identity functor on FunrK (Amod,B). To this end, we
need to deﬁne a natural isomorphism ηF : E(R(F )) → F for every functor F ∈ FunrK (Amod,B). So let
M ∈ Amod. Then we need to deﬁne an isomorphism ηF ,M : G˜(M) → F (M) in B, where G := F |P . We
deﬁne ηF ,M as the unique morphism rendering the diagram
⊕
j∈ J G(Q j)
G(d)
id
⊕
i∈I G(Pi)
id
G˜(M)
ηF ,M
0
⊕
j∈ J F (Q j)
F (d) ⊕
i∈I F (Pi)
F ()
F (M) 0
commutative. Note that besides the top row also the bottom row is exact, since F is right exact.
An easy argument implies that ηF ,M is an isomorphism. It is also straightforward to show that ηF ,M
is natural in M and that ηF is natural in F . This completes the proof of the lemma. 
Remark A.6. Again let K be an algebraically closed ﬁeld, and let B ⊆ A be a ring extension of ﬁnite-
dimensional semisimple K -algebras. Let further Irr(A) = {χ1, . . . ,χr} and Irr(B) = {η1, . . . , ηs} be the
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with non-negative integer entries as follows: for k = 1, . . . , s and l = 1, . . . , r, we set
mkl :=
〈
ηk,Res
A
B (χl)
〉= 〈IndAB (ηk),χl〉.
The equality follows from Frobenius Reciprocity. The matrix M is called the inclusion matrix of the
ring extension B ⊆ A. Then, for i  1, we deﬁne, inductively, M2i := M2i−1MT , and M2i+1 :=
M2iM. In accordance with [4], we say that M has depth d  2 if there is some positive integer
q such that Md+1  qMd−1. It is shown in [4] that M has always ﬁnite minimal depth.
For i  1, we can express the entries in Mi in terms of iterated restrictions and inductions of
characters: for u, v = 1, . . . , s, the entry in position (u, v) in M2 is
r∑
t=1
〈
IndAB (ηu),χt
〉〈
IndAB (ηv),χt
〉= 〈IndAB (ηu), IndAB (ηv)〉= 〈ResAB (IndAB (ηu)), ηv 〉.
For k = 1, . . . , s and l = 1, . . . , r, the entry in position (k, l) in M3 is
s∑
t=1
(M2)ktMtl =
s∑
t=1
〈
ResAB Ind
A
B (ηk),ηt
〉〈
IndAB (ηt),χl
〉
=
s∑
t=1
〈
ResAB Ind
A
B (ηk),ηt
〉〈
ηt,Res
A
B (χl)
〉
= 〈ResAB IndAB (ηk),ResAB (χl)〉
= 〈IndAB ResAB IndAB (ηk),χl〉= 〈ηk,ResAB IndAB ResAB (χl)〉.
In general, we have
Lemma A.7. Retaining the notation from Remark A.6, let i  1. Then, for k,u, v ∈ {1, . . . , s} and l ∈ {1, . . . , r},
the (u, v)-entry in M2i equals
〈[(
ResAB Ind
A
B
)i]
(ηu),ηv
〉= 〈ηu, [(ResAB IndAB )i](ηv)〉,
and the (k, l)-entry in M2i+1 equals
〈[(
IndAB Res
A
B
)i
IndAB
]
(ηk),χl
〉= 〈ηk, [(ResAB IndAB )i ResAB ](χl)〉.
Proof. We argue with induction on i. By Remark A.6, we know that the assertion is true for i = 1.
Thus let now i  2. Let further k,u, v ∈ {1, . . . , s} and l ∈ {1, . . . , r}. Then, by induction, we get
(M2i)uv =
r∑
t=1
(M2i−1)ut(MT )tv =
r∑
t=1
〈[(
IndAB Res
A
B
)i−1
IndAB
]
(ηu),χt
〉〈
χt, Ind
A
B (ηv)
〉
= 〈[(IndAB ResAB )i−1 IndAB ](ηu), IndAB (ηv)〉
= 〈[ResAB (IndAB ResAB )i−1 IndAB ](ηu),ηv 〉
= 〈[(ResAB IndAB )i](ηu),ηv 〉= 〈ηu, [(ResAB IndAB )i](ηv)〉,
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(M2i+1)kl =
s∑
t=1
(M2i)ktMtl =
s∑
t=1
〈[(
ResAB Ind
A
B
)i]
(ηk),ηt
〉〈
IndAB (ηt),χl
〉
= 〈[(ResAB IndAB )i](ηk),ResAB (χl)〉
= 〈[IndAB (ResAB IndAB )i](ηk),χl〉
= 〈[(IndAB ResAB )i IndAB ](ηk),χl〉= 〈ηk, [(ResAB IndAB )i ResAB ](χl)〉.
This proves the lemma. 
Now we are ready to state and prove the main results of this appendix in the form of the two
following theorems.
Theorem A.8. Let B ⊆ A be a ring extension of ﬁnite-dimensional semisimple algebras over an algebraically
closed ﬁeld K . Moreover, let i  1. Then the following are equivalent:
(i) B has depth 2i + 1 in A.
(ii) There is some m ∈ N such that, for every simple left B-module D, we have
[(
ResAB Ind
A
B
)i+1]
(D)
∣∣m[(ResAB IndAB )i](D).
(ii′) There is some m ∈ N such that, for every simple right B-module D, we have
[(
ResAB Ind
A
B
)i+1]
(D)
∣∣m[(ResAB IndAB )i](D).
(iii) The inclusion matrix of B ⊆ A has depth 2i + 1.
Proof. Assertions (ii), (ii′) and (iii) are equivalent, by Remark A.6 and Lemma A.7. Moreover, asser-
tion (i) implies assertion (ii), by Proposition A.3. It remains to be shown that (ii) implies (i). For
this, we apply Lemma A.5 to the category Bmod (in place of Amod and B in the notation of the
lemma) and to the functors Φ = T ′i+1(B, A) ⊗B −, and Ψ =mT ′i (B, A) ⊗B − to obtain Φ | Ψ . Hence,
T ′i+1(B, A) |mT ′i (B, A) as (B, B)-bimodules by Lemma A.2. Now, B has depth 2i + 1 in A by Proposi-
tion A.3, as claimed. 
The next theorem deals with the case of even depth. Its proof is analogous to that of Theorem A.8
just given above. We thus leave it to the reader.
Theorem A.9. Let B ⊆ A be a ring extension of ﬁnite-dimensional semisimple algebras over an algebraically
closed ﬁeld K . Moreover, let i  1. Then the following are equivalent:
(i) B has left depth 2i in A.
(i′) B has right depth 2i in A.
(ii) There is some m ∈ N such that, for every simple left A-module D, we have
[(
ResAB Ind
A
B
)i
ResAB
]
(D)
∣∣m[(ResAB IndAB )i−1 ResAB ](D).
R. Boltje et al. / Journal of Algebra 335 (2011) 258–281 281(ii′) There is some m ∈ N such that, for every simple right A-module D, we have
[(
ResAB Ind
A
B
)i
ResAB
]
(D)
∣∣m[(ResAB IndAB )i−1 ResAB ](D).
(iii) The inclusion matrix of B ⊆ A has depth 2i.
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