COCONUT calibrates effort estimation models using an exhaustive search over the space of calibration parameters in a COCOMO I model. This technique is much simpler than other effort estimation method yet yields PRED levels comparable to those other methods. Also, it does so with less project data and fewer attributes (no scale factors). However, a comparison between COCONUT and other methods is complicated by differences in the experimental methods used for effort estimation. A review of those experimental methods concludes that software effort estimation models should be calibrated to local data using incremental holdout (not jack knife) studies, combined with randomization and hypothesis testing, repeated a statistically significant number of times.
INTRODUCTION
Software effort models work better when calibrated with local data [2, 5, 8, 9, 12, 14, 17, 18] . However data collection from industry is notoriously slow and most industrial sites lack the resources to conduct extensive calibration studies. * For a draft of this paper, see http://menzies.us/pdf/ 04coconut.pdf Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. For example, few industrial sites that could repeat a CO-COMO II-style calibration experiment [2] :
• An initial regression analysis was conducted on 83 projects to generated the COCOMO I model [1] ; • Further data collection found 78 more projects;
• A DELPHI panel convened where experts offered their best judgment on factors controlling software costs; • A Bayesian calibration technique integrated the DEL-PHI results with data from the 83+78 projects.
To shortcut the development time of an effort estimation model, the COCOMO team added calibration parameters a and b in their model. They recommended "having at least. . . 10 points for calibration both the multiplicative constant a and the baseline exponent b". [1, p175] . Shepperd and Schofield make a similar conclusion, saying that their effort estimation models stabilized after seeing 15 projects [14] . However, the evidence for these claims is not conclusive. Shepperd and Schofield only repeated their stability studies three times and the variance in their results is rather large. Also, when the COCOMO team tried two experiments with calibration from 8 projects, the first one succeeded and the second failed. They remark:
..the local calibration of (parameters) is more beneficial when there is data on many projects versus just 8 [2, p180] .
This observation was the starting point for this paper. If eight projects is too little data then when is enough data enough? Is 10 or 15 enough? If "many projects" are required, how many is "many"?
Clearly, more experimentation is required to understand the calibration of software effort estimation models. In defining a validation experiment for our own COCONUT calibration tool, we reviewed prior experiments on effort estimation. Comparing any two of those experiments is difficult since their experimental methods can be very different. Hence, we defined a new procedure that combines the best features of past research into calibrating effort estimation models. We commend this procedure to the effort estimation community since it controls for certain effects that can complicate calibration. Further, it can report the minimum point at which enough project data is enough.
The rest of this paper reviews the need for local calibration, documents the effort models used in our work, discusses KEY: xh= extra high vh= very high h= high n= nominal l= low vl= very low prior experiments in effort estimation, and presents results from our preferred method. Based on those results, we speculate that the COCONUT tool is an effective and simpler alternative to traditional effort estimation tools. This paper is offered as a baseline result with the hope that other researchers will try to reproduce and out-perform our results.
Before beginning, we digress for a comment on the problems associated with collecting industrial software engineering data. In the future, we hope to apply our methods to data from many sources. However, for now, the methods of this paper have only been applied to the historical NASA data of Figure 1 . There is a good reason for this. Collecting such new data is very difficulty. Software projects are notoriously difficult to control 1 . Corporations are therefore reluctant to expose their own software development record to public scrutiny.
Given this data shortage, it is important that the available data is put to best use. Therefore, much of this paper is devoted to a methodological discussion on how to best calibrate a cost model.
THE CASE FOR LOCAL CALIBRATIONS
Before discussing how to perform local calibration, this section discusses why such calibrations are useful.
The case against calibration is statistical: if a large database of examples exists, then the distributions in that large database should include the particulars of some current project. Hence, it would seem advantageous to not calibrate in order to make full use of the knowledge in the large database of examples.
The problem with this argument is that it assumes a database large enough to capture the underlying distributions of the software development process. Figure 2 suggests that we do not have such a "large enough" database.
That figure shows the percentage of times an attribute was selected by a N =4 hill climbing search. In hill climbing, if adding a attribute to a set of currently selected attributes does not improve the score (in this, effort estimation accuracy), then that set is marked "stale". If that set remains "stale" even after N more additions, then the last N + 1 added attributes are rejected and the hill climber searches elsewhere. Otherwise, the attributes in the non-stale set are selected as being influential on the score. This hill-climbing search was conducted on COCOMO II data divided into pre-and post-1990 projects. Ten experiments were performed with each of the two divisions. Each experiment performed hill climbing on a randomly selected 90% of the division data. Figure 2 only shows the most often influential attributes; i.e. those that were selected in five or more of the experiments in either the pre-or post-1990 sample.
Some of those attributes were selected with similar frequencies in both samples (pcon, site, size). However, the remaining influential attributes had very different influence on effort in the pre-and post-1990 samples. Some of the changes we can't explain such as the dramatic drop in the importance of pcap (programmer capability). Other chances correspond to general trends in the computer industry. For example, the team cost driver (i.e. team cohesion) has become more significant. This is not unexpected, given the 1 Recall the 1995 report of the Standish group that described a $250 billion dollar American software industry where 31% of projects were canceled and 53% of projects incurred costs exceeding 189% of the original estimate [16] . boom in knowledge management, experience management and organization learning since 1990. Another interesting change is that the stor cost driver (i.e. main memory storage constraint) has become dramatically less important. After all the development in hardware and software for the last two decades, main storage is more readily available.
Regardless of the reason for the change in the influence of the attributes, the general lesson of Figure 2 is that data collected in one context (e.g. pre-1990) may not be completely relevant to some other context. An often repeated result in effort estimation is that stratification of the available data into similar projects, can improve the effectiveness of estimation. Similar projects have less variation and so can be easier to calibrate. A commonly used measure of predictive accuracy is the "PRED" value defined is §4. Chulani et.al. [4] report that stratifying data can improved their "PRED" values anywhere between 5% to 12%. Shepperd and Schofield report even more dramatic improvements in "PRED" from 4% to 44% [14] .
EFFORT ESTIMATION MODELS
Having made the case that local calibration is useful, this section describes the BASE and COCOMO I effort estimation model used in our calibration experiments.
There are many effort estimation models 2 and the one we used here was chosen based on the available publishable data. Our intent was to define a repeatable effort estimation experiment so that others may repeat to refute or improve our results. The COCOMO II data is not publishable since it was collected on condition of confidentiality with the companies supplying the data. Figure 1 showed the data used in this study. That data comes from 60 NASA projects from different centers for projects from the 1980s and 1990s. Since it is from NASA, it is stratified to just aerospace applications. The data is in COCOMO I format so it lacks the scale factors (defined below) used in COCOMO II.
COCOMO measures effort in calendar months of 152 hours (and includes development and management hours). CO-COMO assumes that the effort grows more than linearly on software size. In our experiments, we will model this assumption two ways. The BASE model assumes: (1) where a and b are domain-specific parameters and KSLOC is estimated directly or computed from function points.
In our experiments, this BASE equation is compared to a more sophisticated model:
Equation 2 is Boehm's COCOMO I model [1] . EMj is one of a set of effort multipliers shown in Figure 3 . In COCOMO I, the exponent on KSLOC was a single value ranging from 1.05 to 1.2. In COCOMO II, the exponent b of Equation 2 was divided into a constant, plus the sum of five scale factors which modeled issues such as "have we built this kind of system before?". The COCOMO II effort multipliers are similar but COCOMO II dropped one of the Figure 3 parameters; renamed some others; and added a few more (for "required level of reuse", "multiple-site development", and "schedule pressure").
The numeric values of the effort multipliers are shown in Figure 4 . These were learnt by Boehm after a regression analysis of the projects in the COCOMO I data set [1] . The multipliers fall into three groups: those that are positively correlated to more effort; those that are negatively correlated to more effort; and a third group containing just schedule information. In COCOMO I, sced has a U -shaped correlation to effort; i.e. giving programmers either too much or too little time to develop a system can be detrimental.
The last column of Figure 4 is
and shows the overall effect of a single effort multiplier. For example, moving acap (analyst experience) from very low to very high will most decrease effort while moving rely (required reliability) from very low to very high will most increase effort.
There is more to COCOMO that the above description. The COCOMO II text [2] is over 500 pages long and offers all the details needed to implement data capture and analysis of COCOMO in an industrial context.
PERFORMANCE MEASURES
Our preferred experiment is a combination of the best techniques seen in the effort estimation calibration experiments of Figure 5 . Those experiments all take the form: That is, Repeats times the available data is divided into a T rain set and a T est set. Some tool is applied to the training set to learn a model or calibrate parameters within a model. The model or parameters are then frozen and applied to the T est set. When the T rain and T est set do not intersect this is called a holdout study. Holdout studies check the utility of the calibrated parameters using data not used during calibration. If the calibrations are tested on the training set, this is not a holdout study. Two non-holdout studies are shown in Figure 5 : see the |T est| = 0 entries. An extreme form of holdout studies are the jack knife studies used in rows {d. . .l} of Figure 5 ) where every example is removed one at a time, training occurs on the remaining data, then testing is conducted on the single holdout example.
The results of Figure 5 are expressed in terms of MMRE and PRED(N) (for notes on other performance measures, see [19, chapter 5] ). MMRE and PRED are computed from the relative error, or RE, which is the relative size of the difference between the actual and estimated value: REi = estimatei − actuali actuali Given a data set of of size D, a T raining set of size (X = |T rain|) ≤ D, and a test set of size T = D − |T rain|, then the mean magnitude of the relative error, or MMRE, is the percentage of the absolute values of the relative errors, averaged over the T items in the T est set; i.e.
reports the average percentage of estimates that were within N% of the actual values:
For example, e.g. PRED(30)=50% means that half the estimates are within 30% of the actual. Shepperd and Schofield comment that:
MMRE is fairly conservative with a bias against overestimates while Pred(25) will identify those prediction systems that are generally accurate but occasionally wildly inaccurate [14, p736] .
The rows labeled {d, i} in Figure 5 illustrate how stratification can improve effort estimation. In those experiments, the unstratified data of {d0, i0} was divided into related subsets to form {d1, d2} and {i1, i2, i3}. The d0/d1 comparison shows the least improvement: 21% to 25% while the {i0/i3} comparison show the greatest improvement: 42% to 70%. An interesting variant on the standard calibration experiment is the incremental holdout experiment used by (e.g.) Shepperd and Schofield which explores "the dynamic behavior of effort prediction by simulating the growth of a dataset over time" [14, p741] . That is, as the study progresses, more and more of the data is moved from test to training in units of size δ. That is, holdout experiments convert a {Repeats, T rain, T est} experiment into {Repeats, T rain, T est, δ} For example, if at every step in a holdout study, one example is moved from T est to T rainr then such a {Repeats, |T rain| = 1, |T est| = 100, δ = 1} study could look like this: Figure 5 studies has merit, but their results are hard to compare since they mostly use different data sets and different experiment methods. To remedy that situation, we describe below a single experimental design that combines all the best features of the above work. Hopefully, this design will become a template for future reports.
EXPERIMENTAL METHOD

Each of the
Like many of the researchers listed in Figure 5 , we endorse holdout studies. The alternative to holdout studies is to assess the learned theory on the data used to generate it. Such non-holdout studies are useful for finding patterns in historical data. However, if the goal is to generate models that have some useful future validity, then the learned theory should be tested on data not used to build it. Failing to do so can result in a excessive over-estimate of the learned model-for example, Srinivasan and Fisher report an 0.82 correlation between the predictions generated by their learned decision tree and the actual software development effort seen in their training set [15] . However, when that data was applied to data from another project, that correlation fell to under 0.25.
We endorse holdout studies, but not jack knife studies. Witten and Frank [19] argue against jack knifing, offering examples where jack knifing can lead to widely inaccurate results. Witten and Frank's preferred alternate procedure, which is somewhat of a standard in the data mining literature, is to use holdout sets of around 10% of the available data (when the data set is large) or repeated experiments with a 33% holdout (when the data set is small). In partial support of Witten and Frank's view, note that the Shepperd and Schofield experiments (rows i. . .l) of Figure 5 and generally lower than, say, the COCOMO experiments (rows {c, m, n}), or Boetticher's neural net study (row p).
With the exception of Shepperd and Schofield, when researchers conduct holdout studies, they usually use large training sets and much smaller test sets; e.g. see the training sets of size 67,99,105,140 and test sets of size 10,10,10,40 used by Mair, Boetticher, Wittig, Chulani in rows {o, p, a, n} respectively. Hence, we recommend the use of holdout studies since these can report how well a system behaves as the amount of available data is reduced.
Holdout studies should be repeated more often than (e.g.) the three runs reported by Shepperd and Schofield. After three repeats, those researchers reported convergence in their estimator at between 10 to 15 projects. But their results (Figures 1 and 2, [14, p741] ) show a huge variance. We recommend repeating holdout studies 30 times in order to gain statistics on the variance.
When repeating holdout experiments, it is good practice to randomize the order of the input examples (e.g. as done by Shepperd and Schofield). Many algorithms have an order effect such that their performance changes dramatically if the inputs are re-ordered (the classic example is the "QuickSort" algorithm that performs badly on input that is already sorted in descending order). Kermer reported order effects in his analysis data from 15 projects: if training was restricted to 9 particular projects, the learning was far more successful [11] . Randomization avoids such order effects.
Some researchers try their calibration method on data sets used by other researchers (e.g. [13] [14] [15] ), but most don't. To (partially) reduce this problem, we follow the lead of Srinivasan and Fisher and place all our data sets on the web 3 We encourage other researchers to do the same.
Experimental results should be reported using more than just mean PRED(N). Chulani et.al. report min,mean,max values seen in their holdout studies while Shepperd and Schofield offer performance graphs that let the reader see the variance in their technique. We recommend going further and reporting the results results using means and standard deviations seen over the 30 repeats.
It is good practice to benchmark elaborate or resource intensive techniques against simpler alternatives. In his text on empirical AI [7] , Cohen argues that such comparisons are important since, sometimes, sophistication is superfluous since the simpler method can achieve similar results to the more complex method (e.g. as seen in Holte's famous study Very Simple Classification Rules Perform Well on Most Commonly Used Datasets [10] ). We will compare our COCONUT method with a straw man alternative (which uses the BASE equation of Equation 1). When comparing two techniques, it is also good practice to use t-tests to compare means and deviations of two alternative techniques.
Lastly, we report results in terms of PRED(N), not MMRE. This is a pragmatic decision-we have found PRED(N) easier to explain to business users than MMRE. Also, there are more PRED(N) reports in the literature than MMRE. This is perhaps due to the influence of the COCOMO researchers who reported their 1999 landmark study using PRED(N) [4] . else { #return product of effort multipliers } Figure 6 : The COCONUT tool: pseudo-code.
COCONUT
This section describes COCONUT, a calibration tool that implements an incremental holdout study for the BASE model of Equation 1 and the COCOMO I model of Equation 1. COCONUT is short for "COCOMO, Not Unless Tuned".
COCONUT was inspired by Cohen's recommendation, discussed above, that complex methods should be compared to very simple ones. Figure 5 shows studies where effort estimation has been attempted using analogy, rule induction, neural nets, Bayesian tuning, regression, etc etc. To the best of our knowledge, no one has previously attempting calibration using just an exhaustive search through the range of possible a and b parameters. Such a search is tractable: just the two for-loops of lines 5/6 of the learn function of Figure 6 .
Given D projects, the test function of the COCONUT tool shown in Figure 6 inputs a and b parameters and computes an effort estimate (see line 15) for the projects numbered start to stop (start ≤ stop ≤ D). The learn function (at lines 5 to 10) calls test for projects 1 to i (i≤D) to find the a and b parameters that minimizes the test failure count. These best a and b values are then tested on the projects numbered i + 1 to D (see lines 11, 12) .
COCONUT is a very simple system and could be improved. For example, Equation 1 and Equation 2 shows that a and b effect ef f ort monotonically and continuously. Hence, the exhaustive search on lines 5 and 6 of learn might be replaced with some form of binary search. Secondly, COCONUT is currently implemented in an interpreted Clike language (awk) and a reimplementation in "C" would make it run faster. Nevertheless, given that this sub-optimal exhaustive search implemented in an interpreted language takes just a few minutes to generate our results, we are not motivated to explore optimizations. Further, the exhaustive nature of the search makes it hard to argue that some other method might do better than COCONUT. Figure 7 shows the data of Figure 1 being processed by a COCONUT incremental holdout study of the form:
INCREMENTAL HOLDOUT RESULTS
That is, 30 times, the 60 projects of Figure 1 were randomly reordered and divided into a small training set (with 4 projects) and a much larger test set (with 56 items). CO-CONUT then calibrated COCOMO I and BASE using the training set. The best calibrations found during training for each model were then used by each model on the test set. Four items from the test site were then shifted to the training set and the training/testing process repeated. This continued until the test set was exhausted.
In Figure 7 , the COCONUT-calibrating-BASE results are shown as a dashed line and the COCONUT-calibrating-COCOMO I results are shown as a solid line. Note that the mean PRED(30) values rise higher than the mean PRED (20) values since PRED (20) is a more stringent test than PRED(30).
The error bars in Figure 7 show ±1 standard deviation around the mean for each δ is the incremental holdout study. These error bars are larger at low X values (when the training set is small) and at high X values (when the test set is small). Calibrating on a few projects, or testing on a few projects, means that quirks with those projects can disperse the results. The large variances at lower X values could explain the contradictory results reported in the introduction; i.e. when one calibration study on X=8 projects was successful but another failed. can take one of three values: "base wins", "tie", and "coconut wins". This line shows the results of a inter-method t-test. For each X value, the null hypothesis is posed that the mean PRED values for COCONUT-calibrating-BASE is the same as for COCONUT-calibrating-COCOMO I. If a two-sided t-test accepts this hypothesis, then there is no significant difference between the PRED levels reached via calibrating the two models.
Hypothesis Testing
Comparing Mean PREDs from Two Models
At nearly all X values, COCONUT-calibrating-COCOMO I "wins"; i.e. generates mean PRED values that are both significantly different (at the 95% level) to the COCONUTcalibrating-BASE results and which are higher than the BASE PRED mean values. To the best of our knowledge, this is the first experimental validation of the effort multipliers used in COCOMO.
Comparing Changes in Mean PRED From One Model
At the bottom of each plot in Figure 8 are two step functions, one for COCONUT-tuning-BASE and one for COCONUTtuning-COCOMO I. This shows the result of the intra-method t-test. This t-test checks that a method's mean score at some X value is significantly different to the last significant change for that method. Such a comparison could reject the hypothesis that two adjacent and different means are truly different, if the variances of the means were too large.
When the mean performance of the studies methods stops changing significantly, then methods have plateau-ed and further data collection for that learner is superfluous. At the 95% confidence level, in Figure 8 , PRED (20) plateaus at 54and PRED(30) plateaus at 72% after X=12 and X=20 projects respectively. As might be expected, it takes longer to achieve good results on the more stringent PRED (20) criteria than the weaker PRED(30) criteria.
DISCUSSION
A PRED(30)=70% result on holdout data seems as good as the state-of-the-art results shown in Figure 5 . For ex-ample, the COCONUT result seems very close to the CO-COMO II results of PRED(30) of 69% on holdout data reported by Chulani et.al. [4] . Further, COCONUT achieves this level of performance using far less effort that the Chulani et.al. result:
• Chulani et.al.'s improvements on COCOMO-I needed 78 more projects, a DELPHI panel of experts, and some Bayesian calibration.
• The peak PRED(30) values in Figure 7 were generated using the COCOMO I effort multipliers, 40 more projects, no DELPHI panel, no Bayesian calibration, and the very simple exhaustive enumeration technique of COCONUT.
However, directly comparing the Figure 8 results with Figure 5 is problematic. Chulani et.al. did not report the standard deviation in their holdout experiments and without that information, it is difficult to compare our method to theirs. To be fair, it is quite correct that they did not report standard deviation since they repeated their holdouts only 15 times (a number too small to collect accurate information about standard deviations). Nevertheless, should they ever repeat their study using 20 to 30 repeats, it would be interesting to view their standard deviation results.
Also, the Chulani and COCONUT results come from different dataset (161 records in COCOMO II format vs 60 NASA records in COCOMO I format) and it would be preferred to apply the same techniques to same dataset (something we hope to do in the near future).
THREATS TO EXTERNAL VALIDITY
Two threats to our study come from linearity and granularity of the effort models. If the effort model is non-linear, then there could exist some region in the space of the calibration parameters < a, b > where the performance of the estimation model changes radically. Linearity is a problem in any extrapolation-based method that assumes that the region between two samples changes smoothly between the two samples. Granularity is a related concern: if a model is searched in steps of size M , and the model's behavior can change dramatically is some space N ≤M , then the explorer can miss important features of the model.
COCONUT's complete search through the range of < a, b > values makes no extrapolation assumptions. Hence, CO-CONUT is immune to linearity problems.
Theoretically, COCONUT could suffer from the granularity problem. However, Figure 6 steps through a in steps of 0.3 and b in steps of 0.05 and these steps are smaller than the differences we see in the literature for < a, b > calibrations for COCOMO I. Hence, we are somewhat confident that COCONUT does not have a granularity problem.
Other threats to external validity are covered by the incremental holdout study methodology. By randomizing the order of the input examples, we are reducing the impact of order effects. By conducting holdout studies, we are reducing the chance of over-fitting. By only reported significant changes (found via hypothesis testing), we are reducing the odds that our results arise from some statistical quirk.
Nevertheless, the results presented in this paper come from a single dataset. and, clearly, the above analysis needs to be repeated on other data sets. Currently, we are exploring access to COCOMO II data.
FUTURE WORK
Our results suggest an alternative to the Chulani et.al. method for using expert opinion to calibration COCOMOlike models.
One of the main motivations for the Bayesian analysis of COCOMO-II was that the regression results from the 83+78 projects had slopes that contradicted certain expert intuitions. For example, regression of the COCOMO data concluded that building reusable components decreased development costs. Most experts believe that the extra effort required to generalize a design actually increases the cost of building such components. This anomaly was explained as follows: the 83+78 projects did not contain enough samples of projects that make heavy use of reuse. To DELPHI panel and the subsequent Bayesian calibration was used to fill in the gaps in the project data with expert knowledge. This combination of DELPHI+Bayesian methods proved successful: COCOMO-II had much higher PRED(N) levels than COCOMO-I.
If 20 projects is enough for local calibration, then it might be possible to simplify the DELPHI tuning process used by Chulani et.al. in the COCOMO II project. Descriptions of 20 projects could be generated from, say, 4 experts each asked to describe 5 projects representing the kind of work conducted by their company. Unlike a DELPHI panel, this group of experts would not need to conduct extensive discussions to explore their conclusions. If those descriptions were made in terms of the COCOMO-I parameters, COCONUT could then tune an effort model to that expert option using those 20 expert-generated examples. We acknowledge that this proposal is speculative. Nevertheless, if successful, it could significantly reduce the data collection effort required to calibrate a local model.
CONCLUSION
COCONUT conducts an exhaustive search over the space of the < a, b > parameters in a COCOMO I model. This technique is much simpler than other methods used to learn good effort models including neural nets [3, 13, 15, 20] , linear regression [1, 2, 13, 14] , rule induction [13] , DELPHI/Bayesian tuning [2, 4] , and analogical reasoning [14] , Further CO-CONUT seems to yield PRED levels comparable to other methods, and does so with less project data and fewer attributes (no scale factors).
COCONUT was analyzed here using incremental holdout (not jack knife) studies, combined with randomization and hypothesis testing, repeated 30 times. We commend this experimental method to the effort estimation community since it controls for the variance problem in holdout experiments; and can report the minimum point at which enough project data is enough. This paper is offered as a baseline result with the hope that other researchers will try to reproduce and out-perform our results. Using incremental holdout studies, it would be very clear if some effort estimation method out-perform COCONUT. Such an alternate technique would be superior if (a) it was simpler to implement or faster to execute than COCONUT; (b) it achieves higher predictive accuracies or lower variances than Figure 7 or Figure 8 ; and (c) it do so using less project data than COCONUT. To facilitate the search for a better-than-COCONUT technique, we have followed the lead of Srinivasan and Fisher, and placed all our data on the web.
We would also encourage the creation of public domain effort estimation data sets. Naturally, we would have preferred to have conduct this study using other data sets such as COCOMO-II. However, methodologically, it is important that our results be reproducible. Therefore, we used the COCOMO-I data in Figure 1 and look forward to the time when we can try conduct incremental holdout studies with COCONUT on other data sets Finally, the COCOMO II rule that "10 projects is enough for local calibration" needs some qualification. Certainly, Figure 8 shows that improvements in mean PRED start leveling off after 5-10 projects. However, at 5-10 projects, the variance in the mean PRED values is still decreasing and we we have seen statistically significant PRED improvements up to 20 projects.
