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Abstract 
A binary span k de Bruijn sequence isa binary sequence of period 2 k such that each k-tuple of 
bits occurs exactly once as a subsequence in a period of the sequence. The de Bruijn sequences 
have applications in position sensing and range finding, as well as in other areas, by virtue of 
this subsequence property. To make use of a particular de Bruijn sequence, we need to be able 
to determine the position of an arbitrary k-tuple in the sequence. We refer to this as 'decoding' 
the sequence. In this paper we use the structure of a class of de Bruijn sequences, originally 
constructed by Lempel, to give an algorithm for decoding that is fast, yet more space efficient 
than a complete look-up table of subsequences and their positions in a sequence. We also 
consider the case where the displacement between consecutive subsequences whose positions 
are decoded is restricted and obtain a further marked improvement in storage. 
Keywords: de Bruijn sequence; Position sensing 
1. Introduction 
A binary sequence (s) . . . .  s_ 1, So, sl . . . .  is said to have period p if p is the least 
positive integer such that for any integer i, si+p=si. Any p consecutive bits of(s) is said 
to be a generating per iod of the sequence and is denoted by [si, si+ 1 . . . . .  s i+p- 1]. Any 
k successive bits is known as a k-tuple or a k-window. If a sequence of period p has the 
property  that each k-tuple, start ing at each of the p possible starting points in the same 
generating per iod of (s), is distinct, then (s) is said to have the window property for 
window size k. A class of sequences with the size k window property are the 
wel l -known span k de Bruijn sequences which are typically obtained as the output of 
a k-stage non-l inear feedback shift register [5]. 
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A sequence (s) with period p possessing the window property for window size 
k clearly has the property that each k-window uniquely identifies one out of p posi- 
tions in a generating period of (s). Consequently, various classes of sequences with the 
window property have been proposed for use in position sensing applications ( ee, for 
example, [1,2, 7, 8]). In a typical application of this type, a sequence is encoded in 
some way onto a surface. Then a device capable of examining a window of the 
appropriate size, such as an industrial automaton or an electronic pen, can in 
principal determine its position on the surface. Notice that the span k de Bruijn 
sequences are optimal for such applications in the sense that their period is maximal 
amongst sequences having the window property for window size k. 
We refer to the process of decducing the position of an arbitrary window in the 
sequence as decoding the sequence. The success of any application depends on finding 
an efficient procedure for decoding. Two obvious techniques suggest themselves for de 
Bruijn sequences. Firstly, there is the 'brute force' method of storing a complete 
look-up table of the positions of k-tuples. Secondly, we could generate the sequence by 
clocking the corresponding feedback shift register from the given k-tuple until the 
register contains a k-tuple whose position is known; the position of the k-tuple of 
interest is then given by a simple subtraction. By analogy with [7,8], we could 
combine these schemes to produce a hybrid scheme consisting of a set of 'milestone' 
tuples whose equally spaced positions are known; a k-tuple to be decoded is loaded 
into the register which is then clocked until its contents are equal to one of the 
milestone tuples. 
In this paper we present an alternative solution. We consider a class of binary de 
Bruijn sequences [6] and show how the structure inherent in their construction can be 
exploited in a simple way to produce a recursive decoding algorithm. We show that 
this solution uses significantly less storage than the straightforward look-up table, yet 
is still fast. We then consider the problem when the movement between decodings is 
limited. By this we mean that the distance between the current position of the device 
and the previous position is limited to less than some value. Such a restriction will 
occur quite naturally in many applications. With this restriction in place we show how 
certain de Bruijn sequences can be decoded with reduced storage requirements. 
2. Notation and definitions 
Throughout we follow the notation of Lempel [6]. Additionally we write the 
k-tuples (0 . . . . .  0) as O k and (1, ..., 1) as 1 k. Since the tuples O k and 1 k occur only once in 
a period of the de Bruijn sequence the k-tuple preceding O k is (1,0 . . . . .  0) and the 
k-tuple following O k is (0 . . . . .  0, 1). Similar results hold for the k-tuple 1 k. 
The kth order de Bruijn graph Gk is a directed graph with 2 k vertices, labelled by the 
binary k-tuples. Throughout we denote a vertex of Gk in bold type and the compo- 
nents of the vertex in plain type. Vertices x = (xl . . . . .  Xk) and y = (yl . . . . .  Yk) of Gk are 
joined by an edge from x toy  if(x2 .. . . .  Xk)=(y l  . . . . .  Yk-1). We write x-*y  and we say 
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that y is a successor of x; each vertex has two successors. Similarly, x is called 
a predecessor of y; each vertex has two predecessors. 
We define the conjugate of x by ~=(2~,x2 . . . . .  Xk) and the dual of x, by 
=(-f~,-'~2 . . . . .  ~f:k) where Y~ denotes the binary complement of x~. We also define the 
companion vertex o fx  to be the vertex x' =(x~, x2 . . . . .  Xk 1, .fk). Note that x-*y if and 
only if ,f-~y. 
A r-cycle in Gk is a sequence x(~),x (2), ... ,x  (t) of distinct vertices of Gk with the 
property that x(i)---+X (i + 1) for 1 ~< i < t and x(t)--,x (~). Clearly a t-cycle x (~), x (2) . . . . .  x ") 
may be represented by a binary sequence of period t with generating period 
[P~ . . . . .  Pt], where p~ is the first component of the ith vertex of the cycle. It is also clear 
that a span k de Bruijn sequence corresponds to a Hamiltonian cycle in Gk. Such 
a cycle will be called a de Bruijn cycle. The weiqht of a t-cycle C=[p l  . . . . .  p,] is 
defined to be the number of non-zero digits among the p~'s. 
I fC is a t-cycle in Gk with vertices x(1),x (2) . . . . .  x (~), then the distance from x (~) to x (j~ 
in C is the integer d such that d = j -  i mod t; equivalently the distance is the number of 
edges of Gk traversed in going from x to y in C. The dual cycle C has vertices 
.(.(a), .... .f(tl and a cycle is said to be se!f-dual if C is identical to the cycle C starting 
from some other vertex. A cycle is said to be primitive if C and (7 are vertex disjoint. 
Finally, two cycles C~, C2 are said to be adjacent if they are vertex disjoint and there 
exists a vertex x in C~ whose conjugate 2 lies in C2. 
Result 2.1 (Golomb [5]). Two adjacent cycles CI ,C  2 with x in C1 and Yr m C2 are 
.joined into a single cycle when the successors of  x and ~ are interchanged. 
Let B k denote the set of binary k-tuples. Define a mapping D:Bk- ,B  k 1 by 
xD=(X l  . . . . .  Xk) D=(x~+xz  . . . . .  Xk-I +Xk). Note that the action of D on tuples in 
Bk can be easily extended to the action on cycles in Gk. For any t>~2 let 
xt = (0, 1,0, 1 .... ) be a vertex of Gt. 
Lemma 2.2. For 1 ~ i~s ,  Xk+iD:~k+iD_~_ lk+i-1 and .fi~r j>>,2, Xk+i D j :  
~k+iDJ=O k+i-j. We also have ,~k+iD=(O, 1.. . . .  1) and . fk+iD=(l  . . . . .  1,0) whilst fi~r 
.j>~ 2, YCk+iDJ=(1, O . . . . .  O) and , f~+iDJ=(0 . . . . .  0, 1). 
Proof. The Lemma follows directly from the definition of D. [] 
Result 2.3 (Lempel [6] ). Given a = (a l . . . . .  ak- 1 )~ Bk- 1 the pre-images of  a under D are 
( ) x= x~,x~ +ax,x~ +a~ +a2, . . . ,X l  ai , where x~ =O or 1. 
.=  
Result 2.4 (Lempel [6]). D is a graph homomorphism (called the Lempel homomor- 
phism)from Gk to Gk-1. For all x, y6B k, xD=yD <:~ x=y or x=f .  
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Result 2.5 (Lempel [6]). There is a 1-1 correspondence between t-cycles F of even 
weight in Gk- a and vertex disjoint (or primitive) pairs of dual cycles C, C in Gk under 
which F = CD = CD. 
The following construction is to be found in [6], and more explicitly in [4]. Fix 
k >/2 and let Fk be a Hamiltonian cycle in Gk. Clearly, F k has even weight. By Result 
2.5, we may consider the D-morphic pre-images Ck+l and (~k+l of Fk in Gk+l. Each 
has period 2 k and so between them they include all the vertices of Gk+ 1. We determine 
Ck+l by specifying that Xk+~ lies on Ck+l, so that £k+~ =(1,0, 1,0 .... ) lies on Ck+~. 
Note that Xk+~Xk+l ,  but Xk+a and £k+1 lie in disjoint cycles. We must have 
Xk+l~£[,+l in Ck+l and YCk+l~k+l in Ck+l. By Result 2.1 we obtain a Hamiltonian 
cycle Fk+l in Gk+a (and a corresponding de Bruijn sequence) by interchanging the 
successors ff'~+ a and £k+ 1 of Xk+ 1 and -~k+ 1, respectively. 
This process may be repeated to obtain de Bruijn cycles Fk+Z,Fk+3 .... in 
Gk+2, Gk+3 .... on joining successors x~+i and Xk+i of Xk+i and YCk+ i.
Example 2.6. Choosing k= 3 and F3 = [11100010], we use the above construction 
and get 
F4= [0101000011011110], 
F5 = [00110000010010101110011111011010], 
£6= [0001000000111001101000101010010011110111111 
-000110010111010110110]. 
It is easily shown that distinct de Bruijn cycles in Gk lead to distinct de Bruijn cycles 
in Gk+~ with this construction. Thus, using the enumeration of de Bruijn sequences 
(see, for example [4]), we see that for every n>~k, 2 2k l -k  span n binary de Bruijn 
sequences can be obtained from the repeated use of Lempel's construction starting 
with span k de Bruijn sequences. 
3. A decoding algorithm ~ for Lempers de Bruijn sequences 
Suppose Fk+s is a de Bruijn cycle in Gk+ s obtained from a de Bruijn cycle Fk in Gk by 
repeated joining of cycles in Gk+l, Gk+2 .. . . .  Gk+~ as in Section 2. 
Since D is a graph homomorphism and is bijective when restricted to either of the 
cycles Ck+i or Ck+i (l~<i~<s) with image Fk+i-1, distances between vertices on 
Ck+i and Ck+i and their image vertices in Fk+~- 1 are preserved. Moreover, the point in 
Gk+~ where the joining process on cycles Ck+i and (~k+~ is carried out is completely 
specified. So if we are given an arbitrary (k+i)-tuple z in Fk+i, we can reduce the 
problem of finding the distance from xk+i to z in Fk+i to that of finding the distance 
from xk+gD to zD in Fk+~-1, together with making an adjustment which depends on 
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the cycle in which z is located. The decoding algorithm we present below repeatedly 
applies this reduction for 1 ~<i<<.s and uses additional information on the cycles 
Fk+i including a complete look-up table for the cycle YR. 
For successful implementation of the algorithm we need three sets of information. 
(A) First we need to store 'cycle locating' tables Lk+g for each Yk+~, I <~i<~ 5. The 
table entry, Ck+~(X), 1 <~i<~s, corresponding to a ik+i)-tuple x is given by 
10 if X~Ck+i ,  
Ck+i(X): if XECk+i. 
(BI We also need to store a table R of values rk+ i, O~i~s- -1 ,  that denote the 
distance from I k+~ to Xk+i in Fk+~ for each O<~i<~s--1. Later we will find that the 
rk+~ can be represented in a particularly nice form. 
(C) Finally, we need to store a look-up table U of distances of k-tuples from Xk 
in Fk. 
Decoding algorithm 9 .  Given a (k+s)-tuple z in Fk+~, we obtain the distance from 
Xk+~ to Z by the following procedure. Denote by Uk+~, O<<.i<~s, the distance from Xk+~ 
to zD (s-i) in ffk+i. 
(i) Evaluate zD t~-i~ for O<.i<~s. Using tables Lk+~ obtain Ck+g(zD (~-il) for 1 ~< i~<s. 
and using table U obtain Uk for zD ~. 
(ii) The displacement from Xk+~ to Z in /'k+~, Uk+~, is given by the following iterative 
calculation with Uk obtained from table U. 
Uk+i=O if zD (s-i) =Xk+i,  
otherwise 
Uk+i=((Uk+i-l+rk+i 1 )mod2k+i -1 )  
+Ck+i(zDt~-i))2k+i 1+Ck+i(zOt~-i~). 
Lemma 3.1. Decoding algorithm @ provides a successful procedure.fi~r obtaining the 
distance from Xk+~ to an arbitrary tuple in Fk+s. 
Proof. For O<~i<~s-l, let rk+~ denote the distance from I k+i to xk+~ in Fk+~ and let 
tk+~ denote the distance from 1 k+i to zD ~-~ in Fk+~. 
Then, if Uk+~ denotes the distance from Xk+~ to zD ~s ~1 in Fk+i for O<~i<~s, we have 
tk+i=Uk+i+rk+i (mod 2k+/). (1) 
To solve the decoding problem we are required to find 12k+ s . 
Since, for 1 <<. i <<. s, Xk + iD = Xk + iD = 1 k + i- ~, we have that tk + ~ a is the distance from 
xk+i to zD ~-~) in Ck+~ when zD(S-~eCk+~ and that tk+~ 1 is the distance from -~k+~ to 
zD (s-~) in Ck+i when zOtS-i)~Ck+i. 
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Hence, from the method of joining the cycles Ck+ i and Ck+i, we have 
0 
Uk+i :  
tk + ~- ~ + ck + i(zD(~- ~)) 2 k ÷ ~- 1 + ck + i(zD(~- ~)) 
if zD (s i)=Xk+i, 
(2) 
otherwise. 
Using Eqs. (1) and (2) we can obtain the expression for t/k + i in terms of Uk + ~- ~ given in 
algorithm 9.  The correctness of the algorithm follows immediately. [] 
Performance of algorithm 9.  The tables U, R and L k+i, 1 ~i~ S, may be computed 
in the process of building up the de Bruijn cycle Fk+~ from Gk. The intermediate and 
final de Bruijn cycles need not themselves be stored. 
Storing U the complete look-up table for Vk requires k.2 k bits (since each of the 2 k 
distances to be stored requires k bits). Since z lies in Ck +~ if and only if its dual ~ lies in 
Ck+ i we require ½2 k+i bits to store Lk+ i for 1 <~i<<,s. Storing table R requires k+i  bits 
for each O<~i<~s- 1, a total of ½s(2k+s-  1) bits. This is negligible when compared to 
the other storage requirements and we ignore it in what follows. 
The total storage required by algorithm 9 is given in bits by 
2 k + s _ 2 k + k2 k. 
Writing k + s = n we find that the storage required T(k, n) to decode a span n de Bruijn 
sequence for which 9 is a valid decoding algorithm is now 
T(k ,n )=2"+(k -  1)2 k. 
We choose a small value of k, k ~> 3 to reduce the storage requirements. Then for fixed 
k, T(k, n) has storage requirements hat increase as 2" with increasing n, whereas the 
storage for the complete look-up table increases as n2". 
Each of the s iterations in algorithm @ requires one look-up in table Li and one use 
of table R, along with two additions, one modulo a power of 2. At the last stage, we 
need one look-up from table U. These operations are extremely quick to implement. 
Moreover, as the number of levels s of the scheme increase, the number of very simple 
operations required to successfully decode in Fk+s grows linearly with s. 
4. The restricted scheme and a decoding algorithm 
Suppose that a de Bruijn sequence Fk+~ is constructed using Lempers iterated 
construction. Consider successive (k+ s)-tuples in Fk+~. Starting with Xk+~, we see that 
as we traverse Fk+s,the 2k+s-1 (k+s)-tuples that follow are located in Ck+s, then the 
next 2 k+~-I are located in Ck+~. Thus, if we attempt o obtain the positions of 
(k + s)-tuples x and y in Fk+~ that are close, it is unlikely that the values of Ck +~(X) and 
Ck+~(y) are different between successive decodings. From here on we shall slightly 
abuse the notation and write Ck+~(X) as Ck+~ where the context allows. 
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From Eq. (2), decoding with the two different values of Ck +5 yields vertices which are 
distance 2 k+s- ~ - 1 apart. Thus, provided we know the positions of the last decoding 
and we restrict how far away the next decoding can be, we can determine which of the 
two possible values obtained using CR+5= 0 and Ck +~= 1 is correct. As a result, we need 
no longer store the cycle look-up table for Fk+5. 
We extend this idea and avoid storing cycle locating tables for Fk+,,+ 1 to Fk+~ for 
some m, 1 <~m<~s-- 1.We make a considerable saving in storage but the cost is that we 
must restrict the possible displacement between successive position decodings. 
Let C=(Ck+~ . . . . .  Ck+~) denote the sequence of cycle locating bits obtained using 
algorithm ~ for a particular vertex of Gk+2. We shall call this vector the cycle vector of 
a tuple. Such a vector is used in the iterative calculation of algorithm @ to identify the 
position of each (k + s)-tuple in Fk +2. 
We now present he restricted ecoding algorithm ~f. For successful implementa- 
tion of the algorithm we need five sets of information. 
(A) The cycle vector C=(Ck+I . . . . .  Ck+,) of some tuple Z in Fk+2 and the distance 
blk+ 5 of that tuple from Xk+5 in ffk+s. 
(B) Cycle locating tables/4, + i, 1 ~< i ~< m. 
(C) A table U of distances of k-tuNes from Xk in Fk. 
(D) A table R of values rk+i, O<~i<~s-- 1, that denote the distance from Xk+i to 1 k+i 
in Fa+ i. 
(E) The tuple z' we wish to locate, which must lie within distmax=½(2 a+m ~ -3 )  of 
the tuple z. 
Decoding algorithm ~l. (i) For each O.<.i<.m, evaluate z'D (s-i) and cj using table 
La+~. Evaluate u~, the distance from z 'D 2 to Xk, using table U. 
(ii) Use u/, and (c~+1 .. . . .  c~+,,) as the cycle vector in the iterative calculation of 
algorithm 9,  to evaluate u~+,,, the distance from xk+,, to z 'D (s-") in Fa+,,. 
(iii) Use u;,+,, and (Ck+m+l . . . . .  Ck+s) as the cycle vector in the iterative calculation 
of algorithm ~ to make the first estimate of u~ + 2, the distance from Xa + ~ to z' in Fk + ~. If 
lu~+~-u;,÷~l <distma~ then u;,+5 is the correct displacement of z' and the algorithm is 
finished. Otherwise go to iv). 
(iv) Repeat the following steps starting with j=0.  
(a) j: =j + 1 
(b) Using u~+,, and 
(Ck+m+l,...,Ck+m+j l~Ck+m+j, Ck+m+j+l,...,Ck+5) 
as the cycle vector, make the estimate of u~,+5 using the iterative calculation in 9. 
(c) If [UR+s--U~+5[ <distm,x then u~+5 is the correct displacement of z', otherwise 
return to a). 
Performance of  algorithm ~.  The main benefit of using decoding algorithm 
is that we can dispense with cycle locating tables Lk+,,+X,. . . ,Lk+s for cycles 
Fk +,, + 1 . . . . .  Fk + 5. Here m is fixed with 1 ~< m ~< s -  1. We need only store cycle locating 
tables Lk+~ . . . . .  Lk+,, for Fk+l . . . . .  Fk+,, and table U. Once again, there is a small 
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addit ional  amount  of storage required for table R and in the execution 
algor ithm which we ignore. 
The final storage requirement of the restricted algor ithm ~ in bits is 
of the 
2 k + m _ 2 k + k2 k. 
Writ ing k + s = n we obtain 
Tres, (k, n, m) = 2 n - (~ - m) -I- (k -- 1 ) 2 k, 
which we can compare to the storage requirement for algorithm 
T(k ,n )=2"+(k -  1)2 k. 
For  a fixed small k, we see that the restricted ecoding algor ithm requires a factor of 
2 ~-m less storage than our first algorithm. Note, however, that to implement he 
restricted ecoding algor ithm we must be willing to limit the distance that we move 
between successive decodings to less than 
2 k+m-1 - -3  
distmax= 
2 
We are now in a posit ion to fully compare the storage requirements of each decoding 
algorithm, ~ and ~ and the requirements for the complete look-up table. 
Table 1 presents the storage required by algor ithm ~ to decode a span n de Bruijn 
sequence obtained by the repeated use of Lempel's construct ion beginning with a span 
k binary de Bruijn sequence, for a variety of values of k and n. The final row of the 
table gives the storage requirements of a complete look-up table for a span n binary de 
Bruijn sequence, while the final column give the number of distinct de Bruijn 
sequences that can be constructed in this way. 
Table 2 presents the storage requirements of a lgor ithm ~ to decode any one of the 
212° span n de Bruijn sequences that can be obtained by the repeated use of Lempel's 
construct ion beginning with a span 8 de Bruijn sequence. The values of Trest(k, n,m) 
are compared for various n and m (k=8).  The final column gives the maximum 
distance between successive decodings for algorithm ~ to be successful; this is 
dependent on k and m but independent of n. The final row presents the previous best 
Table 1 
k\n 5 10 15 20 15 30 # generated 
3 40 ~2 t° ~ 2 is ~22° ~ 225 ~ 23o 2 
5 - -  ~21°'2 ~215 ~22° ~22s ~2 s° 2048 
8 - -  ~211"5 ~215 ~220 ~225 ~230 2120 
12 __ __ ~216.2 ~220 ~225 ~230 22~'- 12 
15 . . . .  220.5 ~225 ~ 230 2214-15 
Look-up table 160 ~ 213 ~ 219 ~ 22~ ~229"6 ~ 235 
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Tab le  2 
335  
rn',n 10 15 20  25  30  dist ..... 
1 ~211-2  4 211 .2  ~ 211 '2  ~ 211 '2  ~ 211"2 126 
5 4213 '3  4213"3  ~213"3  ~2133 ~211 
8 - -  ~216 ~ 216 ~ 216 ~ 214 
10  - -  4 2 TM ~ 2 TM ~ 218 ~ 216 
12 - ~ 2 z°  ~ 220 ~ 2 l s  
P rev ious  best  s to rage  ~ 2 ~.s  4 2 ~5 ~ 22o ~ 225 ~ 230 
storage required to decode a span n de Bruijn sequence with k= 8 obtained from 
Table 1. 
For each decoding using algorithm N we make one calculation of u~,+,, using the 
bits c~+1 .. . . .  c~,+,,, perform one look up in the table U for Fk and, for some of the 
s -m+ 1 candidate cycle vectors, we make one partial application of the iterative 
calculation of decoding algorithm @. Clearly, algorithm N will be slower than 
algorithm ~ but as soon as a candidate cycle vector is shown to give a position 
consistent with the restriction, the algorithm terminates. In fact it is possible to show 
that the first candidate cycle vector tested in step (iv) of N is twice as likely to lead to 
the correct position for z' than the second, which is twice as likely as the third and so 
on. It is then simple to show that we expect to have to make the full decoding 
calculation of algorithm @ less than three times in order to find the correct position of 
the tuple z'. 
Successful implementation of decoding algorithm ~ relies on knowledge of the full 
decoding of some nearby tuple. The question arises as to how a practical system based 
on algorithm ~ can be initialised. Two suggestions are as follows. First, it might be 
possible to set reference starting tuples in the sequence for which the full decoding is 
known. At the start of a position sensing session, a device is set off from a physical 
starting position which corresponds to one of these starting tuples. The second 
suggestion is merely to store the full decoding of the final position at the end of the 
session. When the system is re-started, the device will begin from a position for which 
the full decoding is stored. Depending on the implementation, there may well be other 
techniques which can be used to surmount he problem of starting the system. 
5. Validity of decoding algorithm 
This section is rather technical and proves the validity of algorithm ~; it might be 
omitted at a first reading. 
Suppose two vertices a and b in Fk+s have cycle vectors that differ in at least one 
position. Then there is some i, 1 <~i<<,s, such that aD ts-i~ and bD ~-~ lie on different 
cycles in Fk+~. If the pair of vertices a and b are adjacent in Fk+~ then we say that they 
induce a cycle change in Fk+i. The following Lemma is a direct consequence of 
Lempel's construction. 
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Lemma 5.1. Suppose two consecutive vertices a, b6 Fk+s induce a cycle change in Fk+i. 
Then the corresponding vertices in Fk+i, aD (~-i) and bD (~-i), which lie on different 
cycles, are either Xk + i, Xk + i in going from Ck + i to Ck + i or -rk + i, X[, + i in going from Ck + i to 
Ck+i.  
Suppose the two vertices a and b in the above lemma have cycle vectors 
cl =(c~+ 1.. . . .  c~+s) and c2 = (c2+ 1 . . . . .  Ck2+~), respectively. It is straightforward to es- 
1 2 2 . tablish that for 1 <~j ~s ,  j :# i, Ck +j= Ck+j and c~+~ # Ck+~, that is, the cycle vectors of 
a and b differ in exactly one position. 
We now introduce some convenient notation. Define Zk +~ as the distance from 1 k +~ 
to 0 k+i in Fk+~. Let rk+i be, as before, the distance from 1 k+~ to Xk+~ in Fk+~. 
Lemma 5.2. For 1 <.% i <~ s, 
and 
~" 2k+i -  1 -k- 1 i f  l k+ iECk+i ,  
Zk + i = ~ 2k + i -  1 __ 1 otherwise 
f 2k+i - l - - zk+i_ l  i f  l k+ iECk+i ,  
rk+i~ ~ ,~k+i t 
Z. -- Zk+i-  1 -- I otherwise. 
Proof. Since I k+i and 0 k+~ have the same image under D, namely O k+i- 1 we have that 
1 k + ~ and O k ÷ i lie the same distance apart from Xk + ~, $k + ~ in Ck + ~ and Ck + i, respectively. 
Because of the method of joining Ck+~ and (~k+~ to form Fk+~, we obtain the desired 
result for Zk+~. 
To obtain the result for rk+~, we attempt o apply one step of the algorithm ~ for 
decoding in Fk+i. We have that lk+iD=O k+~-x and Xk+iD= 1 k+~-~ and the distance 
f rom 0 k+i -1  to 1 k+i -1  in I'k+i_ 1 is 2k+i - l - - zk+i_ l  . When l k+ iECk+i ,  each of the 
vertices passed through in moving from 1 k+i to Xk+ i in Fk+i lie in Ck+i and the result 
follows. When lk+i~Ck+i, 2k+i - l - -Zk+i_ l  is the distance from 1 k+i to Xk+i n Ck+i" 
Then the distance from 1 k+i to the predecessor f Xk+i s 2 k+i- 1 __Zk+i_ I -  1 and so 
the distance from 1 k+i to Xk+ i in I'k+ i is 2k+i - l - -Zk+i_ l - -1  -k-2 k+i - I  which gives the 
stated value. [] 
If two pairs of consecutive vertices al,  bl and a2,/I 2 in Fk+s induce cycle changes, 
then the distance from the cycle change (al, bl) to the cycle change (a2, b2) is defined 
to be the distance in Fk+s from b I to  b 2. Given some m, 1 <<.m<~s- 1,we can calculate 
the minimum distance in Fk+s from one cycle change (a l ,b l )  induced in Fk+i to 
another cycle change (a2, b2) induced in Fk +j, m + 1 <~ i <~j <-% s, by making the following 
observations. 
If two cycle changes have this minimum distance then we may assume that the 
distance from (a l ,b l )  to (a2,b:) is less than or equal to the distance from (a2,b2) to 
(al, bl) .  We may also assume that no other pair of consecutive vertices encountered in
going from a I to a 2 in Fk+ s induce a cycle change in some Fk+ i with m+l<~i<~s. 
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Otherwise, we would obtain a smaller distance from one cycle change to another, 
contradicting the original assumption that the distance from (al, bl) to (a2, b2) was 
minimal. 
With these assumptions in mind, we consider the three cases where our pairs of 
cycle changes leading to a minimum distance are induced in Fk+~ and Fk+j with 
i =j, i = j - -  1 and i ~< j - -  2. The bounds we obtain are slightly different in each case. 
Lemma 5.3. Consider the situation where a pair of cycle changes (al , bl ) and (a2, b 2 ) are 
induced in F k + i, m + 1 <<. i <~ s, and the distance from the first change to the second change 
is minimal. Then the distance in Fk+~from (al ,bl)  to (aE,b2) is at least 2 k+i. 
Proof. With the assumption that no other cycle changes are induced in going from the 
first cycle change to the second, it is easily seen that in Fk+~ we simply have 2 k+~ 
consecutive vertices of either Ck+i or (Tk.~ in going from bl D~-~ to b2D~-( ! 
Lemma 5.4. Consider the situation where cycle changes (al, bl ) and (a2, b 2 ) are induced 
in Fk + i and Fk + i+ 1, m + 1 <~ i ~ s-- 1 and where the distance from the,first change to the 
second change is the minimal distance between any pair of cycle changes. Then this 
distance is at least 2~+i-2-2.  
Proof. There are eight cases to consider, generated by the following three independent 
choices. Firstly, either the change in Fk+i+l is from Ck+i+x to Ck+i+l or it is from 
~'k+i+l to Ck+i+l. Secondly, the change in Fk+~ is from Ck+~ to (Tk+~ or it is from 
Ck+~ to CR+~. Finally, the cycle change (a l ,bt)  is induced in FR+~+~ and the cycle 
change (a2,b2) is induced in Fk+i or vice-versa. 
The arguments are similar in each case so, as an example, we consider in detail the 
situation where the change in Fk+i+x is from Ck+~+l to (Tk+~+ ~,the change in Fk+~ is 
from Ck+~ to (Tk+, the cycle change (al, bl) is induced in Fk+~+ ~ and the cycle change 
(a2,b2) is induced in Fk+i. 
At the cycle change in Fk+i+l we have vertex Xk+i+l follow by Xk+i+l, by 
Lemma 5.1, each being mapped to 1 k+~ under D. With the assumption that no other' 
cycle changes are encountered in going from al to a2, we see that there must be an 
uninterrupted sequence of consecutive vertices of FR +~ from 1 k +~ to the cycle change of 
interest in Fk+ i. Since the cycle change induced in Fk+ i is also of type Ck+ i to Ck+~, lk+~ 
lies in Ck+~ and the distance between our cycle changes is the distance from I k+~ to 
£k+~ in Fk+, that is rk+~+ 1. Using Lemma 5.2, we can bound this distance below 
by 2 k+i-2. 
In the other cases, where the cycle change (al, bx) is induced in FR +i+ 1 and the cycle 
change (a2,b2) is induced in Fk+~, we need to consider distances between pairs of 
vertices 1 k+i and dfk+i,dfk+i+lD and £k+i, and £[,+i+lD and £1,+i. Using the 
known adjacencies between such vertices, 0 k+~ and 1 k+~, and the values of rk+¢ and 
Zk+i from Lemma 5.2, the stated bound may be verified. The corresponding 
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arguments are similar when the cycle change (aa, bl) is induced in Fk +~ and the cycle 
change (a2,b2) is induced in Fk÷i+l. We omit the details. [2 
Lemma 5.5. Consider the situation where cycle changes (al, bl) and (a2, b2) are induced 
in Fk+i and Fk+j with m+ 1 <<.i<~j--2 and j<<.s and where the distance from the first 
change to the second change is the minimal distance between any pair of cycle changes. 
Then this distance is at least 2 k+ ~- 2_  3. 
Proof. Again, there are eight cases to consider, arising from the same three indepen- 
dent choices. We consider in detail the case when the change in Fk+j is from Ck+S to 
Ck+j, the change in Fk+ i is from Ck+i to Ck+i, the cycle change (al,bl) is induced in 
Fk+j and the cycle change (a2,b2) is induced in Fk+~. 
At the cycle change of interest in Fk+j we have vertex Xk+j followed by Xk+S, each 
having image 0 k+~ under D (j-i). With the assumption that there are no intermediate 
cycle changes between our pair, we see that there must be an uninterrupted sequence 
of consecutive vertices of Fk ÷i in going from O k +i to the cycle change of interest in Fk +~. 
Since the cycle change induced in Fk+i is also of type Ck+i to Ck÷~, 0k+i lies in Ck+~ and 
the distance between our cycle changes is the distance from 0 k÷~ to Xk÷i in Fk+~. Using 
Lemma 5.2, we can bound this distance below by 2k+~-2-2. 
In the other cases where the cycle change (a~,bl) is induced in Fk+i and the cycle 
change (a2, b2) is induced in Fk+i, we need to consider distances between the pairs of 
vertices 0k+i and ~k+i,X~+i+l o(j-i) and "~k+i, and .~+i+l D(j-i) and x~+i. Using the 
known adjacencies between such vertices, 0k+i and I k÷l, and the values of rk+i and 
Zk+~ from Lemma 5.2, the stated bound may again be verified.The corresponding 
arguments are similar when the cycle change (a~, b~) is induced in Fk +i and the cycle 
change (a2,b2) is induced in Fk+j. Again we omit the details of these cases. [] 
Theorem 5.6. Suppose 1 <~ m <~ s -  1. Then the distance from a cycle change induced in 
Fk+i to a cycle change induced in FR+ j with m+ 1 <~i,j<~s i at least 2 k+m-1-3.  
Proof. Follows directly from previous Lemmas. [] 
Lemma 5.7. Let z be a vertex of Gk+ s having cycle vector C=(Ck+I . . . . .  Ck+~) and 
suppose z' is the vertex Of Gk +~ satisfying zD(S-k) = z' D (s-k) with cycle vector c' obtained 
by changing the ith component, 1<~ i <~ s, of c. Then the distance from vertex z to z' in 
Fk + s is at least 2 k+i -1 -  l. 
Proof. As in Section 4, let Uk+ j denote the distance from Xk+ j to 7~D (s-j) and let 
U'k+j denote the distance from Xk+j to z'D (s-j) in Fk+j. Then since zD(s-k)=z'D (`-k) 
and both z and z' have cycle vectors agreeing in the first i -1  positions, we have 
uk+i_l=u~+i_l. Thus, on using the iterated expression for Uk+~ of algorithm 9,  
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we have 
Uk+~=("" (Uk+i- 1 + R(k + i-- 1) (mod 2 k+i- 1 )) 
q-Ck+i 2k+i l +Ck+i+R(k+i) (mod2k+i) )  
and 
2k+s-  2 q.- ~v R(k+s_l)(mod2k+*-l)) "-~Ck+s-1 k+s-1 -~- 
_+_Ck +s2k +s- 1 _t_~k + s 
U'k+,=(...(Uk+i l+R(k+i - l ) (mod2k+i -a ) )  
q_gk +i2k +i-  1 nt_Ct~+i q_ R (k + i) (mod 2k +i)) 
" )k+s-2±-  +R(k+s_ l ) (mod2k+~-x) )  "{-Ok+ s 1.~ w-Ok+s-1 
+Ck+s2k+s 1.] - Ck+s. 
The expressions for Uk+~ and u~,+~ differ by at least 2 k+i 1--I 
follows. 
and the result 
Theorem 5.8. Given an arbitrary (k +s)-tuple z' lying within distmax=½(2 k+m 1-3) 
oJ' a (k+s)-tuple z for which the position and .lull cycle vector are known, 
algorithm ~ correctly produces the distance U'k+s ,from XR+~ to Z' in Fk+~ and the full 
cycle vector of z'. 
Proof. Let (k + s)-tuple z' with cycle vector c '=  (4 .. . . .  4 +~) lie within dist max of tuple 
z whose position Uk+s as full cycle vector C=(Ck+l  . . . . .  Ck+s) are known. 
Using algorithm ~, evaluate z'D t~-i) for O<~i4m and to obtain the values of 
4+1 ... . .  4+,,  using the cycle-locating tables LR+ 1 . . . . .  Lk+rn (as in decoding scheme 
9). Find u~, the distance from Z'O (s-k) to X k in Fk, using the complete look-up table U. 
Next guess values for the bits 4+,.+ 1 .. . . .  c~+~ of the cycle vector of z', based on the 
corresponding values in the cycle vector of z. 
With the given restriction on distance, we show that algorithm ~ considers each 
guess in a limited set of permitted guesses. Among these only one leads to a decoding 
within distmax of Z. 
Suppose the vector of cycle locating bits (4+,,+1 .....  Ok+0 differs in two or more 
positions from the vector (Ck +m + 1,..-, CR +~). Then in going from vertex z to the new 
vertex z' in Fk+s we must traverse at least two cycle changes. But the distance moved 
between z and z' is less than distmax, and so by Theorem 5.6 we have a contradiction. 
Consequently there can only be s -m + l possible choices for the values of the vector 
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(cl, +,,,+ 1.. . . .  ci,+~), namely 
cO=(Ck+m+l  . . . . .  Ck+s), 
C1 =(6k+ra+ 1, Ck +m+ 2, "'" , Ck +s), 
CS-m=(Ck +m+ 1 . . . . .  Ck +s- a, 6k +~). 
Each choice ofc w, O<<.w<~s-m, leads to a unique distance from Xk+s in Fk+s using 
algorithm 9.  But two distinct choices c u, c v with u > v >~ 1, cannot both identify a tuple 
in Fk+s that lies within distmax of Z. By Lemma 5.7 we know that the distance between 
positions obtained by decoding using c o and c i, 1 <~i<<.s-m, is at least 2 k+m- 1 and 
this is larger than 2distmax. 
Thus we conclude that only one of the possible positions obtained using c ° . . . . .  c ~-m 
will lie within distmax of z. Algorithm ~ considers each of these possibilities in turn and 
terminates as soon as it finds the c i which leads to a value for u~+s within distmax of z. 
The algorithm will correctly obtain the cycle vector of z' and the distance u~+~ of z' 
from Xk + s in l ' k  + s.  [] 
6. Conclusions 
The success of any position sensing application based on the window property of 
,a sequence depends on finding an efficient procedure for decoding the sequence. 
Present solutions to this problem involve a look-up table which is very fast but has 
large memory requirements and a milestone or register implementation which may be 
very slow. 
We have presented a decoding algorithm for a class of de Bruijn sequences that 
exploits the speed of look-ups but saves on memory by using the structure in the 
construction of these particular de Bruijn sequences to our advantage. Being re- 
stricted to a class of de Bruijn sequences need not be a limitation; in addition these 
sequences are easily generated. 
In a particular implementation it may well be the case that the device, whose 
position we wish to determine, has some maximum speed and there is a maximum 
time delay between successive decodings. In such a case the displacement between 
decodings is restricted and this can be used to give a further marked improvement in
memory requirements atthe expense of a small additional amount of processing time. 
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