Automatic coronary centerline extraction and lumen segmentation facilitate the diagnosis of coronary artery disease (CAD), which is a leading cause of death in developed countries. Various coronary centerline extraction methods have been proposed and most of them are based on shortest path computation given one or two end points on the artery. The major variation of the shortest path based approaches is in the different vesselness measurements used for the path cost. An empirically designed measurement (e.g., the widely used Hessian vesselness) is by no means optimal in the use of image context information. In this paper, a machine learning based vesselness is proposed by exploiting the rich domain specific knowledge embedded in an expert-annotated dataset. For each voxel, we extract a set of geometric and image features. The probabilistic boosting tree (PBT) is then used to train a classifier, which assigns a high score to voxels inside the artery and a low score to those outside. The detection score can be treated as a vesselness measurement in the computation of the shortest path. Since the detection score measures the probability of a voxel to be inside the vessel lumen, it can also be used for the coronary lumen segmentation. To speed up the computation, we perform classification only for voxels around the heart surface, which is achieved by automatically segmenting the whole heart from the 3D volume in a preprocessing step. An efficient voxel-wise classification strategy is used to further improve the speed. Experiments demonstrate that the proposed learning based vesselness outperforms the conventional Hessian vesselness in both speed and accuracy. On average, it only takes approximately 2.3 seconds to process a large volume with a typical size of 512×512×200 voxels.
INTRODUCTION
According to the statistics from the US Center for Disease Control and Prevention, cardiovascular disease (CVD) is the first leading cause of death in the United States.
1 Among various types of CVDs, coronary artery disease (CAD) causes the largest percentage (53%) as reported by American Heart Association.
2 Cardiac computed tomography (CT) is the primary non-invasive imaging modality to diagnose CAD due to its superior image resolution. To facilitate the diagnosis, it is very important to develop a robust system that can efficiently extract the coronary artery centerlines from a cardiac CT volume. Using the extracted centerline, a curved planar reformation image can be generated to give a physician an overview of the whole coronary artery. Lumen segmentation can further provide quantification of the coronary stenosis (i.e., measuring the percentage of the lumen area blocked by plaques).
Various coronary artery centerline extraction methods have been proposed. Most approaches are based on shortest path computation given one or two end points on the artery, using different vesselness measurements in the path cost. However, an empirically designed measurement is by no means optimal in the use of image context information. In this paper, a machine learning based vesselness is proposed by exploiting the rich domain specific knowledge embedded in an expert-annotated dataset. We use machine learning techniques to train a classifier that assigns a high score to voxels inside the artery and a low score to those outside. The classification score can be treated as a vesselness measurement in the computation of the shortest path. Since the detection score measures the probability for a voxel to be inside the vessel lumen, it can also be used for the coronary lumen segmentation. Two kinds of features (geometric and image features) are extracted to train the classifier. For example, as a geometric feature, the position of a voxel in the heart-oriented coordinate system (which is defined by three landmarks, namely, the aortic valve center, the mitral valve center, and the left ventricle endocardium apex) provides a priori knowledge about how likely this voxel lies inside a coronary artery. Normally, a coronary artery is a bright thin structure when contrast agent is applied. Therefore, we also extract a set of image features using the flexible framework of steerable features. 3 Our classifier is so efficient that it can perform 338,466 classifications per second, which is about 4-5 times faster than the Hessian vesselness.
4 Fig. 1 shows the computation workflow of the proposed machine learning based vesselness. To speed up the system, we perform classification only for voxels around the detected coronary ostia and the heart surface, which is achieved by automatically segmenting the whole heart from the 3D volume in a preprocessing step.
5 By constraining the classification, we also reduce the false positives (a non-artery voxel getting a high vesselness score). An efficient voxel-wise classification strategy is used to further improve the speed, where we perform classification for the voxels on a sub-sampled grid and the vesselness of an unprocessed voxel is interpolated by the its neighbors. Experiments demonstrate the accuracy and efficiency of the proposed approach, compared to the widely used Hessian vesselness.
6 It only requires approximately 2.3 seconds to process a large volume (with a typical size of 512 × 512 × 200 voxels) on a computer with 2.33 GHz quad-core CPUs, which is significantly faster than the Hessian vesselness.
The remaining of this paper is organized as follows. In Section 2, we briefly review various vesselness measurements proposed in the literature. To speed up the computation of the proposed vesselness, we constrain the voxel-wise classification to inside an automatically generated coronary artery mask surrounding the heart surface, which is described in detail in Section 3. Section 4 presents the training procedure of the proposed vesselness. Section 5 describes an efficient method to increase the voxel-wise classification speed further. A quantitative comparison experiment to the Hessian vesselness is performed in Section 6. This paper concludes in Section 7.
PREVIOUS WORK
Coronary artery centerline extraction is a difficult problem because of the irregularity of coronaries, imaging artifacts, and variations of contrast, etc. Various centerline extraction methods have been proposed in the literature. Recently, MICCAI conference held a competition for coronary artery tracking (CAT).
7 Most of the top performed approaches are based on shortest path computation given one or two end points on the artery. Since the shortest path computation is standard, the major variation is in the different vesselness measurements used for the path cost. The classical method by Frangi et al. 6 assumes that a vessel has an approximately tubular structure. The eigenvalues of the Hessian matrix at a point give us a measure of the tubularity around that region. A similar approach has also been proposed by Sato et al. 8 Hessian vesselness was used in a few submissions for the MICCAI CAT competition.
9-11 Suppose I(x, y, z) is the intensity of voxel (x, y, z). At each voxel, we calculate the Hessian matrix as 
where
and α, β, and c are weights that control the sensitivity of the filter to the measures R A , R B , and S. Frangi et al. 6 suggested to set both α and β to 0.5. The weight c depends on the gray-scale range of the image and the suggested value is half the value of the maximum Hessian norm.
Detailed analysis of the 2D cross section of a vessel provides another family of vesselness measurements. For example, the medialness measurement 9, 12, 13 uses the circularity assumption of the 2D cross section and edge responses obtained from multi-scale filters. Friman et al. 14 presumes a model for ideal intensity distribution in a vessel cross section. Intensity should be the greatest at the vessel centerline and exponentially decrease toward the artery wall. Their vesselness measures how well actual intensity values fit the model. Alternatively, Zambal et al. 15 used two concentric cylinders for vessel tracking. Intensity is sampled along both the exterior and the interior cylinders. The vesselness response depends on how well the exterior intensity histogram can be separated from the interior. The inherent disadvantage of the existing vesselness measurements is that they introduce strong assumptions about the structure of the coronary. However, coronary arteries are very erratic and cannot always be approximated as a tube. Especially, junctions of coronary branches present a challenge to many vesselness measures. On the other hand, robust detection of coronary junctions is important. Otherwise, a whole branch may be missed in the extracted coronary tree. To make matters worse, some CT volumes may lack sufficient contrast or contain artifacts. Therefore, an empirically designed measurement is by no means optimal in the use of image context information.
CORONARY ARTERY MASK
In our approach, we train a classifier that assigns a high score to voxels inside the coronary artery and a low score to those outside. However, the classifier is not used in a brute-force way to process all voxels in the volume. Instead, in a preprocessing step, we generate a coronary artery mask around the segmented heart surface. The voxel-wise classification is performed on those voxels inside the coronary mask. There are two motivations to use a coronary mask, 1) speeding up the computation and 2) reducing the false positive rate (a non-artery voxel getting a high vesselness score). Normally, a cardiac CT volume has a high resolution (less than 0.5 mm inside a slice). It often contains approximately 512 × 512 × 200 voxels. As a consequence, it is very time consuming to test every voxel using the classifier. There is a strong constraint on the distribution of the coronary arteries. Originating from the coronary ostia, the arteries emerge quickly to the heart surface, as shown by the 3D volume visualization in Fig. 2 . By constraining the voxel classification to a region with high occurrence probability of the coronary arteries, we can significantly reduce the computation time and effectively reduce the false positive rate.
In the preprocessing step of our system, we automatically segment the whole heart from the 3D volume 5 and detect the two coronary ostia, 16 too. Our preprocessing step is very fast and takes about 1.0 seconds to finish both tasks. Fig. 2 shows the automatic segmented heart in a cardiac CT volume and Fig. 3 shows the detected left and right coronary ostia on three datasets. The interested readers are referred to our previous publications 5, 16 for more details of the whole-heart segmentation and coronary ostia detection.
Given the heart surface mesh, we expand it by 5 mm and shrink it by 10 mm to generate a coronary mask. The arteries go deep into the heart to connect to the coronary ostia. They are not close to the heart surface around that region. Therefore, we add a band of ±10 mm around the coronary ostia to the mask. The band widths are empirically tuned on a few datasets to make sure all coronary arteries are within the mask. Since we only care about the arteries around the ventricles, we can cut the part above the detected coronary ostia (above of the ostia band). An example of the coronary mask is shown in Fig. 4 . Using the coronary mask, we can remove 61.4% to 83.7% of voxels on our test sets with 14 volumes as described in Section 6, depending on the field-of-view of a scan. On average, we only need to test 25.2% of voxels using the coronary mask. Since the computation time is roughly proportional to the number of voxels to be classified, this corresponds to a four-time speed up for the following voxel classification step (as presented in Section 4). The classification of the voxels inside the coronary mask takes about 1.3 seconds (after using the efficient voxel-wise classification strategy Coronary artery mask (which is used to constrain the detection of coronary artery voxels) is generated from the coronary ostia and the whole heart surface mesh. Two orthogonal views of an example volume are shown here.
and multi-threading). In our coronary segmentation workflow, the whole heart segmentation is demanded to generate a 3D coronary volume visualization as shown in Fig. 2 and the coronary ostia detection is necessary to initialize the coronary centerline extraction. Therefore, the preprocessing results are readily available without any extra computation efforts. At the bottom line, if we consider the overhead of 1.0 seconds in preprocessing. If we classify all voxels in a volume, the computation time is about 5.2 seconds. Therefore, the overall saving is 5.2 × 74.8% − 1.0 = 2.9 seconds after considering the preprocessing overhead. Another advantage of using coronary mask is that, by constraining the classification, we can also reduce the false positives.
LEARNING-BASED VESSELNESS
In this section, we present our learning-based vesselness. The principle is to train a classifier that assigns a high score to voxels inside the coronary and a low score to those outside.
Generation of Training Samples
The proposed method takes advantage of the precision of the annotations in the training dataset. For every volume, the whole coronary tree is annotated. Each annotation of a coronary branch consists of densely placed cross sections of the vessel. The coronary lumen on each cross section is delineated with a polygon. All voxels inside the labeled coronary arteries are regarded as positive training samples (the red region in Fig. 5c ). The negative samples are those voxels outside a coronary artery, but within the coronary mask. However, to avoid confusing the classifier, voxels with a distance of no more than 5 mm to the artery are excluded from training. The blue region in Fig. 5c shows the negative samples. Since the total number of negative samples is very huge, we randomly sample five million negative samples for training.
Geometric and Image Features
For each sample (voxel), we extract a set of features for the classification purpose. Two groups of features, namely, geometric and image features, are extracted. The geometric relation of the coronary arteries and the heart chambers are well constrained, which provides information for classification. However, the pose of the heart inside a volume varies a lot. We need to project the sample position into the heart-oriented coordinate system. Our heart coordinate system is defined by three landmarks (namely, the aortic valve center, the mitral valve center, and the left ventricle endocardium apex). As shown in Fig. 6 , the z axis is defined as the direction pointing from the aortic valve center to the left ventricle apex. The x axis is defined as the vector perpendicular to the z axis and lying inside the plane formed by three landmarks. The y axis is the cross product of the z and x axes. In the preprocessing step, we segment the whole heart surface from the CT volume, which is composed with two steps. 5 In the first step, we estimate the pose of the heart. After that, a mean shape is aligned with the estimated pose, followed by non-rigid boundary refinement. We use the above heart coordinate system to define the pose of the heart. Therefore, the estimate of the heart coordinate system is a by-product of heart segmentation, without demanding any extra computation efforts. Suppose the position of a voxel in the heart coordinate system is (X, Y, Z) and the angles between vector (X, Y, Z) and the three axes of the heart coordinate system are α, β, and θ, respectively. The following seven geometric features are extracted: X, Y , Z,
α, β, and θ.
We also extract a set of image features. Steerable features are an efficient framework, which is capable of capturing complicated image patterns.
3 Around a given position, we sample 5 × 5 × 5 points using the regular sampling pattern of the steerable features. The distance between neighboring sampling point is set to 3 mm. On each sampling point, we extract 24 local features based on the image intensity and gradient. The local features are exactly the same as those used in our previous work. 3 To be specific, the following features are extracted. Suppose a sampling point (x, y, z) has intensity I and gradient g = (g x , g y , g z ). The three axes of the volume coordinate system are n x , n y , and n z . The angle between the gradient g and the z axis is α = arccos(n z .g), where n z .g means the inner product between two vectors n z and g. The following 24 features are extracted: I, √ I,
In total, we have 24 local features for each sampling point. The first six features are based on intensity and the remaining 18 features are transformations of gradients. Feature transformation, a technique often used in pattern classification, is a process through which a new set of features is created. We use it to enhance the feature set by adding a few transformations of an individual feature. In total, we get 125 × 24 image features.
Our classification approach contains an open flexible framework. Any features can be integrated as long as they can provide extra information for classification. However, we have to make a trade-off between classification accuracy and speed. The Hessian matrix based features (λ 1 , λ 2 , λ 3 , R A , R B , S, and the Hessian vesselness V Hessian itself) as defined in Equations (1) to (5) are helpful to distinguish a tubular structure from a nontubular structure, therefore can provide extra complementary classification power. However, they are very time consuming to compute. Due to the speed consideration, they are not included.
Probabilistic Boosting Tree for Classification
The probabilistic boosting tree (PBT)
17 is used to train a classifier to distinguish voxels inside the coronary arteries from those outside. The PBT classifier is equivalent to a classification tree with an AdaBoost classifier at each node. Instead of outputting a binary classification label, PBT generates a confidence score in the range [0, 1]. The higher the score, the more confident that this voxel is inside a coronary artery. Normally, we can make a binary decision use threshold 0.5. If an input sample has a classification score larger than 0.5, it is positive. Otherwise, it is a negative sample. In this application, we use the classification confidence as a vesselness measurement, therefore, we can compare it with other vesselness measurements.
The speed and accuracy of PBT are determined by two critical parameters: the level of the tree and the number of weak classifiers in an AdaBoost based node classifier. Increasing either parameter can improve the classification accuracy on the training samples. However, the classification speed decreases and the PBT classifier may over fit the training samples. Therefore, we have to make a good trade-off with respect to the speed vs. accuracy, training error vs. generalization error. Cross validation has shown that a tree with four levels achieves a good balance. In order to speed up the classification, we want to use as few weak classifiers as possible at the tree root node to reject a significant number of negative samples. Therefore, easy negative samples can be rejected quickly without the need to compute too many features. The training performance goal of the root node is set to achieve a detection rate no less than 99% and a false positive rate no more than 50%. We find an AdaBoost classifier with five features is enough to achieve this accuracy. Since the classification problem is becoming harder and harder along the tree structure, we gradually increase the number of weak classifiers towards the tree leaves. To be specific, the number of weak classifiers is set to be 5, 10, 20, and 30 for tree levels 1 to 4, respectively.
EFFICIENT CLASSIFICATION SCHEME FOR SPEED UP
Similar to the Hessian vesselness, we need to process each voxel to calculate the proposed vesselness. Constraining the classification to voxels inside the coronary artery mask, as discussed in Section 3, can significantly improve the classification speed. However, there is still much room for further speed up. In most place, the vesselness is a smooth function. If a voxel has a low vesselness score (out of a vessel), its neighbors have a high likelihood to have a low vesselness score too. Therefore, instead of a brute-force voxel-wise classification, a more efficient classification scheme is used,
If x=even and y=even . (6) We perform classification only for the voxels on the odd rows and odd columns. The vesselness value of a voxel on an odd row and an even column is interpolated by the its left and right neighbors (taking the average of the neighbors). Similarly, the vesselness of a voxel on an even row and an odd column is the average of its top and bottom neighbors. The vesselness of a voxel on an even row and an even column is interpolated from it four corners. This scheme can be extended to 3D. Normally, the between-slice resolution is lower than the in-slice resolution for a cardiac CT volume. If the between-slice resolution is low (e.g., the z-direction size of a voxel is larger than twice the x-or y-direction size), we process all axial slices using the same scheme as Equation (6) . Otherwise, we perform classification only for odd slices. The vesselness of the even slices are interpolated from the neighboring slices. This scheme is very efficient and it can reduce the total number of classifications four (if the between-slice resolution is low) or eight times (if the between-slice resolution is high). On average, we achieve 5.5 times speedup in the vesselness computation. However, we cannot perform a too coarse classification. Since a coronary artery is a small structure, with a diameter in the range of 1-3 mm. A cardiac CT volume generated by a stateof-the-art scanner has a in-slice resolution of 0.3-0.4 mm and between-slice resolution around 0.5 mm. Therefore, the distal segment of a coronary artery (though it is less important than the proximal segment) may have a diameter of just a couple of voxels. By performing classification only on odd rows and odd columns is a good trade-off between speed and accuracy. In our quantitative comparison experiments, we did not find a drop in accuracy. 
EXPERIMENTS
To evaluate the proposed method, we collected 54 expert-annotated volumes. Among them, 40 were randomly selected for training and the remaining 14 were reserved for testing. Fig. 7 shows the detected coronary arteries for six test volumes (using 0.8 as a threshold to convert the vesselness map to a binary volume for the visualization purpose). We also quantitatively compare the proposed learning based vesselness and the well-known Hessian vesselness on the test set (14 volumes). We used the Matlab/C implementation developed by Kroon. 4 In this package, the most time consuming steps (i.e., Gaussian smoothing and eigen valve analysis) are written in C. A cardiac CT volume normally has anisotropic resolutions and the between-slice resolution is slightly lower than the in-slice resolution. However, Kroon's implementation does not directly support an input volume with anisotropic resolutions. We resample the volume using the in-slice resolution to make it isotropic. On a 32-bit computer, the Matlab code cannot process a large volume due to the memory overflow. We split the volume (around 100 to 200 MB) into a few overlapping slice stacks. The Hessian vesselness is calculated on each slice stack and stitched together afterwards by discarding the overlapping part. Though it may introduce some extra computation, this modification does not change the calculation accuracy at all. The Hessian vesselness is normally calculated at multiple scales and the maximum value across different scales is taken as the final score. We tried different scale configurations and found that a pyramid with two scales gave the most accurate results (by setting parameters FrangiScaleRange=[2 3] and FrangiScaleRatio=1). For all other parameters, we use the default values suggested by Frangi et al., 6 which are also the default setting in Kroon's package. Fig. 8 shows the curves of the detection rate vs. false positive rate. Please note, different to the generation of negative training samples (as shown in Fig. 5c ), all voxels outside the coronary arteries are used to evaluate the false detection rate. Without using the coronary artery mask, the false positive rate of the Hessian vesselness is significantly higher (as shown by the green dotted line in Fig. 8 ) since the pulmonary arteries and veins in the lung are enhanced by the filter too. To make a fair comparison, the red dot-dash line in Fig. 8 shows the curve of the Hessian vesselness after applying the coronary artery mask to exclude the pulmonary vessels. At any false positive rate, our detection rate is consistently higher than the Hessian vesselness (around 5%). The Hessian vesselness cannot achieve a high detection rate (no higher than 88%) under a reasonable false detection rate. Fig. 9 shows a comparison of the learning based vesselness and Hessian vesselness for one coronary artery. The Hesssian based vesselness misses the junction of a side branch with the main artery since the tubularity assumption does not hold on the junction. This partially explains its low detection rate. For comparison, this junction is preserved quite well in the learning based vesselness.
The proposed method is well suited for parallel computation to make full use of the multiple cores in a computer. The whole system is implemented with Visual C++ 2005 and OpenMP is used for multi-thread computation. Average computation time for the voxel classification procedure is about 1.3 seconds on a computer with 2.33 GHz quad-core (plus hyper-threading) CPUs and 3 GB memory. The preprocessing step (whole heart segmentation and coronary ostia detection) takes about 1.0 seconds. The overall procedure takes about 2. seconds. However, the preprocessing step is always performed in our coronary segmentation workflow. Therefore, in our coronary segmentation workflow, the preprocessing results are readily available without extra computation efforts.
To make a fair comparison of the computation speed with the Hessian vesselness, we turn off the speedup scheme as presented in Section 5 and use single-thread computation. On the 14 test datasets, on average, we can perform 338,466 classifications per second. (Note: If we turn on multi-threading, we can process 1,661,371 voxels/s.) For comparison, Kroon's implementation can only calculate the Hessian vesselness for 72,441 voxels per second. We achieve a throughput of 4.7 times of the Hessian vesselness. In Kroon's implementation of the Hessian vesselness, the most time consuming parts were written in C. This comparison is roughly fair. We also compared with a C++ implementation of the Hessian vesselness in ITK (class itk::Hessian3DToVesselnessMeasureImageFilter). 18 Our approach is also significantly faster.
CONCLUSION
In this paper, we proposed a learning based vesseleness for coronary artery segmentation. Instead of using an empirically designed measurement, we exploit the rich domain-specific knowledge embedded in an expertannotated dataset. For each voxel, we extract a set of geometric and image features. The probabilistic boosting tree (PBT) is used to train a classifier, which assigns a high score to voxels inside the artery and a low score to those outside. To improve the efficiency of the proposed method, we constrain the detection to voxels inside a coronary artery mask, which is generated based on the whole heart surface segmentation and the detected coronary ostia. The system can be applied as pre-filtering tool and a Dijkstra-like approach can be used for extraction the whole coronary tree out of the detected voxels. The classification score at each voxel can also be used for coronary lumen segmentation. Experiments demonstrated that the proposed method significantly outperformed the well-known Hessian vesselness in both the speed and the voxel-wise classification accuracy. In the future work, we will quantitatively evaluate the proposed vesselness on coronary centerline extraction and lumen segmentation.
