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Abstract 
Lee, C.-Y. and S. Danusaputro Liman, Capacitated two-parallel machines scheduling to minimize sum 
ofjob completion times, Discrete Applied Mathematics 41 (1993) 21 l-222. 
In this paper we study the n-job two-parallel machines scheduling problem with the objective of mini- 
mizing the sum ofjob completion times. However, instead of allowing both machines to be continuous- 
ly available as is often assumed in the literature, we will only allow one of the machines to be available 
for a specified period of time after which it can no longer process any job. We will first prove that the 
problem is NP-complete and then provide a pseudo-polynomial dynamic programming algorithm to 
solve the problem. We will also propose a heuristic that has a worst case error bound of 50%. Other 
possible extensions to the problem will also be discussed. 
1. Introduction 
Production scheduling is playing an increasingly more crucial role in industries 
since the recognition of the importance of “Zero Inventory” philosophy. Excellent 
introductions and surveys of scheduling theories can be found in Conway, Maxwell 
and Miller [3], Baker [2], Graves [8], Dempster, Lenstra and Rinnooy Kan [4], 
French [S], and Lawler et al. [12] among others. 
In this paper we will study the n-job two-parallel machines scheduling problem 
with the objective of minimizing the sum of job completion times. However, instead 
of allowing both machines to be continuously available as is often assumed in the 
literature, we will only allow one of the machines to be available for a specified 
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period of time after which it can no longer process any job. We will call this problem 
the capacitated sum of job completion times (CSCT) problem. The justification for 
such a constraint lies in the fact that machines are subject to preventive maintenance 
after a specified period of use. During this period of maintenance, the machines 
become unavailable. However, so as not to disrupt the overall production runs, we 
will not do the preventive maintenance on all the machines simultaneously. Instead, 
it will be done on a rotation basis. Thus as one machine in being maintained, the 
others are still available. In our case of the two-machine problem, one machine 
(machine 2) is due for maintenance after a period of time which we call its capacity 
while the other (machine 1) is continuously available. 
Without the capacity constraint, the problem can be optimally solved by the 
Shortest Processing Time (SPT) algorithm whereby the job with the smallest pro- 
cessing time among all yet to be scheduled jobs is iteratively assigned to the machine 
with the smallest already assigned load (see Baker [2] and also Conway, Maxwell 
and Miller [3]). SPT is one of the most celebrated algorithms and has been shown 
to perform extremely well in many instances of scheduling criteria and is the basis 
of our heuristic. 
The problem of the capacitated two-machine scheduling problem to minimize the 
sum of completion times has been studied by Kao and Elsayed [ 111. In that paper 
they formulate the problem as a zero-one integer programming and provide a 
heuristic to solve the problem. The underlying idea of their heuristic is to first obtain 
an initial optimal schedule for the problem without the capacity constraint. They 
then use some interchange and transfer procedures to reduce the makespan of the 
machine with capacity. They also provide a worst case error bound for the heuristic 
that depends on the number of interchanges and the reduction in the makespan of 
the machine with capacity. 
In this paper, we will first prove that the CSCT problem is NP-complete and then 
provide a pseudo-polynomial dynamic programming algorithm to solve the prob- 
lem. We will also propose a heuristic that has a worst case error bound of 50%. 
Other possible extensions to the problem will also be discussed. 
We assume that the jobs are numbered in nondecreasing order of processing time 
(i.e., p1 Ip2S ... sp,) so that the sequence of job’s indices of a machine is increas- 
ing for an optimal schedule. Define C to be the capacity of machine 2 and F(S) to 
be the sum of job completion times of schedule S. 
2. NP-completeness of the problem 
In this section, we will first prove that CSCT is NP-complete (see Garey and 
Johnson [6] for the theory of NP-completeness). We will provide the proof by 
transforming the even-odd partition problem, which is NP-complete (Garey, Tarjan 
and Wilfong [7]), in polynomial time into the CSCT problem. 
The even-odd partition problem is as follows: 
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Given n EZ+ and a set X= {x,, x2, . . . ,xZn} of positive integers, where 
x;<xi+ 1 for 1 <i<2n, does there exist a partition of X into subsets X, 
and X2 such that Cxfx, x= CxEXq x and such that for each i, 1 lisn, 
X1 (and hence X2) contains exactly one of {x~~_~,x~~}? 
Let A=(&, x)/2. The instance of the corresponding CSCT problem can be 
constructed as follows: 
- Number of jobs: 2n+ 1. 
- Processing times: pi =xi, i = 1, . . . ,2n, 
p2n+1=j~,(n-i+l)CX2i-,+X2i)+ ?I-+. 
,=I 
- Capacity of machine 2: C = A. 
- Sum of completion times: y = 2 EYE, (n - i + 1)(X,& 1 + X2i) + cf!J 1 p; + C. 
Question. Does there exist a nonpreemptive schedule S* such that the completion 
time of the last job in machine 2 is not greater than C and the sum of completion 
times of all jobs in S*, denoted by F(S*), is no more than y? 
Remark. Note that in the above instance, p1 <PZ< **.<Pz,,+~. 
Given any schedule, we will now define the following sets (see Fig. 1). Let Bi be 
the set of jobs assigned to machine i (i = 1,2) with completion times not greater than 
C and A, be the set of jobs assigned to machine 1 other than jobs in set B, . Hence 
B, U A, is the set of all jobs assigned to machine 1. 
Lemma 2.1. If there exists a solution to the even-odd partition problem, then there 
exists a schedule S* for the CSCT problem with the sum of job completion times 
F(S’) = y. 
Proof. We can construct a schedule S* of the jobs as shown in Fig. 1, where the 
jobs in B, (B2) are representatives of the elements of set X, (X2 respectively) and 
all the jobs in B, and B2 are in nondecreasing order of their processing times. Since 
Mach. # 
1 2n+l 
set B2 - X2 -4 
C 
Fig. 1. Solution to CSCT. 
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the solution to the even-odd partition exists, we have 
C X=xFXzX=A xi;, Pi cig,Pi = C. 
X‘ZXl 
Hence 
F(S*)= i (n-i+ l)(XZi_r+Xli)+(C+P2n+r) 
i=l 
=i~~(n-i+l)(xzi-,+x,i)+(C+i~~ (n-i+l)(x~i~,+x,i)+jf,Pi) 
= Zi~,(ni+l)(x,i-*+X~i~+ F pi+C 
i=l 
= y. 0 
Lemma 2.2. Let S* be a feasible schedule for the CSCT problem with F(S*)<y, 
then in S*, the following must be true: 
(1) job 2n f 1 is processed last in machine 1, 
(2) C jEBz Pj= C and exactly one of jobs 2i- 1 or 2i is in B, and the other is in 
B, for i= 1, . . ..n. 
Proof. To prove part (l), we will show that if job 2n + 1 is not processed last in 
machine 1, then F(S*)>y. It can be easily checked that pZn+ r > C. Hence job 
2n + 1 cannot be processed by machine 2 and must be processed by machine 1. Now, 
suppose job 2n + 1 is not processed last in machine 1. This implies that there is 
another job, say job j, that is processed after job 2n + 1. Then 
F(S*)rP~2n+,+(~2n+,+Pj) 
= 2P2n+l +Pj 
= 2 i (n-i+ l)(Xzi_*+X2i)+ F pi +Pj. 
i i=l i=l 1 
Since C= A = ( CXEx x)/2 = ( cf’l 1 pi)/23 we have 
F(S*)>2 ~ (n_i+l)(XZi_t+X2i)+ ~ pi+C 
i= 1 i=l 
Y. 
Hence, by contradiction, job 2n + 1 has to be processed last in machine 1. From now 
on we will only consider the first 2n jobs. 
To prove part (2), let CjEBZ pj= C-6, 610 (see Fig. 2). We want to show that 
6 = 0. It is well known that for the 2n-job two-parallel machines problem without 
capacity constraint, the optimal sequencing policy, SPT, will yield the minimum 
sum of completion times as follows 
Mach. 
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e set B1 ______)1 
c+6 
c+&+p2,+1 
I set B2 -L( 
c-s c 
Fig. 2. Schedules S’. 
I=1 
=;gl (n-i+ 1)(xz;-1+x*;). 
Let F,,, be the sum of completion times for the first 2n jobs in schedule S*. Then 
F2n 1 Fmin since Fmin is a lower bound for the first 2n-jobs problem. Also from Fig. 
2 we have 
F(S*) =&+(C+~+J’D,+~) 
+ C+6+ i (t?-i+l)(X2i_l+X*j)+ F pi ( i=l 1=l > 
= y+6. (I) 
If 6> 0, then F(S*)>y, contradicting the hypothesis. Hence 6= 0 and F(S*) =y. 
This implies that C jEBZ pj = C and Fzn = Fmin. 
By the classical SPT argument for minimizing the sum of completion times (Baker 
[2]), any 2n-jobs schedule that attains Fmin must be scheduled by consecutively 
assigning the two smallest unassigned jobs to machines 1 and 2 at the same relative 
position. Hence F2,, must be assigned in this way. 0 
Remark. Part (2) in Lemma 2.2 implies that there exists an even-odd partition. 
Combining Lemma 2.2 with Lemma 2.1 we have shown the following theorem. 
Theorem 2.3. CSCT is NP-complete. 
3. Dynamic programming algorithm 
We will next provide a pseudo-polynomial dynamic programming algorithm to 
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solve the CSCT problem which together with the fact that the problem is NP- 
complete, implies that the problem is NP-complete in the ordinary sense. 
Algorithm 1. Letf(j, t) = minimum sum of job completion times if we have assigned 
jobs 1 , . . ..j and the completion time of the last job in machine 2 is t. 
Boundary condition: 
f(O> 0) = 0, 
j-(0, t) = 03 
f(.L t) = 03 
Recursive relation: 
f(j, t) = min 
for t#O, 





where j= 1, . . . . n, t=O, . . . . C, and Sj= C;~jP;. 
Solution: 
F(S*) = min(f(n,t): t=O, . . . . C}. (5) 
Justification of Algorithm 1. Consider the case when job j is the next job to be 
scheduled and that the completion time of the last job in machine 2 is tsC. Job 
j is either assigned to machine 1 or machine 2 depending on which of the two will 
result in the minimum sum of job completion times. If job j is assigned to machine 
1 (see Fig. 3(a)), then the additional completion time will be the completion time 
of job j (= Cisj pi- t =sj- t) which when added to the sum of job completion 
times prior to assigning job j (=f(j- 1, t)) resulted in equation (3). On the other 
hand, if job j is assigned to machine 2 (see Fig. 3(b)), the additional completion time 
will be the completion time of job j (= t) which when added to the sum of job com- 
pletion times prior to assigning job j ( =f( j - 1, t -pj)) resulted in equation (4). 
4. Heuristic 
Since the problem is NP-complete, in many instances an efficient heuristic is 
justifiable. Kao and Elsayed [l l] propose a heuristic where they first obtain an op- 
timal schedule for the problem without capacity constraint and then use an inter- 
change procedure to reduce the makespan of the machine with capacity until it is 
no longer violated. It is interesting to study the performance of the rather straight- 
forward SPT algorithm for the capacitated machine problem. We will now provide 
an algorithm based on the SPT algorithm with a slight modification to take into 
consideration the capacity of machine 2. This approach is different from the one 
proposed by Kao and Elsayed [l 11. We will show that the heuristic has a tight worst 
case error bound of 50%. The heuristic is formally stated as follows: 
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Mach # Mach # 
Fig. 3. 
Algorithm 2. 
Step 1. Apply the SPT algorithm with the first job assigned to machine 1 until 
such time when no other job can be assigned to machine 2 without violating the 
capacity. 
Step 2. Assign the remaining jobs to machine 1. 
Lemma 4.1. If the sequence obtained by Algorithm 2 satisfies any one of the 
following two properties, then it is optimal. 
(1) The remaining number of jobs in Step 2 is either 0 or 1. 
(2) The sum of processing times of jobs assigned to machine 2 is exactly equal 
to c. 
Proof. The proof of part (1) is straightforward. If the remaining number of jobs 
in Step 2 is either 0 or 1, this implies that the capacity of machine 2 does not con- 
strain the schedule. Hence it is optimal. 
We will use induction to prove part (2). Let the number of jobs in sets B, (or 
equivalently B,) be denoted by h and Al be denoted by j. We assume that the sum 
of job processing times already assigned to machine 2 is equal to C. From part (l), 
we know that if j = 0 or 1, the sequence obtained is optimal. Suppose that the partial 
schedule S,, when j=k, is optimal. Let Sk+, be the schedule with j = k + 1 and let 
the optimal sum of completion times of schedules Sk and S,, 1 be denoted by F(S,) 
and F(Sk + 1 ) respectively. Then 
( 
2h+k+l 
F(Sk + 1) 2 F(Sk) + iJIl Pipe * 
1 
(6) 
But the completion time of job in k+ 1 position of set A, by applying Algorithm 
2 is 
2h+k+ I 
Jl Pi - c* 
Hence the total completion time of Algorithm 2 for j = k + 1 is given by 
2h+k+l 
F(sk) + ;;, pi-c 
> 
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which is not greater than the optimal value F(S k+l). Therefore, by induction, if 
part (2) of Lemma 4.1 is satisfied, the sequence obtained is optimal. 0 
We will now show that Algorithm 2 has a worst case error bound of 50% and 
that this bound is tight. 
Theorem 4.2. Let S be the sequence obtained by applying Algorithm 2 for theprob- 
lem considered. Then F(S) 5 1.5 ’ F(S*), where F(S) and F(S*) are the total comple- 
tion times for schedule S and optimal schedule S* respectively. Furthermore, this 
error bound is tight. 
Proof. Let the cardinality of set A, (IA, I) be denoted by z. From part (1) of Lem- 
ma 4.1, if z5 1, then S is optimal. Hence we will only consider zr2. Let the first 
and second jobs in set A, of schedule S be denoted by x1 and x2 with processing 
times rl and r2 respectively. Let the last jobs in set B, and B, be denoted by y, and 
y2 with completion times tl and t2 respectively. Note that t1 5 t2 and (t2 - t,) < r, for 
otherwise job x1 would have been assigned to machine 2 (see Fig. 4). 
Since the problem has been proven to be NP-complete, we cannot find the true 
optimal value in polynomial time. Hence we will find a lower bound of the optimal 
solution to the problem in order to obtain a worst case error bound. In order to do 
this, we will construct a new problem P’ with capacity C’ such that C’= t2 + r,. 
Note that C’z C and that any feasible solution to P will also be a feasible solution 
to P’. Hence the optimal value of P’ will be a lower bound for that of P. 
By part (2) of Lemma 4.1, if we move job x2 of schedule S to machine 2 and 
have it completed exactly at C’ (see Fig. 5) we will obtain an optimal schedule S’ 
to P’. Let S* be the optimal schedule for problem P. Hence F(S’) will be a lower 
bound of the optimal value to P, F(S*). From Figs. 4 and 5, we obtain 
F(S) - F(S*) 5 F(S) - F(S’) = (tl + rl - t2) + (z - 2>r2 
Ir,+(z-2)r2. (7) 
Mach. # 
Fig. 4. Schedule S. 







5. Schedule S’. 
Furthermore, for schedule S’(see Fig. S), since jobs on machine 1 that were assigned 
after job x1 have processing times ?rZ, we have 
F(S’)r(z-l)t,+{(z-l)r,+(z-2)r,+(z-3)r~+~~~+r,}+(t,+r,) 
= (z- l)tr +(z- l)r, + {(z- l)(z-2)/2}r1+(tZ+rJ 
2 (z- l)r, + {(z- l)(z-2)/2}r,+r,. 
Hence, using equations (7) and (8), we obtain 
& = {F(S) -F(S*)}/F(S*) 
I {F(S) - F(Y)} /F(S’) 
5 {rl +(z-2)r2}/[(z- l)r, + {(z- l)(z-2)/2}r2+r21 
= {2r, +2(z-2)r,}/{2(z- l)r, +(z- l)(z-2)r,+2r,}. 
From (9), we know that for z = 2, 
E = 2r,/(2r, + 2r2) < l/2 since r, 5 r2. 
For z> 3, let E = (a + b)/(c + d) where 
a = 2r,, 
b = 2(z-2)r,, 
c = 2(z- l)r,, 
d= (z- l)(z-2)r,+2r2. 
We will prove E I l/2 by showing that (i) a/c5 l/2 and (ii) b/d5 l/2. 
(i) a/c = 2r,/2(z - l)r, 
= l/(z- 1)s l/2 since zr3. 
(ii) b/d = 2(z - 2)r,/{ (z - l)(z - 2)r2 + 2r,} 
= 2(z-2)/{(z- l)(z-2)+2}. 
(8) 
(9) 
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We want to show 2(2 - 2)/{ (z - l)(z - 2) + 2) 5 l/2. That is 
4(z-2)1(z- l)(z-2)+2, 
z2-7z+ 1220. 
Let f(z) = 2’ - 72 + 12 = (z - 3)(z - 4). 
Since f(z) is a convex function of z and since z is integer valued, then f(z) = 0 if 
z = 3 or 4 andf(z) > 0 otherwise. Hence, b/d5 l/2. Combining (i) and (ii), we obtain 
E5 l/2 for z=zr3. 
In order to show that the bound is tight, consider the problem with the following 
data: 





Schedule obtained after applying Algorithm 2: 
machine 1 = { 1,3,4}, 
machine 2= {2}, 
F(S) = 4 + 3c. 
Optimal schedule: 
machine 1={1,2,3), 
machine 2 = { 4)) 
F-p*) = 5 + 2c. 
E = (C- 1)/(5 + 2C) = l/2 as C approaches infinity. Hence the error bound is 
tight. 0 
It is also interesting to see if we can define the worst case error bound of the 
algorithm in terms of the tightness of the gap defined as the difference between the 
capacity of machine 2 and the sum of processing times of jobs assigned to the 
machine by the heuristic. Let 6=C- CiEBz pi and let h/r2 be the measure of 
tightness of the gap (note that 0<6/r,< 1 and if 6/r, = 0, then from part (2) of 
Lemma 4.1, the sequence obtained is optimal). We will show that even when z is 
small, if the gap is tight (i.e., 6/r, is small), the error bound is much less than 50%. 
Similar to the proof of part (2) of Lemma 4.1, we can show that 
F(S)-F(S*)5(z- 1)6. (10) 
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Table 1: Upper bounds on E given z and J/r2 
l/2 l/4 l/8 l/16 
2 0.50 0.25 0.13 0.06 
3 0.50 0.25 0.13 0.06 
4 0.38 0.19 0.09 0.05 
5 0.29 0.14 0.07 0.04 
Equivalently, the lower bound of the optimal value of the schedule can be rewrit- 
ten as 
F(S’) r {(Z- l)(Z-2)/2}r,+r, 
= (~~-3~+4)r~/2. 
Combining equations (10) and (ll), we obtain 
E I F(S) - F(S*)/F(S’) 
(11) 
From equation (12), we can see the algorithm yields a schedule that is closer to op- 
timal as 6/r, approaches zero (i.e., as the gap becomes tighter). Table 1 shows the 
upper bounds on the values of E in terms of z and 6/r,. From Table 1 we can see 
that even when Z= 2, ~10.06 if the tightness of the gap is at least l/6 (i.e., 
6/r, = l/16). Hence, for practical purpose, if either z is large or the gap is tight, we 
can expect the algorithm to perform well. Otherwise, we can either use some im- 
provement procedures such as the one proposed by Kao and Elsayed [l l] in con- 
junction with Algorithm 2 or we can use the dynamic programming algorithm 
(Algorithm 1) to solve the problem optimally. 
5. Conclusion 
We have studied the n-job two-parallel machines capacitated scheduling problem 
to minimize the sum of job completion times. A similar approach can be used in 
solving the single machine scheduling problem of minimizing the mean absolute 
deviation of completion times about a common due date first studied by Kanet [lo] 
and subsequently by Sundararaghavan and Ahmed [14], Bagchi, Sullivan and 
Chang [ 11, Hall, Kubiak and Sethi [9], Szwarc [ 151, and Lee, Danusaputro and Lin 
[13] among others. Other extensions of the problem currently being studied by the 
authors are the m-machine scheduling CSCT problem and the inclusion of specified 
periods of times of unavailability of machines after which they become available 
again (machines are subjected to predetermined periods of interruptions). 
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