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A NOTE ON THE NONLINEAR SCHRO¨DINGER EQUATION IN
A GENERAL DOMAIN
MASAYUKI HAYASHI
Abstract. We consider the Cauchy problem for nonlinear Schro¨dinger equa-
tions in a general domain Ω ⊂ RN . Construction of solutions has been only
done by classical compactness method in previous results. Here, we construct
solutions by a simple alternative approach. More precisely, solutions are con-
structed by proving that approximate solutions form a Cauchy sequence in
some Banach space. We discuss three different types of nonlinearities: power
type nonlinearities, logarithmic nonlinearities and damping nonlinearities.
1. Introduction
We consider the following nonlinear Schro¨dinger equation:

i∂tu+∆u + g(u) = 0 in R× Ω,
u = 0 on R× ∂Ω,
u(0) = ϕ on Ω,
(1.1)
where Ω ⊂ RN is an open set and g is a given nonlinearity. It is often considered
the pure power nonlinearity g(u) = λ|u|αu with λ ∈ R and α ≥ 0 as a typical
example.
Strichartz estimates are a key tool for the study of the Cauchy problem (1.1).
In the case Ω = RN , the Cauchy problem for nonlinear Schro¨dinger equations
as an application of Strichartz estimates has been extensively studied (see [19] and
references therein). There is also a large literature for the study of a suitable version
of Strichartz estimates with loss on compact manifolds or exterior domains. We
refer to [11, 40, 13, 14, 4, 9, 30, 10] and references therein for these problems. We
note that there are some works in [45, 44] for time decay estimates and application
to nonlinear problem on exterior domains before these works.
Strichartz estimates do not hold in the case of general domains. In this case,
compactness method is a useful tool to construct solutions. Vladimirov [46] con-
sidered (1.1) on bounded domains in two space dimension when g(u) = |u|2u and
proved existence and uniqueness of solutions in the energy space H10 (Ω) applying
Trudinger’s inequality. Ogawa [35] improved this result and proved the same re-
sults on general domains (not necessarily bounded) when g(u) = |u|αu with α ≤ 2.
They mainly discussed uniqueness of solutions, while construction of solutions was
done by Galerkin’s method which depends on the pioneer work by J.-L. Lions [33].
Galerkin’s method is a typical method based on compactness arguments. Here, let
us review compactness arguments to construct solutions.
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• First, we consider approximate problems corresponding to the original
equation. Various type of approximations can be considered, e.g., Yosida
type regularization, Galerkin approximation, parabolic regularization, trun-
cated approximation, Friedrich’s mollifier, etc. It is important to choose a
natural regularization according to the nonlinearity.
• In a next step, by using the conservation laws or energy type estimates of
approximate equations, one can obtain the uniform estimates on approxi-
mate solutions.
• Under the uniform estimates of approximate solutions, we deduce that there
is a limit function of a subsequence of approximate solutions in weak or
weak-* topology. In this step, Ascoli-Arzela`’s theorem or Banach-Alaoglu’s
theorem can be used.
• To confirm that the limit function actually satisfies the original equation, we
need to strengthen the convergence of approximate solutions, for instance,
to prove strong convergence in Lp(Ω) for some p ∈ [1,∞]. In this step,
Rellich-Kondrachev’s theorem can be used and it is necessary to reduce the
convergence problem to arguments on bounded domains in some sense.
• After construction of solutions, uniqueness and continuous dependence are
discussed separately. It is necessary to start arguments totally different
from construction of solutions all over again.
Compactness arguments are applicable to a quite wide type of nonlinear evolu-
tion equations as can be seen in [33]. Our aim in this paper is to construct solutions
by a simple alternative approach which is independent of compactness arguments.
More precisely, we prove that approximate solutions form a Cauchy sequence in
some Banach space. Although the range of application to this approach might be
restricted compared to compactness methods, there are several advantages in this
approach in the following sense.
• As one can see the process above in compactness arguments, we need to
use at least two compactness theorems in functional analysis to construct
solutions. Our approach of constructing solutions does not need any com-
pactness theorem.
• The proof is not only simpler but also more constructive than the one by
compactness method since solutions are constructed by using completeness
of Banach space directly.
• We can establish construction of solutions, uniqueness and continuous de-
pendence by the same procedure.
In this paper, we consider (1.1) in the energy space H10 (Ω). Note that ∆ is self-
adjoint in H−1(Ω) with domain H10 (Ω), and hence the unitary group U(t) = e
it∆
is well-defined in H−1(Ω). We consider three different types of nonlinearities as
follows;
(A) g(u): local nonlinearity which has polynomial growth in 2D,
(B) g(u) = u log |u|2: logarithmic nonlinearity,
(C) g(u) = i
u
|u|α with 0 < α < 1: damping nonlinearity.
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For the case (A), there are several previous works which are related to our
approach. Cazenave and Haraux [21, Chapter 7] constructed solutions in the energy
space H1(RN ) by proving that the sequence of truncated approximate solutions is
a Cauchy sequence. Note that their argument depends on Strichartz estimates on
Ω = RN . This approach has an advantage of establishing conservation of energy
compared with the contraction argument in Kato’s method [31]. See also [37] for
the simple derivation of conservation laws by using integral equations. Fujiwara,
Machihara and Ozawa [26] considered a system of semirelativistic equations:

i∂tu+ (m
2
u − ∂2x)1/2u = λuv in R× R,
i∂tv + (m
2
v − ∂2x)1/2v = λc u2 in R× R,
u(0) = ϕ, v(0) = ψ on R.
(1.2)
They constructed solutions of (1.2) in the energy space H1/2(R) × H1/2(R) by
proving that the sequence of approximate solutions is a Cauchy sequence. Their
argument is based on a Yudovich argument1. We note that some estimates of Yosida
type regularization are derived by the technique of Fourier analysis in [26]. Spectral
analysis would be possible to do similar analysis on general domains, but here we
take another simpler approach which depends on using Lp-estimate of approximate
solutions (see Lemma 2.4). The author and Ozawa [28] considered generalized
derivative nonlinear Schro¨dinger equations:

i∂tu+ ∂
2
xu+ i|u|2σ∂xu = 0 in R× Ω,
u = 0 on R× ∂Ω,
u(0) = ϕ on Ω,
(1.3)
where Ω ⊂ R is an open interval and σ > 0. They constructed H2(Ω) solutions
of (1.3) by a similar approach. Since we consider H10 (Ω) solutions in two space
dimensions in case (A), we need to consider more careful calculations from the
viewpoint of Sobolev embedding. We will consider the problem of case (A) in
Section 2.
For case (B) and case (C), they are more delicate to apply our approach since
nonlinearities have a singularity at the origin. We will discuss these problems in
Section 3 and Section 4.
2. The nonlinear Schro¨dinger equation in 2D
In this section, we consider the equation (1.1) in two space dimensions2. To state
the assumption of nonlinearity g(u), we prepare some notations. The following
notation depends on the one in Cazenave [19, Chapter 3].
Let f : Ω × R+ → R be such that f(x, u) is measurable in x and continuous in
u. Assume that
f(x, 0) = 0 for a.e. x ∈ Ω
1The exponent p of Lp(R) is used as a parameter in this argument. Since H1/2(R) ⊂ Lp(R) for
any 2 < p < ∞, one can take the limit as p → ∞. Combining with the Gronwall inequality, one
can prove that approximate solutions form a Cauchy sequence. Originally, this type of argument
was used to prove uniqueness in [47].
2In the case of dimension N = 1, the well-posedness in H1
0
(Ω) is proved more easily due to the
embedding H1
0
(Ω) ⊂ L∞(Ω).
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and that for every K > 0 there exists L(K) > 0 such that
|f(x, u)− f(x, v)| ≤ L(K)|u− v| for a.e. x ∈ Ω and 0 ≤ u, v ≤ K,
where the function L : R+ → R+ satisfies
L(t) ≤ C(1 + tα) with 0 ≤ α <∞.
We extend f to the complex plane by
f(x, u) =
u
|u|f(x, |u|) for u ∈ C \ {0},
and set
g(u)(x) = f(x, u(x)) a.e. x in Ω
for all measurable u : Ω→ C. We define
F (x, u) =
∫ u
0
f(x, s)ds for x ∈ Ω and u ≥ 0,
and
G(u) =
∫
Ω
F (x, |u(x)|)dx.
The equation (1.1) has formally the following conserved quantities:
M(u) =
∫
Ω
|u|2dx,(Mass)
E(u) =
1
2
∫
Ω
|∇u|2dx−G(u).(Energy)
Our main aim of this section is to give a simple alternative proof of the following
theorem.
Theorem 2.1 (Local well-posedness [46, 35, 19]). Let Ω be an open subset of R2.
Let g satisfy the assumption above with α ≤ 2. For every ϕ ∈ H10 (Ω), there exist 0 <
Tmin, Tmax ≤ ∞ and a unique, maximal solution u ∈ C((−Tmin, Tmax), H10 (Ω)) ∩
C1((−Tmin, Tmax), H−1(Ω)) of the equation (1.1). Furthermore, the following prop-
erties hold:
(1) M(u(t)) =M(ϕ) and E(u(t)) = E(ϕ) for all t ∈ (−Tmin, Tmax).
(2) Continuous dependence is satisfied in the following sense; if ϕn → ϕ in H10 (Ω)
and if I ⊂ (−Tmin(ϕ), Tmax(ϕ)) is a closed interval, then the maximal solution
un of (1.1) with un(0) = ϕn is defined on I for n large enough and satisfies
un → u in C(I,H10 (Ω)).
Remark 2.1. When α > 2, the existence of weak solutions in H10 (Ω) is already
known (see [19, Theorem 3.3.5]). However, the well-posedness result in H10 (Ω) on
general domains in this case seems to be still an open problem. We refer to [14, 4]
for this problem on compact regular domains or exterior domains.
For the proof of Theorem 2.1, we consider two types of approximate problems to
the equation (1.1). One method is to truncate the nonlinearity g(u) for large values
of u. This seems to be the most appropriate thing for a local nonlinearity. The
proof of using truncated approximation is discussed in Section 2.1 and it is related
to the arguments in Section 3 and Section 4. The other method is to use Yosida
type regularization by the resolvent of Laplacian. One of the important advantage
using this approximation is that one can apply this method to a system of the
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equations in the same way (see [19, Remark 3.3.12] and [26]). It is also possible to
treat wider class of the nonlinearities, for instance, which contain derivatives (see
[28]). For these reasons, we also give the proof of Theorem 2.1 using Yosida type
regularization in Section 2.2.
2.1. Truncated approximation. Given m ∈ N. Set
gm(u) =


g(u) if |u| ≤ m,
u
m
g(m) if |u| ≥ m.
We consider the following approximate problem:{
i∂tum +∆um + gm(um) = 0,
um(0) = ϕ.
(2.1)
Since gm : C → C is Lipschitz continuous for each m ∈ N, there exists a unique
solution um ∈ C(R, H10 (Ω)) ∩ C1(R, H−1(Ω)) of (2.1). Furthermore,
M(um(t)) =M(ϕ) and Em(um(t)) = Em(ϕ)(2.2)
for all t ∈ R. Here, Em is defined by
Em(u) =
1
2
∫
Ω
|∇u|2dx−Gm(u),
where Gm is defined by
Gm(u) =
∫
Ω
∫ |u(x)|
0
gm(s)dsdx
for all measurable u : Ω → C. In the same way as Step 2 in the proof of Theorem
3.3.5 in [19], we deduce that there exists T = T (ϕ) > 0 such that
M := sup
m∈N
‖um‖C([−T,T ],H1
0
) <∞.(2.3)
Next, we prove (um)m∈N is a Cauchy sequence in C([−T, T ], L2(Ω)). By using
the equation (2.1), we have
d
dt
‖um − un‖2L2 = 2Im(i∂tum − i∂tun, um − un)
= −2Im (gm(um)− gn(un), um − un)
= −2Im (gm(um)− gn(um), um − un)
− 2Im (gn(um)− gn(un), um − un)
= A1 +A2.
We begin with the estimate of A1. First, we note that
|gm(u)− gm(v)| ≤ C(1 + |u|2 + |v|2)|u− v| for all u, v ∈ C,(2.4)
where C is independent of m ∈ N. By (2.4), we have
|gm(um)− g(um)| ≤
∣∣∣χ|um|≥m (umm g(m)− g(um)
)∣∣∣
≤ Cχ|um|≥m|um|3,
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and
‖gm(um)− g(um)‖2L2 ≤ C
∫
|um|≥m
|um|6dx(2.5)
= C
∫
|um|≥m
|um|7|um|−1dx
≤ C(M)m−1.
Therefore, A1 is estimated as
A1 ≤ C‖gm(um)− gn(um)‖L2‖um − un‖L2(2.6)
≤ 2‖ϕ‖L2 (‖gm(um)− g(um)‖L2 + ‖g(um)− gn(um)‖L2)
≤ C(M)
(
1√
m
+
1√
n
)
.
We estimate A2 by applying a Yudovich argument [47]. This is closely related to
the argument by Vladimirov [46] and Ogawa [35] (see also [13]). By (2.4), we have
A2 ≤ C
∫
Ω
(1 + |um|2 + |un|2)|um − un|2dx
≤ C‖um − un‖2L2 + C(‖um‖2L2p + ‖un‖2L2p)‖um − un‖2L2p′ ,
where for any 2 < p <∞. We use the following estimates
‖v‖L2p′ ≤ ‖v‖
1− 3
2p
L2 ‖v‖
3
2p
L6 ,
‖v‖L2p ≤ C
√
p‖v‖H1 ,
where C is independent of p. We refer to [35, Lemma 2] for the second inequality.
Then, we have
A2 ≤ ‖um − un‖2L2 + C(M)p‖um − un‖
2(1− 32p )
L2(2.7)
≤ pC(M)‖um − un‖2(1−
3
2p )
L2 .
By (2.6) and (2.7), we obtain
d
dt
‖um − un‖2L2 ≤ C(M)
(
1√
m
+
1√
n
)
+ C(M)p‖um − un‖2(1−
3
2p )
L2 .
Applying the Gronwall type inequality, we obtain
‖um − un‖2C([−T,T ],L2) ≤
[(
C(M)T
(
1√
m
+
1√
n
)) 3
2p
+ C(M)T
] 2p
3
.
Taking the lim supm,n→∞ in the preceding inequality, we have
lim sup
m,n→∞
‖um − un‖2C([−T,T ],L2) ≤ (C(M)T )
2p
3 .(2.8)
Let T0 > 0 such that C(M)T0 < 1. Taking the limit in (2.8) as p → ∞, we
deduce that (um)m∈N is a Cauchy sequence in C([−T0, T0], L2(Ω)). Since T0 only
depends on M , iterating the same process yields that (um)m∈N is a Cauchy se-
quence in C([−T, T ], L2(Ω)). Hence, there exists u ∈ C([−T, T ], L2(Ω)) such that
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um → u in C([−T, T ], L2(Ω)). Combining with (2.2) and (2.3), we deduce that
u ∈ L∞([−T, T ], H10 (Ω)) and
M(u(t)) =M(ϕ) and E(u(t)) ≤ E(ϕ)(2.9)
for all t ∈ [−T, T ]. We also have
um → u in C([−T, T ], Lp(Ω))(2.10)
for any 2 ≤ p <∞ by elementary interpolation inequality.
Next, we shall prove that the function u satisfies (1.1) and lies in C([−T, T ], H10(Ω)).
Note that um is a solution of the integral equation
um(t) = U(t)ϕ+ i
∫ t
0
U(t− s)gm(um(s))ds for all t ∈ [−T, T ].(2.11)
We write
|gm(um)− g(u)| ≤ |gm(um)− g(um)|+ |g(um)− g(u)|.
By (2.5), we have
‖gm(um)− g(um)‖C([−T,T ],L2) ≤ C(M)m−
1
2 −→
m→∞
0.
By (2.4) and (2.10), it is easily verified that
‖g(um)− g(u)‖C([−T,T ],L2) −→
m→∞
0.
Hence, we deduce that gm(um) → g(u) in C([−T, T ], L2(Ω)). Taking the limit in
the integral equation (2.11) as m→∞, we conclude that
u(t) = U(t)ϕ+ i
∫ t
0
U(t− s)g(u(s))ds for all t ∈ [−T, T ].(2.12)
Since g(u) ∈ C([−T, T ], H−1(Ω)), it follows that u ∈ C1([−T, T ], H−1(Ω)). There-
fore, u satisfies the equation (1.1). It follows from the equation (1.1) that ∆u ∈
C([−T, T ], H−1(Ω)). Hence, we deduce that u ∈ C([−T, T ], H10 (Ω)).
If the uniqueness holds, it follows from (2.9) that E(u(t)) = E(ϕ) for all t ∈
[−T, T ]. Uniqueness and continuous dependence are proved by the same process as
the construction of solution above. We only prove continuous dependence.
Let (−Tmin, Tmax) be the maximal interval of existence to the solution u. Let
ϕn → ϕ in H10 (Ω) and closed interval I ⊂ (−Tmin, Tmax) and consider the maximal
solution un with initial condition un(0) = ϕn. From the conservation laws, we
obtain that
M = sup
n∈N
‖un‖C(I,H1
0
) ≤ C(‖ϕ‖H1
0
) <∞.
By using the equation (1.1), we have
d
dt
‖u− un‖2L2 = −2Im (g(u)− g(un), u − un)
≤ ‖u− un‖2L2 + C(M)p‖u− un‖
2(1− 32p )
L2
≤ pC(M)‖u− un‖2(1−
3
2p )
L2 ,
where we estimated in the same way as A2. Applying the Gronwall type inequality,
we deduce that
‖u− un‖2C([−T,T ],L2) ≤ (C(M)T )
2p
3 .
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If we take T0 > 0 such that C(M)T0 < 1 and p → ∞, we deduce that un → u in
C([−T0, T0], L2(Ω)). Iterating the same process yields that un → u in C(I, L2(Ω)).
Conservation of energy implies that ‖∇un‖2L2 converges to ‖∇u‖2L2 uniformly on I.
Hence, we deduce that un → u in C(I,H10 (Ω)) and this completes the proof.
2.2. Yosida type regularization. Given m ∈ N, we define the Yosida type oper-
ator Jm on H
−1(Ω) by
Jm =
(
I − 1
m
∆
)−1
.(2.13)
More precisely, for every f ∈ H−1(Ω), vm = Jmf ∈ H10 (Ω) is the unique solution
of
vm − 1
m
∆vm = f.
We recall the fundamental properties of the operator Jm. We refer to [12, 21, 19]
for the proof of following lemmas.
Lemma 2.2. Let X be any of the spaces H10 (Ω), L
2(Ω) or H−1(Ω). Then,
‖Jmf‖X ≤ ‖f‖X for all f ∈ X.
If f ∈ Lp(Ω) ∩H−1(Ω) for some p ∈ [1,∞), then Jmf ∈ Lp(Ω) and
‖Jmf‖Lp ≤ ‖f‖Lp .
In particular, Jm can be uniquely extended by continuity to an operator of L (L
p(Ω))
with ‖Jm‖L (Lp) ≤ 1, where 1 ≤ p <∞.
Lemma 2.3. Let X be any of the spaces H10 (Ω), H
−1(Ω), and Lp(Ω) with 1 < p <
∞ and let X∗ be its dual space. Then,
(1) 〈Jmf, g〉X,X∗ = 〈f, Jmg〉X,X∗ for all f ∈ X, g ∈ X∗.
(2) Jm ∈ L (H−1, H10 ) and ‖Jm‖L (H−1,H10 ) ≤ m.
(3) Jmu→ u in X as m→∞ for every u ∈ X.
We consider the following approximate problem:{
i∂tum +∆um + Jmg(Jmum) = 0,
um(0) = ϕ.
(2.14)
For each m ∈ N, there exists a unique solution um ∈ C(R, H10 (Ω))∩C1(R, H−1(Ω))
of (2.14) and
M(um(t)) =M(ϕ) and Em(um(t)) = Em(ϕ)(2.15)
for all t ∈ R. Here, Em is defined by
Em(u) =
1
2
∫
Ω
|∇u|2dx−Gm(u),
where Gm is defined by Gm(u) = G(Jmu) for every u ∈ H10 (Ω). From the conser-
vation laws (2.15), there exists T = T (ϕ) > 0 such that
M := sup
m∈N
‖um‖C([−T,T ],H1
0
) <∞.(2.16)
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Next, we prove (um)m∈N is a Cauchy sequence in C([−T, T ], L2(Ω)). By using
the equation (2.14), we have
d
dt
‖um − un‖2L2 = 2Im(i∂tum − i∂tun, um − un)
= −2Im(Jmg(Jmum)− Jng(Jnun), um − un)
= −2Im
[
(Jmg(Jmum)− Jng(Jmum), um − un)
+ (g(Jmum)− g(Jnum), Jn(um − un))
+ (g(Jnum)− g(Jnun), Jn(um − un))
]
= B1 +B2 +B3.
In the same way as A2 in Section 2.1, B3 is estimated by
B3 ≤ pC(M)‖um − un‖2(1−
3
2p )
L2 .(2.17)
In order to estimate B1 and B2, we prepare the following key lemma.
Lemma 2.4. Let 1 < p <∞. Then,
‖Jmv − Jnv‖Lp ≤
√
2
(
1√
m
+
1√
n
)
‖v‖W 1,p(2.18)
for all v ∈ W 1,p0 (Ω).
Proof. Let the operator Tm = ∆Jm and v ∈ C∞c (Ω). By Lemma 2.2, we have
‖Tmv‖Lp = ‖Jm∆v‖Lp ≤ ‖∆v‖Lp ≤ ‖v‖W 2,p .(2.19)
From the definition (2.13) of Jm, we obtain
∆Jmv = m(Jmv − v).
By Lemma 2.2 again, we have
‖Tmv‖Lp ≤ m(‖Jmv‖Lp + ‖v‖Lp) ≤ 2m‖v‖Lp.(2.20)
By (2.19), (2.20) and the complex interpolation3(see [1, 7]), we deduce that
‖Tmv‖Lp ≤
√
2m‖v‖W 1,p .(2.21)
We write
Jmv − Jnv = (Jm − 1)v + (1− Jn)v
=
1
m
∆Jmv − 1
n
∆Jnv.
Applying (2.21), we deduce that
‖Jmv − Jnv‖Lp ≤ 1
m
‖Tmv‖Lp + 1
n
‖Tnv‖Lp
≤
√
2
(
1√
m
+
1√
n
)
‖v‖W 1,p .
The result follows from a density argument. 
3Since v ∈ C∞c (Ω), if we extend v by zero outside Ω, we can use the interpolation on the whole
space.
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Fix a function such that θ ∈ C∞c (C,R) is radial and
θ(x) =
{
1 if |x| ≤ 1,
0 if |x| ≥ 2.
Set
g1(u) = θ(u)g(u),
g2(u) = (1 − θ(u))g(u).
By (2.4), we have
|g1(u)− g1(v)| ≤ C|u− v|,
|g2(u)− g2(v)| ≤ C(|u|2 + |v|2)|u − v|.
(2.22)
One can easily verify that
‖g1(u)‖H1 ≤ C‖u‖H1 ,
‖g2(u)‖W 1,r ≤ C‖u‖2Lq‖u‖H1 ,
(2.23)
where 1 < r < 2, 4 < q < ∞ and (r, q) satisfies 1r = 2q + 12 . In particular, we note
that g1(u) ∈ H10 (Ω) and g2(u) ∈ W 1,r0 (Ω) if u ∈ H10 (Ω). Fix the pair (r, q). We
write
B1 = −2Im (Jmg(Jmum)− Jng(Jmum), um − un)
= −2Im (Jmg1(Jmum)− Jng1(Jmum), um − un)
− 2Im (Jmg2(Jmum)− Jng2(Jmum), um − un)
= B11 +B12.
By Ho¨lder’s inequality, Lemma 2.4 and (2.23), we obtain that
B11 ≤ 2‖(Jm − Jn)g1(Jmum)‖L2‖um − un‖L2(2.24)
≤ C(M)
(
1√
m
+
1√
n
)
‖g1(Jmum)‖H1
≤ C(M)
(
1√
m
+
1√
n
)
and
B12 ≤ 2‖(Jm − Jn)g2(Jmum)‖Lr‖um − un‖Lr′(2.25)
≤ C(M)
(
1√
m
+
1√
n
)
‖g2(Jmum)‖W 1,r
≤ C(M)
(
1√
m
+
1√
n
)
.
B2 is estimated similarly. We write
B2 = −2Im (g(Jmum)− g(Jnum), Jn(um − un))
= −2Im (g1(Jmum)− g1(Jnum), Jn(um − un))
− 2Im (g2(Jmum)− g2(Jnum), Jn(um − un))
= B21 +B22.
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By Ho¨lder’s inequality, (2.22) and Lemma 2.4, we obtain that
B21 ≤ 2‖g1(Jmum)− g1(Jnum)‖L2‖Jn(um − un)‖L2(2.26)
≤ C(M)‖Jmum − Jnum‖L2
≤ C(M)
(
1√
m
+
1√
n
)
and
B22 ≤ 2‖g2(Jmum)− g2(Jnum)‖Lr‖Jn(um − un)‖Lr′(2.27)
≤ C(M) (‖Jmum‖2Lq + ‖Jnum‖2Lq) ‖Jmum − Jnum‖L2‖um − un‖Lr′
≤ C(M)
(
1√
m
+
1√
n
)
.
By (2.24), (2.25), (2.26) and (2.27), we deduce that
d
dt
‖um − un‖2L2 ≤ C(M)
(
1√
m
+
1√
n
)
+ C(M)p‖um − un‖2(1−
3
2p )
L2 .
This yields that (um)m∈N is a Cauchy sequence in C([−T, T ], L2(Ω)). The rest of
the proof is done in the similar way as Section 2.1. We omit the detail.
3. The logarithmic Schro¨dinger equation
In this section, we consider the following logarithmic Schro¨dinger equation:

i∂tu+∆u+ u log(|u|2) = 0 in R× Ω,
u = 0 on R× ∂Ω,
u(0) = ϕ on Ω,
(3.1)
where Ω ⊂ RN is an open set. This equation appears in various fields of physics:
quantum mechanics, quantum optics, nuclear physics, Bohmian mechanics, etc.;
see [8, 29, 48, 34]. Cazenave and Haraux [20] studied the Cauchy problem for the
equation (3.1) (see also [27, 16]). Cazenave [18] studied stable solutions for (3.1).
We also refer to [23, 39, 41] and references therein for recent related works on stable
solutions.
To state our main result, we need to prepare some natations. We define the
functions F,A,B, a, b on R+ by
F (x) = x2 log x2,
A(x) =
{ −x2 log x2 if 0 < x ≤ e−3,
3x2 + 4e−3x− e−6 if x ≥ e−3,
B(x) = F (x) +A(x),
and
a(x) =
A(x)
x
, b(x) =
B(x)
x
.
We extend the function a and b to the complex plane by setting
a(z) =
z
|z|a(|z|), b(z) =
z
|z|b(|z|) for z ∈ C \ {0}.
Let A∗ be the convex conjugate function of A. Define the sets X and X ′ by
X =
{
u ∈ L1loc(Ω) ; A(|u|) ∈ L1(Ω)
}
, X ′ =
{
u ∈ L1loc(Ω) ; A∗(|u|) ∈ L1(Ω)
}
.
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We use the Luxemburg norm defined by
‖u‖X = inf
{
k > 0 ;
∫
Ω
A
( |u|
k
)
≤ 1
}
for u ∈ X,
‖u‖X′ = inf
{
k > 0 ;
∫
Ω
A∗
( |u|
k
)
≤ 1
}
for u ∈ X ′.
X and X ′ are called Orlicz spaces. We refer to [1, 32] for Orlicz spaces in detail.
First, we prepare the following basic lemma.
Lemma 3.1 ([18]). (X, ‖ · ‖X) and (X ′, ‖ · ‖X′) are reflexive Banach spaces and
X ′ is the topological dual of X. Furthermore, the following properties hold:
(1) If um −→
m→∞
u in X, then A(|um|) −→
m→∞
A(|u|) in L1(Ω).
(2) If um −→
m→∞
u a.e. and if∫
Ω
A(|um|) −→
m→∞
∫
Ω
A(|u|) <∞,
then um −→
m→∞
u in X.
Set the Banach space
W = H10 (Ω) ∩X.
Note that the dual space of W is given by
W ∗ = H−1(Ω) +X ′.
Define the energy functional
E(u) =
1
2
∫
Ω
|∇u|2 − 1
2
∫
Ω
|u|2 log |u|2
for u ∈ W . We have the following result.
Lemma 3.2 ([18]). The operator L : u 7→ ∆u+ u log |u|2 maps continuously W →
W ∗. The image under L of a bounded subset of W is a bounded subset of W ∗. The
operator E belongs to C1(R,W ) and
E′(u) = −Lu− u
for all u ∈W .
Our main aim of this section is to give a simple alternative proof of the following
theorem.
Theorem 3.3 ([20, 19]). Let N ≥ 1. For every ϕ ∈ W , there exists a unique
solution u ∈ C(R,W )∩C1(R,W ∗) of the equation (3.1). Furthermore, the following
properties hold:
(1) supt∈R ‖u(t)‖W <∞.
(2) M(u(t)) =M(ϕ) and E(u(t)) = E(ϕ) for all t ∈ R.
(3) Continuous dependence is satisfied in the sense that if ϕm → ϕ in W , then
um → u in W uniformly on bounded intervals, where um is the solution of
(3.1) with um(0) = ϕm.
For the proof of Theorem 3.3, the following lemma is important in our analysis.
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Lemma 3.4 ([20]). For all u, v ∈ C, we have∣∣Im [(u log |u|2 − v log |v|2)(u − v)]∣∣ ≤ 2|u− v|2.
Proof. For the convenience of the readers, we prove this lemma. We write
Im
[
(u log |u|2 − v log |v|2)(u − v)] = Im [−u log |u|2v − v log |v|2u]
=
(
log |u|2 − log |v|2) Im(uv)
It is easily verified that
Im(uv) ≤ min{|u|, |v|}|u− v|.
On the other hand, we have
|log |u| − log |v|| =
∣∣∣∣
∫ 1
0
d
dt
log(t|u|+ (1 − t)|v|)dt
∣∣∣∣
=
∣∣∣∣
∫ 1
0
1
t|u|+ (1− t)|v| (|u| − |v|)dt
∣∣∣∣
≤ 1
min{|u|, |v|} |u− v|.
Therefore, we have ∣∣(log |u|2 − log |v|2) Im(uv)∣∣ ≤ 2|u− v|2.
This completes the proof. 
We consider the approximate equation of (3.1). Given m ∈ N, and define the
functions am and bm by
am(z) =
{
a(z) if |z| ≥ 1m ,
mza
(
1
m
)
if |z| ≤ 1m ,
bm(z) =
{
b(z) if |z| ≤ m,
z
mb (m) if |z| ≥ m.
Set
gm(u) = −am(u) + bm(u)
and consider the following problem:{
i∂tum +∆um + gm(um) = 0,
um(0) = ϕ.
(3.2)
It is easily verified that there exists a unique solution um ∈ C(R, H10 (Ω))∩C1(R, H−1(Ω))
of (3.2) and
M(um(t)) =M(ϕ) and Em(um(t)) = Em(ϕ)(3.3)
for all t ∈ R. Here, Em is defined by
Em(u) =
1
2
∫
Ω
|∇u|2 +
∫
Ω
Φm(|u|)−
∫
Ω
Ψm(|u|),
where Φm and Ψm are defined by
Φm(z) =
∫ |z|
0
am(s)ds, Ψm(z) =
∫ |z|
0
bm(s)ds
for all z ∈ C. For z > 0, we have∫ z
0
s log s2ds =
z2
2
log z2 − 1
2
z2.(3.4)
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By the dominated convergence theorem and (3.4),
Em(ϕ) −→
m→∞
E(ϕ) +
1
2
M(ϕ).(3.5)
By (3.3), (3.5) and Φm ≥ 0, we obtain
‖∇um(t)‖2L2 ≤ C(‖ϕ‖W ) <∞(3.6)
for all t ∈ R. By (3.3), (3.5) and (3.6), we deduce that∫
Ω
Φm(|um(t)|) = Em(ϕ)− 1
2
‖∇um(t)‖2L2 −Ψm(|um(t)|)(3.7)
≤ C(‖ϕ‖W )
for all t ∈ R. We set
M := sup
m∈N
‖um‖L∞(R,H1
0
) <∞.(3.8)
Next, we prove (um)m∈N is a Cauchy sequence in C([−T, T ], L2(Ω′)) for all T > 0
and Ω′ ⊂⊂ Ω. We fix a function ψ ∈ C∞c (RN ) such that ψ is radial and
ψ(x) =
{
1 if |x| ≤ 1,
0 if |x| ≥ 2,
and set ψR(x) = ψ(x/R). By using the equation (3.2) and (3.8), we have
d
dt
‖ψR(um − un)‖2L2 = 2Im
(
ψ2R(i∂tum − i∂tun), um − un
)
= 2Im
(∇(ψ2R) · ∇(um − un), um − un)
− 2Im (ψ2R(gm(um)− gn(un)), um − un)
≤ C(M)
R
+ L1 + L2,
where L1 and L2 are defined by
L1 = 2Im
(
ψ2R(am(um)− an(un)), um − un
)
,
L2 = −2Im
(
ψ2R(bm(um)− bn(un)), um − un
)
.
To estimate L1 and L2, we prove the following key lemma.
Lemma 3.5. Let n ∈ N. For all u, v ∈ C, we have
|Im [(an(u)− an(v))(u − v)]| ≤ C|u − v|2,(3.9)
|Im [(bn(u)− bn(v))(u − v)] | ≤ C|u − v|2,(3.10)
where C is independent of n.
Proof. We only prove (3.9). One can prove (3.10) in a similar way. First, we recall
that
a(x) =


−x log x2 if 0 < x ≤ e−3,
3x+ 4e−3 − e
−6
x
if x ≥ e−3.
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We may consider only the case 1n < e
−3. Define
R1 =
{
z ∈ C ; 0 < |z| < 1
n
}
,
R2 =
{
z ∈ C ; 1
n
≤ |z| ≤ e−3
}
,
R3 =
{
z ∈ C ; e−3 < |z|} ,
and
In = Im [(an(u)− an(v))(u − v)] .
When u, v ∈ R1, In = 0. When u, v ∈ R2, we have
|In| ≤ 2|u− v|2
by Lemma 3.4. When u, v ∈ R3, a simple calculation shows that (3.9) holds.
Next, we consider that each of u and v belongs to the different region. Without
loss of generality, we may assume 0 < |v| < |u|. Note that
In = Im [−an(u)v − an(v)u]
= Im
[
− u|u|an(|u|)v −
v
|v|an(|v|)u
]
=
[
an(|u|)
|u| −
an(|v|)
|v|
]
Im(uv).
Set hn(s) =
an(s)
s for s > 0. We write
In = (hn(|u|)− hn(|v|))Im(uv).(3.11)
When v ∈ R1 and u ∈ R2, we take w ∈ C such that
|w| = 1
n
and |u− v| = |u− w|+ |w − v|.
We note that hn(|v|) = − log( 1n )2 = hn(|w|) and
|hn(|u|)− hn(|w|)| =
∣∣− log |u|2 + log |w|2∣∣
≤ 2|w| |u− w|.
Since
|Im(uv)| ≤ |v| |u − v|,(3.12)
we deduce that
|In| ≤ (|hn(|u|)− hn(|w|)| + |hn(|w|) − hn(|v|)|) |Im(uv)|
≤ 2|w| |u− w| · |v| |u − v|
≤ 2|u− v|2.
Similarly, one can prove that (3.9) holds when v ∈ R2 and u ∈ R3.
Finally, we consider the case v ∈ R1 and u ∈ R3. We take w1, w2 ∈ C such that
|w1| = e−3, |w2| = 1
n
and |u− v| = |u− w1|+ |w1 − w2|+ |w2 − v|.
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A simple calculation shows that
|hn(|u|)− hn(|w1|)| ≤ C|u− w1|,
|hn(|w1|)− hn(|w2|)| ≤ 2|w2| |w1 − w2|,
|hn(|w2|)− hn(|v|)| = 0,
(3.13)
where C is independent of n. By (3.12) and (3.13), we deduce that
|In| ≤
(
C|u − w1|+ 2|w2| |w1 − w2|
)
|v| |u− v|
≤ C (|u− w1|+ |w1 − w2|) |u− v|
≤ C|u − v|2.
This completes the proof. 
We begin with the estimate of L1. We write
L1 = 2Im
(
ψ2R(am(um)− an(um)), um − un
)
+ 2Im
(
ψ2R(an(um)− an(un)), um − un
)
= L11 + L12.
We note that
|am(um)− a(um)| =
∣∣∣∣χ|um|≤ 1m
(
muma
(
1
m
)
− a(um)
)∣∣∣∣
≤
∣∣∣∣∣χ|um|≤ 1m
(
−um log
(
1
m
)2
+ um log |um|2
)∣∣∣∣∣
≤ − 2
m
log
(
1
m
)2
.
Hence, L11 is estimated as
L11 ≤ 2
(
− 2
m
log
(
1
m
)2
− 2
n
log
(
1
n
)2)
‖ψ2R(um − un)‖L1(3.14)
≤ 8|Ω2R| 12
(
logm
m
+
logn
n
)
‖um − un‖L2
≤ 16|Ω2R| 12
(
logm
m
+
logn
n
)
‖ϕ‖L2 ,
where Ω2R = Ω ∩B(0, 2R). By Lemma 3.5, L12 is estimated as
L12 = 2Im
(
ψ2R(an(um)− an(un)), um − un
)
(3.15)
≤ C‖ψR(um − un)‖2L2 .
Next, we estimate L2. We write
L2 = −2Im
(
ψ2R(bm(um)− bn(um)), um − un
)
− 2Im (ψ2R(bn(um)− bn(un)), um − un)
= L21 + L22.
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We note that
|bm(um)− b(um)| =
∣∣χ|um|≥m(bm(um)− b(um))∣∣
≤ Cχ|um|≥m|um| log |um|2,
where C is independent of m. Therefore, we have
‖bm(um)− b(um)‖2L2 ≤ C
∫
|um|≥m
|um|2
(
log |um|2
)2
dx(3.16)
≤ C
∫
|um|≥m
|um|2(1+ε)|um|−εdx
≤ C‖um‖2(1+ε)H1 m−ε ≤ C(M)m−ε,
where we fix ε = εN > 0 satisfying
2 < 2(1 + ε) <
{
∞ if N = 1, 2,
2N
N−2 if N ≥ 3
for each dimension N . Applying (3.16), L21 is estimated as
L21 ≤ C(M)
(
m−
ε
2 + n−
ε
2
) ‖um − un‖L2(3.17)
≤ C(M) (m− ε2 + n− ε2 ) .
By Lemma 3.5, L22 is estimated as
L22 = 2Im
(
ψ2R(bn(um)− bn(un)), um − un
)
(3.18)
≤ C‖ψR(um − un)‖2L2 .
By (3.14), (3.15), (3.17) and (3.18), we obtain that
d
dt
‖ψR(um − un)‖2L2 ≤
C(M)
R
+ 16|Ω2R| 12
(
logm
m
+
logn
n
)
‖ϕ‖L2
+ C(M)
(
m−
ε
2 + n−
ε
2
)
+ C‖ψR(um − un)‖2L2 .
Integrating over [−T, T ] for any T > 0 and applying the Gronwall inequality, we
deduce that
‖ψR(um − un)‖2C([−T,T ],L2) ≤ eCTC(M)T
(
1
R
+ |Ω2R| 12
(
logm
m
+
logn
n
)
+
(
m−
ε
2 + n−
ε
2
))
.
Taking the lim supm,n→∞ in the preceding inequality, we have
lim sup
m,n→∞
‖ψR(um − un)‖2C([−T,T ],L2) ≤ eCT
C(M)T
R
.(3.19)
Now fix any R0 > 0 and take R > R0. By (3.19), we have
lim sup
m,n→∞
‖um − un‖2C([−T,T ],L2(ΩR0 )) ≤ lim supm,n→∞ ‖ψR(um − un)‖
2
C([−T,T ],L2(Ω))
≤ eCT C(M)T
R
−→
R→∞
0.
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We deduce that (um)m∈N is a Cauchy sequence in C([−T, T ], L2(ΩR0)). Since
T > 0 and R0 > 0 were arbitrary, combining with (3.3) and (3.6), there exists
u ∈ L∞(R, H10 (Ω)) such that
um → u in C([−T, T ], L2(Ω′)) for all T > 0 and Ω′ ⊂⊂ Ω,(3.20)
um(t)⇀ u(t) in H
1
0 (Ω) for all t ∈ R.(3.21)
By (3.20), (3.7) and Fatou’s lemma, we deduce that
‖u‖L∞(R,X) ≤ C(‖ϕ‖X).(3.22)
Therefore, u ∈ L∞(R,W ). It is easily verified that u satisfies
i∂tu+∆u+ u log(|u|2) = 0
in the sense of distribution D ′(R × Ω) and it follows u ∈ W 1,∞(R,W ∗) from the
equation and Lemma 3.2. By (3.3), (3.5), (3.20), (3.21) and Fatou’s lemma, we
have
M(u(t)) ≤M(ϕ) and E(u(t)) ≤ E(ϕ)(3.23)
for all t ∈ R.
Next, we prove uniqueness in the class L∞(R,W ) ∩W 1,∞(R,W ∗). Let u and v
be two solutions of (3.1). Taking the W ∗ −W duality, we have
d
dt
‖u− v‖2L2 = 2 〈ut − vt, u− v〉W∗,W
= −Im
∫
Ω
(u log |u|2 − v log |v|2)(u − v).
Applying Lemma 3.4 and Gronwall’s inequality, we obtain u = v. By uniqueness
and (3.23), we deduce that
M(u(t)) =M(ϕ) and E(u(t)) = E(ϕ)(3.24)
for all t ∈ R. By (3.24) and Lemma 3.1, we obtain u ∈ C(R,W ). Finally, continuous
dependence is proved by Lemma 3.1, Lemma 3.4 and conservation of energy. We
omit the detail.
Remark 3.1. Our approach is also applicable for the fractional logarithmic Schro¨dinger
equation studied in [24, 5].
4. The damped nonlinear Schro¨dinger equation
In this section, we consider the following damped nonlinear Schro¨dinger equation:

i∂tu+∆u+ i
u
|u|α = 0 in [0,∞)× Ω,
u = 0 on [0,∞)× ∂Ω,
u(0) = ϕ on Ω,
(4.1)
where 0 ≤ α ≤ 1 and Ω ⊂ RN is an open set. The damping term in the equation
(4.1) appears in mechanics (see [2, 3] and references therein). The case α = 0 (linear
damping) has been well studied; see e.g., [42, 43, 25, 36, 22]. In the case α = 1,
the damping term is referred to as Coulomb friction, and it has been studied in the
case of wave equations in [6]. Carles and Gallo [15] studied the Cauchy problem
for (4.1) on compact manifolds without boundary when 0 < α ≤ 1 and proved that
finite time extinction phenomena occurs when N ≤ 3. The restriction of dimension
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comes from the exponents in Nash type inequalities. This result was extended in
[17] for more general nonlinearities.
Our main aim of this section is to prove the following theorem.
Theorem 4.1. Let N ≥ 1, 0 < α < 1 and assume that Ω is a bounded open set.
For every ϕ ∈ H10 (Ω), (4.1) has a unique global solution u ∈ C([0,∞), H10 (Ω)) ∩
C1([0,∞), H−1(Ω)) of the equation (4.1). Moreover, u satisfies the following a
priori estimate:
‖u‖C([0,∞),H1
0
) ≤ ‖ϕ‖H1
0
.
Remark 4.1. In [15], they constructed a global weak solution for (4.1) on compact
manifolds without boundary by compactness arguments. Our construction of strong
solution can be applied for the case compact manifolds in the same way.
Remark 4.2. We can construct strong H2(Ω) solutions in the similar way as the
proof of Theorem 4.1 (see also [15]).
For the proof of Theorem 4.1, we consider the approximate equation of (4.1).
Given m ∈ N. Set
g(u) =
u
|u|α ,
gm(u) =


g(u) if |u| ≥ 1
m
,
mug
(
1
m
)
if |u| ≤ 1
m
,
and consider the following problem:{
i∂tum +∆um + igm(um) = 0,
um(0) = ϕ.
(4.2)
It is easily verified that there exists a unique solution um ∈ C([0,∞), H10 (Ω)) ∩
C1([0,∞), H−1(Ω)) of (4.2) and
‖um(t)‖L2 ≤ ‖ϕ‖L2 and ‖∇um(t)‖L2 ≤ ‖∇ϕ‖L2(4.3)
for all t ∈ R.
Next, we prove (um)m∈N is a Cauchy sequence in C([0, T ], L
2(Ω)) for all T > 0.
By using the equation (4.2), we have
d
dt
‖um − un‖2L2 = 2Im(i∂tum − i∂tun, um − un)
= −2Im (i(gm(um)− gn(un)), um − un)
= −2Re (gm(um)− gn(um), um − un)
− 2Re (gn(um)− gn(un), um − un)
= K1 +K2.
We begin with the estimate of K1. We note that
|gm(um)− g(um)| =
∣∣∣∣χ|um|≤ 1m
(
mαum − um|um|α
)∣∣∣∣
≤ χ|um|≤ 1m
(
mα · 1
m
+ |um|1−α
)
≤ 2m−(1−α).
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Therefore, K1 is estimated as
K1 = −2Re (gm(um)− g(um), um − un)
− 2Re (g(um)− gn(um), um − un)
≤ 4
(
m−(1−α) + n−(1−α)
)
‖um − un‖L1
≤ 8|Ω| 12 ‖ϕ‖L2
(
m−(1−α) + n−(1−α)
)
.
In order to estimate K2, we use the following lemma. This result extends Lemma
2.6 in [17].
Lemma 4.2. Let f : R+ → R be a monotone increasing function with f(0) = 0.
We extend f to the complex plane by setting f(z) = z|z|f(|z|) for z ∈ C\{0}. Then,
Re
[
(f(z1)− f(z2))(z1 − z2)
]
≥ 0
for all z1, z2 ∈ C.
Proof. We may z1, z2 6= 0. Then, we have
Re
[(
z1
|z1|f(|z1|)−
z2
|z2|f(|z2|)
)
(z1 − z2)
]
= f(|z1|)|z1| − f(|z1|)|z1| Re(z1z2)−
f(|z2|)
|z2| Re(z2z1) + f(|z2|)|z2|
≥ f(|z1|)|z1| − f(|z1|)|z2| − f(|z2|)|z1|+ f(|z2|)|z2|
=
(
f(|z1|)− f(|z2|)
)
(|z1| − |z2|)
≥ 0,
where in the last inequality we have used the monotonicity of f : R+ → R. 
We note that R+ ∋ s→ gn(s) is a monotone increasing function with gn(0) = 0.
Applying K2 to Lemma 4.2, we obtain that
K2 = −2Re (gn(um)− gn(un), um − un) ≤ 0.
Hence, we obtain
d
dt
‖um − un‖2L2 ≤ 8|Ω|
1
2 ‖ϕ‖L2
(
m−(1−α) + n−(1−α)
)
.
Integrating over [0, T ] for any T > 0, we obtain that
‖um − un‖2C([0,T ],L2) ≤ 8T |Ω|
1
2 ‖ϕ‖L2(Ω)
(
m−(1−α) + n−(1−α)
)
−→
m,n→∞
0.
Therefore, there exists u ∈ C([0,∞), L2(Ω)) such that
un → u in C([0, T ], L2(Ω)) for all T > 0.(4.4)
From (4.3) and (4.4), we deduce that u ∈ L∞([0,∞), H10 (Ω)) and
‖u(t)‖H1(Ω) ≤ ‖ϕ‖H1(Ω)
for all t > 0.
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We shall prove that the function u satisfies (4.1) and lies in C([0,∞), H10 (Ω)).
Note that um is a solution of the integral equation
um(t) = U(t)ϕ −
∫ t
0
U(t− s)gm(um(s))ds for all t > 0.(4.5)
Note that
|gm(um)− g(u)| ≤ |gm(um)− g(um)|+ |g(um)− g(u)|
≤ 2m−(1−α) + |g(um)− g(u)|.
Using the following elementary inequality∣∣∣∣ u|u|α − v|vα|
∣∣∣∣ . |u− v|1−α for all u, v ∈ C,
we deduce that
‖g(um(s))− g(u(s))‖L2 ≤ C|Ω|
α
2 ‖um(s)− u(s)‖1−αL2
for all s > 0. Hence, we obtain gm(um) → g(u) in C([0, T ], L2(Ω)) for all T > 0.
Taking the limit in the integral equation (4.5) as m→∞, we conclude that
u(t) = U(t)ϕ −
∫ t
0
U(t− s)g(u(s))ds for all t > 0.(4.6)
Since g(u) ∈ C([0,∞), L2(Ω)), it follows that u ∈ C1([0,∞), H−1(Ω)) from (4.6).
Therefore, u satisfies the equation (4.1). It follows from the equation (4.1) that
∆u ∈ C([0,∞), H−1(Ω)). Hence, we deduce that u ∈ C([0,∞), H10 (Ω)). This
completes the proof.
Remark 4.3. Carles and Gallo [15] also studied the case α = 1. They introduced
weak solutions in this case as follows. A global weak solution to (4.1) is a function
u ∈ C([0,∞), L2(Ω)) ∩ L∞((0,∞), H10 (Ω)) solving
i
∂u
∂t
+∆u+ iF = 0
in the sense of distribution D ′(R+ × Ω), where F is such that
‖F‖L∞(R+×Ω) ≤ 1, and F =
u
|u| if u 6= 0.
They proved that (4.1) has a unique, global weak solution in this sense above by
compactness arguments. We do not know at this stage that our approach covers
the case α = 1. In the proof above, the estimate of K2 is done in the same way,
while we can not obtain the decay of m and n from the estimate of K1 when α = 1.
Remark 4.4. Combining with the proof of Theorem 2.1, by the same approach
we can construct a global strong solutions in H10 (Ω) to
i∂tu+∆u+ |u|2σu+ i u|u|α = 0,(4.7)
where 0 < α < 1 and σ < 2/N (N = 1, 2). The assumption of nonlinearity means
that no finite time blow-up occurs without damping term. Finite time extinction
phenomena of (4.7) on compact manifolds was investigated by Carles and Gallo [15]
when N = 1, and Carles and Ozawa [17] when N = 2. Their proof still holds in the
Dirichlet boundary problem. It is an interesting open problem whether finite time
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blow-up or extinction occurs when 0 < α < 1 and σ = 2/N . We refer to [36, 22]
for these problems with the linear damping case (α = 0).
When Ω is unbounded, we have the following result.
Theorem 4.3. Let N ≥ 1, 0 < α < 1 and assume that Ω is an unbounded
open set. For every ϕ ∈ H10 (Ω), (4.1) has a unique global solution u ∈ (Cw ∩
L∞)([0,∞), H10 (Ω)) of the equation (4.1) in the sense of distribution D ′(R+ × Ω).
Moreover, u satisfies the following a priori estimate:
‖u‖L∞((0,∞),H1
0
) ≤ ‖ϕ‖H1
0
.
Proof. We can construct solutions if we modify the proof of Theorem 4.1 by using
cut-off functions as in the proof of Theorem 3.3. Here, we only prove uniqueness.
Assume that u1 and u2 are two solutions satisfying the equation (4.1) in the
sense of distribution D ′(R+ × Ω). Note that ui (i = 1, 2) satisfies
i∂tui +∆ui + i
ui
|ui|α = 0 in H
−1(Ω′)(4.8)
for all Ω′ ⊂⊂ Ω. Let us fix a function ψ ∈ C∞c (RN ) such that ψ is radial and
ψ(x) =
{
1 if |x| ≤ 1,
0 if |x| ≥ 2,
and set ψR(x) = ψ(x/R). We set
M = max
{
‖u1‖L∞((0,∞),H1
0
), ‖u2‖L∞((0,∞),H1
0
)
}
.
By taking the H−1(Ω2R)−H10 (Ω2R) duality and the equation (4.8), we have
d
dt
‖ψR(u1 − u2)‖2L2 = 2 〈∂t(ψR(u1 − u2)), ψR(u1 − u2)〉H−1(Ω2R),H10 (Ω2R)
= 2Im
(∇(ψ2R) · ∇(u1 − u2), u1 − u2)
− 2Re (ψ2R(g(u1)− g(u2)), u1 − u2)
≤ C(M)
R
,
where in the last inequality we have used Lemma 4.2. Integrating over [0, T ] for
any T > 0, we obtain
‖ψR(u1 − u2)‖C([0,T ],L2) ≤
C(M)T
R
.
Applying Fatou’s lemma, we deduce that
‖u1(t)− u2(t)‖L2 ≤ lim inf
R→∞
‖ψR(u1(t)− u2(t))‖L2
≤ lim inf
R→∞
C(M)T
R
= 0
for all t ∈ [0, T ]. This yields that u1 = u2. 
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