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Abstract
In this work we clarify some properties of the one-loop IR divergences in non-Abelian
gauge field theories on non-commutative 4-dimensional Moyal space. Additionally, we
derive the tree-level Slavnov-Taylor identities relating the two, three and four point
functions, and verify their consistency with the divergent one-loop level results. We
also discuss the special case of two dimensions.
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1 Introduction
Quantum field theories formulated on non-commutative spaces are motivated by the fact
that the classical concept of space and time must break down at Planck scale distances. The
simplest example of a non-commutative space is achieved by deforming Euclidean space by
assuming that its coordinates fulfill a Heisenberg algebra [xˆµ, xˆν ], thereby promoting them
to operators on a Hilbert space. A simple realization of this so-called Groenewold-Moyal
deformed (or θ-deformed) space [1, 2] is formulated in terms of ordinary functions by means
of a deformed star-product
(f ? g)(x) = ei
ε
2
θµν∂xµ∂
y
ν f(x)g(y)
∣∣∣
y→x
. (1)
The real parameter ε has mass dimension −2 rendering the constant antisymmetric defor-
mation matrix θµν dimensionless. One can easily check that
[xµ ?, xν ] = iεθµν . (2)
This commutation relation is invariant under translations of the space-time coordinates and
under the so-called reduced Lorentz transformations (or reduced orthogonal transformations
in the Euclidean setting) see e.g. [3]. For a discussion on general properties of star-products
oriented to physics, see [4]. Reviews on quantum field theories (QFTs) on Groenewold-
Moyal deformed spaces may be found in e.g. [5–8].
In general, such models suffer from new types of divergences arising due to a phenomenon
referred to as UV/IR mixing [9, 10]. Only some years ago, Grosse and Wulkenhaar were able
to resolve this problem in the case of a scalar field theory with quartic coupling by adding a
2
harmonic oscillator-like term to the (Euclidean) action thereby rendering it renormalizable
to all orders of perturbation theory [11, 12]. The Grosse-Wulkenhaar model has a vanishing
β-function to all orders [13–15] when the action is invariant under the Langmann-Szabo
duality [16]. It is very likely to be non-perturbatively solvable, as shown in [17]. Besides,
this model as well as its gauge theory counterpart (at the classical level) is linked with a
peculiar type of spectral triple [18] whose relationship to the Moyal geometries has been
analyzed in [19–21]. The harmonic term admits a geometric interpretation in terms of
non-commutative scalar curvature [22–24]. A variation of the Grosse-Wulkenhaar model
tailored to degenerate Moyal space was explored in [25].
Later, an alternative approach was put forward in [26] by replacing the oscillator term
with a translation invariant alternative of type φ(−p) 1
p2
φ(p). Also in this case, the authors
were able to prove renormalizability of this “1/p2-model” to all orders by means of Multi-
scale Analysis. The restoration of rotational invariance while preserving renormalizability
of the Grosse-Wulkenhaar model has been discussed in [27].
Inspired by these successes, similar approaches were examined for U?(1) gauge theo-
ries1 in Euclidean space: A gauge model induced by Heatkernel methods of the Grosse-
Wulkenhaar model coupled to a gauge field was first employed in [28, 29]. However, its
non-trivial vacuum structure poses thus far unresolved problems [18, 30, 31]. An alterna-
tive route of implementing an oscillator term in a non-commutative gauge theory was tried
in [32], but was found to generate the same induced model at one-loop order [33]. Various
approaches to implementing a damping mechanism similar to the scalar 1/p2-model were
also discussed — see [34–37]. Classical structures stemming from non-commutative differ-
ential geometry that may underly these gauge models have been explored in [38–40]. In
Section 4 we will comment on the approach of Ref. [37].
Finally, methods and problems arising when one attempts to prove renormalizability of
a gauge model on non-commutative spaces can be found in [41, 42] and references therein.
The main purpose of this work, however, will be to clarify some properties of the one-loop
IR divergences of non-Abelian gauge field theories on Moyal-deformed spaces. We therefore
start by discussing explicit one-loop calculations on non-commutative R4θ after “setting the
stage” by introducing the model and its properties, such as Slavnov-Taylor identities, in
Section 2 and 3. We then make some comments concerning its renormalizability in Section 4
and finally discuss the special case of two dimensions in Section 5.
Notation. Throughout the remainder of this paper, the following notation will be used:
Following Ref. [43] we denote U?(N) indices with capital letters A,B,C, . . . and SU?(N)
indices with a, b, c, . . .. Finally, the index 0 is used for fields which are U?(1), and whenever
an index is omitted, the according field including the U(N) gauge group generator TA is
meant. Furthermore, we implicitly assume all products to be deformed (i.e. star products).
Finally, we define the following contractions with θµν :
v˜µ := θµνvν , w˜ := θµνwµν . (3)
1By the subscript ? we emphasize that the non-commutativity of the space coordinates alters the gauge
group.
3
U?(N) gauge fields. The covariant derivative Dµ and the field strength Fµν are defined
as
Dµ• = ∂µ • −ig [Aµ, •] , Aµ = AAµTA ,
Fµν = ∂µAν − ∂νAµ − ig [Aµ, Aν ] , (4)
where TA are the generators of the U(N) gauge group. They are normalized as Tr(TATB) =
1
2δ
AB, and T 0 = 1√
2N
1N (cf. [43]). Due to the star product, the field strength tensor Fµν
exhibits additional couplings between the U?(1) and the SU?(N) sector, i.e. we have
Fµν =
(
∂µA
0
ν − ∂νA0µ −
ig
2
dAB0
[
AAµ , A
B
ν
])
T 0
+
(
∂µA
c
ν − ∂νAcµ +
g
2
fabc
{
Aaµ, A
b
ν
}
− ig
2
dABc
[
AAµ , A
B
ν
])
T c
≡ F 0µνT 0 + F cµνT c , (5)
where fabc and dABC are (anti)symmetric structure constants of the gauge group. The
terms proportional to dAB0 =
√
2
N δ
AB contain both types of fields, i.e. U?(1) and SU?(N),
and hence giving rise to the additional couplings. In the commutative limit, the star
commutators would vanish and the two sectors would decouple once more.
Similarly, one has for the covariant derivative of e.g. a ghost field c:
Dµc =
(
∂µc
0 − ig
2
dAB0
[
AAµ , c
B
])
T 0 +
(
∂µc
c +
g
2
fabc
{
Aaµ, c
b
}
− ig
2
dABc
[
AAµ , c
B
])
T c .
(6)
2 Non-commutative gauge field action and its symmetries
We consider the non-commutative U(N) gauge field action on Euclidean R4θ with a covariant
gauge fixing
S = Tr
∫
d4x
(
1
4
FµνF
µν + s
(
c¯∂µAµ +
α
2 c¯b
))
= Tr
∫
d4x
(
1
4
FµνF
µν + b∂µAµ +
α
2 bb− c¯∂µDµc
)
, (7)
which is invariant under the BRST transformations
sAµ = Dµc , sc = igcc ,
sc¯ = b , sb = 0 ,
s2φ = 0 , ∀φ . (8)
All products are considered to be star products. Upon introducing external sources for
non-linear BRST-transformations
Γ(0) = S + Sext , Sext = Tr
∫
d4x (ρµsAµ + σsc) , (9)
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one derives the identity
S(Γ(0)) =
∫
d4x
(
δΓ(0)
δρµ,A(x)
δΓ(0)
δAAµ (x)
+
δΓ(0)
δσA(x)
δΓ(0)
δcA(x)
+ bA(x)
δΓ(0)
δc¯A(x)
)
= 0 , (10)
capturing the (BRST) symmetry content of the model at tree level. The according linearized
symmetry operator then reads
SΓ(0) =
∫
d4x
(
δΓ(0)
δρµ,A(x)
δ
δAAµ (x)
+
δΓ(0)
δAAµ (x)
δ
δρµ,A(x)
+
δΓ(0)
δσA(x)
δ
δcA(x)
+
δΓ(0)
δcA(x)
δ
δσA(x)
+ bA(x)
δ
δc¯A(x)
)
, (11)
Noting that
δ
δAAν (y)
S(Γ(0)) = SΓ(0)
δΓ(0)
δAAν (y)
= 0 , (12)
we can vary this last relation with respect to c(z) and set all fields to zero afterwards
resulting in
∂zµ
δ2Γ(0)
δAAν (y)δA
B
µ (z)
∣∣∣
Φ=0
= 0 . (13)
This implies transversality of the two point function.
Similarly, in varying an additional time with respect to A one derives an identity relating
the 3-point function and the 2-point function, i.e.
δ3S(Γ(0))
δcC(z)δAAσ (x)δA
B
ν (y)
= 0 , (14)
leads (for vanishing fields) to the tree-level identity
∂zµ
δ3Γ(0)
δAAσ (x)δA
B
ν (y)δA
C
µ (z)
= igdDAC
[
δ2Γ(0)
δADσ (x)δA
B
ν (y)
, δ(y − z)
]
+ igfDAC
{
δ2Γ(0)
δADσ (x)δA
B
ν (y)
, δ(y − z)
}
+ (σ,A, x)↔ (ν,B, y) ,
(15)
where the star-product is with respect to the variable that appears in both the 2-point
function and the delta-function (i.e. y in the first two terms and x in the other terms on
the rhs).
Finally, one additional variation with respect to the gauge field yields an identity relating
the four to the three point function:
∂wµ
δ4Γ(0)
δAA (z)δA
B
σ (x)δA
C
ν (y)δA
D
µ (w)
= igdEBD
[
δ3Γ(0)
δAA (z)δA
E
σ (x)δA
C
ν (y)
, δ(y − w)
]
+ igfEBD
{
δ3Γ(0)
δAA (z)δA
E
σ (x)δA
C
ν (y)
, δ(y − w)
}
+ (σ,B, x)↔ (ν, C, y) + (, A, z)↔ (ν, C, y) . (16)
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One of the goals of this paper will be to check these identities for the IR divergences
appearing at one-loop level.
3 One-loop computations
3.1 Feynman rules
The gauge field propagator takes the form
GA
AAB
µν (k) =
δAB
k2
(
δµν − (1− α)kµkν
k2
)
, (17)
and the ghost propagator takes the simple form
Gc¯c(k) = −δ
AB
k2
. (18)
Additionally, the model (7) features several vertices:
k2,σ
k1,ρ
k3,τ
V˜ A
AABA0
ρστ (k1, k2, k3) = 2ig(2pi)
4δ4(k1 + k2 + k3)FAB0(k1, k2)×
× [(k3 − k2)ρδστ + (k1 − k3)σδρτ + (k2 − k1)τδρσ] ,
V˜ A
aAbAc
ρστ (k1, k2, k3) = 2ig(2pi)
4δ4(k1 + k2 + k3)Fabc(k1, k2)×
× [(k3 − k2)ρδστ + (k1 − k3)σδρτ + (k2 − k1)τδρσ] , (19a)
k4,ε
k3,τ
k2,σ
k1,ρ
V˜ 4Aρστ(k1, k2, k3, k4) = −4g2(2pi)4δ4(k1 + k2 + k3 + k4)×
×
[
(δρτδσ − δρδστ )FABE(k1, k2)FCDE(k3, k4)
+ (δρσδτ − δρδστ )FACE(k1, k3)FBDE(k2, k4)
+ (δρσδτ − δρτδσ)FBCE(k2, k3)FADE(k1, k4)
]
,
(19b)
k2,µ
q1
q3
V˜ c¯
0AAcB
µ (q1, k2, q3) = −2ig(2pi)4δ4(q1 + k2 + q3)q3µFAB0(q1, q3),
V˜ c¯
aAbcc
µ (q1, k2, q3) = −2ig(2pi)4δ4(q1 + k2 + q3)q3µFacb(q1, q3) , (19c)
with
Fabc(ki, kj) =
(
dabc
2 sin
(
ε
2kik˜j
)
+ f
abc
2 cos
(
ε
2kik˜j
))
,
FAB0(ki, kj) = dAB02 sin
(
ε
2kik˜j
)
= δ
AB√
2N
sin
(
ε
2kik˜j
)
,
Fa00(ki, kj) = 0 . (20)
Considering the scaling behaviour of all these Feynman rules for large momenta, one easily
derives an estimate for the superficial degree of ultraviolet divergences:
dγ = 4− EA − Ecc¯ , (21)
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where E denotes the number of external legs of the various field types in a Feynman graph.
Having derived all necessary tools (see also the identities given in Appendix A), the various
one-loop corrections may be computed. Their results are presented in the following sections.
3.2 Vacuum polarization
The Feynman rules of the previous section give rise to three graphs contributing to the
vacuum polarization which are depicted in Figure 1. However, we have to distinguish
c)a)
b)
Figure 1: One loop corrections to the gauge boson propagator.
between the cases where the external (amputated) legs are U(1) and where they belong to
the SU(N) subsector. In the first case we find a quadratic IR divergence of the form
ΠIR
(
A0µ(p)A
0
ν(−p)
)
=
Ng2
pi2
p˜µp˜ν
ε2(p˜2)2
+ finite, (22)
and a logarithmic UV divergence
ΠUV
(
A0µ(p)A
0
ν(−p)
)
=
(13− 3α)Ng2
96pi2
(
p2δµν − pµpν
)
ln |Λ2ε2p˜2|+ finite. (23)
For the case of only external SU(N) legs, on the other hand, each of the graphs depicted
in Fig. 1 is strictly planar, meaning their non-planar contributions are zero and hence IR
finite (which in fact is consistent with the result of [43]). In fact, this can be easily seen by
considering the according phase factors when the free colour indices a, b ∈ SU?(N). In that
case, one has phase factors of the form
daCDdbCD sin2
(
ε
2kp˜
)
+ facdf bcd cos2
(
ε
2kp˜
)
= Nδab , (24)
since daCDdbCD = facdf bcd = Nδab. Clearly, they are phase-independent and hence lead to
purely planar contributions.
The sum of (planar) graphs, however, is logarithmically UV divergent exhibiting exactly
the same numerical factor as (23), i.e.
ΠUV
(
Aaµ(p)A
b
ν(−p)
)
= δab
(13− 3α)Ng2
96pi2
(
p2δµν − pµpν
)
ln |Λ2ε2p˜2|+ finite. (25)
Furthermore, all three results, (22), (23) and (25), are transverse with respect to pµ in
accordance with the Slavnov-Taylor identity (13).
3.3 3A-vertex corrections
There are essentially three different types of graphs contributing to the 3A vertex corrections
at one-loop level. These are depicted in Fig. 2. Useful identities for the structure constants
are given in Appendix A, and through explicit calculations we find the following results:
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a) b) c)
Figure 2: One loop corrections to the 3A-vertex.
Only external U(1) legs
When considering only external U(1) legs, the sum of the graphs depicted in Fig. 2 yields
a linear IR divergence of the form
Γ3A
0,IR
µνρ (p1, p2, p3) = −
ig3
pi2
√
N
2
cos
(
ε
p1p˜2
2
) ∑
i=1,2,3
p˜i,µp˜i,ν p˜i,ρ
ε(p˜2i )
2
, (26)
as well as a logarithmic UV divergence
Γ3A
0,UV
µνρ (p1, p2, p3) =
(17− 9α)
3(4pi)2
ig3
√
N
2
ln(Λ) sin
(
ε
p1p˜2
2
)[
(p1 − p2)ρδµν + (p2 − p3)µδνρ
+ (p3 − p1)νδµρ
]
= −(17− 9α) g
2N
6(4pi)2
ln(Λ)V˜ 3A
0,tree
µνρ (p1, p2, p3) . (27)
Note, that the corresponding would-be logarithmic IR divergence is actually finite for small
p˜ due to the combination2 sin
(
εp1p˜22
)
ln(ε2p˜2i ) ≈ εp1p˜22 ln(ε2p˜2i ) → 0, where i = 1, 2, 3 and
p1 + p2 + p3 = 0. These results are in agreement with the literature [10, 43, 44].
Only external SU(N) legs
The sum of these graphs only exhibit a logarithmic UV divergence
ΓA
aAbAc,UV
µνρ (p1, p2, p3) =
(17− 9α)
3(4pi)2
ig3pi2N ln(Λ)
(
dabc
2
sin
(
ε
p1p˜2
2
)
+
fabc
2
cos
(
ε
p1p˜2
2
))
×
[
(p1 − p2)ρδµν + (p2 − p3)µδνρ + (p3 − p1)νδµρ
]
= −(17− 9α) g
2N
6(4pi)2
ln(Λ)V˜ A
aAbAc,tree
µνρ (p1, p2, p3) . (28)
However, there is no IR divergent part (neither linear nor logarithmic) in this case: Every
one of the three contributing one-loop graphs of Fig. 2 (where all internal lines denote the
full U(N) propagators) is IR finite. This is consistent with the results of [43].
2Since all external legs are in the U(1), the cosines drop out.)
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One external U(1) leg and two external SU(N) legs
Once more, one finds a logarithmic UV divergence
ΓA
aAbA0,UV
µνρ (p1, p2, p3) =
(17− 9α)
3(4pi)2
ig3 ln(Λ)
√
N
2
δab sin
(
ε
p1p˜2
2
)
×
[
(p1 − p2)ρδµν + (p2 − p3)µδνρ + (p3 − p1)νδµρ
]
= −(17− 9α) g
2N
6(4pi)2
ln(Λ)V˜ A
aAbA0,tree
µνρ (p1, p2, p3) , (29)
and a linear IR divergence
ΓA
aAbA0,IR
µνρ
(
p1, p2, p3
)
= − ig
3
pi2
√
N
2
δab cos
(
ε
p1p˜2
2
)
p˜3,µp˜3,ν p˜3,ρ
ε(p˜23)
2
, (30)
in the external momentum of the external U(1) leg. Note, that in contrast to the situation
where all three external legs are in the U(1) subsector where we had a sum over all three
momenta and linear IR divergences in each one, Eqn. (30) exhibits such an IR divergence
only for the external momentum of the external U(1) leg (for which we have chosen p3
above) but not for the other two. It must be noted, that this IR behaviour is present in
every single graph of Fig. 2, not just their sum. This fact was actually not clear from
the previous work Ref. [43]. Moreover the comment in that paper that the IR divergent
U(1)-SU(N)-SU(N) result was “exactly the same as in the U(1)-U(1)-U(1) case” was in
fact quite misleading, as there clearly is subtle difference.
Concerning the (would-be) logarithmic IR divergence, the situation is similar: the only
log that survives is the one corresponding to the U(1) leg. But due to that leg, there is
only a sine (and no cosine), and hence that term is in fact finite as well.
Checking consistency with the Slavnov-Taylor identities
We start by checking Eqn. (15) for the IR divergent terms appearing at one-loop order.
The lhs of this identity exhibits an IR divergence if either all three colour indices A,B,C are
0, or only one of them. In both cases, the second term on the rhs vanishes since fD0C = 0.
If all three are 0, the identity reduces to the exact same form as in the U?(1)-case. If only
A = 0 and B = b, C = c, the lhs has a linear IR divergence for the (A = 0, σ, x)-leg, while
the rhs reduces to
ig
√
2√
N
[
δ2Γ(0)
δAcσ(x)δA
b
ν(y)
, δ(y − z)
]
+ igdDbc
[
δ2Γ(0)
δADν (y)δA
0
σ(x)
, δ(x− z)
]
, (31)
and the IR divergence comes only from the D = 0 contribution reading
ig
√
2√
N
δbc
[
δ2Γ(0)
δA0ν(y)δA
0
σ(x)
, δ(x− z)
]
, (32)
which is consistent. If, on the other hand, only C = 0 and A = a, B = b, the lhs is IR finite
because the IR divergent term in the (C = 0, µ, z)-leg is killed by the z-derivative due to
transversality. The rhs in that case reduces to
ig
√
2√
N
[
δ2Γ(0)
δAaν(y)δA
b
σ(x)
, δ(x− z)
]
, (33)
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which is IR finite as well (so consistent once more).
3.4 4A-vertex corrections
Another question to ask, is whether IR divergences are absent when all external legs are
SU(N) also when considering one-loop corrections to the 4A-vertex. This has not previ-
ously been clear. For example, [43] merely states that “the calculation of these vertices is
straightforward, though tedious”.
d)c)b)a)
Figure 3: One loop corrections to the 4A-vertex.
In fact, explicit calculations show that two types of logarithmic IR divergences may be
present in a graph, as we shall now explore by means of the simplest example of the graph
with internal ghost loop (cf. Fig. 3d) with N = 2 and α = 1: if one considers all four
external legs to be in the U(1), one finds
Γ4A
u1,gh
IR,µνρτ
(
p1−4
)
= −pi
2g4
48
(δµτδνρ + δµρδντ + δµνδρτ )
×
(
cos
(
ε
2 (p1p˜3 + p2p˜4)
)(
ln (p˜2 + p˜3)
2 + ln (p˜1 + p˜3)
2 − ln p˜21 − ln p˜22
)
+ cos
(
ε
2 (p1p˜2 + p3p˜4)
)
ln
(
(p˜1 + p˜2)
2
ε2p˜23p˜
2
4
))
. (34)
On the other hand, if all four external legs are in the SU(2), the graph exhibits the infrared
divergent contribution
Γ4A
su2,gh
IR,µνρτ
(
p1−4
)
= −pi
2g4
48
(δµτδνρ + δµρδντ + δµνδρτ )
×
(
cos
(
ε
2 (p1p˜3 + p2p˜4)
)(
δadδbc ln
(
ε2(p˜2 + p˜3)
2
)
+ δacδbd ln
(
ε2(p˜1 + p˜3)
2
))
+ cos
(
ε
2 (p1p˜2 + p3p˜4)
)
δabδcd ln
(
ε2(p˜1 + p˜2)
2
) )
, (35)
which is logarithmically divergent for vanishing of at least two external momenta. Notice,
however, that only sums of two momenta appear in the logarithms, i.e. the ln p˜2i -terms
which additionally appear for external U(1) legs are absent here. So there is indeed a
difference between 4A-vertex corrections with external legs in the U(1) and those with
external legs in the SU(N), though the exact nature of this difference was not completely
clear from [43].
However, the sum of all 4A-vertex corrections must fulfill the Slavnov-Taylor identity
(16). Hence, all possible IR divergent terms are related to the ones of the 3A-vertices,
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which by means of the Slavnov-Taylor identity (15) are in turn related to the IR divergence
(22) and the log (23). By power counting, the quadratic IR divergence of the vacuum
polarization (22) propagates to a linear IR divergence in the 3-vertex and is related to an
IR-finite contribution in the 4-vertex. Likewise, the log-terms of the vacuum polarization
and 3-vertex propagate to the 4-vertex, leading to ln p˜2-terms only for the external U(1)
legs.
Let us explore the nature of these terms some more: It is in fact known from the
literature [44], that the IR divergence in the case where all legs are in the U(1) is actually
IR finite as can be seen from the appearing expressions
sin
(
ε
2pip˜j
)
sin
(
ε
2pkp˜l
)
ln(ε2p˜2i ) ,
sin
(
ε
2pip˜j
)
sin
(
ε
2pkp˜l
)
ln(ε2(p˜i + p˜j)
2) . (36)
For the same reason, the IR terms of the U(1)-U(1)-SU(N)-SU(N) case are finite: The
cosines drop out completely in that case, as can be deduced from Eqn. (20).
When only one leg is U(1), and the other are SU(N), one has IR terms of the form
fabc sin
(
ε
2pip˜j
)
sin
(
ε
2pkp˜l
) (
c1 ln(ε
2(p˜i + p˜j)
2) + c2 ln(ε
2p˜2i )
)
,
fabc sin
(
ε
2pip˜j
)
cos
(
ε
2pkp˜l
) (
c1 ln(ε
2(p˜i + p˜j)
2) + c2 ln(ε
2p˜2i )
)
, (37)
which again are finite (i.e. no ln(ε2p˜2k) terms are present).
When all external legs are in the SU(N), the only terms possible which might lead to
IR-divergences would be of the form
cos
(
ε
2pip˜j
)
cos
(
ε
2pkp˜l
)
ln(ε2(p˜i + p˜j)
2) , (38)
but the Slavnov-Taylor identities (15) and (16) rule out the existence of any IR divergent
terms in the 4-vertex with all external legs in the SU(N).
4 Comments on renormalizability
In Ref. [36] it was argued, that renormalizability of a non-commutative gauge model could
be restored by building an IR damping into the gauge propagator and implementing non-
local counter terms for the quadratic and linear IR divergences using the “soft-breaking”
techniques known from the Gribov-Zwanziger action [45–48]. In a subsequent paper [37]
that idea was generalized to the non-Abelian case. However, it was overlooked, that for
the mixed U(1)-SU(N)-SU(N) vertex (cf. Eqn. (30)), only one counter term is needed
(instead of a sum over all legs). This can easily be remedied by the replacement
(
dABC − dabcδaAδbBδcC
){
AAµ , A
B
ν
} ∂˜µ∂˜ν ∂˜ρ
˜2
ACρ →
{
AAµ , A
A
ν
} ∂˜µ∂˜ν ∂˜ρ
˜2
A0ρ (39)
in the action (Eqn. (8) in that paper). Since δA
0
δAa = 0 and
δAA
δA0
= δ0,A, this leads to the
required counter terms for the 3A vertices.
Furthermore, we have the Slavnov-Taylor identity Eqn. (15) at our disposal, which we
have shown to hold at least to one-loop order (for the IR divergences). Hence, we will need
one (Gribov-like) parameter less than was assumed in [37], namely γ′ ∝ γ.
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The complete soft-breaking action of [37] (i.e. the corrected Eqn. (8) of that paper)
should hence read
S = Sinv + Sgf + Saux + Ssoft + Sext ,
Sinv =
∫
d4x14F
A
µνF
A
µν ,
Sgf =
∫
d4x s
(
c¯A ∂µA
A
µ
)
=
∫
d4x
(
bA ∂µA
A
µ − c¯A ∂µ(Dµc)A
)
,
Saux = −
∫
d4x s
(
ψ¯0µνB
0
µν
)
=
∫
d4x
(−B¯0µνB0µν + ψ¯0µνψ0µν) ,
Ssoft =
∫
d4x s
[(
Q¯0µναβB
0
µν +Q
0
µναβB¯
0
µν
) 1
˜
(
f0αβ + σ
θαβ
2
f˜0
)
+Q′0
{
AAµ , A
A
ν
} ∂˜µ∂˜ν ∂˜ρ
˜2
A0ρ
]
=
∫
d4x
[(
J¯0µναβB
0
µν + J
0
µναβB¯
0
µν
) 1
˜
(
f0αβ + σ
θαβ
2
f˜0
)
− Q¯0µναβψ0µν
1
˜
(
f0αβ + σ
θαβ
2
f˜0
)
− (Q¯0µναβB0µν +Q0µναβB¯0µν) 1˜ s
(
f0αβ + σ
θαβ
2
f˜0
)
+ J ′0
{
AAµ , A
A
ν
} ∂˜µ∂˜ν ∂˜ρ
˜2
A0ρ −Q′0s
({
AAµ , A
A
ν
} ∂˜µ∂˜ν ∂˜ρ
˜2
A0ρ
)]
,
Sext =
∫
d4x
(
ΩAµ (sAµ)
A + ωA(sc)A
)
, (40)
where
˜ = ∂˜µ∂˜µ , f0µν = ∂µA0ν − ∂νA0µ , f˜0 = θµνf0µν . (41)
The multiplier field b implements the Landau gauge fixing ∂µAµ = 0, c¯/c denote the
(anti)ghost, and σ is a dimensionless parameter. The complex U?(1) field B
0
µν , its complex
conjugate B¯0µν and the associated additional ghosts ψ¯
0, ψ0 are introduced in order to im-
plement the IR damping mechanism explained in Ref. [36] on the according U?(1) gauge
model. The additional U?(1) sources Q¯
0, Q0, Q′0, J¯0, J0, J ′0 are needed in order to ensure
BRST invariance of the action in the ultraviolet. In the infrared they take the “physical”
values
Q¯0µναβ
∣∣∣
phys
= Q0µναβ
∣∣∣
phys
= Q′0
∣∣∣
phys
= 0 , J ′0
∣∣∣
phys
= −gγ
2
2
,
J¯0µναβ
∣∣∣
phys
= J0µναβ
∣∣∣
phys
=
γ2
4
(δµαδνβ − δµβδνα) , (42)
where γ is a Gribov-like parameter of mass dimension 1 (cf. [45–48]). The action (40) is
hence invariant under the BRST transformations
sAµ = Dµc , sc = igcc ,
sc¯ = b , sb = 0 ,
sψ¯µν = B¯µν , sB¯µν = 0 ,
sBµν = ψµν , sψµν = 0 ,
sQ¯µναβ = J¯µναβ , sJ¯µναβ = 0 ,
sQµναβ = Jµναβ , sJµναβ = 0 ,
sQ′ = J ′ , sJ ′ = 0 , (43)
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and for the non-linear transformations sAµ and sc, external sources Ωµ and ω have been
introduced, respectively. For further details on this model, we refer to [36, 37]. The above
discussion indicates that the use of the full machinery of the Slavnov-Taylor identities will
be determinant to explore the UV and IR sectors of the total action, as it was the case for
instance in old studies on anomalies [49, 50] or in the study of topological field theories for
which the BRST symmetry must eventually be supplemented by conditions of equivariance-
type to be implemented in the corresponding system of Slavnov-Taylor identities [51–53].
5 Two dimensional case
The situation for the UV/IR mixing is usually better in 2 dimensions. In particular, the
vacuum polarization tensor of the simplest non-commutative Yang-Mills action on R2θ does
not suffer from the hard as well as logarithmic IR singularities responsible for the mixing.
If one insists on using a “covariant gauge”, then the theory is UV/IR mixing free with
the simple overall UV behaviour of a super-renormalizable field theory. In fact, for the
Yang-Mills theory on R2nθ , standard calculations show that the bad IR singular terms in
the vacuum polarization tensor are proportional to (D − 2) (where D = 2n) [54, 55]. This
cancellation propagates to other higher order correlation functions as a consequence of
Slavnov-Taylor identities — cf. (15), (16). Alternatively, by choosing a “temporal gauge”
as A2 = 0, the gauge fixed action simply splits into a free gauge part and a free ghost part,
akin to what happens in e.g. 2-dimensional QCD [56].
In 2 dimensions, it is known that massless field theories usually exhibit additional IR
singularities. In order to distinguish them from the other ones, we will sloppily call them
“2-dimensional IR singularities”. In the case of 2-dimensional Yang-Mills theories on com-
mutative spaces, these singularities obviously depend on the choice for the gauge fixing
function. While these singularities can of course be expected to have a similar dependence
for the planar diagrams of the Yang-Mills theory on R2θ, it remains to examine the net IR
behaviour when the corresponding non-planar diagrams are taken into account. This is the
purpose of the present section. For the sake of clarity, it is convenient to begin with the
case of a U?(1) theory.
5.1 The U?(1) case
In this subsection, we assume α = 1 for the gauge fixing parameter and a rescaled U(1)
generator T 0 = 1.
Ghost 2-point function
It is instructive to first exhibit the cancellation within the ghost 2-point function. From
the expressions for the ghost and gauge propagators and vertices, the 1-loop correction to
the ghost 2-point function can be written as
ωg(p) = 2g
2
∫
dDk
(2pi)D
1− cos(εkp˜)
k2(k + p)2
(p2 + pk) = 2g2p2
∫ 1
0
dxx
∫
dDk
(2pi)D
1− cos(εkp˜)
(k2 +M2)2
, (44)
(p is an external momentum) in which the planar and non-planar contributions have already
been made apparent and M2 := p2x(1−x). By further using Eqn. (67) of Appendix B, we
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can write
ωg(p) = ω
P
g (p) + ω
NP
g (p) , (45a)
ωPg (p) = 2g
2p2
∫ 1
0
dxx
(M2)
D
2
−2
(2pi)D/2
1
2D/2
Γ(2− D
2
)
=
g221−
D
2
(2pi)D/2(p2)
D
2
−1 (
Γ(D2 )Γ(
D
2 − 1)
Γ(D − 1) )Γ(2−
D
2
) , (45b)
ωNPg (p) = −2g2p2
∫ 1
0
dxx
1
(2pi)D/2
(M2)
D
2
−2(1
2
(
√
ε2p˜2M2)2−
D
2 K2−D
2
(
√
ε2p˜2M2)
)
. (45c)
For D = 2, the UV finite planar contribution (45b) has an IR singularity stemming from
the factor Γ(D2 − 1) (see 2nd equality). The UV finite non-planar contribution (45c) also
has an IR singularity coming from the factor (M2)
D
2
−2 = (M2)−1. The other potential
source of IR singularity, (
√
ε2p˜2M2)2−
D
2 K2−D
2
(
√
ε2p˜2M2), which generates UV/IR mixing
for D = 4 through the hard IR singularities ∼ 1/(εp˜)n stemming from (71) is inoperative
here since zK1(z) = 1 for z → 0 (see 2nd relation in (70)). From K1(z) ∼ 1z + (az + bz3 +
. . .) + z
2
2 log(z) + . . . (a, b ∈ R), one obtains the small |p| behaviour of (45c)
ωNPg (p) ∼ −
1
2pi
∫ 1
0
dxx
1
x(1− x) + . . . , p ∼ 0 , (46)
where the dots represent finite regular terms when p ∼ 0. This IR singular term is exactly
balanced by the planar contribution obtained from (45b) evaluated at D = 2
ωPg (p) =
1
2pi
∫ 1
0
dxx
1
x(1− x) . (47)
Hence (45a) is finite:
lim
p→0
ωg(p) = lim
p→0
(ωPg (p) + ω
NP
g (p)) = finite. (48)
Vacuum polarization tensor
The vacuum polarization tensor in D dimensions may be written as
Πµν =
∫
dDk Iµν(k, p) sin
2
(
ε
2kp˜
)
≈
∫
dDk
(
Iµν(k, 0) + pρ
∂
∂pρ
Iµν(k, p)
∣∣∣
p=0
+
pρpσ
2
∂2
∂pρ∂pσ
Iµν(k, p) + . . .
)
sin2
(
ε
2kp˜
)
,
(49)
where the first term exhibits the leading UV and related (through mixing) IR divergence.
It has been previously computed [54, 55] that3
Iµν(k, 0) ∝ (D − 2)
(
2
kµkν
k2
− gµν
)
, (50)
3In fact, it was shown that this leading divergence is independent of gauge fixing — see also [44, 57].
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i.e. the leading hard divergences cancel in two dimensions.
The cancellation between the 2-dimensional IR singularities of the planar and non-planar
parts of the vacuum polarization Πµν(p) again occurs as above, although the computation
is a bit more involved. Π1µν(p), Π2µν(p), Π3µν(p) correspond to the gauge loop diagram,
the tadpole and the ghost loop diagram, respectively (see Fig. 1). By using the expression
for the vertices, a standard calculation yields
Πµν(p) =
1
2
Π1µν(p) +
1
2
Π2µν(p)−Π3µν(p) , (51)
with
Π1µν(p) = 2g
2
∫
dDk
(2pi)D
1− cos(εkp˜)
k2(k + p)2
Pµν(p, k) ,
Pµν(p, k) = δµν [(p− k)2 + (k + 2p)2] + kµkν(4D − 6)
+ pµpν(D − 6) + (2D − 3)(pµkν + pνkµ) ,
Π2µν(p) = −4g2
∫
dDk
(2pi)D
1− cos(εkp˜)
k2(k + p)2
(D − 1)δµν(k + p)2 ,
Π3µν(p) = 2g
2
∫
dDk
(2pi)D
1− cos(εkp˜)
k2(k + p)2
(kµ(kν + pν)) . (52)
When D = 2, the UV finite planar contribution ΠPµν can be verified to be
ΠPµν(p) =
g2
pi
∫ 1
0
dx
1
p2x(1− x)(p
2δµν − pµpν) (53)
where the 2-dimensional IR singularity is apparent. By using Eqn. (51) and (52), the UV
finite non-planar contribution is expressed as
ΠNPµν (p) = −g2
∫
dDk
(2pi)D
cos(εkp˜)
k2(k + p)2
(2(2−D)[k2δµν −2kµkν ] + 4p2δµν − (D+ 2)pµpν) . (54)
In view of (68), the first two terms between brackets are IR singular, behaving as log |εp˜|
and
p˜µp˜ν
p˜2
, respectively. The latter leading IR singularity would be responsible for UV/IR
mixing but is canceled (together with the logarithmic singularity) by the overall factor
(2−D) as we recalled at the beginning of this section. Setting D = 2 and using (67), (69),
we hence obtain
ΠNPµν (p) = −
g2
pi
∫ 1
0
dx
1
p2x(1− x)
(√
M2ε2p˜2K1(
√
M2ε2p˜2)
)
(p2δµν − pµpν) . (55)
From (53) and (55), it can be easily seen that the IR singular part of ΠNPµν exactly cancels
the IR singularity in ΠPµν . Hence
lim
p→0
pi(p2) = finite, Πµν(p) := pi(p
2)(p2δµν − pµpν) . (56)
From (48) and (56), it appears that IR singularities of 2-dimensional origin in the 1-loop
planar parts of ghost and gauge 2-point functions are annihilated by their non-planar coun-
terparts. The cancellation holds true for the 3 and 4-point functions as it can be seen by
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using the Slavnov-Taylor identities (15), (16) (where in the U(1) case the antisymmetric
structure constants fABC vanish, of course).
In general the 2-dimensional IR singularities are expected to depend on the gauge choice.
Consider for instance the 1-loop 2-point functions for a commutative 2-dimensional pure
Yang-Mills theory computed successively in the Landau gauge and the temporal gauge.
Then, 2-d IR singularities show up in the 2-point functions in the Landau gauge while they
are simply absent in the temporal gauge where interactions disappear. The situation is a
bit different in the present case since there are no remaining 2-dimensional IR singularities
in the 2-point functions: A cancellation still operates between planar and non-planar parts
whenever the gauge choice leaves interactions. This suggests that the absence of the 2-
dimensional IR singularities seems likely not to depend on the gauge choice, as in some sense
the theory would behave as if it was massive. At a computational level, the cancellation
can be understood by the decomposition
sin2
(
ε
2kp˜
)
= 12 (1− cos(εkp˜)) , (57)
appearing in the numerators of the amplitudes for the 2-point functions, in view of the
minus sign between the planar and non-planar parts.
It is interesting to extend the above analysis by coupling a massless fermion, since
a dynamical mass generation mechanism for the Aµ as in the Schwinger model can be
expected. The first possible gauge invariant coupling is built from ∇µψ = ∂µψ − igAµ ? ψ
with
S1F =
∫
d2x ψ¯ /∇ψ , /∇ := σµ∇µ , σ1 =
(
0 1
1 0
)
, σ2 =
(
0 i
−i 0
)
, (58)
and matter gauge transformations u ∈ U?(1), ψu = u ? ψ, ψ¯u = ψ¯ ? u†, (∇ψ)u = u ?∇ψ.
The vertex function4 is
V1(k1, k2, k3) = −iσµ exp
(
iε
2 k3k˜2
)
, (59)
where k3 (resp. k2) is the ψ¯ (resp. ψ) momentum. The 2nd possible gauge invariant
coupling is obtained from the covariant derivative Dµψ := ∂µψ− ig[Aµ, ψ]? with (Dµψ)u =
u ? Dµψ ? u
†, ψu = u ? ψ ? u† for any u ∈ U?(1). It yields
S2F =
∫
d2xψ¯ /Dψ , /D = σµDµ , V2(k1, k2, k3) = −iσµ sin
(
ε
2k3k˜2
)
, (60)
where the conventions for the momenta are the same as above. Standard computation for
each respective coupling yields the UV finite expressions
Π1Fµν (p) =
g2
p2pi
(p2δµν − pµpν), (61a)
Π2Fµν (p) =
g2
2
∫
dDk
(2pi)D
1− cos(εkp˜)
k2(k + p)2
Tr(σµ(/k + /p)σν/k) , (61b)
where in (61a) only the planar diagram contributes since exponential factors in the vertices
balance each other. Besides, the non-planar part of (61b) can be cast into the form
Π2FNPµν (p) = −
g2
4pi
∫ 1
0
dx
(
(2−D)δµνM0(
√
ε2p˜2M2)− 2ε2p˜µp˜νM−1(
√
ε2p˜2M2) + . . .)
)
,
(62)
4As before, all the momenta are incoming and momentum conservation is understood.
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where the dots denote regular terms and we used (67), (68). Setting D = 2, we arrive at
Π2FPµν (p) =
g2
2pi
(δµν − pµpν
p2
) , Π2FNPµν (p) =
g2
2pi
p˜µp˜ν
p˜2
+ . . . , (63)
from which it is easy to verify that Π2Fµν = Π
2FP
µν (p) + Π
2FNP
µν (p) = Π
1F
µν (p) (61a), because
in 2-dimensions θµν is proportional to the epsilon tensor and hence
p˜µp˜ν
p˜2
= (δµν − pµpνp2 ). In
view of the expression for Π1Fµν (p), a pole is induced in the propagator for the gauge field
Aµ ∼ (p2 + g2pi )−1 which receives a Schwinger mass µ = g√pi which coincides with the value
for the mass in the Schwinger model [58] — see also [59, 60] and references therein.
5.2 The U?(N) case
If the external legs of the 2-point functions are U(1), the situation is exactly the same as
before (apart from a factor N). Hence, we consider the case where the external legs are
SU(N). In this case the phases of the 2-point functions reduce to Nδab according to Eqn.
(24), i.e. the graphs are purely planar and do not exhibit UV/IR mixing. Furthermore,
due to Eqn. (50) no UV divergences appear, but in contrast to the U(1) case, there does
exist a new IR divergence related to the masslessness because there is no non-planar part
to cancel it. This 2-dimensional IR singularity has the same structure as in the planar part
of the U(1) case.
Concerning the vertex corrections, all graphs are UV finite by power counting and
hence also free of UV/IR mixing related IR divergences. However, there will once more
be 2-dimensional IR singularities present due to the masslessness of the model, as can be
inferred from the Slavnov-Taylor identities (15), (16).
6 Conclusion
In this paper, we have clarified some properties of one-loop IR divergences in non-commu-
tative non-Abelian gauge field theories which were not clear from previous literature, and
have verified their consistency with the tree-level Slavnov-Taylor identity (15). In addition
we have made more explicit previous claims in the literature that only graphs with one or
more external U(1)-legs lead to dangerous UV/IR mixing terms at one-loop order.
Furthermore, if the Slavnov-Taylor identities hold to all orders for IR divergent terms,
the number of independent Gribov-like parameters reduce to one, namely γ. This point
should be helpful when attempting a rigorous proof of renormalizability of the according
soft-breaking model (40).
Finally, we have also discussed some properties which are special to the 2-dimensional
case.
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A Structure constants and identities
Following [43] we consider
Tr(TATB) =
1
2
δAB , T 0 =
1√
2N
1N , d
AB0 =
√
2
N
δAB , (64)
and
fadef bde = Nδab , dadedbde =
(
N − 4
N
)
δab , (65a)
fadef beff cfd − fadedbefdcfd − dadef befdcfd − dadedbeff cfd = 2N
(
1− 3
N2
)
fabc , (65b)
dadedbefdcfd − dadef beff cfd − fadedbeff cfd − fadef befdcfd = 2N
(
1− 3
N2
)
dabc , (65c)
(cf. Ref. [43] for a proof). From these identities it furthermore follows that
daDEdbDE = Nδab , (65d)
faDEf bEF f cFD − faDEdbEFdcFD − daDEf bEFdcFD − daDEdbEF f cFD = 2Nfabc , (65e)
daDEdbEFdcFD − daDEf bEF f cFD − faDEdbEF f cFD − faDEf bEFdcFD = 2Ndabc . (65f)
In fact, one alternatively derives the identities
faDEf bEF f cFD = −faDEdbEFdcFD = −daDEf bEFdcFD = −daDEdbEF f cFD = N
2
fabc ,
daDEdbEFdcFD = −daDEf bEF f cFD = −faDEdbEF f cFD = −faDEf bEFdcFD = N
2
dabc ,
(66)
which will be more useful for explicit loop computations.
B Useful integrals
The IR behaviour of the correlation functions can be conveniently extracted by making use
of the following integrals given in e.g [55]:
JN (p˜) ≡
∫
dDk
(2pi)D
eiεkp˜
(k2 +m2)N
= aN,DMN−D
2
(εm|p˜|) , (67)
JN,µν(p˜) ≡
∫
dDk
(2pi)D
kµkνe
iεkp˜
(k2 +m2)N
= aN,D
(
δµνMN−1−D
2
(εm|p˜|)− ε2p˜µp˜νMN−2−D
2
(εm|p˜|)) , (68)
where
aN,D =
2−(
D
2
+N−1)
Γ(N)pi
D
2
, MQ(m|p˜|) = 1
(m2)Q
(εm|p˜|)QKQ(εm|p˜|) , (69)
in which KQ(z) is the modified Bessel function of second kind where Q ∈ Z. Recall its
properties
K−Q(z) = KQ(z) , lim
z→0
zνKν(z) = 2
ν−1Γ(ν) , ν > 0 (70)
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so that the following asymptotic expansion holds true:
M−Q(εm|p˜|) ∼ 2Q−1 Γ(Q)
(ε2p˜2)Q
, Q > 0 . (71)
The usual strategy is to perform continuation of the expressions for the correlation functions
to arbitrary D-dimension and then going back to D = 2.
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