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We define infinitary Combinatory Reduction Systems (iCRSs), thus providing the first
notion of infinitary higher-order rewriting. The systems defined are sufficiently general that
ordinary infinitary term rewriting and infinitary λ-calculus are special cases.
Furthermore,we generalise a number of known results fromfirst-order infinitary rewrit-
ing and infinitary λ-calculus to iCRSs. In particular, for fully-extended, left-linear iCRSs we
prove the well-known compression property, and for orthogonal iCRSs we prove that (1) if
a set of redexes U has a complete development, then all complete developments of U end
in the same term and that (2) any tiling diagram involving strongly convergent reductions S
and T can be completed iff at least one of S/T and T/S is strongly convergent.
Wealsoproveanancillary result of independent interest: a setof redexes inanorthogonal
iCRS has a complete development iff the set has the so-called finite jumps property.
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1. Introduction
In the following pages we extend the theory of infinitary writing to a generic higher-order format. Thus, the current
paper, together with its companion papers [3,4], for the first time unifies the theory of infinitary (first-order) term rewriting
and infinitary λ-calculus within one setting.
As with all forms of infinitary rewriting, it is most convenient to use a known finite formalism as the basis for the theory.
Our concrete vehicle is a variant of higher-order rewriting called Combinatory Reduction Systems (CRSs). This variant is used
because it offers a clear separationbetween termsandmeta-terms,which avoids some technical difficulties; of all formalisms
offering such a separation, CRSs seem to be most widely used.
In the remainder of this sectionwemotivate the extension fromafirst-order to ahigher-order setting fromaprogramming
language perspective, we explain the difficulties in constructing the extension, and we outline the new techniques needed
for said construction.
1.1. Motivation
Term rewriting is a useful tool in the study of declarative programming, logic, universal algebra, and automated theorem
proving. In term rewriting, equations are viewed as directed replacement rules where left-hand sides are replaced by right-
hand sides, but not vice versa.
From a programming perspective, term rewriting affords easymodelling of function declaration and evaluation in declar-
ative programming languages such asHaskell, Lisp,ML, and Prolog. In these languages, functions are defined by (oriented)
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equations, and a function call foo(a) is, conceptually, evaluated by replacing foo(a) with the body of the function foo(x)
where all occurrences of the formal parameter x in the body of foo are replaced by the actual parameter a [5]. This notion
of replacement is essentially a rewrite step in term rewriting.
To allow for the ability to easily model many different kinds of languages, the syntax of term rewriting often has some
complexities that we do not encounter in programming languages. This is especially so for the higher-order systems that
are the subject of this paper: they often require us to write variable bindings explicitly, while applicative forms are more
commonly found in declarative programming languages.
One particularly interesting feature of modern programming languages is the possibility to work explicitly with data
structures that are semantically infinite – even though, in all concrete applications, program execution only examines a finite
part of the data structure. For example, in Haskell, the expression [0..] denotes the infinite list of non-negative integers
[0, 1, 2, 3, 4, . . .]. In such languages, semantically infinite lists make perfect sense due to lazy evaluation: No list element is
actually computed until program execution specifically asks for its evaluation [6].
The theory of first-order programming with potentially infinite data structures has been developed successfully since
the eighties in the form of infinitary rewriting [7–10] and graph rewriting [11,12].
In infinitary rewriting, infinite terms are defined as elements of a certain metric space, and (potentially) infinite com-
putations must be convergent sequences in this metric space, both in order to obtain a well-defined result in the limit and
to ensure that a computation can be halted after a finite number of steps in such a way that we know that a well-defined
partial result has been computed (e.g. the first n elements of a list).
In graph rewriting, terms are finite graphs with possibly shared nodes and rewrite rules are pairs of such graphs; for
example, the following graph represents the infinite list of ones:
The theory of both infinitary rewriting and graph rewriting is predominantly first-order, and prior higher-order research
efforts havemostly been restricted to variants ofλ-calculus (see below). Unfortunately, first-order constructs are insufficient
for the modern programmer – his arsenal includes higher-order functions that take other functions as arguments. Consider
for instance the function mapwhich in succession applies a function to each element of a list:
map f (x:xs) = (f (x)) : map f xs
map f [] = [].
While it is possible to encode functions such as map in first-order term rewriting, it is hard to do so without introducing a
number of awkward workarounds: in first-order rewriting, the function f must be treated as a constant, whence a single
rule cannot capture all possibilities for f ; indeed encodings must use defunctionalisation [13–15], applicative notation
[16], or some similar technique. All of these require restating the definitions using an extended syntax and possibly some
bookkeeping to make certain that if something is applied to an argument, that something is actually a function.
The classical “theorist’s approach” to handling higher-order functions such as map is to simply appeal to the machinery
of λ-calculus [17]. Function evaluation in λ-calculus is expressed through its single rewrite rule
(λx.M)N →β M{N/x},
where M{N/x} is the substitution of the parameter N for the free occurrences of variable x in the function body M. The
extension of λ-calculus to infinite terms and computations [9] affords an idealised model of function evaluation, including
higher-order function evaluation that can handle constructs such as map, but it is quite awkward to take a real-world
functional program and encode it directly in λ-calculus – witness for example the encoding of natural numbers as Church
numerals [17].
A much more straightforward encoding is possible by using one of the variants of higher-order rewriting [18–24]. For
example, in the syntax of one of these variants – Combinatory Reduction Systems (CRSs) – the definition of map becomes:
map([z]F(z), cons(X, XS)) → cons(F(X), map([z]F(z), XS))
map([z]F(z), nil) → nil
that is, a de-sugared version of the declaration of mapwhere variable bindings have been made explicit.
Most higher-order rewriting formats combine two notions: function-symbols-as-variables, and the ability to have bound
variables [20,23,25,26]. The first notion ensures that higher-order functions such as map may be encoded succinctly, and
the second that formalisms such as λ-calculus also have succinct representations.
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Fig. 1. The first rewrite step when using map to apply the successor function to each element of the infinite list of natural numbers.
There are at least two ways to treat higher-order functions in the setting of lazy programming: One is the notion of
higher-order graph rewriting which, alas, does not yet have a large array of generally applicable results [27]. The other is a
true extension of infinitary rewriting to the higher-order setting through higher-order term rewriting.
The aim of the present paper is to provide such an extension of infinitary rewriting to the higher-order setting: we define
infinitary Combinatory Reduction Systems, an extension of one of the oldest formats of (finitary) higher-order rewriting
[18–20].
Our work allows evaluation of, say, map on potentially infinite lists. With appropriate shorthands, for example, writing
[1, 2, . . .] instead of
cons(succ(0), cons(succ(succ(0))), . . .),
we allow for rewriting of terms such as
map([z]f (z), [1, 2, . . .]),
where f is some function (see also Fig. 1). In addition, the methods developed in this paper will allow us to prove pertinent
results about terms as the above. For example, we may prove (a) normalisation results showing that repeated application
of the rules for map will yield a well-defined new infinite list, and (b) confluence results showing that any sufficiently
well-behaved function substituted for f will yield identical results regardless of the way it is evaluated.
1.2. Moving beyond first-order rewriting
A number of very useful proof methods have been devised for infinitary rewriting in the first-order setting and in the
restricted higher-order setting of infinitary λ-calculus. The natural question to ask is whether these apply when we move
to the world of general higher-order terms.
The question is complicated by the existence of various formats of higher-order rewriting and their dependence on a
suitable meta-calculus to handle bound variables and substitutions [25]. To illustrate the problems, we show how matters
go awry with λ-calculus as meta-calculus. The exact variant of (typed) λ-calculus is irrelevant for purposes of illustration;
the reader just needs to know that in order to perform a rewrite step in a higher-order rewriting system, some ‘bookkeeping’
β-reductions or η-expansions might need to be performed before and after the rewrite step itself.
The main three problems are described below. Note that the first two problems are already encountered in infinitary
λ-calculus:
• Rewrite steps may nest disjoint subterms. In the higher-order setting disjoint subterms may become nested in rewrite
steps, a phenomenon due to higher-order systems modelling function application. Considering the rules for map from
the previous section, we see that the function substituted for F is applied to X: rewriting nests X inside F . When infinite
terms and infinite reductions are considered, a new phenomenon appears: it becomes possible to ‘push’ a redex out of a
term in an infinite number of steps by use of nesting: consider the rewrite rule f (λx.Z(x)) → Z(f (λx.Z(x))) that nests
the left-hand side of the rule in Z. We have that f (λx.g(x)) reduces in a finite number of steps to g(g(. . . g(f (λx.g(x)))))
and in an infinite number of steps it reduces to g(g(. . . g(. . .))), pushing f (λx.g(x)) out of the term and thus erasing a
redex in a non-standard way.
Due to the above behaviour, the well-known Strip Lemma, often used for proving confluence, will fail to hold in many
situations. Adapting the counterexample to confluence from infinitary λ-calculus [28] and employing the rule g(Z) → Z
next to f (λx.Z(x)) → Z(f (λx.Z(x))), we have that f (λx.g(x)) not only reduces to g(g(. . . g(. . .))) but also in one step
to f (λx.x). These latter two terms only reduce to themselves and do not have a common reduct as required by the Strip
Lemma.
In similar vein, the crucial compression property might fail: there are reductions that cannot be compressed to have
length at mostω, whereω is the least infinite ordinal. Failure depends on interaction with the third problemmentioned
below; for details we refer the reader to Example 5.5.
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• Rewrite rules may encode non-occur checks. A different problem specific to the higher-order setting is that rules may
encode ‘non-occur checks’. Indeed, the side condition on η-reduction in the λ-calculus rule
λx.Mx →η M if x does not occur free inM
is the most well-known example of such a check, and is often internalised in the rewrite rules of higher-order systems.
For example, the CRS version of the η-rule lam([x]app(Z, x)) → Z does not require a side condition, x is simply omitted
as argument of Z. When infinite terms and infinite reductions are considered, it is possible to create redexes after an
infinite number of steps due to such non-occur checks by ‘pushing’ a variable out of a term in an infinite number of steps.
It is well-known that due to this behaviour the compression propertymight fail for infinitaryλ-calculuswith η-reduction:
there are reductions involving η-steps that cannot be compressed to have length at most ω [9].
• Rewrite steps may fail to be well-defined. Consider the apparently innocent infinite term t = Z(Z(. . . Z(. . .))) consisting
of the variable Z applied to itself an infinite number of times. If we have a rewrite rule, say f (λx.Z(x)) → t, then we
obviously want to perform steps such as f (λx.g(x)) → g(g(. . . g(. . .))). But the term f (λx.x) is also a legal (finitary)
term, whence the rewrite step f (λx.x) → (λx.x)((λx.x)(. . . (λx.x))) should be allowed as well. However, the term on
the right-hand side contains an infinite number of β-redexes that are part of themeta-calculus. Moreover, the term does
not have an infinite normal formwith respect toβ-reduction: the right-hand side onlyβ-reduces to itself. In higher-order
systems of all ilks, well-behaved terms need to be in normal formwith respect to the meta-calculus, whence the rewrite
step above cannot be allowed.
The behaviour of a single rewrite step can alsomimic the phenomenon that destroys confluence of orthogonal systems
in first-order infinitary rewriting and infinitary λ-calculus: Let K∗ = λx.λy.y; the rewrite rule
g(λx.λy.Z(y)) → Z(a, Z(b, Z(a, Z(b, Z(. . .)))))
should admit the rewrite step
g(K∗) → K∗(a, K∗(b, K∗(a, K∗(b, K∗(. . .))))).
Again, the right-hand side includes an infinite number of β-redexes that are part of the meta-calculus. Moreover, there
are two possible distinct β-reducts of the right-hand side that neither have normal forms, nor a common reduct:
K∗(a, K∗(a, K∗(a, K∗(a, K∗(. . .)))))
and
K∗(b, K∗(b, K∗(b, K∗(b, K∗(. . .))))).
As a sine qua non of higher-order rewriting is the ability to encode TRSs and λ-calculus, any attempt at studying higher-
order infinitary rewritingneeds touncover sufficient criteria for thecompressionproperty tohold.Moreover, the lastproblem
above shows that constraints need to be enforced on the allowed rewrite rules for rewriting to bewell-defined. It is doubtful
whether the Strip Lemma needs to be recovered, as it already fails for infinitary λ-calculus [9,10], and we do not aim to
recover it.
It turns out that the above issues can be addressed in the context of CRSs by employing two restrictions that are only
mildly intrusive:
• Only allow fully-extended systems where bound variablesmust occur in the arguments of all meta-variables in the scope
of the binding. A further benefit is that this restriction is already reasonably well-known in rewriting [29,30].
• Disallow ‘infinite towers of applications’: the last of the above three problems is due to unconstrained (and infinite)
application of variables in the right-hand side of rules. This is the basis for the finite chains property of right-hand sides
of rules, as introduced below. We note that when using ordinary higher-order term rewriting systems to rewrite infinite
terms, the finite chains property will be trivially satisfied as all rules have finite right-hand sides. Moreover, we note that
infinite right-hand sides satisfying finite chains property are expressive enough to encode the infinite right-hand sides
allowed in first-order infinitary rewriting [8].
The need to impose constraints on rewrite rules necessitates a detailed low-level description of (meta-)term and rule
formation in infinitary Combinatory Reduction Systems; a significant part of the paper is devoted to this (Sections 2–4).
With the help of the above constraints, we can adapt the proofs of the crucial compression property from first-order
infinitary rewriting and infinitary λ-calculus. Moreover, the constraints help to set up the machinery necessary for proving
the basic properties of developments, which are a technical vehicle for proving confluence and normalisation. From that
point on, there is no free lunch: Proving sufficient conditions for a set of redexes to have a well-defined development is
significantly hampered by the presence of nestings more complicated than in λ-calculus, that is, more complicated than
simply nesting a term N in a termM. These nestings may significantly change the internal sorting of the subterms of a term.
Only by highly meticulous and methodical tracing of subterms does it appear possible to obtain proofs of the usual results
on developments; we have adapted the elegant approach of finite jumps from [10] to do this, relegating the details to the
appendix of this paper.
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1.3. Contributions, background, and related work
The main contributions of the paper are:
1. The extensionof infinitary rewriting to thehigher-order setting. In theprocess,weexhibit a rangeof examples showing
the main pitfalls in extending infinitary reasoning to higher-order systems.
2. A compression property for fully-extended, left-linear iCRSs, thus generalising the most basic result for all weaker
notions of infinitary rewriting.
3. Theorems 6.12 and 7.2 on complete developments and tiling diagrams for orthogonal iCRSs. Theorem 6.12 shows that
if a set of redexes has a complete development, then all complete developments of that set will end in the same term.
Theorem 7.2 shows that both projections of two reductions across each other will be well-defined if at least one of
them is. Among other things, this result is an important stepping stone towards confluence results for iCRSs.
4. A thorough exposition of a novel proof technique for proving results about developments in the infinitary setting.
We extend the technique pioneered in [10] using the finite jumps property at the price of slightly more involved
intermediate results.
1.3.1. Background and related work
The original investigation of sets of infinite terms as metric spaces was pioneered by Arnold and Nivat [31]. Rewriting of
infinite first-order terms was first considered in the liberal setting of so-called weak or Cauchy convergence, by Dershowitz
et al. [7,32,33]. Kennaway et al., inspired by Farmer andWatro’s paper [34], considered strong convergence: amore restrictive
notion of infinite reductionwhere reductionsmust necessarily employ rewrite steps deeper and deeper in terms. This notion
of infinite reduction has become the de facto standard in infinitary rewriting [8,35,36]. Recent advances include alternative
approaches to defining infinite terms and their accompanying rewrite relation [37,38],modular properties [39], and uniform
normalisation [40].
Lisper has defined a separate notion of infinitary Combinatory Reduction Systems [41] and has proven a number of
preliminary results for these. His notion of reduction rules is a special case of the one in the present paper: Only finite
right-hand sides are allowed. Moreover, when proving a higher-order analogue to the well-known Strip Lemma, Lisper
requires that no nesting of meta-variables occurs in right-hand sides of rules. This restriction materialises in several crucial
places, for example when unfoldings for higher-order rules are considered, Lisper recommends switching to a first-order
combinator system. Our treatment of confluence does not require any such restriction; we allow for infinite right-hand sides
with arbitrary nestings of meta-variables (satisfying the finite chains property), where the extension to infinite right-hand
sides does not complicate our proofs severely.
An infelicity in [41] is that the compression property suffers from a subtle error in the proof; indeed we have a coun-
terexample showing that when rules are not fully-extended, compression may fail to hold, even for systems with finite
right-hand sides (see Example 5.4). We show in the present paper that requiring fully-extendedness completely recovers
the compression property.
1.4. Structure and reader’s guide
The layout of the paper is as follows: Section 2 contains preliminary definitions. Sections 3 and 4 introduce terms and
rewriting, respectively. Section 5 proves that every well-behaved rewrite sequence of transfinite length can be compressed
to one of length at mostω. Section 6 contains definitions and proofs of generalisations of standard results for developments.
Section 7 generalises a result from [10] on tiling diagrams of vital importance for showing confluence of fully-extended,
orthogonal systems. Section 8 concludes.
Readers with prior knowledge of rewriting and the syntax of (ordinary, finite) Combinatory Reduction Systems can
make do by noting that meta-terms are simply formed by interpreting the rules for meta-term formation top-down in-
stead of bottom-up. A serious caveat is that ‘infinite chains of immediately nested meta-variables’ must be avoided – see
Section 3.3.
For the reader with prior knowledge of infinitary rewriting, we introduce metrics on terms and transfinite reductions
in the usual manner; compression requires a more substantial analysis than usual due to the fact that nestings can occur
in reduction steps – see Section 5. Due to the problem of redexes being created after an infinite number of steps by vari-
ables being ‘pushed out’ of a term, we choose to require that all rules are fully-extended – see Definition 4.10. We believe
fully-extendedness to be both technically simple to understand and sufficiently liberal to allow study of most interesting
systems.
2. Preliminaries
Prior knowledge of CRSs [19,20,22] and infinitary rewriting [10] is not a requirement, butwill greatly improve the reader’s
understanding of the text. Throughout, the notion ‘infinitary Term Rewriting System’ is abbreviated as iTRS and ‘infinitary
λ-calculus’ is abbreviated as iλc.
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We assume a signature , each element of which has finite arity. We also assume a countably infinite set of variables
and, for each finite arity, a countably infinite set of meta-variables. We denote the least infinite ordinal by ω, and arbitrary
ordinals by α, β , γ , and so on. Moreover, we useN to denote the set of natural numbers, including zero.
To define terms and meta-terms, we first need to introduce finite meta-terms and positions. The finite meta-terms and
terms below are simply the meta-terms and terms of CRSs, where the meta-terms are the objects used in rule formation
and the terms are the objects rewritten.
Definition 2.1. The set of finite meta-terms is defined inductively by the following rules, where s and s1, …, sn are again
finite meta-terms:
1. each variable x is a finite meta-term,
2. if x is a variable, then [x]s is a finite meta-term,
3. if Z is a meta-variable of arity n, then Z(s1, . . . , sn) is a finite meta-term,
4. if f ∈  has arity n, then f (s1, . . . , sn) is a finite meta-term.
A finite term is a finite meta-term without occurrences of meta-variables.
A finite meta-term of the form [x]s is called an abstraction. Each occurrence of the variable x in s is bound in [x]s, and each
subterm of s is said to occur in the scope of the abstraction. If s is a finite meta-term, we denote by root(s) the root symbol
of s. Following the definition of finite meta-terms, we define root(x) = x, root([x]s) = [x], root(Z(s1, . . . , sn)) = Z , and
root(f (s1, . . . , sn)) = f .
Example 2.2. Let abs, app, nil, map, and cons be function symbols with abs unary, app binary, nil nullary, and map and
cons again binary. Then we have that app(abs([x]Z(x), Z′)) and map([x]F(x), cons(X, XS)) are finite meta-terms, with Z ,
Z′, F , X , and XS meta-variables of appropriate arity.
We shall not define rewrite rules or the rewrite relation of CRSs here, instead giving it for iCRSs in Section 4. For now, the
readermay satisfy herself that rewrite rules are pairs ofmeta-terms satisfying a few very natural requirements. The function
mapmay be expressed as a CRS with two rules:
map([x]F(x), cons(X, XS)) → cons(F(X), map([x]F(x), XS))
map([x]F(x), nil) → nil
Likewise, the β-rule of λ-calculus may be expressed by the single rule
app(abs([x]Z(x), Z′)) → Z(Z′)
Intuitively, positions denote the ‘locations’ of subterms; they are defined as follows.
Definition 2.3. The set of positions of a finitemeta-term s, denotedPos(s), is the set of finite strings overN, with 	 the empty
string, such that:
1. if s = x for some variable x, then Pos(s) = {	},
2. if s = [x]t, then Pos(s) = {	} ∪ {0 · p|p ∈ Pos(t)},
3. if s = Z(t1, . . . , tn), then Pos(s) = {	} ∪ {i · p|1 ≤ i ≤ n, p ∈ Pos(ti)},
4. if s = f (t1, . . . , tn), then Pos(s) = {	} ∪ {i · p|1 ≤ i ≤ n, p ∈ Pos(ti)}.
The depth of a position p, denoted |p|, is the number of characters in p. Given p, q ∈ Pos(s), we write p ≤ q and say that
p is a prefix of q, if there exists an r ∈ Pos(s) such that p · r = q. If r = 	, we also write p < q and say that the prefix is strict.
Moreover, if neither p ≤ q nor q ≤ p, we say that p and q are parallel, which we write as p‖q.
We denote by s|p the subterm of s that occurs at position p ∈ Pos(s). Moreover, if q ∈ Pos(s) and p < q, we say that s|p
occurs above q. Finally, if p > q, then we say that s|p occurs below q.
3. Terms and valuations
We now proceed to define the main objects of study, namely meta-terms and terms. Furthermore, we define valuations,
which are similar to substitutions as defined in the case of iTRSs and iλc and which are crucial for the definition of the
rewrite relation on terms.
As it turns out, the most straightforward and liberal definition of meta-terms has rather poor properties: applying a
valuation need not necessarily yield a well-defined term. Therefore, we also introduce an important restriction on meta-
terms: the finite chains property. This property will also prove crucial in obtaining positive results later in the paper.
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3.1. Meta-terms and terms
In iTRSs and iλc, terms are defined by introducing a metric over the set of finite terms and taking the completion of that
metric. That is, taking the least set of objects (with respect to set inclusion) containing the set of finite terms such that every
Cauchy sequence converges [8,9,31] – this set will contain both the finite and infinite terms. Intuitively, with respect to such
ametric, two terms s and t are close to each other if the first ‘conflict’ between them occurs at great depth. In iTRSs, a conflict
is a position p such that root(s|p) = root(t|p). In iλc, a conflict is defined similarly, but also takes into accountα-equivalence.
The metric, denoted d(s, t), is defined as 0 if no conflict occurs between s and t and is otherwise defined as 2−k , where k
denotes the minimal depth such that a conflict occurs between s and t. We take a similar approach in this paper.
To define terms andmeta-terms for iCRSs,we first define the notions of a conflict andα-equivalence for finitemeta-terms.
In the definition, s[x → y] denotes the replacement in s of the occurrences of the free variable x by the variable y.
Definition 3.1. Let s and t be finite meta-terms. A conflict of s and t is a position p ∈ Pos(s) ∩ Pos(t) such that:
1. if p = 	, then root(s) = root(t) and not both s and t abstractions,
2. if p = i · q for i ≥ 1, then root(s) = root(t) and q a conflict of s|i and t|i,
3. if p = 0 · q, then s = [x1]s′ and t = [x2]t′ and q a conflict of s′[x1 → y] and t′[x2 → y], where y occurs neither in s′
nor in t′.
The finite meta-terms s and t are α-equivalent if no conflict exists between them.
The metric is now defined precisely as in the case of iTRSs and iλc:
Definition 3.2. The metric d on the set of finite meta-terms is defined as:
d(s, t) =
{
0 if s and t are α-equivalent
2−k otherwise,
where k is the minimal depth such that a conflict occurs between s and t.
Example 3.3. The finite meta-terms s = [x]Z(x, f (x)) and s′ = [y]Z(y, f (y)) satisfy d(s, s′) = 0. Moreover, if
t = [y]Z(y, f (z)), then the only conflict between s and t occurs at position 021 and, hence, d(s, t) = 2−3 = 1
8
.
Precisely following the definition of terms in the case of iTRSs and iλc, we define the set of meta-terms.
Definition 3.4. The set of meta-terms is the metric completion of the set of finite meta-terms with respect to the metric d.
Recall that we can obtain the metric completion of a set by taking a set of equivalence classes of its Cauchy sequences
such that two sequences (si)i<ω and (ti)i<ω are in the same class iff limi→ω d(si, ti) = 0 [42]. Below, we refer to this fact
several times. However, for most purposes a meta-term can simply be thought of as an infinite tree defined according to
the rules of Definition 2.1. Such a tree is easily extracted from a Cauchy sequence of finite meta-terms by considering the
positions and function symbols that “are constant from some point in the sequence onwards”.
By definition of metric completion, the set of finite meta-terms is a subset of the set of meta-terms. Moreover, we can
uniquely extend the metric d on the set of finite meta-terms to a metric on the set of meta-terms; we also denote this
extended metric by d.
Example 3.5. Any finite meta-term, for instance [x]Z(x, f (x)), is a meta-term. Moreover, Z′(Z′(Z′(. . .))) is a meta-term, as
is Z1([x1]x1, Z2([x2]x2, . . .)).
The notions of a set of positions and a subterm of a finite meta-term carry over directly to meta-terms, we use the same
notation in both cases.
The set of terms can now be defined as in the finite case [19,20,22], that is, by barring meta-variables from occurring.
The only difference is that meta-terms instead of finite meta-terms now occur in the definition.
Definition 3.6. The set of terms is the set of meta-terms without occurrences of meta-variables.
Both the set of (infinite) first-order terms and the set of (infinite) λ-terms are easily shown to be included in the set of
terms.
The definition of contexts carries over directly from the finite case:
Definition 3.7. A context is a meta-term over  ∪ {} where is a fresh nullary function symbol. A one-hole context is a
context in which precisely one occurs.
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Given a context, we obtain a term by replacing the holes in the context by terms. For example, if C[] is a one-hole
context and s is a term, we obtain a term by replacing by s; the new term is denoted by C[s].
Replacing a hole in a context does not avoid the capture of free variables: a free variable x in s is bound by an abstraction
over x in C[] in case occurs in the scope of the abstraction. This behaviour is not obtained automatically when working
moduloα-equivalence: it is always possible find a representative from theα-equivalence class of C[] that does not capture
the free variables in s. Therefore, wewill alwaysworkwith fixed representatives fromα-equivalence classes of contexts. This
convention ensures that variables will be captured properly.
Remark 3.8. Capture avoidance is disallowed for contexts as we do not want to lose variable bindings over rewrite steps in
case: (i) an abstraction occurs in a context, and (ii) a variable bound by the abstraction occurs in a subterm being rewritten.
Note that this means that the representative employed for the context must already be fixed before performing the actual
rewrite step.
As motivation, consider λ-calculus: in the term λx.(λy.x)z, contracting the redex inside the context λx. yields λx.x,
whence the substitution rules for contexts should be such that
(λx.){(λy.x)z/} →β λx.x.
If we assumed capture avoidance in effect for contexts, we would have an α-conversion in the rewrite step, whence
(λx.){(λy.x)z/} →β λw.x,
which is clearly wrong.
Henceforth, we use f n(s) for any n ∈ N and term s to denote the following inductively defined term:
f n(s) =
{
s if n = 0
f (f m(s)) if n = m + 1.
Moreover, we use fω to denote the term that is the solution of the recursive equation s = f (s) or, informally, f (f (. . . f (. . .))).
As mentioned in the introduction of this section, we shall later define a restriction on meta-terms called the finite chains
property. Intuitively, a chain is a sequence of contexts in a meta-term that occur ‘nested right below each other’.
Definition 3.9. Let s be a meta-term. A chain in s is a sequence of (context, position)-pairs (Ci[], pi)i<α , with α ≤ ω, such
that for each (Ci[], pi):
1. if i + 1 < α, then Ci[] has one hole and Ci[ti] = s|pi for some term ti, and
2. if i + 1 = α, then Ci[] has no holes and Ci[] = s|pi ,
and such that pi+1 = pi · qi for all i + 1 < α where qi is the position of the hole in Ci[].
If α < ω, respectively, α = ω, then the chain is called finite, respectively, infinite.
Observe that at most one occurs in any context Ci[] in a chain. In fact, only occurs in Ci[] if i+ 1 < α; if i+ 1 = α,
we have Ci[] = s|pi .
Example3.10. Consider the term fω anddefine (C0[], p0) = (f 2(), p)and (C1[], p1) = (fω, p·11). Then, (Ci[], pi)i<2
is a finite chain for any p ∈ Pos(fω). The sequence (f (), qi)i<ω with f i()|qi =  is an infinite chain. Although rather
pathological, (, 	)i<ω is also an infinite chain.
3.2. Valuations
We next define valuations, the iCRS analogue of substitutions as defined in the case of iTRSs and iλc. The ingredients are
the same as in the case of CRSs [20,22], that is, we first define substitutions and substitutes and subsequently employ these
in the definition of valuations. There is a subtle difference, however: the definitions are to be interpreted top-down – due
to the presence of infinite terms and meta-terms – rather than bottom-up, as is also done in the case of iTRSs and iλc in
relation to the finite systems these are based on.
Below, we use x and t as short-hand for, respectively, the sequences x1, …, xn and t1, …, tn with n ≥ 0. Moreover, we
assume n fixed in the next two definitions.
Definition 3.11. A substitution of the terms t for distinct variables x in a term s, denoted s[x := t], is defined as:
1. xi[x := t] = ti,
2. y[x := t] = y, if y does not occur in x,
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3. ([y]s′)[x := t] = [y](s′[x := t]),
4. f (s1, . . . , sm)[x := t] = f (s1[x := t], . . . , sm[x := t]).
The above definition implicitly takes into account the usual variable convention [17] in the third clause to avoid the
binding of free variables by the abstraction.
Assuming terms are defined by taking equivalence classes of Cauchy sequences, we obtain a representative of the class
s[x := t] in two steps. First, we select a representative (si)i<ω of s and a sequence of representatives (t1,i)i<ω , …, (tn,i)i<ω
for the sequence t = t1, …, tn. Second, we take (si[x := ti])i<ω , that is, we substitute the sequence of ith members of the
representatives chosen for t in the ith member of the representative chosen for s. Since all members are finite meta-terms
it follows that substitution is well-defined: the definition can simply be read bottom-up (i.e. inductively) for each finite
meta-term. It is easy to see that each resulting sequence of finite meta-terms converges and falls in the same equivalence
class. Hence, applying a substitution to a term yields a well-defined term.
We now define substitutes, adopting this name from Kahrs [43].
Definition 3.12. An n-ary substitute is a mapping denoted λx1, . . . , xn.s or λx.s, with s a term, such that:
(λx.s)(t1, . . . , tn) = s[x := t]. (1)
Reading Eq. (1) from left to right yields a rewrite rule:
(λx.s)(t1, . . . , tn) → s[x := t].
The rule can be seen as a parallel β-rule. That is, a variant of the β-rule from iλc which simultaneously substitutes multiple
variables.Wecall the root of (λx.s) theλ-abstraction and the root of the left-hand sideof theparallelβ-rule theλ-application.
The set of terms is easily extended with terms that contain λ-abstractions and λ-applications; we call the terms in this
extended set λ-terms. Extending the set creates a variant of iλc once we note that the notions of weakly and strongly
convergent reductions [9,10] carry over unchanged. The readermay note that these definitions are exactly the same as those
we give for iCRSs later in the paper (see Section 4.3).
To aid the reader’s understanding we now define descendants across reductions contracting parallel β-redexes. The
definition is a straightforward variant of the corresponding notion in iλc; we state it explicitly to make the exact definition
of descendants in iCRSs clearer.
Denote by 0 the position of the subterm on the left-hand side of a λ-application and the position of the body of a
λ-abstraction. Moreover, denote by 1, …, n the positions of the subterms on the right-hand side of a λ-application. Let u be
a rewrite step contracting a parallel β-redex at position p. The set of descendants of a position q ∈ Pos(s) across u, denoted
q/u, is defined as q/u = {q} in case p‖q or p > q. In case q = p · 0 · 0 · q′ and q is not the position of a variable bound by the
λ-abstraction of the contracted redex, we define q/u = {p · q′}. Moreover, in case q = p · i · q′ with 1 ≤ i ≤ n, we define
q/u = {p · q′′|q′′ ∈ Q} where Q is the set of positions q′′ such that p · 0 · q′′ is the position of a variable bound by the ith
variable in the λ-abstraction. Otherwise, we define q/u = ∅.
Employing the above definition of descendants, the notions of descendants and residuals across strongly convergent
reductions carry over without change from iλc [9,10]. Again, the definition is the same as the one for iCRSs (see Definition
4.22).
Definition 3.13. Let σ be a function that maps meta-variables to substitutes such that, for all n ∈ N, if Z has arity n, then so
does σ(Z).
A valuation induced by σ is a relation σ¯ that takes meta-terms to terms such that:
1. σ¯ (x) = x,
2. σ¯ ([x]s) = [x](σ¯ (s)),
3. σ¯ (Z(s1, . . . , sm)) = σ(Z)(σ¯ (s1), . . . , σ¯ (sm)),
4. σ¯ (f (s1, . . . , sm)) = f (σ¯ (s1), . . . , σ¯ (sm)).
Similar to Definition 3.11, the above definition implicitly takes into account the variable convention to avoid the binding
of free variables by the abstraction, this time in the second clause.
From an operational point-of-view the definition of a valuation yields a straightforward two-step way of applying it to a
meta-term: in the first step each subterm of the form Z(t1, . . . , tn) is replaced by a subterm of the form (λx.s)(t1, . . . , tn).
In the second step Eq. (1) is applied to each subterm of the form (λx.s)(t1, . . . , tn), as introduced in the first step.
In view of the parallel β-rule introduced immediately below Definition 3.12 the second step can be seen as a complete
development of the parallel β-redexes introduced in the first step:
Definition 3.14. A development of a set U of parallel β-redexes is a strongly convergent reduction such that each step
contracts a residual of a redex in U . A development s t is called complete if U/(s t) = ∅.
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Fig. 2. The λ-terms from Example 3.16.
In the finite case [19, Remark II.1.10.1], the application of a valuation to a meta-term always yields a unique term, that is,
valuations are well-defined. Unfortunately, this is no longer the case when infinite meta-terms are considered:
Example 3.15. Consider the meta-term
Z(Z(. . . Z(. . .)))
and any map that satisfies Z → λx.x. Clearly, this map should induce a valuation. However, applying any such valuation to
Z(Z(. . . Z(. . .))) yields:
(λx.x)((λx.x)(. . . (λx.x)(. . .))).
This λ-term has no complete development, as no matter how many parallel β-redexes are contracted, it reduces only to
itself and not to a term.
In the above example, σ¯ (Z(Z(. . . Z(. . .)))) is not well-defined due to the fact that no map can have the properties of a
valuation induced by σ and be defined on Z(Z(. . . Z(. . .))).
Well-definedness of valuations does not depend on one unique meta-variable being present in the meta-term. The same
behaviour can be witnessed in case different meta-variables of different arities are present as long as we can define a
valuation that assigns λx.y to each meta-variable Z in the meta-term with y in x such that y corresponds to an argument of
Z which is a meta-variable.
We are faced with even more intricate problems: applying a valuation to a meta-term may yield distinct λ-terms as
reduction of λ-terms is not necessarily confluent.
Example 3.16. Consider a signature with nullary functions symbols a and b. Moreover, consider the meta-term
Z(a, Z(b, Z(a, Z(b, Z(. . .))))).
Applying the valuation that assigns to Z the substitute λxy.y yields the λ-term:
(λxy.y)(a, (λxy.y)(b, (λxy.y)(a, (λxy.y)(b, (λxy.y)(. . .))))),
which is depicted in Fig. 2(a). The term reduces by means of two different developments to the λ-terms:
(λxy.y)(a, (λxy.y)(a, (λxy.y)(a, (λxy.y)(a, (λxy.y)(. . .))))),
as depicted in Fig. 2(b), and:
(λxy.y)(b, (λxy.y)(b, (λxy.y)(b, (λxy.y)(b, (λxy.y)(. . .))))),
as depicted in Fig. 2(c). These last two λ-terms have no common reduct with respect to parallel β-reduction; they re-
duce only to themselves. Note that a similar problem occurs in iλc where confluence fails unless certain restrictions are
enforced [9].
The situation is unsatisfactory: we would like valuations to be defined on as many meta-terms as possible. By the above
examples, this is not possible in general. In the following subsection we identify a class of meta-terms that avoids these
problems, yet is sufficiently expressive.
Remark 3.17. The problematic examples in the present section are all analogues of similar examples in first-order infinitary
rewriting. If we introduce for each λx.xi with xi in x a function symbol (λx.xi) of arity equal to the number of variables in x,
then replacing the parallel β-rule by the set of all first-order rules of the form
(λx.xi)(z1, . . . , zn) → zi
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does not change the behaviour of the examples in this section. Moreover, all examples then involve infinite chains of first-
order redexes (called collapsing towers in [8]). Ruling out these chains in first-order rewriting is a sufficient condition for
complete developments to exist [8]; this also holds in our case, as we show in the next section (without introducing first-
order rules). Note that this result does not carry over to iλc, as there one may have that β-redexes may occur in subterms
with an abstraction at the root (something not allowed in the case of the parallel β-redex, which requires the s in λx.s to be
a term, not just a λ-term).
3.3. Finite chains property
The examples exhibiting problemswith valuations all share a common feature: they involve λ-termswith infinite chains
of parallel β-redexes. Thus, they involve in particular meta-terms with infinite chains of meta-variables.
Definition 3.18. Let s be a meta-term. A chain of meta-variables in s is a chain (Ci[], pi)i<α in s, with α ≤ ω, such that for
each i < α it holds that Ci[] = Z(t1, . . . , tn)with tj =  for exactly one 1 ≤ j ≤ n.
A meta-term s is said to satisfy the finite chains property if no infinite chain of meta-variables occurs in s.
Example 3.19. An example of a class of meta-terms satisfying the finite chains property is the class of finite meta-terms.
The class of meta-terms with infinitely nested chains of finite chains of meta-variables ‘guarded’ by abstractions or function
symbols also satisfies the finite chains property. The following meta-term is an example of a meta-term in the latter class:
[x1]Z1([x2]Z2(. . . [xn]Zn(. . .)))
As a special case we have that any meta-term in which all meta-variables occur as Z(s1, . . . , sn) with no meta-variables
occurring at the roots of s1, . . . , sm satisfies the finite chains property.
Examples of meta-terms that do not satisfy the finite chains property are Z(Z(. . . Z(. . .))) and Z1(Z2(. . . Zn(. . .))).
The followingholds formeta-terms satisfying thefinite chainsproperty and is used in Lemma5.1 to showthat compressed
reductions are well-behaved.
Proposition 3.20. Let s be a meta-term satisfying the finite chains property and let γ be a map that assigns to each p ∈ Pos(s)
the number of prefix positions of p at which no meta-variable occurs. For any n ∈ N, the number of positions p with γ (p) = n is
finite.
Proof. Consider s as a finitely-branching tree. Remove from this tree all positions p for which γ (p) > n. Observe that any
position p′ < pwill satisfy γ (p′) ≤ γ (p). Hence, if γ (p) ≤ n, no prefix of pwill be removed. Thus, the graph resulting from
this removal is again a tree; call this tree T .
Assume that T contains an infinite path such that for every position p along the path we have γ (p) ≤ n. As non-meta-
variables canonly occur atnpositions along thepath, there exists a position q such that onlymeta-variables occur at positions
of which q is a prefix, contradicting the finite chains property. Hence, no infinite path occurs in T . As T is finitely branching,
König’s Lemma yields that T is finite, implying that the number of positions p for which γ (p) ≤ n, and a fortiori γ (p) = n
is also finite. 
We next show that all valuations are total on the set of meta-terms satisfying the finite chains property.
Proposition 3.21. Let s be a meta-term satisfying the finite chains property and let σ¯ be a valuation. There is a unique term that
is the result of applying σ¯ to s.
Proof. Employing the two-step operational view when applying σ¯ – as described in the previous section – it is immediate
by the definition of valuations that the first step of applying σ¯ to s has a unique result. Denote this result by sσ and denote
the set of all parallel β-redexes in sσ by U . The result now follows if we can show that U has a complete development ending
in a term and, moreover, that each development of U ends in the same term.
To start, observe that to repeatedly rewrite the root of sσ by means of the parallel β-redex requires the root to be of the
form
(λx.xi)(t1, . . . , tn),
where 1 ≤ i ≤ n and ti is again a redex of this form. This is only possible if there exists in sσ an infinite chain of such redexes
starting at the root. However, by definition of valuations thismeans that an infinite chain ofmeta-variables occurs in s, which
is impossible as s satisfies the finite chains property. Thus, the root can only be rewritten finitely often in a development.
Applying the same reasoning to the roots of the subterms, we obtain that all possible reductions are strongly convergent
and that there exists a complete development reducing the redexes in U in an outside-in fashion. As all parallel β-redexes
occur in U and as no λ-applications and λ-abstractions occur in s, the result of the complete development, which we denote
by σ¯ (s), is necessarily a term.
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To show that each complete development ends in the same term, observe that we can consider each parallel β-redex
(λx1, . . . , xn.s)(t1, . . . , tn) to be a sequence of β-redexes:
(λx1.(. . . ((λxn.s)tn) . . .))t1.
This means that each complete development in our variant of iλc corresponds to a complete development in iλc extended
with some function symbols. As each complete development in iλc ends in the same term [9,10], a result independent of
any function symbols that are added, the same holds for the redexes in U . Hence, σ¯ (s) is unique. 
3.4. Discussion
We have chosen to define infinite terms in what we believe is the most common way in infinitary rewriting. However,
other possibilities exist, as do other ways to obtain the set of meta-terms satisfying the finite chains property, and yet
other ways to obtain well-defined valuations. For the benefit of the expert reader, we briefly review some of these in this
subsection; the reader only interested in the development of iCRSs may safely skip this material.
3.4.1. Infinite terms
Defining (infinite) (meta-)terms by means of metric completion is one of three currently known ways of introducing
these terms. In a first-order setting (infinite) terms can alternatively be defined bymeans of partial functions (from the set of
all possible positions to elements of the chosen signature) [44,45] or by means of the domain-theoretical construct of ideal
completion (first endowing the set of finite terms with a partial order) [46]. It turns out that each of these three approaches
is isomorphic to the others as shown in [47] by co-algebraic means.
Extending each of the three approaches to a higher-order setting requires us to take account α-equivalence, just as we
have done for the metric completion approach (following the definition of infinite λ-terms from [9]). In the case of the
approach using ideal completion, a definition has been given in [47], albeit for the slightly different class of higher-order
terms used to define HRSs [21,26]. The partial function approach has not yet been extended to higher-order terms. Hence,
the theory of infinite higher-order terms can be called sketchy at best and we deem it neither proper nor fruitful to rectify
this situation in the current paper.
A further complication is the fact that currently no co-algebraic notion exists that can rightly be said to capture the concept
of (infinite) higher-order termswithα-equivalence. Indeed, the known (categorical) algebraic notions used to describe finite
higher-order terms do not properly dualise to include all infinite terms defined above [47]. For example, dualising the notion
of binding algebras from [48] will only allow for (infinite) terms with a finite number of free variables. Hence our use of the
informal concepts of bottom-up and top-down instead of inductive and co-inductive, respectively.
3.4.2. Meta-terms satisfying the finite chains property
The set of meta-terms satisfying the finite chains property can alternatively be defined by slightly altering the employed
depth measure and metric.
Given a term s and a position p ∈ Pos(s), define the depth measure D:
D(s, 	) = 0
D(Z(t1, . . . , tn), i · p′) = D(ti, p′)
D([x]t, 0 · p′) = 1 + D(t, p′)
D(f (t1, . . . , tn), i · p′) = 1 + D(ti, p′)
The difference with the usual depth measure |p| is that we are not counting meta-variables towards the depth.
Next, define the metric da:
da(s, t) =
{
0 if s and t are α-equivalent
2−k otherwise,
where k is the minimal depth – with respect to the depth measure D – such that a conflict occurs between s and t.
The meta-terms without infinite chains of meta-variables are now defined by taking the metric completion of the set of
finite meta-terms with respect to da. That precisely the meta-terms without infinite chains of meta-variables are obtained
is an immediate consequence of the meta-variables not counting towards the depth.
The above construction for the set of meta-terms satisfying the finite chains property is inspired by similar constructions
for iλc defining subsets of the set of infiniteλ-termsby slightly altering thenotion of thedepthmeasure used in the employed
metric [9]. For example, the set containing no λ-terms with infinite chains of λ-abstractions (i.e. not containing subterms of
the form λx1.λx2 . . . λxn . . .) can be defined in this way.
One reason we did not choose to define meta-terms using the changed metric is that the concept of meta-variables
does not occur in all formats for higher-order rewriting. For example, in HRSs [21,26] no distinction is made between term
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formation in rules (‘meta-terms’) and term formation in the terms to be rewritten. Thus, when extending our results to other
formats, we would have to either work with two different metrics, one for rules and one for general terms, or with one, very
restrictive metric that would disallow perfectly harmless terms as these could otherwise occur as right-hand sides of rules,
with possibly detrimental results.
Remark 3.22. We conjecture that, using the above metric, it is possible to show that valuations are total on the set of
meta-terms satisfying the finite chains property by using Kahrs’ uniform continuity approach [38]. That is, by showing that
valuations define a uniformly continuous map from the set of finite meta-terms to the set of finite terms which uniquely
extends to a map on the metric completions of its domain and codomain. The above metric is required, as valuations are not
uniformly continuous given the metric from Definition 3.2 – due to the problems outlined at the end of Section 3.2, which
led to the definition of the finite chains property.
Kahrs’ approach thus requires entangling the definition of the metric with the finite chains property. We find this ap-
proach ill-suited for illustrative purposes and hence prefer not to use it. Moreover, our current proof provides an interesting
application of the theory of developments from iλc.
3.4.3. Well-defined valuations
As shown in [9], confluence can be recovered in iλc in the following way: Define a term s as being root-active if every
reduct of s has a β-redex at the root; introduce a fresh nullary function symbol ⊥ and assume that every root-active term
can be rewritten to ⊥. This result can be used to recover confluence for our system with the parallel β-rule: simply use
the encoding of λ-terms as λ-terms from the proof of Proposition 3.21 and apply the confluence theorem from [9]. Well-
definedness of valuations – without the finite chains property – then follows along the lines of Proposition 3.21, observing
that if an infinite number of parallel β-redexes is contracted at a certain position, then the subterm at that position must be
root-active.
Remark 3.23. We conjecture that, rewriting root-active λ-terms to⊥, we can show that (a) the compression property holds
and that (b) if a set of redexes has a complete development, then all complete developments of the set end in the same
term. However, Lemma 6.15, which is crucial for the confluence proof in [2], will fail. To see this, consider the following two
rewrite rules, the first of which is not allowed starting from Section 4 onwards:
f ([x]Z(x)) → Zω
g(Z) → Z
Considering the term f ([x]g(x)), we have that f ([x]g(x)) → gω is a complete development of the redex at the root of the
term (see Section 6). However, the set consisting of both redexes in f ([x]g(x)) either reduces to⊥ – by first contracting the
g(Z) → Z-redex and next the redex at the root – or to gω , which only reduces to itself.
4. Rewrite rules and reductions
Having defined terms, we move on to define rewrite rules and reductions.
4.1. Rewrite rules
We give a number of definitions that are direct extensions of the corresponding definitions from CRS theory.
Definition 4.1. Afinitemeta-term is a pattern if each of itsmeta-variables has only distinct bound variables as its arguments.
Moreover, a meta-term is closed if all its variables occur bound.
Example 4.2. The meta-terms f ([x]Z(x), Z′) and f ([x]g(Z(x)), y) are patterns. The meta-term g(Z(Z′)) is not a pattern as
the meta-variable Z′ occurs as an argument of the meta-variable Z. The pattern f ([x]g(Z(x)), y) is not closed due to the free
occurrence of the variable y.
We next define rewrite rules and iCRSs. As in the case of iTRSs, the definitions are identical to the definitions given in
the finite case, with exception of the restrictions on the right-hand sides of the rewrite rules [7,8]. In the case of iTRSs the
finiteness restriction is lifted from the right-hand sides. Here, this is also done, but at the same time the finite chains property
is put into place.
Definition 4.3. A rewrite rule is a pair (l, r), denoted l → r, where l is a finite meta-term and r is a meta-term, such that:
1. l is a pattern with a function symbol at the root,
2. all meta-variables that occur in r also occur in l,
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3. l and r are closed, and
4. r satisfies the finite chains property.
The meta-terms l and r are called, respectively, the left-hand side and the right-hand side of the rewrite rule.
An infinitary Combinatory Reduction System (iCRS) is a pair C = (, R)with a signature and R a set of rewrite rules.
Example 4.4. We have that f ([x]Z(x), Z′) → Z(Z′) is a rewrite rule. Moreover, g(Z(Z′)) → Z′ is not a rule as g(Z(Z′)) is
not a pattern and f ([x]Z(x), Z′) → X is not a rule as X does not occur on the left-hand side.
Both left-hand and right-hand sides of rewrite rules satisfy the finite chains property. In the case of left-hand sides this
follows by their finiteness, and in the case of right-hand sides this is by the definition.
It follows easily that iTRSs and iλc are iCRSs if we interpret their rewrite rules as rules in the above sense. By definition
of iTRSs and iλc only finite chains of meta-variables occur in the right-hand sides of the rewrite rules.
In the remainder of the paper there are a few references to the assumption that right-hand sides satisfy the finite chains
property; the references can be found in the proofs of Lemmas 5.1, 6.7, and 6.15 and Theorem 7.2. In each of these cases there
is no advantage in using finite right-hand sides instead of infinite right-hand sides satisfying the finite chains property; we
would still need to reason that meta-variables only occur in finite chains to be able to complete the proofs.
We now define rewrite steps.
Definition 4.5. A rewrite step is a pair of terms (s, t), denoted s → t, adorned with a one-hole context C[], a rewrite rule
l → r, and a valuation σ¯ such that s = C[σ¯ (l)] and t = C[σ¯ (r)]. The term σ¯ (l) is called an l → r-redex, or simply a redex.
The redex occurs at position p and depth |p| in s, where p is the position of the hole in C[].
A position q of s is said to occur in the redex pattern of the redex at position p if q ≥ p and if there does not exist a position
q′ with q ≥ p · q′ such that q′ is the position of a meta-variable in l.
Example 4.6. The term f ([x]h(x), a) rewrites to h(a) by contracting the redex of the rule f ([x]Z(x), Z′) → Z(Z′) occurring
at position 	, that is, at the root.
As both left-hand and right-hand sides of rewrite rules satisfy the finite chains property, it follows by Proposition 3.21
that rewrite steps are well-defined.
We now mention some standard restrictions on rewrite rules that we shall need later in the paper.
Definition 4.7. A rewrite rule is left-linear, if eachmeta-variable occurs at most once in its left-hand side. Moreover, an iCRS
is left-linear if all its rewrite rules are.
Definition 4.8. Let s and t be finite meta-terms that have no meta-variables in common. The meta-term s overlaps t if there
exists a non-meta-variable position p ∈ Pos(s) and a valuation σ¯ such that σ¯ (s|p) = σ¯ (t).
Two rewrite rules overlap if their left-hand sides overlap and if the overlap does not occur at the root when two copies
of the same rule are considered. An iCRS is orthogonal if all its rewrite rules are left-linear and no two (possibly the same)
rewrite rules overlap.
Example 4.9. The rule g([x]Z(x)) → b overlaps f (g([x]Z(x))) → h([x]Z(x)) at position 1. The rules f (g([x]Z(x))) →
h([x]Z(x)) and f (h([x]Z(x))) → Z(a) do not overlap.
In case the rewrite rules l1 → r1 and l2 → r2 overlap at position p, it follows that p cannot be the position of a bound
variable in l1. If it were, we would obtain for some valuation σ¯ and variable x that σ¯ (l1|p) = x = σ¯ (l2), which would imply
that l2 does not have a function symbol at the root, as required by the definition of rewrite rules.
Moreover, it is easily seen that if two left-linear rules overlap in an infinite term, there is also a finite term in which
they overlap. As left-hand sides are finitemeta-terms, we may thus appeal to standard ways of deeming CRSs orthogonal by
inspection of their rules.
Definition 4.10. A pattern is fully-extended [29,30], if, for each of its meta-variables Z and each abstraction [x]s having an
occurrence of Z in its scope, x is an argument of that occurrence of Z. Moreover, a rewrite rule is fully-extended if its left-hand
side is, and an iCRS is fully-extended if all its rewrite rules are.
Example 4.11. The pattern f (g([x]Z(x))) is fully-extended, as is the rewrite rule f (g([x]Z(x))) → h([x]Z(x)). The pattern
g([x]f (Z(x), Z′)),with Z′ occurring in the scopeof the abstraction [x], is not fully-extendedas xdoesnot occur as an argument
of Z′. As a result, the rule g([x]f (Z(x), Z′)) → Z(Z′) is not fully-extended and no g([x]f (Z(x), Z′)) → Z(Z′)-redex occurs
at the root of g([x]f (x, x)). On the other hand, such a redex does occur at the root of g([x]f (x, a)); contracting this redex
yields a.
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4.2. Transfinite reductions
We can now define transfinite reductions. The definition is identical to those for iTRSs and iλc [8,9].
Definition 4.12. A transfinite reduction with domain α > 0 is a sequence of terms (sβ)β<α adorned with a rewrite step
sβ → sβ+1 for each β + 1 < α. In case α = α′ + 1, the reduction is closed and of length α′. In case α is a limit ordinal, the
reduction is called open and of length α. The reduction is weakly continuous or Cauchy continuous if, for every limit ordinal
γ < α, the distance between sβ and sγ tends to 0 as β approaches γ from below. The reduction is weakly convergent or
Cauchy convergent if it is weakly continuous and closed.
An open transfinite reduction is lacking a well-defined final term, while a closed reduction does have such a term.
Example 4.13. Consider the rewrite rule f ([x]Z(x)) → Z(f ([x]Z(x))) and observe that f ([x]x) → f ([x]x). Define sβ =
f ([x]x) for all β < ω · 2. The reduction (sβ)β<ω·2, where in each step we contract the redex at the root, is open and weakly
continuous. Adding the term f ([x]x) to the end of the reduction yields a weakly convergent reduction. Both reductions are
of length ω · 2.
As in [8–10], we prefer to reason about strongly convergent reductions. This ensures that descendants are always well-
defined and that we can restrict our attention to reductions of length at most ω by the so-called compression property, as
shown in Section 5.
Definition 4.14. Let (sβ)β<α be a transfinite reduction. For each rewrite step sβ → sβ+1, let dβ denote the depth of the
contracted redex. The reduction is strongly continuous if it is weakly continuous and if, for every limit ordinal γ < α, the
depth dβ tends to infinity as β approaches γ from below. The reduction is strongly convergent if strongly continuous and
closed.
Example 4.15. The reductions from Example 4.13 are neither strongly continuous nor strongly convergent, as all contracted
redexes occur at the root, that is, at depth 0. On the other hand, given again the rule f ([x]Z(x)) → Z(f ([x]Z(x))), we have
that the depth of the contracted redexes increases along the following reduction:
f ([x]g(x)) → g(f ([x]g(x))) → · · · → gn(f ([x]g(x))) → gn+1(f ([x]g(x))) → · · ·
The reduction is open and strongly continuous. Extending the reduction with the term gω yields a strongly convergent
reduction. Both reductions are of length ω.
Example 4.16. Consider the rules for map from Example 2.2. Let g be a unary function symbol and let s and t be the terms
satisfying the recursive equations s = cons(nil, s) and t = cons(g(nil), t), that is, s and t represent, respectively, the
infinite list of nils and g(nil)s. We have that
map([x]g(x), s) → cons(g(nil), map([x]g(x), s))
→ cons(g(nil), cons(g(nil), . . .))
→ · · · t
is a strongly convergent reduction of length ω.
Notation 4.17. By sα t, respectively, s≤α t, we denote a strongly convergent reduction of ordinal lengthα, respectively,
of ordinal length atmostα. By s twe denote a strongly convergent reduction of arbitrary ordinal length and by s →∗ twe
denote a reduction of finite length. Reductions are usually ranged over by capital letters such asD, S, and T . The concatenation
of reductions S and T is denoted by S; T .
Note that the concatenation of any finite number of strongly convergent reductions is a strongly convergent reduction.
With respect to strongly convergent reductions we also have the following:
Lemma 4.18. If s t, then the number of steps contracting redexes at depths less than d ∈ N is finite for any d.
Proof. This is exactly the proof of [8, Lemma 3.5]. 
Corollary 4.19. Every strongly convergent reduction has countable length.
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4.3. Descendants and residuals
The definition of a descendant across a rewrite step σ¯ (l) → σ¯ (r) follows the definition of valuations and substitutions,
and is thus defined in two steps. The first step defines descendants in σ¯ (r) where only the valuation is applied and not Eq.
(1). The second step defines descendants across the application of Eq. (1).
The second step has already been described in Section 3.2 and we refer the reader to that section for further details. Do
note that the positions of variables bound by contracted parallel β-redexes do not have any descendants. As a consequence,
positions of variables bound by redexes being reduced in iCRSswill not have descendants either. This behaviour is analogous
to that of the descendants defined in [19].
In addition to the above, it follows from the definition given below that positions occurring in the redex pattern of
a contracted redex do not have any descendants either. Defining these positions and the positions of variables bound
by contracted redexes to bewithout descendants has as advantage that each position in the resulting termwill descent from
at most one position in the original term. This simplifies the theory we need to develop to prove confluence properties of
orthogonal iCRSs. Needless to say, the definition given below is easily adapted to deal differently with bound variables and
positions occurring in redex patterns.
We continue to define the first step in the definition of descendants. Recall that we denote by 0 both the position of the
subtermon the left-handsideof aλ-applicationand thepositionof thebodyof aλ-abstractionand thatwedenoteby1, . . . , n
the positions of the subterms on the right-hand side of a λ-application. This means that (λx.s)(t1, . . . , tn)|0 = (λx.s),
λx.s|0 = s, and Z(t1, . . . , tn)|i = (λx.s)(t1, . . . , tn)|i = ti for 1 ≤ i ≤ n. We denote by σ¯ (l) → rσ the rewrite step
σ¯ (l) → σ¯ (r)where the valuation is applied to r but not Eq. (1).
Definition 4.20. Let l → r be a rewrite rule, σ¯ a valuation, and p ∈ Pos(σ¯ (l)). Suppose u : σ¯ (l) → rσ . The set p/1u is
defined as follows:
• if a position q ∈ Pos(l) exists such that p = q · q′ and root(l|q) = Z , then define p/1u = {p′ · 0 · 0 · q′|p′ ∈ P} with
P = {p′|root(r|p′) = Z},• if no such position exists, then define p/
1
u = ∅.
Note that Pos(r) ⊆ Pos(rσ ) by the notation of positions in subterms of the form (λx.s)(t1, . . . , tn). From this it follows
that P ⊆ Pos(rσ ).
We can now give the full definition of a descendant across a rewrite step.
Definition 4.21. Let u : C[σ¯ (l)] → C[σ¯ (r)] be a rewrite step, such that p is the position of the hole in C[], and let
q ∈ Pos(C[σ¯ (l)]). The set of descendants of q across u, denoted q/u, is defined as q/u = {q} in case p‖q or p > q. In case
q = p · q′, the set is defined as q/u = {p · q′′|q′′ ∈ Q}, where Q is the set of descendants of q′/
1
u′ with u′ : σ¯ (l) → rσ across
a complete development of the parallel β-redexes in rσ .
Descendants across a reduction are defined as for iTRSs and iλc.
Definition 4.22. Let s0 α sα and let P ⊆ Pos(s0). The set of descendants of P across s0 α sα , denoted P/(s0 α sα), is
defined as follows:
• if α = 0, then P/(s0 α sα) = P,• if α = 1, then P/(s0 → s1) = ⋃p∈P p/(s0 → s1),
• if α = β + 1, then P/(s0 β+1 sβ+1) = (P/(s0 β sβ))/(sβ → sβ+1),
• if α is a limit ordinal, then p ∈ P/(s0 α sα) iff p ∈ P/(s0 β sβ) for all large enough β < α.
In the caseof orthogonal iCRSs, if there exists a redexat apositionpemploying a rewrite rule l → r that is not contracted in
a rewrite step and if p has descendants across the step, then there exists a redex at each descendant of p that also employs the
rule l → r. Hence, for orthogonal systems there exists a well-defined notion of residual by strongly convergent reductions.
We overload the notation ·/· to denote both the descendant and the residual relation.
Notation 4.23. Let s  t. Assume P ⊆ Pos(s) and U a set of redexes in s. We denote the descendants of P across s  t
by P/(s  t) and the residuals of U across s  t by U/(s  t). Moreover, if P = {p} and U = {u}, then we also write
p/(s  t) and u/(s  t). Finally, if s  t consists of a single step contracting a redex u, then we sometimes write
U/u.
Example 4.24. Consider the strongly convergent reduction from Example 4.15:
f ([x]g(x)) → g(f ([x]g(x))) → · · · → gn(f ([x]g(x))) → · · · gω
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and call it S. The position of the subterm g(x) in the term f ([x]g(x)) is 10. We have:
10/(f ([x]g(x)) → g(f ([x]g(x))))
= {10}/(f ([x]g(x)) → g(f ([x]g(x))))
= {	, 110}
and for the positions 	 and 0 in the redex pattern of f ([x]g(x)):
{	, 0}/(f ([x]g(x)) → g(f ([x]g(x)))) = ∅.
Moreover, for S we have:
10/S = {	, 1, 11, 111, . . .}.
The following two lemmas provide some insight in the interplay between residuals and strongly convergent reductions;
they are the respective analogues of Lemmas 12.5.12 and 12.5.4 in [10].
Lemma 4.25. Let P be a set of positions in a term s and let s  t. If every step in s  t occurs at depth strictly greater than d,
then P and P/(s t) have exactly the same members at depth ≤ d.
Proof. As each step si → si+1 occurs at depth > d, we have p/(si → si+1) = {p} for every p ∈ P at depth ≤ d, which by
definition of descendants entails that p/(s t) = {p}. 
Lemma 4.26. For every fully-extended, left-linear iCRS, if s t is a reduction of limit ordinal length, then for every redex u in t
there exists a term s′ in s t such that u is the unique residual of a redex in s′.
Proof. Suppose that u is a redex in t that occurs at position p. By definition of rewrite rules, it follows that the left-hand
side of the rewrite rule employed in u is finite. Hence, there exists a depth d such that all positions in the redex pattern of u
have depth strictly less than d. By strong convergence we may write s t as s s′  t such that all steps in s′  t occur
below depth d. By left-linearity and fully-extendedness it follows that a redex v occurs at position p in s′ with u the unique
residual of v. 
In Lemma 4.28 below, we need the notion of a reduct of a subterm (in addition to descendants and residuals).
Definition 4.27. Let s0 α sα . Moreover, let p0 ∈ Pos(s0) and pα ∈ Pos(sα). The subterm sα|pα is called a reduct of s0|p0 if
for every β ≤ α there exists a position qβ in sβ with qα = pα such that:
• if β = 0, then q0 = p0,• if β = β ′ + 1, then qβ = qβ ′ unless sβ ′ → sβ ′+1 contracts a redex strictly above qβ ′ in which case qβ ∈ qβ ′/(sβ ′ →
sβ ′+1), and• if β is a limit ordinal, then qβ = qγ for all large enough γ < β .
A position q ≥ pα in sα is said to occur in a reduct sα|pα of s0|p0 if, for all positions pα < p′ ≤ q in sα , the subterm sα|p′
is a reduct of a subterm strictly below p0 in s0.
The above notion generalises the usual notion of a reduct. The usual notion is obtained by taking the root position for
every qβ . There is a slight difference between reducts and descendants: contracting a redex at a position p yields a reduct at
position p, while the position p does not have a descendant.
The lemma below precludes nestings of residuals from occurring in reductions unless the conditions mentioned in the
lemma are met. This is due to the fact that nestings of subterms can only be created by substitution of bound variables. A
full proof of the lemma can be found in [4, p. 29].
Lemma 4.28. Let s0 α sα and suppose uα and vα in sα are residuals of redexes in s0. Denote for all γ ≤ α by uγ and vγ ,
respectively, the unique redexes at positions pγ and qγ in sγ of which uα and vα are residuals. Assume for all γ < α that if the
step sγ → sγ+1 contracts a redex at prefix position of qγ then the redex is a residual of a redex in s0. Then, given that a variable
bound by an abstraction in the redex pattern of uα occurs in vα , it follows that (a) p0 < q0 and (b) qα occurs in the reduct sα|pα
of s0|p0 .
Proof (Sketch). Suppose that a variable bound by an abstraction in the redex pattern of uα occurs in vα . We reason by
transfinite induction on α, the length of the reduction s0 α sα . In case α = 0, the result is immediate since bound
variables can only occur below the abstraction by which they are bound.
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In case α is a successor ordinal, suppose either that (a) p0 < q0, or that (b) qα ≥ pα , but qα does not occur in the reduct
sα|pα of s0|p0 . The proof is then a straightforward, but tedious analysis on these two cases.
In case α is a limit ordinal, the result is immediate by strong convergence and the induction hypothesis, since residuals
occur at finite depth. 
5. Compression
Compression is a feature of (strongly convergent) infinitary rewriting that, in essence, allows us to shorten reductions of
arbitrary lengths to much more manageable reductions of length at most ω.
In this section, we prove the compression property for fully-extended, left-linear iCRSs. Fully-extendedness and left-
linearity ensure that no redex is created by either making two subterms equal in an infinite number of steps or by erasing
some variable in an infinite number of steps. We will also show that these two assumptions cannot be omitted.
We note that the proof of the compression property in earlier, more restrictive settings, for example iλc [9,10], are
essentially independent of the concrete notion of rewriting, except for the details of the crucial observation that, for left-
linear systems, one can ‘pull back’ a redex across a reduction that does not affect the positions in the redex pattern.We prove
this property specifically for iCRSs in the following lemma.
Lemma 5.1. For every fully-extended, left-linear iCRS, if σ¯0(l) ≤ω σ¯ω(l) → σ¯ω(r) such that l is the redex pattern of the
redex contracted in σ¯ω(l) → σ¯ω(r) and such that no step along σ¯0(l)  σ¯ω(l) occurs at a position in the pattern of l, then
σ¯0(l) → σ¯0(r)≤ω σ¯ω(r) (see Fig. 3).
Proof. Let σ¯0(l) ≤ω σ¯ω(l) → σ¯ω(r). By left-linearity and fully-extendedness we have that σ¯0(l) → σ¯0(r). Hence,
σ¯0(r)≤ω σ¯ω(r) is left to prove.
Since the left-hand side of each rewrite rule is a pattern and since no redex contracted along σ¯0(l)≤ω σ¯ω(l) occurs at a
position in the redex pattern of l, it follows that σ¯0(l) σ¯ω(l) consists of a finite number of interleaved, strongly convergent
reductions of length at most ω: one reduction for each meta-variable Z that occurs in l, reducing σ0(Z)(x) to σω(Z)(x). By
Lemma 4.18 we may write:
σ0(Z)(x) →∗ σ1(Z)(x) →∗ · · · →∗ σd(Z)(x) →∗ σd+1(Z)(x) →∗ · · · σω(Z)(x),
where for each d ≥ 0wehave that all steps inσd(Z)(x) σω(Z)(x) occur at depth d or below. Hence,σd(Z)(x) σω(Z)(x)
is possibly empty. Moreover, by left-linearity, we may replace the variables x by arbitrary terms t to obtain a reduction
σd(Z)(t) →∗ σd+1(Z)(t). No nesting of the terms in t can occur, as the free variables in t are also free in σd(Z)(t).
We now show for all d ≥ 0 that there exists a reduction sd →∗ sd+1 with all rewrite steps occurring at depth d or below
and such that d(sd, σ¯ω(r)) ≤ 2−d and s0 = σ¯0(r). To do so, consider the map γ which assigns to each p ∈ Pos(r) the
number of prefix positions of p at which nometa-variable occurs and define for each d a sequence of meta-terms rd,0, rd,1,
rd,2, . . .with rd,0 = r and rd,i+1 = σ¯ ′d,i(r′d,i)where r′d,i is obtained from rd,i by labelling eachmeta-variable with its position
in rd,i and such that σ¯
′
d,i is the valuation induced by the map σ
′
d,i defined as:
σ ′d,i(Zp) =
⎧⎪⎨
⎪⎩
σd−γ (p)(Z) if γ (p) < d and |p| < i
σ0(Z) if γ (p) ≥ d and |p| < i
Z if |p| ≥ i,
where during application of σ¯ ′d,i we temporarily consider the meta-variables introduced in the last clause to be function
symbols of appropriate arity. By Lemma 3.20 and since no further nestings can be created, as remarked above, all remaining
meta-variables will occur at progressively greater depths along the defined sequence of meta-terms. Hence, the sequence
converges to a term, we define this term to be sd.
For each Zp with σd−γ (p) applied, consider the reduction σd−γ (p)(Z)(x) →∗ σd+1−γ (p)(Z)(x). By definition of sd and
sd+1, it follows that sd →∗ sd+1. Since all steps in σd−γ (p)(Z)(x) →∗ σd+1−γ (p)(Z)(x) for Z at position p occur at depth
d − γ (p) or below and since there are γ (p) prefix positions of p at which no meta-variable occurs, all rewrite steps in
sd →∗ sd+1 occur at depth d or below. Moreover, since all rewrite steps in σd−γ (p)(Z)(x)  σω(Z)(x) also occur at depth
d − γ (p) or below, we also have d(sd, σ¯ω(r)) ≤ 2−d.
Fig. 3. Lemma 5.1.
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By construction of sd →∗ sd+1 it follows that
s0 →∗ s1 →∗ · · · →∗ sd →∗ sd+1 →∗ · · · σ¯ω(r)
is a strongly convergent reduction of length at most ω. Moreover, as σ¯0(r) = s0, we have σ¯0(r) ≤ω σ¯ω(r). Hence, the
result follows. 
The above result does not hold in case we allow steps along σ¯0(l) σ¯ω(l) to occur at positions in the pattern of l. To see
this, consider the following two rules:
f (a) → f (b)
f (Z) → g(Z)
and define l = f (Z) and r = g(Z) with σ0(Z) = a and σω(Z) = b. We obtain σ¯0(l) = f (a) → f (b) = σ¯ω(l) and
σ¯ω(l) = f (b) → g(b) = σ¯ω(r) by, respectively, the first and second rule, where the first step occurs at the position of the
function symbol f in the pattern f (Z). Although we also have σ¯0(l) = f (a) → g(a) = σ¯0(r) by the second rule, g(a) cannot
be reduced to g(b), as required by the lemma.
The main result of this section is now as follows.
Theorem 5.2 (Compression). For every fully-extended, left-linear iCRS, if sα t, then s≤ω t.
Proof. Let s α t and proceed by ordinal induction on α. By the proof of Theorem 12.7.1 in [10] it suffices to show that
the theorem holds for α = ω + 1: the cases where α is 0, a limit ordinal, or a successor ordinal greater than ω + 1 do not
depend on the definition of rewriting.
For the case α = ω + 1, it suffices to note that the details of the proof in [10, Theorem 12.7.1] are independent of the
notion of rewriting as long as the properties of Lemmas 4.18 and 5.1 hold. 
Wenext showthat theassumptionsof left-linearity and fully-extendedness cannotbeomitted fromtheprevious theorem.
In addition, we show that omitting the finite chains property from the definition of rewrite rules can alsomake compression
fail.
Example 5.3 (Failure of compression without left-linearity). In case left-linearity is omitted, failure of compression follows if
we interpret the counterexample to compression for non-left-linear iTRSs [8] in the context of iCRSs. Suppose we have at
our disposal the following three rewrite rules:
f (Z, Z) → c
a → g(a)
b → g(b).
Obviously, the first of the above rules is not left-linear. Now consider the following reduction of length ω + 1:
f (a, b) →∗ f (g(a), g(b)) →∗ f (g2(a), g2(b)) →∗ · · · f (gω, gω) → c.
The reduction cannot the compressed to a reduction of length at most ω because ω steps are required to reduce both g(a)
and g(b) to gω and because the two arguments of f differ as long as g(a) and g(b) have not been reduced to gω .
Example 5.4 (Failure of compression without fully-extendedness). Consider the following two rewrite rules:
f ([x]Z) → Z
g(Z) → h(g(Z)).
The first of the above two rewrite rules is not fully-extended, as themeta-variable Z on the left-hand side occurs in the scope
of the abstraction [x], while x is not an argument of Z. Now consider the following reduction:
f ([x]g(x)) → f ([x]h(g(x))) → · · · f ([x]hω) → hω.
The reduction cannot be compressed to a reduction of length at most ω, because ω steps are required to reduce g(x) to hω
and because the variable x occurs bound as long as g(x) has not been reduced to hω .
As an alternative to the above, failure of compression in the case of non-fully-extendedness also follows by interpreting
λβη-calculus in the context of iCRSs: the η-rule is not fully-extended. Failure of compression to reductions of at most length
ω is demonstrated in [9]. However, as can be deducted from Lemma 5 in [49], a slightly different compression property does
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hold in the case of λβη-calculus: each reduction can be compressed to a reduction of length at most ω + ω. This result is
not mentioned explicitly in [49], but a similar result occurs in Theorem 9 of that paper: it is proved that compression to at
most ω + ω holds for λβη-calculus extended with a fresh constant ⊥ and a “rule schema” t → ⊥ that applies to terms t
not reducible to head normal form.
Lastly, we show that the finite chains property, which underlies much of treatment of iCRSs (see Sections 1.2 and 3.3), is
also needed for compression.
Example 5.5 (Failure of compression without the finite chains property). Assume we have at our disposal the following two
rewrite rules:
f ([x]Z(x), [y]Z′(y)) → Z′(Zω)
g(Z) → h(g(Z)).
Obviously, the right-hand side of the first rule does not satisfy the finite chains property. Now consider the following
reduction:
f ([x]x, [y]g(y)) → f ([x]x, [y]h(g(y))) → · · · f ([x]x, [y]hω) → hω.
Compression fails, as the first rule cannot be applied to f ([x]x, [y]g(y)), or for that matter to any f ([x]x, [y]hn(g(y))) with
n ∈ N, because we have:
f ([x]x, [y]hn(g(y))) = σ¯ (f ([x]Z(x), [y]Z′(y))),
with σ(Z) = λx.x and σ(Z′) = λy.hn(g(y)), and:
σ¯ (Z′(Zω)) = (λy.hn(g(y)))((λx.x)((λx.x)(. . . ((λx.x)(. . .))))),
which obviously has no complete development of its parallel β-redexes.
6. Developments
In this section, we prove that each complete development of the same set of redexes in an orthogonal iCRS ends in the
same term.
Assuming in the remainder of this section that every iCRS is orthogonal and that s is a term and U a set of redexes in s,
we first define developments:
Definition 6.1. A development of U is a strongly convergent reduction such that each step contracts a residual of a redex in
U . A development s t is called complete if U/(s t) = ∅. Moreover, a development is called finite if s t is finite.
A complete development of a set of redexes does not necessarily exist in the infinite case. Consider for example the
rule f (Z) → Z and the term fω . The set of all redexes in fω does not have a complete development: after any (partial)
development a residual of a redex in fω always remains at the root of the resulting term. Hence, any complete development
will have an infinite number of root-steps and thus is not strongly convergent, contrary to requirements.
Remark 6.2. Although the above the definition and the results below concern orthogonal iCRSs, they can be interpreted
in the more liberal context of orthogonal sets of redexes (where no restrictions are placed upon the iCRSs but where it is
assumed that there is no overlap between the patterns of the redexes that occur in U). No modification of either the above
definition or the proofs below is necessary. Even though this is the case, we opt to work in the context of orthogonal iCRSs,
as this seems most common throughout the literature on rewrite systems.
6.1. Paths and finite jumps
To prove that each complete development of the same set of redexes ends in the same term, we extend the technique of
the Finite Jumps Developments Theorem [10] to orthogonal iCRSs.
The crucial notion is that of a path, first used in (finitary) λ-calculus for characterising redex families [50,51]. Intuitively,
a path is a sequence of nodes that “jumps back and forth” between (positions in) a term and the right-hand sides of rules
of redexes that occur in that term. Consider a set U of redexes in a term s. A path ‘traces’ through s starting at the root and
proceeding to increasingly greater depths. If a redex in U , or a variable bound by a redex in U , is encountered on a path, a
‘jump’ is made to the right-hand side of the employed rewrite rule. The path continues there until a meta-variable is met, at
which point a jump back to the original term is made (see Fig. 4).
As paths ‘jump’ when redexes and bound variables are met, each path intuitively traces possible nestings of elements
of U that would occur when contracting a redex from U . To reason about the notoriously difficult problem of nestings in
higher-order systems, one may then consider the set of all paths induced by U and the changes to the paths by contraction
J. Ketema, J.G. Simonsen / Information and Computation 209 (2011) 893–926 913
Fig. 4. A path tracing through a term: when a redex or a bound variable is met in a trace, a ‘jump’ is made to the right-hand side of the employed rewrite rule and
the trace continues there until a meta-variable is encountered.
of redexes. Note that even though a path can be infinite, it will turn out that a set of redexes has well-defined complete
developments iff every path has a finite number of jumps.
Our definition of path is necessarily more complicated than the one for iλc in [10]: there, the only rule to consider is
theβ-rule, the right-hand side of which consists of a simple substitution. In the presence of themore complex rules of iCRSs,
we need to ensure that each possible right-hand side is treated correctly when defining a path. Apart from purely syntactical
changes, we extend the notion of paths from [10] in one crucial way: we also consider projections of paths. Projections
afford a way of extracting the syntactic symbols from paths to obtain the final (and unique) term of a complete development
of U .
In the following, we denote by pu the position of the redex u in s. Moreover, we say that a variable x is bound by a redex u
if x is bound by an abstraction [x] which occurs in the left-hand side of the rewrite rule employed in u.
Definition 6.3. A path of swith respect to U is a sequence of alternating nodes and edges. Each node is labelled either (s, p)
with p ∈ Pos(s) or (r, p, pu) with r the right-hand side of a rewrite rule, p ∈ Pos(r), and u ∈ U . Each edge is directed and
either unlabelled or labelled with an element ofN.
Every path starts with a node labelled (s, 	). If a node n of a path is labelled (s, p) and has an outgoing edge to a node n′,
then:
1. if s|p is neither a redex in U nor a variable bound by a redex in U , then for some i ∈ Pos(s|p)∩N the node n′ is labelled
(s, p · i) and the edge from n to n′ is labelled i,
2. if s|p is a redex u ∈ U with l → r the employed rewrite rule, then the node n′ is labelled (r, 	, pu) and the edge from
n to n′ is unlabelled,
3. if s|p is avariablexboundbya redexu ∈ Uwith l → r theemployedrewrite rule, then thenoden′ is labelled (r, p′·i, pu)
and the edge from n to n′ is unlabelled, such that (r, p′, pu) was the last node before n with pu, root(r|p′) = Z , and
l|q·i = x with q the unique position of Z in l.
If a node n of a path is labelled (r, p, pu) and has an outgoing edge to a node n
′, then:
1. if root(r|p) is not a meta-variable, then for some i ∈ Pos(r|p) ∩ N the node n′ is labelled (r, p · i, pu) and the edge
from n to n′ is labelled i,
2. if root(r|p) is a meta-variable Z , then the node n′ is labelled (s, pu · q) and the edge from n to n′ is unlabelled, such
that l → r is the rewrite rule employed in u and such that q is the unique position of Z in l.
Apathends in caseweencounter anullary function symbolor avariablenotboundbya redexof s inU (this is automatically
the case for any variable that occurs on the right-hand side of a rewrite rule). This is immediate by the fact that Pos(t) ∩N
is empty in case t is either a variable or nullary function symbol.
We say that a path ismaximal if it is not a proper prefix of another path.Wewrite a path as a (possibly infinite) sequence
of alternating nodes and edges = n1e1n2 · · · .
Definition 6.4. Let = n1e1n2 · · · be apath of swith respect toU . Thepath projectionφ()of is a sequence of alternating
nodes and edges φ() = φ(n1)φ(e1)φ(n2) · · · . Each node φ(n) is either unlabelled or labelled with a function symbol or
variable such that:
1. if n is labelled (s, p), then φ(n) is unlabelled if s|p is a redex in U or a variable bound by such a redex and it is labelled
root(s|p) otherwise, and
2. if n is labelled (r, p, q), then φ(n) is unlabelled if root(r|p) is a meta-variable and it is labelled root(r|p) otherwise.
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Each edge φ(e) is either labelled with an element ofN or labelled 	 such that if e is labelled i, then φ(e) has the same label,
and if e is unlabelled, then φ(e) is labelled 	.
Note that the nodes of path projections are either unlabelled or labelled with function symbols, variables, or abstractions;
this is contrary to paths whose nodes are labelled with pairs and triples.
Example 6.5. Consider the orthogonal iCRS that only has the following rewrite rule, also denoted l → r:
f ([x]Z(x), Z′) → Z(g(Z(Z′))).
Given the terms s = f ([x]g(x), a) and t = g(g(g(a))) and the set U containing the only redex in s, we have that s → t is a
complete development of U .
The term s has one maximal path with respect to U:
(s, 	) → (r, 	, 	) → (s, 10) 1→ (s, 101) → (r, 1, 	) 1→ (r, 11, 	)
→ (s, 10) 1→ (s, 101) → (r, 111, 	) → (s, 2).
Moreover, the term t has one maximal path with respect to U/(s → t) = ∅:
(t, 	)
1→ (t, 1) 1→ (t, 11) 1→ (t, 111).
The path projections of the maximal paths are, respectively,
· 	→ · 	→ g 1→ · 	→ g 1→ · 	→ g 1→ · 	→ · 	→ a
and
g
1→ g 1→ g 1→ a.
Let P(s, U) denote the set of path projections of maximal paths of s with respect to U . The following two results can be
witnessed in the above example, their proofs are simple, but tedious and lengthy, hence occur in Appendix A.2.
Proposition 6.6. The map φ defines a bijection between the set of paths and the set of path projections, respectively, between
maximal paths and the path projections in P(s, U).
Lemma 6.7. Let u ∈ U and let s → t be the rewrite step contracting u. There exists a bijection between P(s, U) and P(t, U/u).
Given a path projectionφ() ∈ P(s, U), its image under the bijection is obtained by deleting finite sequences of unlabelled nodes
and 	-labelled edges from φ().
We next define a property of U , based on P(s, U): the finite jumps property. We also introduce some terminology to relate
a term to P(s, U).
Definition 6.8. The setU has the finite jumps property if no path projection occurring inP(s, U) contains an infinite sequence
of unlabelled nodes and 	-labelled edges. Moreover, a term t matches P(s, U) if, for all φ() ∈ P(s, U) and all prefixes of
φ() ending in a node φ(n) labelled f , it holds that root(t|p) = f , where p is the concatenation of the edge labels in the
prefix (starting at the first node of φ() and ending in φ(n)).
We now prove an ancillary result concerning finite jumps.
Proposition 6.9. If U has the finite jumps property, then there exists a unique term, denoted T (s, U), that matches P(s, U).
Proof (Sketch). Let Pp(s, U) denote the set of all prefixes of path projections in P(s, U) such that the concatenation of the
edge labels for each prefix is p and such that each prefix ends in a labelled node. The proof proceeds by induction on p in a
fashion identical to the proof of Proposition 12.5.8 in [10]. 
We can now prove the Finite Jumps Developments Theorem.
Theorem 6.10 (Finite Jumps Developments Theorem). If U has the finite jumps property, then:
1. every complete development of U ends in T (s, U),
2. for any p ∈ Pos(s), the set of descendants of p by a complete development of U is independent of the complete development,
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3. for any redex u of s, the set of residuals of u by a complete development of U is independent of the complete development,
4. U has a complete development.
Proof (Sketch). (1) Assuming there exists a complete development, the proof is identical to the proof of Proposition 12.5.9
in [10], except that Lemma 6.7 is employed instead of tracing. The proof proceeds by ordinal induction showing that for
every sα in the complete development with residuals Uα = U/(s sα) of U , we have that P(sα, Uα) can be obtained from
P(s, U) by deleting finite sequences of unlabelled nodes and 	-labelled edges from the elements of P(s, U). The proof is
then concluded by employing Proposition 6.9.
(2) In analogy to [19, Section II.2], the proof proceeds by labelling subterms where the rewrite rules take into account the
labels that occur such that each reduction in the labelled version corresponds to a reduction in the original iCRS by removal
of all labels and vice versa. If the subterms of some term have a certain label k, then the descendants of these subterms
across some reduction are precisely the subterms labelled k in the final term. Finally, the first clause of the current theorem
is applied, taking into account the labelling.
(3) By the second clause of the current proof and orthogonality of the assumed iCRS.
(4) As in the proof of Proposition 12.5.9 in [10] it suffices to observe that contracting redexes in an outside-in fashion
only affects parts of maximal paths following the node corresponding to the root of the contracted redex (this follows
by inspection of the proof of Lemma 6.7). As only finite sequences of nodes and edges occur and since terms are finitely
branching, the contracted redexes occur at increasingly greater depths along the constructed reduction, yielding a strongly
convergent reduction that is a complete development. 
6.2. Developments
With the Finite Jumps Developments Theorem in hand, we can now precisely characterise the sets of redexes having
complete developments. This characterisation seems to be new.
Recall that we are working with an orthogonal iCRS and that U is a set of redexes in a term s.
Lemma 6.11. The set U has a complete development iff U has the finite jumps property.
Proof. To prove that the finite jumps property holds if U has a complete development, suppose U does not have the finite
jumps property. That is, there exists a path projection φ() of s with respect to U that ends in an infinite sequence of
unlabelled nodes and 	-labelled edges.
We show by ordinal induction for every sα in the complete development, with residuals Uα = U/(s  sα) of U , that
there exists a path projectionφ(α) of sα with respect toUα that has an infinite sequence of unlabelled nodes and 	-labelled
edges. For s0 = s, this is immediate.
For sα+1, we have by the induction hypothesis that there exists path projection φ(α) that has an infinite sequence of
unlabelled nodes and 	-labelled edges. By Lemma 6.7, the path projection φ(α+1) is obtained by deleting finite sequences
of unlabelled nodes and 	-labelled edges from φ(α). Hence, φ(α+1) must also have an infinite sequence of unlabelled
nodes and 	-labelled edges.
For sα with α a limit ordinal, we have by strong convergence that φ(α) can be obtained from φ() by deleting all
unlabelled nodes and 	-labelled edges deleted in the previous steps. Also by strong convergence, the deleted nodes and
edges occur at an increasingly greater distance from the starting node of the path projections considered along the complete
development. Hence, an increasing part of the infinite sequence of unlabelled nodes and 	-labelled edges is stable along the
complete development. This implies that φ(α) also has such an infinite sequence.
Thus, a path projection that has an infinite sequence of unlabelled nodes and 	-labelled edges is present after each
complete development of U . By definition of paths and path projections this implies that a residual of a redex in U occurs in
the final term of the complete development. However, this contradicts the fact that no residuals of redexes in U occur in the
final term of a complete development. Hence, U must have the finite jumps property.
ThatU has a completedevelopment if it has thefinite jumpsproperty is an immediate consequenceof Theorem6.10(4). 
The result we were aiming at now follows easily.
Theorem 6.12. If U has a complete development, then all complete developments of U end in the same term.
Proof. By Lemma 6.11, if U has a complete development, then it has the finite jumps property. But then, each complete
development of U ends in the same term by Theorem 6.10(1). 
6.3. Properties of developments
Wenext prove a number of properties of complete developments that will be of use in [3,4]. Again, recall that we assume
to be working in an orthogonal iCRS and that U is a set of redexes in a term s.
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Notation 6.13. If there exists a complete development of U resulting in a term t, then we write s ⇒ t, where the arrow is
adorned with U if needed.
Lemma 6.14. If U has a complete development and if s  t is a (not necessarily complete) development of U , then U/(s  t)
has a complete development.
Proof. As U has the finite jumps property by Lemma 6.11, it follows by inspection of the proof of Theorem 6.10(1) that
U/(s t) also has the finite jumps property. Hence, the result now follows by applying Lemma 6.11 to U/(s t). 
Lemma 6.15. If U has a complete development and if u is a redex in s, then U ∪ {u} has a complete development.
Proof. Perform a complete development of U , resulting in a term t. By definition of valuations and substitutions, nestings
of u can only be created by the redexes above u in the initial term. As there are only finitely many such redexes and as
the right-hand side of each rewrite rules satisfies the finite chains property, only finite chains of residuals of u occur in t
(though infinite nestings are still possible). Repeatedly contract a residual of u that is at minimal depth. As only finite chains
of residuals of u occur and as residuals of u cannot nest other residuals of u, it follows by terms being finitely branching that
the minimal depth at which redexes are contracted increases after a finite number of steps. Hence, the reduction defined in
this way is strongly convergent and contracts all residuals of u, resulting in a complete development of U ∪ {u}. 
Remark that the above lemma fails in case we do not require right-hand sides of rewrite rules to satisfy the finite chains
property:
Example 6.16 (Failure of Lemma 6.15 without the finite chains property). Consider the following two rewrite rules, the first of
which does not satisfy the finite chains property:
f ([x]Z(x)) → Zω
g(Z) → Z.
Now consider the term f ([x]g(x)). Obviously, the singleton set consisting of the g(Z) → Z-redex has a complete
development:
f ([x]g(x)) → f ([x]x).
However, the set consisting of both redexes in f ([x]g(x)) does not have a complete development: if we first reduce the
g(Z) → Z-redex, we can no longer contract the remaining f ([x]Z(x)) → Zω-redex. If the f ([x]Z(x)) → Zω-redex is
contracted first, any development of the set of residuals of the g(Z) → Z-redex from the original termmust leave a residual
at the root of the final term of the development, hence this development is not complete.
Proposition 6.17. Let U have a complete development s ⇒ t and let v be a redex in s. The following diagram commutes:
Proof. Immediate by Lemmas 6.14 and 6.15, Theorem 6.12 and the fact that (U ∪ {v})/(s →v t′) = U/(s →v t′) and
(U ∪ {v})/(s ⇒ t) = v/(s ⇒ t). 
Lemma 6.18. If U is finite, then U has a finite complete development.
Proof. By induction on the number of redexes in U . If U is empty, we are done. Otherwise, by the finiteness of U , there exists
a redex v ∈ U such that no redexes from U occur in its arguments. Contract v. As no redexes occur in the arguments of v, the
set U/v contains one redex less than U . The induction hypothesis now furnishes the result. 
The following proposition establishes a limited form of commutativity.
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Proposition 6.19. Let U and V be sets of redexes in s such that U has a complete development s ⇒ t and V is finite. The following
diagram commutes:
Proof. By Lemma 6.18, we have that V has a finite complete development. Denote this development by
s = s0 → s1 → · · · → sn = t′,
where si → si+1 is assumed to contract a redex vi+1. By Proposition 6.17 we can erect the following diagram, where Si
denotes s0 →∗ si and Ti+1 denotes si  ti and where (U/Si)/(si → si+1) = U/Si+1 by definition of residuals:
The reduction v1/T1; v2/T2; . . . ; vn/Tn is a complete development of V/T1: by definition only residuals from redexes in
V are contracted. Moreover, if not all residuals were contracted, then neither does Sn contract all residuals of V , which is
impossible by definition. Hence, by defining t = t0 and s′ = tn, the result follows. 
7. Tiling diagrams
We next introduce the notion of a tiling diagram from [10]. Moreover, we characterise the completion of tiling diagrams
for orthogonal iCRSs. This characterisation extends Theorem12.6.5 in [10] by considering not only reductions of limit ordinal
length but also reductions of successor ordinal length.
Definition 7.1. A tiling diagram of two strongly convergent reductions S : s0,0 →α sα,0 and T : s0,0 →β s0,β is a rectangular
arrangement of strongly convergent reductions as depicted in Fig. 5 such that (1) each reduction Sγ,δ : sγ,δ  sγ+1,δ is a
complete development of a set of redexes in sγ,δ , and similarly for Tγ,δ : sγ,δ  sγ,δ+1, (2) the leftmost vertical reduction is S
and the topmost horizontal reduction is T , and (3) for each γ and δ the set of redexes developed in Sγ,δ is the set of residuals
of the redex contracted in sγ,0 → sγ+1,0 across the (strongly convergent) reduction Tγ,[0,δ] : sγ,0 → sγ,1 → · · · sγ,δ
(symmetrically for Tγ,δ).
For S[0,α],β we usually write S/T and we call this reduction the projection of S across T (similarly for Tα,[0,β] and T/S).
Moreover, if T consists of a single step contracting a redex u, we also write S/u (symmetrically T/u).
For orthogonal iCRSs, the following theorem now characterises the completion of tiling diagrams. As mentioned already
above, the theorem extends Theorem 12.6.5 in [10] to reductions of arbitrary length. The proof focuses on the successor
ordinal cases, that is, the new aspect in the characterisation; the proof for the limit ordinal case can be copied almost
verbatim from [10], as explained in the proof.
Fig. 5. A tiling diagram.
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Theorem 7.2. Let S and T be strongly convergent reductions starting from the same term. Suppose that a tiling diagram for S
and T exists except that it is unknown whether S/T and T/S are strongly convergent and end in the same term. The following are
equivalent:
1. The tiling diagram of S and T can be completed: S/T and T/S are strongly convergent and end in the same term.
2. S/T is strongly convergent.
3. T/S is strongly convergent.
Proof. The first statement trivially implies the second and third. Hence, we only need to prove that the first holds under
assumptionof either the secondor the third statement.Without loss of generality there are three cases to consider depending
on the lengths, α and β , of S and T .
• In case α = α′ + 1 and β = β ′ + 1, write U = u/Tα′,[0,β ′] and V = v/S[0,α′],β ′ , where u is the redex contracted in
sα′,0 → sα,0 and v the redex contracted in s0,β ′ → s0,β .
Assume that S/T is strongly convergent. By definition of tiling diagrams, Sα′,β ′ is a (not necessarily complete) develop-
ment of U ∪V and Tα′,β ′ ; Sα′,β is a complete development of U ∪V . By Lemma 6.14 and Theorem 6.12, it now follows that
there exists a complete development of (U ∪ V)/Sα′,β ′ that starts in sα′,β and ends in the same term as Tα′,β ′ ; Sα′,β . As
(U∪V)/Sα′,β ′ = V/Sα′,β ′ by definition of Sα′,β ′ , the complete development can be chosen to be a complete development
of residuals of v in sα′,β . Hence, it completes the tiling diagram as required.
The case where T/S is strongly convergent is symmetrical, as α and β are both successor ordinals.
• In case α is a limit ordinal and β = β ′ + 1, write v for the redex contracted in s0,β ′ → s0,β . That S/T and T/S end in the
same term follows immediately in case S/T and T/S are both strongly convergent, as this implies that for larger γ < α
more residuals of v up to greater depthsmust occur at the same positions in sγ,β ′ and sα,β ′ . Hence, we only need to prove
strong convergence.
Assume that S/T is strongly convergent and T/S is not. By assumption there exists a position p of minimal depth d
such that an infinite number of residuals of v is contracted in T/S. As only finitely many residuals of v occur in sα,β ′ at
depth less than d, it follows by Lemma 4.28 and the fact that right-hand sides of rewrite rules satisfy the finite chains
property that an infinite collapsing chain of residuals of v exists in sα,β ′ . By strong convergence of S[0,α],β ′ , there exists
a γ < α such that all steps in S[γ,α],β ′ occur below depth d. By definition of γ , each sκ,β with γ < κ < α has a finite
collapsing chain of residuals of v at position p. No infinite chain can occur at position p in sκ,β ′ , since each Tκ,β ′ is strongly
convergent. The finite chain of residuals of v becomes arbitrary large along S[γ,α],β ′ , otherwise no infinite chain exists
in sα,β ′ . However, this implies that for every point along the strongly convergent reduction S/T a redex is contracted at
position p somewhere later along the reduction, contradiction. Hence, T/S is strongly convergent.
Assume now that T/S is strongly convergent and S/T is not. By assumption there exists a position p of minimal depth
d such that an infinite number of reductions occurs at p in S/T . Moreover, by strong convergence of S[0,α],β ′ and the
minimality of d, there exists a γ < α such that all redexes contracted in S[γ,α],β ′ and S[γ,α],β occur at depth d or below.
In sγ,β ′ only a finite number of residuals of v occur at depth less than d. Hence, the subterms of sγ,β at depth d or
below consist of finite chains of parallel subterms that occur at depth d in sγ,β ′ , with all residuals of v contracted. By
definition of γ and since the chains consist of parallel subterms, it follows that all redexes contracted in S[γ,α],β occur
within the chains and that no further nestings can be created among the chains. In fact, since the subterms are parallel,
further nestings cannot even be createdwithin the chains. But then, there exists a point along S[γ,α],β such that precisely
one of the subterms of sγ,β ′ is responsible for the infinite number of reductions at p. Since S is strongly convergent, this
implies that the subterm has at its root a collapsing chain of residuals of v that becomes arbitrary large along S[γ,α],β ′ .
Thus, there exists an infinite collapsing chain in the limit sα,β ′ . Because the chain cannot be erased by contracting other
residuals of v, otherwise the infinite reduction in at p in S[γ,α],β does not exist, it follows that T/S cannot be strongly
convergent as a complete development of residuals of v in sα,β ′ , contradiction. Hence, S/T is strongly convergent.• If α and β are limit ordinals, then the result follows by Theorem 12.6.5 in [10]. The proof is independent of the details of
rewriting, except for its use of one lemma – Lemma 12.5.12 in [10] – which also holds in the case of iCRSs and is Lemma
4.25 above. 
Although the above proof uses the finite chains property, it is unclear to us whether this property is essential. Its use can
possibly be removed, albeit likely at the expense of a much more involved proof.
8. Conclusion and outlook
We have defined infinitary Combinatory Reduction Systems (iCRSs), the first notion of infinitary higher-order rewriting.
Themain technical results of this paper have been a compression property showing, as appropriate for all infinitary rewriting
systems, that strongly convergent reductions in fully-extended, left-linear systemsmaybe compressed tohave lengthatmost
ω, as well as generalisations of well-known results concerning developments and tiling diagrams in orthogonal systems.
We furthermore have unearthed a number of complications, in particular the need for finite chains and fully-extendedness
that are not present in first-order infinitary rewriting and infinitary λ-calculus.
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We stress to the reader that these are complications generic to any reasonable notion of infinitary higher-order rewriting.
In particular, the need for the finite chains property will certainly surface as all notions of higher-order rewriting employ
a notion of substitution in the very definition of a rewrite step, and the presence of infinite chains in right-hand sides of
rewrite rules is inimical to well-defined substitutions of higher-order terms. We note that in many applications of infinitary
rewriting, ruleswithfinite right-hand sides are likely to be sufficient, and the difficultieswith infinite chains are thus unlikely
to surface in such settings.
In two companionpapers [3,4],we establish results for confluence andnormalisation of orthogonal, fully-extended iCRSs;
the material generalises most of the current results on infinitary rewriting in the literature.
8.1. Future work and open questions
The most pertinent and most important open question is whether the techniques developed in this paper and its com-
panion papers can be used to extend infinitary rewriting to other formats of higher-order rewriting. We conjecture that the
proof methods we have developed for iCRSs will find use in proving basic properties for such notions of rewriting, where
the discussion and conjectures in Section 3.4 should be taken into account.
With regard to the current paper at least one interesting open question remains. Unlike what has been done for the
first-order case [8], we have not attempted to show that compressed reductions are Lévy equivalent to the original ones. We
conjecture that the proof of Theorem 5.2 actually constructs such an equivalent reduction.
We observe that as rewriting is traditionally also used for computing with equational logic, our work also allows for
modelling of formulas in infinitary logic with quantifiers and bound variables [52] in the same fashion as is usually done
in ordinary rewriting with ordinary logic; we do not yet know whether this has any implications for the possible use of
infinitary logic in any practical matters.
We have also observed that the compression property fails for non-fully-extended systems: there are reductions that
cannot be compressed to have length at mostω. Possibly, there exists a ‘weak’ compression property that allows reductions
in non-fully-extended systems to be compressed to some ordinal length α > ω (where α must necessarily be countable as
all strongly convergent reductions have at most countable length). We conjecture that such a weak compression property
cannot exist.
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Appendix A. Full proofs omitted from the main text
A.1. Proof of Theorem 5.2
Proof of Theorem 5.2. Let s α t and proceed by ordinal induction on α. By the proof of [10, Theorem 12.7.1] it suffices
to show that the theorem holds for α = ω + 1: the cases where α is 0, a limit ordinal, or a successor ordinal greater than
ω + 1 do not depend on the definition of rewriting.
Suppose α = ω + 1 and write
s = s0 → s1 → · · · sω → sω+1 = t.
The redex contracted in sω → sω+1, call it u, occurs at a position p at depth du in sω . By definition of rewrite rules, the rule
employed in u, say l → r, has a finite left-hand side. Hence, there exists a dl > du such that all positions in the redex pattern
of u have depth strictly less than dl .
By Lemma 4.18, we may write s t as:
s0 →∗ sn  sω → sω+1,
where all rewrite steps in sn  sω occur at depth dl or below. Moreover, by left-linearity and fully-extendedness it follows
that a redex v occurs at position p in sn with u the unique residual of v. Contracting v in sn yields a term t
′.
Observe for some m ∈ N that there exists a context C[, . . . ,] with m + 1 holes, which all occur at depth du, such
that we may write sn  sω → sω+1 as:
C[σ¯ (l), s′1, . . . , s′m] C[σ¯ ′(l), s′′1, . . . , s′′m] → C[σ¯ ′(r), s′′1, . . . , s′′m].
Existence follows as each rewrite step in sn  sω occurs at depth dl > du or below and as all positions in the redex pattern
of redex v occur at or at depth du or below.
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By definition of C[, . . . ,]wehave that t′ = C[σ¯ (r), s′1, . . . , s′m], where t′ is the result of contracting v in sn. Moreover,
the reduction sn  sω+1 interleaves the reductions σ¯ (l)≤ω σ¯ ′(l) → σ¯ ′(r) and s′i ≤ω s′′i , with 1 ≤ i ≤ m, where for
the first of these reductions, there exists a reduction σ¯ (l) → σ¯ (r)≤ω σ¯ ′(r) by Lemma 5.1.
By Lemma 4.18, we may write σ¯ (r)≤ω σ¯ ′(r) as:
σ¯ (r) = σ¯0(r) →∗ σ¯1(r) →∗ · · · →∗ σ¯d(r) →∗ σ¯d+1(r) →∗ · · · σ¯ ′(r)
and each s′i ≤ω s′′i as:
s′i = si,0 →∗ si,1 →∗ · · · →∗ si,d →∗ si,d+1 →∗ · · · s′′i ,
where for each d ≥ 0 we have that steps in σ¯d(r) σ¯ ′(r) and si,d  s′′i occur at depth d or below. Hence, σ¯d(r) σ¯ ′(r)
and si,d  s′′i may be empty from some d onwards.
We now show for all d ≥ 0 that there exists a reduction td →∗ td+1 with all rewrite steps occurring at depth du + d or
below and such that d(td, t) ≤ 2−(du+d). To do so, define the following for each d ≥ 0:
td = C[σ¯d(r), s1,d, . . . , sm,d]
and consider σ¯d(r) →∗ σ¯d+1(r) and si,d →∗ si,d+1 for all 1 ≤ i ≤ m. Obviously, we have:
td = C[σ¯d(r), s1,d, . . . , sm,d] →∗ C[σ¯d+1(r), s1,d+1, . . . , sm,d+1] = td+1.
Since all steps in σ¯d(r) →∗ σ¯d+1(r) and si,d →∗ si,d+1 occur at depth d or below and since the holes in the context
C[, . . . ,] occur at depth du, all rewrite steps in td → td+1 occur at depth du + d or below. Moreover, since all rewrite
steps in σ¯d(r) σ¯ ′(r) and si,d  s′′i also occur at depth d or below, we also have that d(td, t) ≤ 2−(du+d).
By construction of the reductions td →∗ td+1 it follows that
t0 →∗ t1 →∗ · · · →∗ td →∗ td+1 →∗ · · · t
is a strongly convergent reduction of length at most ω. Since t′ = t0, we have that t′ ≤ω t. Hence, as s →∗ t′, it follows
that s≤ω t, as required. 
A.2. Proof of Proposition 6.6 and Lemma 6.7
As in Section 6, we assume in this appendix that we are working in an orthogonal iCRS and that U is a set of redexes in a
term s. We first prove Proposition 6.6.
Proof of Proposition 6.6. As each path projection derives from a path, we have by definition that φ is surjective. Similar for
the path projections in P(s, U) and the maximal paths, as each path projection in P(s, U) derives from a maximal path.
To prove that φ is injective, suppose there exist (maximal) paths  and ′ such that φ() = φ(′). By definition of φ
both paths and the path projection consist of the same number of nodes and edges. Let ∗ be the longest shared prefix of
 and ′. The prefix ∗ is non-empty, as each path of s starts with (s, 	). There are now two cases to consider depending
on∗ ending in either an edge or a node.
In case∗ ends in an edge, the next node is uniquely determined by the definition of paths. Hence, as and′ have the
same number of nodes and edges we can extend∗ with that unique node, contradiction.
In case∗ ends in a node, both paths extend∗, otherwise = ′ or the paths differ in the number of nodes or edges.
In case the extension is with an unlabelled edge in case of one of the paths, the other path must also extend ∗ with an
unlabelled edge. This follows by the definition of paths. In case the extension is with an edge labelled i, the other path must
also extend ∗ with an edge labelled i. This follows by definition of paths and by φ() = φ(′). Hence, in case ∗ ends
in a node a contradiction also follows. We can conclude that φ is an injection both between paths and path projections and
between maximal paths and the path projections in P(s, U). 
To prove Lemma 6.7, we define a map θu taking maximal paths  of s with respect to U to maximal paths of t with
respect to U/u, where u ∈ U and s → t by contracting u. The definition of θu() employs a partial map ψ that has three
arguments: a node of, a finite string overN, and a partial map from U − {u} to finite strings overN.
We first defineψ. In the definition, given a partial map ρ , we denote by ρ[x → y] the partial map ρ′ defined as:
ρ′(z) =
{
y if z = x
ρ(z) otherwise.
Definition A.1. Let be amaximal path of swith respect to U , let u ∈ U , and let s → t by contracting u. Defineψ(n, qt, ρ)
as:
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1. If n is labelled (s, p)with the subterm at p neither a redex in U nor a variable bound by a redex in U , then
(a) if n has no outgoing edge, defineψ(n, qt, ρ) = (t, qt),
(b) if n has an edge labelled i to n′, defineψ(n, qt, ρ) = (t, qt) i→ ψ(n′, qt · i, ρ).
2. If n is labelled (s, pv) with v ∈ U − {u} and if n has an unlabelled edge to n′, define ψ(n, qt, ρ) = (t, qt) →
ψ(n
′, qt, ρ[v → qt]).
3. If n is labelled (s, pu) and if n has an unlabelled edge to n
′, defineψ(n, qt, ρ) = ψ(n′, qt, ρ).
4. Ifn is labelled (s, p)with s|p a variable boundby v ∈ U−{u} and ifnhas anunlabelled edge ton′, defineψ(n, qt, ρ) =
(t, qt) → ψ(n′, ρ(v), ρ).
5. If n is labelled (s, p) with s|p a variable bound by u and if n has an unlabelled edge to n′, define ψ(n, qt, ρ) =
ψ(n
′, qt, ρ).
6. If n is labelled (r, p, pv)with r|p not a meta-variable and v ∈ U − {u}, then
(a) if n has no outgoing edge, defineψ(n, qt, ρ) = (r, p, qt),
(b) if n has an edge labelled i to n′, defineψ(n, qt, ρ) = (r, p, qt) i→ ψ(n′, qt, ρ).
7. If n is labelled (r, p, pu)with r|p not a meta-variable, then
(a) if n has no outgoing edge, defineψ(n, qt, ρ) = (t, qt),
(b) if n has an edge labelled i to n′, defineψ(n, qt, ρ) = (t, qt) i→ ψ(n′, qt · i, ρ).
8. If n is labelled (r, p, pv) with r|p a meta-variable and v ∈ U − {u} and if n has an unlabelled edge to n′, which is
labelled (s, pv · q), defineψ(n, qt, ρ) = (r, p, qt) → ψ(n′, qt · q, ρ).
9. If n is labelled (r, p, pu) with r|p a meta-variable and if n has an unlabelled edge to n′, which is labelled (s, pu · q),
defineψ(n, qt, ρ) = ψ(n′, qt, ρ).
Let ⊥ be the completely undefined map. We define the following.
Definition A.2. Let u ∈ U and let be a maximal path of swith respect to U . The map θu is defined as:
θu() = ψ((s, 	), 	,⊥).
Note that θu() is calculated by iteratingψ. After a finite number of iterations, a finite prefix of θu() is obtained.
In the next proposition we show that θu is well-defined: θu() is a maximal path of t with respect to U/u.
Remark A.3. In the proposition we make use of the fact that the definition of a rewrite step σ¯ (l) → σ¯ (r) follows the
definition of valuations and substitutions and, hence, is defined in two steps. The first step defines descendants in σ¯ (r)where
only the valuation is applied and not Eq. (1), we denote the result of this step by rσ . The second step defines descendants
across application of Eq. (1). Reading the equation from left to right as a parallel β-rule, the second step is essentially a
complete development of parallel β-redexes.
Proposition A.4. Let be a maximal path of s with respect to U and let u ∈ U . For each finite number of iterations ofψ in the
calculation of θu() the following holds:
• Either no nodes and edges have been generated, or the generated nodes and edges, with exception of the edge generated last,
form a path, and the edge generated last is valid when extending the path to a longer one.
• For all defined ρ(v) in the third argument ofψ it holds that ρ(v) ∈ Pos(t) and that a residual of v occurs at ρ(v) in t.
Distinguishing by the particular clause of Definition A.1 employed in the last iteration, the following also holds:
(1) (a) nothing; (b) qt is descendant of p and the next node generated is (t, qt · i), which together with the previously generated
nodes and edges forms a path;
(2) a residual of v occurs at qt in t and the next node generated is (r, 	, qt), which together with the previously generated nodes
and edges forms a path;
(3) qt = pu and the next node generated is (t, qt), which together with the previously generated nodes and edges forms a path;
(4) if n′ is labelled (r, p′ · i, pv), then the next node generated is (r, p′ · i, ρ(v)), which together with the previously generated
nodes and edges forms a path;
(5) there are two subcases:
– if in the previous iteration clause (3) is employed followed by a number of iterations employing in turn clauses (5) and
(9), then qt = pu;
– if in the previous iteration clause (1) is employed or if clause (7) is employed followed by a number of iterations employing
in turn clauses (5) and (9), then qt = q′t · i where q′t is the qt from either clause (1) or (7);
in both cases the next node generated is (t, qt), which together with the previously generated nodes and edges forms a
path.
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(6) (a) nothing; (b) a residual of v occurs at qt and the next node generated is (r, p · i, qt), which together with the previously
generated nodes and edges forms a path;
(7) (a) nothing; (b) qt = pu · q where q is a descendant of p across a complete development of the parallel β-redexes in
rσ and the next node generated is (t, qt · i), which together with the previously generated nodes and edges forms a
path;
(8) qt is a descendant of pv and the next node generated is (t, qt · q), which together with the previously generated nodes and
edges forms a path;
(9) there are two subcases:
– if the next iteration does not employ clause (5), then qt is a descendant of pu · q;
– otherwise, qt is as in clause (5);
in both cases the next node generated is (t, qt), which together with the previously generated nodes and edges forms a
path.
In addition, if  is a maximal path of s with respect to U , then θu(t) is a maximal path of t with respect to U/u.
Proof. Let  be a maximal path of s with respect to U , let u ∈ U , and let s → t by contracting u. We prove the lemma by
induction on the number of iterations ofψ.
Below, when we say that something is a path of t, we implicitly assume that it is a path of t with respect to U/u.
Base case. By definition ofψ only clauses (1), (2), and (3) can be employed in the first iteration. The other clauses either
require a bound variable at the root of s, which is impossible, or they require the label of the node in the first argument to
be a triple, which is not the case. We deal with each of the possible clauses in turn:
(1) In this case a node labelled (t, 	) is generated and possibly an edge labelled i. Obviously, (t, 	) is a path. The partial
map ⊥ is unaffected by this clause, thus satisfying the necessary requirements.
As the current iteration implies that no redex from U occurs at the root of s, we have that qt = 	 ∈ Pos(t) is a
descendant of p = 	 and root(t|	) = root(s|	). Hence, in case of clause (a), the path ismaximal like. In case of clause
(b), the edge labelled i is allowed and the next node generated node must be (t, i). This node forms a path together
with (t, 	) and the edge labelled i. By construction of paths, the finite prefix of  considered thus far is not maximal
and there is nothing more to show.
(2) In this case a node labelled (t, 	) and an unlabelled edge are generated. Obviously, (t, 	) is a path. As orthogonality
is assumed, a redex v′, which is a residual of v, occurs at 	 ∈ Pos(t). Hence, ⊥[v → 	] satisfies the necessary
requirements.
As v ∈ U − {u}, it holds that v′ ∈ U/u. Hence, the unlabelled edge is allowed, and the next node generated must be
(r, 	, 	), where r is the right-hand side of the rewrite rule employed in v′. This node forms a path together with (t, 	)
and the unlabelled edge. By construction of paths, the finite prefix of considered thus far is not maximal and there
is nothing more to show.
(3) Obviously, ⊥ is unaffected by this clause, thus satisfying the necessary requirements. Moreover, qt = 	 ∈ Pos(t) is
equal to p = 	, and by definition of ψ the next generated node must be (t, 	), which is a path. By construction of
paths, the finite prefix of considered thus far is not maximal and there is nothing more to show.
Induction step. Assume we have proven the lemma up to some arbitrary number of iterations. We next prove that it also
holds in case of one more iteration. We deal with each of the possible clauses in turn:
(1) In this case the only possible clauses employed in the previous iteration are (1), (8), and (9). All other clauses force the
label of the node in the first argument ofψ to be a triple, which is not the case.
A node labelled (t, qt) is generated and possibly an edge labelled i. By the clauses possible in the previous iteration,
(t, qt) forms a path together with the previously generated nodes and edges. The partial map ρ is unaffected by this
clause, thus satisfying the necessary requirements.
Also by the clauses possible in the previous iteration, qt ∈ Pos(t) is a descendant of p and root(t|qt ) = root(s|p).
Hence, in case of clause (a), the path is maximal like . In case of clause (b), the edge labelled i is allowed and the
next node generated must be (t, qt · i). This node forms a path together with previously generated nodes and edges.
By construction of paths, the finite prefix of considered thus far is not maximal and there is nothing more to show.
(2) As before, the only possible clauses employed in the previous iteration are (1), (8), and (9). All other clauses force the
label of the node in the first argument ofψ to be a triple, which is not the case.
A node labelled (t, qt) and an unlabelled edge are generated. By the clauses possible in the previous iteration, (t, qt)
formsapath togetherwith thepreviouslygeneratednodesandedges.Moreover, as orthogonality is assumed, a redexv′,
which is a residual of v, occurs at qt ∈ Pos(t). Hence, asρ satisfies the necessary requirements,ρ[v → qt] does so too.
As v ∈ U − {u}, it holds that v′ ∈ U/u. Hence, the unlabelled edge is allowed, and the next node generated is
(r, 	, qt), where r is the right-hand side of the rewrite rule employed in v
′. This node forms a path together with
previously generated nodes and edges. By the construction of paths, the finite prefix of  considered thus far is not
maximal and there is nothing more to show.
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(3) In this case the only possible clauses employed in the previous iteration are (1) and (8). All other clauses, except (9),
force the label of the node in the first argument ofψ to be a triple, which is not the case. Clause (9) is impossible as
it requires the redex u to occur above itself in s.
Obviously, ρ is unaffected by this clause, thus satisfying the necessary requirements. By the clauses possible in the
previous iteration and the definition of descendants, qt = pu. Also by the clauses possible in the previous iteration,
the next node generated is (t, qt) and the node forms a path together with previously generated nodes and edges. By
construction of paths, the finite prefix of considered thus far is not maximal and there is nothing more to show.
(4) As before, the only possible clauses employed in the previous iteration are (1), (8), and (9). All other clauses force the
label of the node in the first argument ofψ to be a triple, which is not the case.
A node labelled (t, qt) and an unlabelled edge are generated. By the clauses possible in the previous iteration, (t, qt)
forms a path together with the previously generated nodes and edges. The partial map ρ is unaffected by this clause,
thus satisfying the necessary requirements.
Also by the clauses possible in the previous iteration, qt is a descendant of p and root(t|qt ) is a variable bound by
a residual v′ of v in t, where by construction ρ(v) is the position of v′. Hence, the unlabelled edge is allowed. That a
node labelled (r, p′, ρ(v)), where r is the right-hand side of the rewrite rule employed in v′, has been generated as
the last node labelled with ρ(v) follows by definition of ψ. Hence, the next node generated is (r, p · i, ρ(v)). This
node forms a path together with previously generated nodes and edges. By construction of paths, the finite prefix of
 considered thus far is not maximal and there is nothing more to show.
(5) As before, the only possible clauses employed in the previous iteration are (1), (8), and (9). All other clauses force the
label of the node in the first argument ofψ to be a triple, which is not the case.
Obviously, ρ is unaffected by this clause, thus satisfying the necessary requirements. By the clauses in the previous
iteration, the requirements of the two subcases are satisfied and the next node generated is (t, qt). By construction of
paths, the finite prefix of considered thus far is not maximal and there is nothing more to show.
(6) In this case the only possible clauses employed in the previous iteration are (2), (4), and (6). Clauses (1), (8), and (9)
force the label of the node in the first argument of ψ to be a tuple, which is not the case. Clauses (3) and (5) force v
to be equal to u, which is not allowed.
A node labelled (r, p, qt) is generated andpossibly an edge labelled i. By the clauses possible in the previous iteration,
(r, p, qt) forms a path together with the previously generated nodes and edges. The partial map ρ is unaffected by
this clause, thus satisfying the necessary requirements.
As r is left unchanged, it holds in case of clause (a), that the path is maximal like . In case of clause (b), the edge
labelled i is allowed and the next node generated is (r, p · i, qt). This node forms a path together with previously
generated nodes and edges. By construction of paths, the finite prefix of  considered thus far is not maximal and
there is nothing more to show.
(7) In this case the only possible clauses employed in the previous iteration are (3), (5), and (7). Clauses (1), (8), and (9)
force the label of the node in the first argument of ψ to be a tuple, which is not the case. Clauses (2) and (4) force v
to be unequal to u.
A node labelled (t, qt) is generated and possibly an edge labelled i. By the clauses possible in the previous iteration
(t, qt) forms a path together with the previously generated nodes and edges. The partial map ρ is unaffected by this
clause, thus satisfying the necessary requirements.
Also by the clauses possible in the previous iteration, qt = pu ·q and root(t|qt ) = root(rσ |p), where q is a descendant
of p across complete development of the parallel β-redexes in rσ . Hence, in case of clause (a), the path is maximal like
. In case of clause (b), the edge labelled i is allowed. Moreover, the next node generated is (t, qt · i). This node forms
a path together with previously generated nodes and edges. By construction of paths, the finite prefix of considered
thus far is not maximal and there is nothing more to show.
(8) In this case the only possible clauses employed in the previous iteration are (2), (4), and (6). Clauses (1), (8), and (9)
force the label of the node in the first argument of ψ to be a tuple, which is not the case. Clauses (3) and (5) force v
to be equal to u, which is not allowed.
In this case a node labelled (r, p, qt) and an unlabelled edge are generated. By the clauses possible in the previ-
ous iteration, (r, p, qt) forms a path together with the previously generated nodes and edges. The partial map ρ is
unaffected by this clause, thus satisfying the necessary requirements.
As r is left unchanged, the unlabelled edge is allowed. Moreover, as a residual of v occurs at qt , the next node gen-
erated is (t, qt · q). This node forms a path together with previously generated nodes and edges. By construction of
paths, the finite prefix of considered thus far is not maximal and there is nothing more to show.
(9) In this case the only possible clauses employed in the previous iteration are (3), (5), and (7). Clauses (1), (8), and (9)
force the label of the node in the first argument of ψ to be a tuple, which is not the case. Clauses (2) and (4) force v
to be unequal to u.
Obviously, ρ is unaffected by this clause, thus satisfying the necessary requirements. By the clauses in the previous
iteration, the requirement that qt is a descendant of pu · q is satisfied in the first subcase, and the requirements of
clause (5) are satisfied in the second subcase. Moreover, the next node generated is (t, qt). By construction of paths,
the finite prefix of considered thus far is not maximal and there is nothing more to show.
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There can be no infinite cycle of iterations employing clauses (5) and (9) in the construction of θu(), because that implies
the existence of an infinite chain of meta-variables in r. Hence, θu() is a well-defined path of t with respect to U/u. In case
 is finite, the induction shows that θu() is maximal. In case  is infinite, so is θu(), and we conclude that θu() is a
maximal path. 
The next lemma relates the maximal paths of s with respect to U to the maximal paths of t with respect to U/u. In the
proof of the lemma we leave out the labels of the explicitly denoted edges.
Proposition A.5. The map θu is a bijection.
Proof. Let u ∈ U and s → t by contracting u. By Proposition A.4, we have that θu maps maximal paths of s with respect to
U to maximal paths of t with respect to U/u.
To prove that θu is surjective, let t be a maximal path of t with respect to U/u. We are done if t = θu(s) for some
maximal path s of s with respect to U . Otherwise, t has a finite non-empty prefix ′t in common with θu(s) for
some maximal path s of s with respect to U . The prefix is non-empty as any path of t begins with (t, 	). Let ′t be the
longest finite prefix of t such that θu(s) = ′t → · · · for some maximal path s. We have s = ′s → · · · for some
finite path ′s. By definition of θu we can extend the prefix ′t with a new node precisely when we can extend ′s. Hence,
′t cannot be the longest finite prefix with θu(s) = ′t → · · · for some maximal path s in s, since we can extend ′s to
form a new maximal path with more nodes, contradiction. Hence,t = θu(s) for some maximal paths.
To prove that θu is injective, suppose there exist two maximal paths  and 
′ of s with respect to U such that θu() =
θu(
′). Let ∗ be the longest prefix shared between  and ′. The prefix ∗ is non-empty, as any path of s begins with
(s, 	). There are now two cases to consider depending on∗ ending in either an edge or a node.
In case ∗ ends in an edge, the next node is uniquely determined by the definition of paths. Hence, as  and ′ are
maximal, we can extend∗ with that unique node, contradiction.
In case ∗ ends in a node, at least one of  and ′ extends ∗, otherwise  = ′. In case the extension is with an
unlabelled edge, the other path must also extend ∗ with an unlabelled edge. This follows by the definition of paths and
by  and ′ being maximal. Otherwise, in case the extension is with an edge labelled i, the other path must also extend
∗ with an edge labelled i. This follows by definition of paths and as θu() = θu(′). Hence, in case ∗ ends in a node a
contradiction also follows and we can conclude that θu is injective. 
We finally prove Lemma 6.7.
Proof of Lemma 6.7. By Proposition A.5, the map θu is a bijection between the maximal paths of s with respect to U and
themaximal paths of t with respect to U/u. By Proposition 6.6, a bijection exists between the set of paths and the set of path
projectionsmapping unlabelled edges to 	-labelled edges and labelled edges to edgeswith the same label. Hence, θu induces
a bijection θ ′u between P(s, U) and P(t, U/u). By examining the construction of θu, we see that it only deletes unlabelled
edges and nodes corresponding to meta-variables of u and variables bound by u. Moreover, it is evident that if an infinite
sequence of nodes and unlabelled edges were deleted, the right-hand side of the rule of uwould contain an infinite chain of
meta-variables, contradicting the definition of meta-terms. Hence, φ(θ ′u()) can be obtained from φ() by deleting only
finite sequences of unlabelled nodes and 	-labelled edges, as required. 
A.3. Proof of Proposition 6.9 and Theorem 6.10
Proof of Proposition 6.9. LetPp(s, U)denote the set of all prefixesof pathprojections inP(s, U) such that the concatenation
of the edge labels for each prefix is p and such that each prefix ends in a labelled node. The proof proceeds by induction on p.
Consider P	(s, U). By the finite jumps property P	(s, U) is non-empty and by the definition of paths, P	(s, U) has at
most one element. Hence, P	(s, U) is a singleton set. By definition of paths, the unique prefix in P	(s, U) has precisely one
labelled node. Suppose the label is f . It follows that t only matches P(s, U) if root(t|	) = f .
Now suppose Pp(s, U) is a singleton set such that the final node of the unique prefix in the set is labelled f , where f is
either a variable, a function symbol of arity n, or an abstraction. In the last two cases, consider Pp·i(s, U) for either 1 ≤ i ≤ n
or i = 0. By the finite jumps property, the definition of paths, and the fact that Pp(s, U) is a singleton set, we have that
Pp·i(s, U) is a singleton set. Suppose that final node of the unique prefix in Pp·i(s, U) is labelled g. It follows that t only
matches P(s, U) if root(t|p·i) = g.
Since all sets Pp(s, U) are singleton sets there exist terms that match P(s, U). Moreover, if t is such a term, then we have
for all p ∈ Pos(t) that Pp(s, U) exists and is a singleton set (look at all prefixes of p), and if the final labelled node of the
unique prefix in such a set has label f , then root(t|p) = f . Hence, the term t is unique. 
Proof of Theorem 6.10.
(1) Suppose there exists a complete development. We show by ordinal induction that for every sα in the complete de-
velopment with residuals Uα = U/(s  sα) of U , we have that P(sα, Uα) can be obtained from P(s, U) by deleting
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finite sequences of unlabelled nodes and 	-labelled edges from the elements of P(s, U). Obviously, for s0 = s, this is
immediate.
For sα+1, it follows by the induction hypothesis that P(sα, Uα) can be obtained from P(s, U) by deleting finite
sequences of unlabelled nodes and 	-labelled edges from the elements of P(s, U). Moreover, by Lemma 6.7, we have
that P(sα+1, Uα+1) can be obtained from P(sα, Uα) by deleting finite sequences of unlabelled nodes and 	-labelled
edges. Hence, P(sα+1, Uα+1) can also be obtained from P(s, U) by deleting finite sequences of unlabelled nodes and
	-labelled edges.
For sα withα a limit ordinal, we have by strong convergence thatP(sα, Uα) can be obtained fromP(s, U) by deleting
all unlabelled nodes and 	-labelled edges deleted in the previous steps. As P(s, U) has the finite jumps property,
P(sα, Uα) can only be obtained by deleting finite sequences of unlabelled nodes and 	-labelled edges.
Hence, each P(sα, Uα) has the finite jumps property, as P(s, U) has the finite jumps property and as each P(sα, Uα)
can be obtained by deleting only finite sequences of unlabelled nodes and 	-labelled edges.
By Proposition 6.9 we have for each P(sα, Uα) that there is a unique term T (sα, Uα) that matches it. By inspection
of the proof of the proposition it easily follows that the unlabelled nodes and 	-labelled edges are irrelevant for the
construction of T (sα, Uα). Hence, T (sα, Uα) = T (s, U) for all α. Moreover, since the chosen complete development
was arbitrary, it follows that the final term of each complete development is T (s, U).
(2) In analogy to [19, Section II.2], letK be a set of labels including a special empty label ε. Define for all function symbols f
and variables x and for all labels k ∈ K the labelled alternatives f k and xk , where f and f k have the same arity. A labelling
of a (meta-)term replaces each function symbol and variable (including the variables that occur in abstractions) by a
labelled alternative, assuming that the labels of variables are ignored where bindings and valuations are concerned.
The labelled version of the assumed orthogonal iCRS includes for every rewrite rule l → r and every possible
labelling l′ of l a rewrite rule l′ → r′, where r′ is the labelling of r that labels all function symbols and variables with
ε. The labelled version of the iCRS is easily shown to be orthogonal (see [19, Proposition II.2.6]).
Each reduction in the labelled version corresponds to a reduction in the original iCRS by removal of all labels.
Moreover, given a reduction in the original iCRS and a labelling of the initial term, there exists a unique reduction in
the labelled version such that removal of the labels yields the reduction we started out with.
Given a term inwhich some subterms are labelled k, it is easily shown that the descendants of these subterms across
some reduction are precisely the subterms labelled k in the final term. Moreover, these descendants are exactly the
descendants obtained in the corresponding unlabelled reduction. The result now follows by the first clause of the
current proof when applied to the labelled version of the assumed iCRS, when trivially extended to the slightly more
liberal notion of valuations.
(3) By the second clause of the current proof and orthogonality of the assumed iCRS.
(4) Consider amaximal pathwith a node (s, p) such that p is the position of a redex in U . By definition of paths and path
projections we have for the first node n = (s, p) inwith p the position of a redex that the concatenation of the edge
label of the prefix of φ() that ends in φ(n) is p. Moreover, by inspection of the proof of Lemma 6.7 it follows that
contracting the redex at position p deletes a sequence of unlabelled nodes and 	-labelled edges from φ() directly
following the node φ(n).
Repeatedly contract a residual of a redex in U that is at minimal depth. Since only finite sequences of nodes and
edges occur and since terms are finitely branching, it follows by the above observations regarding paths that the con-
tracted redexes occur at increasingly greater depths along the constructed reduction. Hence, the reduction is strongly
convergent and since redexes atminimal depth are contracted the reductionmust also be a complete development. 
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