In this paper, a simple but effective method is proposed for detecting salient objects by utilizing texture and local cues. In contrast to the existing saliency detection models, which mainly consider visual features such as orientation, color, and shape information, our proposed method takes the significant texture cue into consideration to guarantee the accuracy of the detected salient regions. Firstly, an effective method based on selective contrast (SC), which explores the most distinguishable component information in texture, is used to calculate the texture saliency map. Then, we detect local saliency by using a locality-constrained linear coding algorithm. Finally, the output saliency map is computed by integrating texture and local saliency cues simultaneously. Experimental results, based on a widely used and openly available database, demonstrate that the proposed method can produce competitive results and outperforms some existing popular methods.
Introduction
In recent years, saliency detection has attracted wide attention of many researchers and become a very active topic in computer vision research. Since it plays a significant role in many computer-vision related applications such as: object detection [1, 36, 37] , image resizing [2, 4] , image/video quality assessment [3] , etc.
Generally, saliency detection methods can be traditionally summarized into two categories: the bottom-up and top-down approaches. Bottom-up saliency detection methods mainly rely on visual-driven stimuli, which directly utilize low-level features for saliency detection. One of the pioneering computational models of bottom-up framework was proposed by Itti et al. in [5] . Later, in order to make salient object detection more precise, a novel graph-based method was proposed to estimate saliency map in [6] . While the graph-based method usually generates slow resolution saliency maps. Then, a spectral residual-based saliency detection method was proposed by Hou and Zhang in [7] . However, the early researches are hard to handle well in the cases with complex scenes. To solve this problem and acquire accurate salient regions, Ma et al. [8] presented a local contrast-based method for saliency detection, which increases the accuracy of saliency detection. From then on, many saliency detection models have been proposed and achieved excellent performance in various fields. In [9] , a discriminant center-surround hypothesis model was proposed to detect salient objects. In [10] , a bottom-up framework by using natural statistics was proposed to detect salient image regions. Achanta et al. [11] proposed a novel saliency detection method based on frequency tuned model to detect salient object. In [12] , a new saliency measure was proposed by using a statistical framework and local feature contrast. Wang et al. [13] proposed a novel saliency detection model based on analyzing multiple cues to detect salient objects. In [14] , a hierarchical graph saliency detection model was proposed via using concavity context to compute weights between nodes. Tavakoli et al. [15] designed a fast and efficient saliency detection model using sparse sampling and kernel density estimation. In [16] , a context-aware based model, which aims at using the image regions to represent the scene, was proposed for saliency detection. Yang et al. [17] presented a new method based on foreground and background cues to achieve a final saliency map. In [18] , a novel approach, which can combine contrast, center and smoothness priors, was proposed for salient detection. Margolin et al. [19] introduced an effective framework by involving pattern and color distinctness to estimate the saliency value in an image. In [20] , a cluster-based method was proposed for co-saliency detection. In [21] , a novel saliency measure based on both global and local cues was proposed. Li et al. [22] proposed a visual saliency detection algorithm based on dense and sparse reconstruction. In [23] , a novel Cellular Automata (CA) model was introduced to compute the saliency of the objects. In [24] , a visual-attention-aware model was proposed for salient-object detection. Recently, a bottom-up saliency-detection method by integrating Quaternionic Distance Based Weber Descriptor (QDWD), center and color cues, was presented in [25] . In [26] , a novel and effective deep neural network method incorporating low-level features was proposed for salient object detection.
Top-down based saliency detection models, which consider both visual information and prior knowledge, are generally task dependent or application oriented. Thus, the top-down model normally needs supervised learning and is lacking in extendibility. Compared with the bottom-up saliency detection model, not much work has been proposed. Kanan et al. [27] presented an appearance-based saliency model using natural statistics to estimate the saliency of an input image. In [28] , a novel top-down framework, which incorporated a tightly coupled image classification module, was proposed for salient object detection. In [29] , a weakly supervised top-down approach was proposed for saliency detection by using binary labels.
In this paper, a novel and efficient method based on a bottom-up mechanism, by integrating texture and local cues together, is proposed for saliency detection. In con-trast to the existing saliency detection models, we compute the texture saliency map based on selective contrast (SC) method, which can guarantee the accuracy of the detected salient regions. In addition, we incorporated an improved localityconstrained linear coding algorithm (LLC) to detect the local saliency in an image. In order to evaluate the performance of our proposed method, we carried out experiments based on a widely used dataset. Experimental results, compared with other state-of-the-art saliency-detection algorithms, show that our approach is effective and efficient for saliency detection.
The remainder of the paper is organized as follows. In Section 2, we introduce the proposed saliency-detection algorithm in detail. In section 3, we demonstrated our experimental results based on a widely used dataset and compared the results with other eight saliency detection methods. The paper closes with a conclusion and discussion in Section 4.
The proposed saliency detection method
This section presents the proposed saliency detection method by using selective contrast (SC) method for describing the texture saliency and locality-constrained method for estimating the local saliency. Texture saliency estimation method based on SC will first be described, followed by the locality-constrained method. All these different types of visual cues are fused to form a final saliency map.
Texture saliency detection based on selective contrast
Texture is an important characteristic for human visual perception, which is caused by different physical-reflection properties on the surface of an object with the gray level or color changes. An image is not just a random collection of texture pixels, but a meaningful arrangement of them. Different arrangements of these pixels form different textures would provide us with important saliency information. As a basic property of image, texture also affects the similarity degree among regions, which is a useful cue in saliency detection, so we take the texture cue into consideration in our designed model.
In this section, we adopt selective contrast (SC) based algorithm [30] to estimate the texture saliency. Assume that the pixels in an input image are denoted as
N is the number of pixels in the image and   n X is a texture vector, which is achieved by using the uniform LBP [35] . Since the outputs of obtained textures span a very wide range of high dimensional spaces, we hope to express them in a more compact way. In order to solve this issue, we use k means  to cluster these texture expressions and consider the cluster centers as the representative textures. After this transformation, each texture is denoted as its nearest texture prototype, this expression is called selective contrast (SC), which explores the most distinguishable component information in texture. Thus, each pixel's texture saliency based on selective contrast (SC) can be written as follows [30] :
where i is the examined pixel, i R denotes the supporting region for defining the saliency of pixel i , and   
where , i iR have a similar meaning in Eq. (1), () i  is the function mapping pixel i to its corresponding prototype texture and ( ( )) j  f is the frequency of () j  in region i R . Readers can be referred to the [30] for more details. Fig. 1(b) shows some texture saliency maps of the input images. From the results we can see that the texture saliency maps can exclude most of the background pixels and detect almost the whole salient objects in images, but it leads to missing some homogeneous regions which have the similar texture appearances.
Local saliency detection using locality-constrained method
The motivation of local estimation is the local outliers, which are standing out from their neighbors with different colors or textures and tend to attract human attention. In order to detect local outliers and get acceptable performance, local coordinate coding method [31] , which described the locality is more essential than sparsity, has been used in saliency detection. Furthermore, the proposed SC model in Section 2.1 only takes the texture information into consideration, which misses some local information. Thus, we employ an improved algorithm based on locality-constrained linear coding (LLC) [32] to estimate the local saliency.
For a given image, we first over-segmented the image into N regions,  , 1, 2,..., . 
is the set of codes for X ,   12 , ,...,
is the codebook with M entries, and the parameter  is used to balance the weight between the penalty term and regularization term. The constraint 1
follows the shift-invariant requirements of the LLC coding and .* denotes an element-wise multiplication.
Here, the i dr is the locality adaptor that gives different freedom for each codebook vector based on its similarity to the input descriptor i x , and is defined:
,..., , ] ,
denotes the Euclidean distance between i x and the code book vector i d ,  is used to adjust the weight decay speed for the locality adaptor, and M is the number of elements in the codebook. More details about LLC can be referred to [31, 32] .
In this paper, we adopted an improved LLC algorithm [32] to detect the local cue. We consider the K nearest neighbors in spatial as the local basis i D owing to the vector i b in Eq. (4) with a few non-zero values, which means that it is sparse in some extent. It should be noted that the K is smaller than the size of the original codebook M . Thus, the Eq. (4) can be rewritten as follows:
where i D denotes the new codebook for each region i r , 1,2,..., iN  and K is the size of the new codebook and is empirically set at 2 / 3 KM  . Unlike the traditional LLC algorithm, solving the improved LLC algorithm is simple and the solution can be derived analytically by
,
represents the covariance matrix of the feature and  is a regularization parameter, which is set to be 0.1 in the proposed algorithm. As the solution of the improved LLC method is simple and fast, therefore, the local saliency value of the region i r can be defined as follows [21] :
where i b is the solution of Eq. (6) , which is achieved by Eq. (7) and Eq. (8). Fig. 1(c) shows some local saliency maps. We can see that the local saliency maps achieve more reliable local detailed information owing to the locality-constrained coding model. 
Final Saliency Fusion
The texture saliency map t S and the local saliency map l S are linearly combined with adaptive weights to define the final saliency map. Therefore, the final saliency map can be defined as follows:
where t S and l S are the texture saliency and the local saliency, respectively.  and  are the weights of the texture saliency and the local saliency, accordingly. In this paper, we introduced a more effective and logical fusion method to adjust the weights between the different feature maps adaptively. We used the DOS (degree-ofscattering) of saliency map to determine the weighting parameters and set the 1 , 1 
Experimental results
We perform saliency detection experiments based on a widely used dataset: ECSSD [33] , which included 1000 images acquired from the internet, and compare our method with other eight state-of-the-art methods including the Spectral Residual (SR) [7] , Saliency detection using Natural Statistics (SUN) [10] , Segmenting salient objects (SEG) [12] , Context-aware (CA) saliency detection [16] , Graph-regularized (GR) saliency detection [18] , Pattern distinctness and color (PC) based method [19] , Dense and sparse reconstruction (DSR) [22] , Background-Single Cellular Automata (BSCA) based saliency detection [23] .
In order to quantitatively compare the state-of-the-art saliency-detection methods, the average precision, recall, and mea -sure F are utilized to measure the quality of the saliency maps based on setting a segmentation threshold for binary segmentation. The adaptive threshold is twice the average value of the whole saliency map to get the accurate results. Each image is segmented with superpixels and masked out when the mean saliency values are lower than the adaptive threshold. The mea -sure F is defined as follows:
where  is a real positive value and is set at  =0.3.
We compared the performance of the proposed method with other eight state-ofthe-art saliency detection methods. Fig. 2 shows some saliency detection results of different methods based on the ECSSD database. The output results show that our final saliency maps can accurately detect almost entire salient objects and preserve the salient object's contours more clearly.
We also used the precision, recall and the mea -sure F to evaluate the performance of different methods objectively. Fig. 3 shows the comparisons of different methods under different evaluation criterions. As can be seen from Fig. 3 , our proposed method outperforms the other eight methods in terms of detection accuracy and the proposed method achieves the best overall saliency-detection performance (with precision = 79.0%, recall = 80.0%), and the mea -sure F is 79.2%. The experiment results show that the proposed model is efficient and effective. 
Conclusion and discussion
This paper proposes a novel bottom-up method for efficient and accurate image saliency detection. This proposed approach integrated texture and local cues to estimate the final saliency map. The texture saliency maps are computed based on the selective contrast (SC) method, which explores the most distinguishable component information in texture. The local saliency maps are achieved by utilizing a localityconstrained method. We also evaluated our method based on a publicly available dataset and compared our proposed approach with other eight different state-of-the-art methods. The experimental results show that our algorithm can produce promising results compared to the other state-of-the-art saliency-detection models. 
