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Résumé
Un nombre croissant de systèmes numériques font
appel à des algorithmes de bandits pour combiner ef-
ficacement exploration de l’environnement et exploita-
tion de l’information accumulée. Les modèles de ban-
dits classiques sont toutefois assez naïfs : ils se bornent
à un nombre fixé de choix disponibles (appelés bras),
et à des réponses ne variant pas au cours du temps.
Pour les moteurs de recommandation, par exemple, il
s’agit de limitations sévères : de nouveaux items à re-
commander apparaissent régulièrement, et les anciens
ont une tendance prévisible à perdre de l’attractivité.
Pour faire face à ces problèmes, des stratégies capables
de gérer l’évolution temporelle du gain moyen associé
à chaque bras ont été proposées. Si ces stratégies sont
assez générales, elles ne sont pas forcément les plus ef-
ficaces dans le cas où la forme de cette évolution tem-
porelle est largement connue a priori.
Dans cet article nous proposons deux nouvelles stra-
tégies capables de prendre en compte d’une part l’ob-
solescence progressive de chaque bras, et d’autre part
l’arrivée de nouveaux bras : Fading-UCB, pour laquelle
nous fournissons une analyse détaillée de la borne supé-
rieure de regret, et Trust and abandon. Nous montrons
expérimentalement que les deux stratégies proposées
permettent d’obtenir de meilleures performances que
celles obtenues par les stratégies de l’état de l’art.
Mots-clef : Systèmes de recommandation, Problèmes
de bandit, Stratégies UCB, Flux de données, Bandit
non-stationnaire.
1 Introduction
Cadre général Un système de recommandation
considère généralement l’ensemble des interactions pas-
sées avec les utilisateurs pour estimer la popularité d’un
objet [RRS11]. Cela nécessite que les objets soient suf-
fisamment recommandés pour obtenir une estimation
précise du gain associé. Cependant recommander tous
les objets un grand nombre de fois est une stratégie
dangereuse pour deux raisons : le gain moyen n’est pas
optimal (car des objets non populaires sont trop sou-
vent recommandés) et l’utilisateur peut choisir de ne
plus utiliser le système (si les recommandations sont
rarement intéressantes, voir [OT08]). Il faut donc être
capable d’apprendre sur la popularité des objets dis-
ponibles, tout en maximisant le gain global : un tel
problème est connu sous le nom de "dilemme explora-
tion/exploitation". Les algorithmes de bandits offrent
des solutions à ce dilemme (voir [BCB12]).
Dans la version stochastique des modèles de bandit,
un agent choisit à chaque instant t = 1, 2, . . . un bras
At ∈ {1, . . . ,K}, et reçoit une récompense Xt aléa-
toire dépendant de ce choix. Le cadre classique est sta-
tionnaire : les K bras sont disponibles du début à la
fin et ont un gain moyen n’évoluant pas au cours du
temps. Si ce modèle capture déjà l’essence du dilemme
exploration/exploitation (il faut à la fois essayer les
bras mal connus et tirer profit de ceux qui semblent les
plus performants), il s’avère insuffisant dans de nom-
breuses applications. En particulier, de nombreux do-
maines voient leurs données se renouveler et vieillir au
fil du temps. Il faudrait donc être capable de prendre
en compte à la fois ce renouvellement et cette obsoles-
cence progressive.
Dans cet article nous proposons un modèle de ban-
dit pour un cadre non-stationnaire, plus réaliste pour
la recommandation car capable de prendre en compte
l’obsolescence progressive de la popularité des objets.
Nous considérons un modèle où l’intérêt moyen d’un
bras diminue avec le temps et où de nouveaux bras
apparaissent continuellement. Dans un système de re-
commandation, selon la nature de l’objet recommandé
le gain peut être un taux de clics (publicité, site d’in-
formation, vidéo, ...), ou bien un nombre de ventes. Si
la vitesse d’obsolescence de la popularité d’un objet
n’est pas la même selon le type de recommandation,
elle apparaît bien dans de nombreux cas.
État de l’art Dans notre modèle, la vitesse d’obso-
lescence du gain moyen de chaque bras est exponen-
tielle et connue a priori. Les stratégies de bandit gé-
néralement connues telles que le Thompson Sampling
([Tho33]), les approches UCB ([ACBF02], [AMS09],
[GC11]) ou encore les approches Softmax ([ACBFS02])
ne sont pas conçues pour appréhender un modèle non-
stationnaire. Cependant plusieurs travaux de l’état de
l’art considèrent des problèmes de bandit dans un cadre
non-stationnaire. Garivier et Moulines (2008) [GM08]
présentent une analyse d’une version pondérée en fonc-
tion du temps de l’approche UCB. Dans ce modèle, les
observations les plus récentes sont considérées comme
plus importantes. Dans ce même article les auteurs
analysent une approche UCB utilisant une fenêtre glis-
sante de taille fixe, où uniquement les informations les
plus récentes sont prises en compte dans le calcul de
la borne supérieure de confiance : sliding-window UCB
(SW-UCB). Ces approches sont conçues pour un mo-
dèle où aucune information sur la manière dont le gain
moyen évolue dans le temps n’est disponible. Chakra-
barti et al. (2009) [CKRU09] proposent un modèle de
"bandit mortel" dans lequel un bras a une durée de
vie prédéfinie au delà de laquelle le bras disparaît. Ce
modèle s’est inspiré de ce que l’on peut observer lors
de la recommandation de nouvelles (Yahoo ! actualités,
Le Monde, . . . ). Slivkins et Upfal (2007) [SU07] consi-
dèrent un cas où le gain moyen de chaque bras suit
un mouvement brownien. Besbes et al. (2014) [BGZ14]
proposent un modèle où le gain moyen des bras peut
changer. Pour ces deux cas, l’exploration doit être suf-
fisamment importante pour être capable d’identifier le
possible changement de bras optimal. Tracà et Rubin
[TR15] proposent une approche de type UCB prenant
en compte les variations périodiques du nombre de vi-
siteurs sur un système de recommandation. Cette ap-
proche suggère de réguler la part d’exploration selon
l’aﬄuence : plus il y a de visiteurs, plus il faut favori-
ser l’exploitation à l’exploration. L’exploration se fait
donc quand peu de visiteurs sont en ligne. Dans l’article
[KQ14], les auteurs proposent d’apprendre une fonc-
tion décroissante considérée comme une combinaison
linéaire de fonctions connues. Cet article considère que
la moyenne des récompenses d’un bras décline en fonc-
tion de son âge, comme nous le suggérons dans notre
article.
Un autre moyen de prendre en compte l’évolution
temporelle du gain moyen peut être d’utiliser des
approches contextuelles. Par exemple, l’approche Li-
nUCB proposée par Li et al. [LCLE10] est capable de
prendre en compte des variables telles que l’âge du bras
et l’heure. Dans notre modèle, nous disposons a priori
d’informations sur la façon dont la popularité des bras
décroît. Ainsi il est possible d’anticiper la décroissance
de la popularité et d’adapter nos estimateurs à chaque
instant. Cela nous permet de proposer des algorithmes
plus performants.
Cadre envisagé et propositions Dans cet article,
nous considérons que de nouveaux bras apparaissent
de manière régulière (flux de bras) et que la popu-
larité de l’ensemble des bras décroît de manière ex-
ponentielle (obsolescence progressive). Cette décrois-
sance peut être paramétrée selon la nature des bras
disponibles. Ce type de décroissance est fondée sur des
observations empiriques sur les données du challenge
CLEF-NEWSREEL 1. Ce challenge fournit un jeu de
données de deux mois d’interactions entre un système
de recommandation d’information et ces utilisateurs.
Nous avons pu observer que la popularité d’une infor-
mation a tendance à décroître de façon exponentielle.
Il apparaît que l’information atteint généralement sa
popularité optimale dès son apparition, pour décroître
très rapidement avec le temps qui passe. Ce phénomène
est visible sur la Figure 1, qui représente la moyenne
du nombre de clics obtenus sur les 100 informations les
plus cliquées de la collection en fonction de leurs âges.
Considérer que la popularité des bras diminue selon
un facteur exponentiel constant présente un fort avan-
tage : l’ordre des bras ne change pas. Ainsi nous ga-
rantissons qu’un bras non-optimal à un instant donné
ne le sera plus jamais, ou encore que si un bras obtient
un gain moyen meilleur qu’un autre bras, il le sera tou-
jours.
Le premier algorithme que nous proposons, Fading
Upper Confidence Bound (F-UCB), est une adap-
tation de l’approche Upper Confidence Bound (UCB)
pour laquelle une référence populaire est [ACBFS02].
Notre algorithme s’adapte aux flux de bras ainsi qu’à
1. News Recommendation Evaluation Lab de la conférence
CLEF, 2015 [HKL+14]
Figure 1 – Obsolescence de la popularité des bras. Données issues des 100 documents les plus cliqués du
challenge CLEF-NEWSREEL
la décroissance exponentielle de la popularité des bras.
L’étude de cet algorithme nous permet d’obtenir des
garanties statistiques sur son niveau de performance.
Nous proposons également un second algorithme :
Trust and Abandon (TA). Elle s’appuie sur le mo-
dèle proposé, ainsi que sur l’hypothèse que lorsqu’un
nouveau bras apparaît, les bras déjà existants ont été
joués un nombre de fois suffisant pour avoir des esti-
mations de leurs popularités assez précises. L’approche
TA propose de jouer le dernier bras apparu tant qu’il
est impossible de certifier qu’il est moins populaire
qu’un autre bras. Deux variantes de cet algorithme sont
proposées, la différence réside dans le critère qui permet
de certifier qu’un bras est plus populaire qu’un autre.
Nous montrons expérimentalement que l’algorithme F-
UCB est légèrement meilleur que l’algorithme TA.
La suite de l’article est organisée de la manière sui-
vante : dans la section 2 nous précisons notre modèle.
La section 3 décrit en détails l’algorithme F-UCB et
fournit une étude de la borne supérieure de regret de
cet algorithme. Nous décrivons dans la section 4 l’algo-
rithme TA. Les résultats expérimentaux sont présentés
dans la section 5. Nous présenterons enfin nos conclu-
sions ainsi qu’une réflexion sur les perspectives liées à
ces travaux.
2 Formalisation du problème
Nous considérons une succession de périodes de taille
fixe L. Au début de la période r, commençant à l’ins-
tant 1+ rL le bras ar entre en jeu et son instant d’ap-
parition est ta = 1+rL. La période en cours à l’instant
t est r(t) = ⌊ tL⌋. L’expérience se termine après K pé-
riodes, la période finale est r = K−1. À chaque instant
t, l’agent choisit un bras At parmi ceux disponibles et
reçoit une récompense Zt ∈ {0, 1}. Lors de l’apparition
des bras, les récompenses sont d’espérances pa, où a
est le bras associé.
Les espérances associées aux bras décroissent à la
même vitesse, selon le facteur d’obsolescence progres-
sive τ . Comme nous l’avons souligné plus tôt dans cet
article, il est important de préciser qu’un bras qui n’est
pas optimal à l’instant t ne le sera jamais par la suite.
Le bras optimal durant la période r est noté a∗r . En
outre, un bras a reste optimal un nombre ra de pé-
riodes, pouvant être nul, et ne le sera plus jamais. Lors
de son apparition, nous supposons qu’un bras a une
espérance supérieure à une certaine valeur η fixée a
priori. Cela induit qu’un bras apparu il y a plus de
τ log 1η instants ne peut pas être le bras optimal. L’es-
pérance d’un bras a à un instant t ≥ ta est notée :
µa(t) = pa exp
− t−ta
τ
On note N˜a(T ) le nombre de fois où le bras a a été
joué en étant sous-optimal jusqu’à l’instant T :
N˜a(T ) =
(ta+τ log( 1η ))∧T∑
t=ta+raL
1{It=a} (1)
où ra est le nombre de périodes pendant lesquels a est
optimal.
Une stratégie de bandit vise à minimiser la différence
entre la somme des récompenses obtenues en utilisant
le bras optimal a∗r à chaque période et la somme des
récompenses obtenues via la stratégie utilisée. Cette
différence est appelée le regret cumulé moyen :
R(T ) =
K−1∑
r=0
(r+1)L∑
t=1+rL
E[Za
∗
r ]e−
rL−ta∗r
τ −
T∑
t=1
E[Zt]
3 La stratégie Fading-UCB
L’objectif de cette stratégie est d’adapter la stratégie
Upper Confidence Bound [ACBFS02] pour la prise en
compte de l’obsolescence des bras et d’un flux constant
de bras. Cette stratégie utilise non pas l’espérance es-
timée de chaque bras, mais des bornes de confiance
supérieures de cette espérance. C’est une stratégie
dites "optimiste dans l’incertain" : c’est à dire qu’elle
consiste à jouer le bras ayant potentiellement la plus
forte récompense.
L’espérance d’un bras lors de son apparition pa est
estimée par pˆa(t) :
pˆa(t) =
1
Na(t)
t∑
s=1
(
Zs exp
(
s− ta
τ
)
1As=a
)
(2)
avec Na(t) le nombre de fois où le bras a a été joué
aux t premiers instants et τ le facteur d’obsolescence,
défini a priori.
Pour la suite de l’analyse, nous projetons l’ensemble
des estimateurs à l’instant t en cours. Pour cela, nous
proposons d’utiliser non pas l’espérance du bras lors de
son apparition pa mais l’espérance à l’instant t µa(t),
est estimée par :
µˆa(t) = pˆa(t) exp
(
− t− ta
τ
)
(3)
3.1 Calibration de l’intervalle de
confiance
Notre objectif est de trouver un intervalle de risque
α pour l’espérance en début de période µa(t), variable
comprise entre 0 et M = e−
t−ta
τ . En appliquant l’in-
égalité d’Hoeffding, décrite en annexe, on obtient la
valeur
M
√
2
n
log
1
α
(4)
Classiquement la valeur choisie pour α est 1/t, ainsi
au fur et à mesure des interactions, la borne croît len-
tement si le bras associé n’est pas joué. Le bras sera
rejoué à un moment ou un autre sur le long terme.
Mais ici, un bras qui est apparu il y a plus de τ log 1η
instants ne peut pas être le bras optimal, il est donc
inutile de faire grandir α au delà de cette valeur, cela
revient à fixer 1α = τ log
1
η .
Au final, en majorant M par 1, on obtient la borne
de confiance supérieure Ua(t) suivante :
Ua(t) = µˆa(t) +
√√√√2 log (τ log 1η)
Na(t)
(5)
3.2 Algorithme
L’algorithme F −UCB consiste à jouer le bras avec
la borne de confiance supérieure Ua(t) la plus grande.
Il est décrit dans l’algorithme 1.
Algorithme 1 : Algorithme F-UCB
1 A : vecteur contenant les bras disponibles
2 pour r = 0, . . . ,K − 1 faire
3 A = A ∪ ar
4 pour t = 1 + rL, . . . , (r + 1)L faire
5
Ua(t) = µˆa(t) +
√√√√2 log (τ log 1η)
Na(t)
Jouer At = argmaxa∈A Ua(t)
6 fin
7 fin
3.3 Borne supérieure de regret
Pour rappel, µa(t), l’espérance d’un bras a à un ins-
tant t ≥ ta vaut pa exp− t−taτ et l’espérance d’un bras
optimal a∗t au même instant est :
µ∗(t) = µa∗t (t) = maxa
µa(t).
Pour un bras a sous-optimal lors de la dernière période,
le gap minimal ∆a est défini par :
∆a = min
ta+raL≤t≤ta+τ log(1/η)
µ∗(t)− µa(t)
Ce gap minimal est utilisé dans le théorème 1 qui donne
une borne pour le regret cumulé moyen :
Théorème 1 Le regret cumulé moyen R(T ) de l’algo-
rithme F-UCB vérifie :
R(T ) ≤ 8 log
(
τ log
1
η
)∑
a
1
∆2a
+(K − 1)
(
1 +
2
τ log 1η
)
en sommant sur les bras a sous-optimaux.
La preuve de ce théorème adapte les arguments utilisés
pour obtenir la borne du regret dans le cas d’un algo-
rithme Upper Confidence Bound. Les éléments impor-
tants de la démonstration sont donnés en appendice.
4 La stratégie Trust and Aban-
don
4.1 Motivation
Nous allons maintenant définir une politique où l’on
fait l’hypothèse qu’au début d’une période r, les bras
ai avec i ∈ 1, . . . , r − 1 ont été joués un nombre de fois
suffisant pour avoir des estimations de leurs popula-
rités assez précises. Les espérances µa de ces mêmes
bras au début de la période r sont comprises entre
η exp
(
rL−ta
τ
)
et exp
(
rL−ta
τ
)
. Le bras entrant ar a be-
soin d’être testés un certain nombre de fois pour pou-
voir estimer son espérance, située entre η et 1 durant la
période r. Ce bras est le seul à pouvoir atteindre une
espérance très proche de 1. L’approche TA que nous
proposons n’est pas sans rappeler l’algorithme Succes-
sive Elimination [EDMM06].
Tout comme la stratégie F-UCB, nous projetons l’en-
semble des estimateurs à l’instant de départ de cette
période. Pour cela nous utilisons les estimateurs µˆa(t)
et les bornes supérieures de confiance Ua(t) présentées
la section 3.1.
4.2 Algorithme
La stratégie Trust and Abandon consiste à jouer du-
rant la période r le bras ar tant qu’il est impossible
de certifier que son espérance est plus faible que celle
d’un autre bras. Afin de certifier cela, nous utilisons la
borne de confiance supérieure Ua(t) de µa(t). Il faut
ensuite choisir le moment où Uar (t) devient trop faible
pour certifier qu’un autre bras obtient en moyenne un
meilleur gain moyen. Plusieurs choix sont possibles.
Dans une première version, TA-µ (algorithme 2),
nous cherchons l’instant où cette borne devient in-
férieure à maxa∈A µˆa(t), l’espérance estimée la plus
grande au début de la période en cours, le bras ar n’est
plus joué, au profit du bras argmaxa∈A µˆa(t).
Dans une seconde version, TA-UCB (algorithme 3),
nous cherchons l’instant où cette borne devient infé-
rieure à maxa Ua(t), la plus grande borne de confiance
au début de la période en cours, le bras ar n’est
plus joué, au profit du bras argmaxa µˆa(t). Si cette
deuxième version ressemble à l’approche F-UCB, la
principale différence réside dans le choix du bras joué
une fois le bras ar éliminé : TA-UCB joue le bras avec
l’espérance la plus forte, tandis que F-UCB joue le bras
avec la borne de confiance supérieure du gain associé
la plus forte.
Algorithme 2 : Trust and Abandon µ (TA− µ)
1 A : vecteur contenant les bras disponibles
2 pour r = 0, . . . ,K − 1 faire
3 A = A ∪ ar
4 pour t = 1 + rL, . . . , (r + 1)L faire
5 si maxa∈A µˆa(t) > Uar (t) alors
6 Jouer At = argmaxa∈A µˆa(t)
7 sinon
8 Jouer At = ar
9 fin
10 fin
11 fin
Algorithme 3 : Trust and Abandon UCB (TA −
UCB)
1 A : vecteur contenant les bras disponibles
2 pour r = 0, . . . ,K − 1 faire
3 A = A ∪ ar
4 pour t = 1 + rL, . . . , (r + 1)L faire
5 si maxa∈A Ua(t) > Uar (t) alors
6 Jouer At = argmaxa∈A µˆa(t)
7 sinon
8 Jouer At = ar
9 fin
10 fin
11 fin
Figure 2 – Simulation avec L = 2000 et τ = 5L
Algorithme 4 : UCB1
1 A :vecteur contenant les bras disponibles
2 pour t = 1, . . . ,KL faire
3 si t%(L+ 1) = 0 alors
4 A = A ∪ ar
5 fin
6 At = argmaxa∈A
1
Na
∑t
s=1 Zs1As=a +
√
2 log(t)
Na
7 Jouer At
8 fin
Algorithme 5 : Sliding-window UCB (SW-UCB)
1 A : vecteur contenant les bras disponibles
2 S : taille de la fenêtre
3 Nt(S, a) =
∑t
s=t−S 1As=a
4 Xˆt(S, a) =
1
Nt(S,a) s
1As=a
5 pour t = 1, . . . ,KL faire
6 si t%(L+ 1) = 0 alors
7 A = A ∪ ar
8 fin
9 At = argmaxa∈A Xˆt(S, a) +
√
2 log(t∧S)
Nt(S,a)
10 Jouer At
11 fin
5 Résultats expérimentaux
Cadre expérimental Pour évaluer les performances
de nos approches et les comparer à celles de l’état de
l’art, nous avons mis en place des simulations. Lors de
ces simulations, nous varions la longueur d’une période
L et le paramètre d’obsolescence τ afin d’évaluer leurs
effets sur le regret cumulé. Chaque expérimentation est
effectuée sur un intervalle de temps T = 10 000. Le
nombre total de bras k ainsi que le nombre de périodes
R sont égaux à ⌊TL ⌋. Les résultats présentés sont la
moyenne de 200 répétitions de chaque expérimentation.
Les performances de l’algorithme TA-UCB sont tou-
jours meilleurs que celles de l’algorithme TA-µ. Pour
alléger les graphiques nous ne présenterons que les ré-
sultats de l’algorithme TA-UCB.
Les approches F-UCB et TA-UCB de cet article
sont comparées à deux approches de l’état de l’art :
UCB1 (algorithme 4) et SW-UCB (algorithme 5). La
première approche ne prend pas en compte l’obsoles-
cence du gain moyen des bras. Ce gain va diminuer
avec le temps car les récompenses diminues, cela im-
plique que les bras avec un gain moyen faible seront re-
jouées régulièrement. L’approche SW-UCB utilise une
fenêtre glissante de taille fixe S, où uniquement les S
dernières interactions sont prises en compte dans le cal-
cul de la borne supérieure de confiance. Selon la taille
de la fenêtre les résultats varient. Une fenêtre de pe-
tite taille implique qu’il faut régulièrement rejouer les
bras, car les interactions passées avec ces bras ne sont
Figure 3 – Simulation avec L = 2000 et τ = 10L
plus prises en compte. Une fenêtre de très grande taille
revient à ne pas prendre en compte l’obsolescence pro-
gressive des bras. Nous avons donc testé plusieurs va-
leurs possibles pour la taille de la fenêtre S = xL avec
x ∈ [0.5, 1, 1.5, 2, 2.5, 3].
Les bornes supérieures de confiance de l’ensemble des
algorithmes utilisés dans cette expérimentation sont
calculées en utilisant la constante 0.5 au lieu de 2 à
l’intérieur de la racine. Si cette valeur habituelle 2 per-
met d’analyser l’algorithme afin d’obtenir des bornes
de regret supérieures, elle donne une part trop forte à
l’exploration.
Lors de nos expérimentations, plusieurs valeurs de
τ = xL avec x ∈ [3, 4, 5, 6, 7, 8, 9, 10] et de L ∈
[500, 1000, 2000, 5000] ont été testées. La figure 2 est
obtenue en utilisant L = 2000 et τ = 5L et la figure 3
en utilisant L = 2000 et τ = 10L. Ce choix a été fait
pour mettre en évidence comment la vitesse d’obsoles-
cence impacte les résultats. Il est important de rappe-
ler que le choix des valeurs de τ et η induisent la durée
maximum de vie d’un bras. Par exemple si η = 0.1
et τ = 5L, un bras ne peut plus être optimal à partir
de τ log 1η = 5L, ce qui signifie qu’un bras peut être
optimal au maximum 5 périodes après son apparition,
et ensuite mis de côté. Les expérimentations sont réa-
lisées avec η = 0.1, ainsi un bras peut être optimal
au maximum τ périodes. Concernant l’optimisation de
la taille S de la fenêtre pour l’algorithme SW-UCB.
Expérimentalement la valeur qui permet d’obtenir les
meilleurs résultats avec L = 2000 est S = 2L.
Résultats Sur l’ensemble des cas expérimentés selon
le cadre précédemment définie, les différents regrets cu-
mulés Rα(t) peuvent être classés comme suit :
RUCB(t) > RSW−UCB(t) > RF−UCB(t) ≥ RTA−UCB(t)
(6)
L’approche UCB1 est celle qui obtient les perfor-
mances les plus faibles en terme de regret cumulé. En
ne prenant pas en compte l’obsolescence progressive
des bras, cette approche rejoue régulièrement les bras
avec des gains cumulés faibles, car le gain moyen du
bras optimal diminue et cette décroissance n’est pas
répercutée sur l’ensemble des bornes. En utilisant une
fenêtre glissante, l’approche SW-UCB permet d’obte-
nir de meilleurs résultats que l’approche UCB1, mais
ces résultats restent bien plus faibles que ceux obtenus
par les approches présentées dans cet article.
L’approche TA-UCB est celle qui obtient le regret
cumulé le plus faible sur les deux figures. L’approche
F-UCB obtient des performances très proches de l’ap-
proche TA-UCB. Lorsque le nouveau bras entrant n’est
pas le meilleur, l’utilisation de la borne de confiance
calculée par F-UCB fait qu’il est assez long d’éliminer
les autres bras s’ils n’ont pas été suffisamment joués
par le passé, alors que TA-UCB va privilégier le bras
qui a la plus forte espérance estimée directement. Pour
de grandes valeurs de L ≥ 10000, il se trouve que TA-
UCB fait aussi bien que F-UCB car leurs comporte-
ments est très similaires lorsque les bras sont joués un
grand nombre de fois avant l’insertion d’un nouveau
bras.
6 Conclusion
Dans cet article nous proposons un modèle dans le-
quel de nouveaux bras apparaissent régulièrement et
où le gain moyen associé à chaque bras décroît de ma-
nière exponentielle. Ce modèle est inspiré de plusieurs
observations empiriques sur un jeu de données du chal-
lenge NEWS-REEL de la conférence CLEF, où l’obso-
lescence des bras est visible. Une première approche est
proposée : Fading-UCB. Elle représente une adaptation
pour ce modèle de la stratégie UCB, une analyse nous
permet de quantifier une borne supérieure de regret
pour cette stratégie. La seconde approche proposée,
Trust and Abandon repose sur une hypothèse stricte :
lors de l’apparition d’un bras, nous estimons que l’en-
semble des autres bras ont été suffisamment jouer pour
avoir une estimation précise des gains moyens associés.
Plusieurs simulations nous permettent d’observer que
ces deux approches, Fading-UCB et Trust and Aban-
don, obtiennent de bien meilleures performances en
terme de regret cumulé que l’approche de l’état de l’art
Sliding-Window UCB, conçue pour prendre en compte
la non-stationnarité du gain moyen de chaque bras.
L’ensemble de ces approches surpassent largement la
stratégie UCB1, qui ne prend pas du tout en compte
l’obsolescence progressive des bras.
Dans nos travaux futurs, nous souhaitons analyser
la borne supérieure de regret de l’approche Trust and
Abandon, qui obtient de bons résultats expérimenta-
lement. Nous souhaitons également proposer un cadre
expérimental utilisant des données issues de systèmes
de recommandation d’information, tels que le jeu de
données Yahoo News Feed dataset qui contient plus
d’un tera octet d’interactions, ou encore les données
proposées par les différents challenges NEWSREEL de
la conférence CLEF.
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8 Appendice
Les éléments principaux de la preuve du théorème
1 sont donnés ci-dessous. Un bras optimal lors de la
dernière période est optimal sur toute sa durée de vie,
on s’intéresse à un bras a sous-optimal à un instant
donné donc forcément sous-optimal lors de la dernière
période. Le nombre de fois que le bras a est joué en
étant sous-optimal jusqu’à l’instant T est noté N˜a(T ).
Le bras a est sous optimal entre les instants t1 = ta +
raL et t2 = (ta + τ log(1/η)) ∧ T . Par conséquent, en
posant t1 = ta + (raL) ∨ 1,
N˜a(T ) =
t2∑
t=ta+raL
1{It=a}
≤ 1 +
t2∑
t=t1
1{It=a}
≤ l +
t2∑
t=t1
1{It=a,N˜a(t−1)≥l}
≤ l +
t2∑
t=t1
1{Ua∗ (t−1)≤Ua(t−1),N˜a(t−1)≥l}
≤ l +
t2∑
t=t1
1{Ua∗ (t−1)≤Ua(t−1),Na(t−1)≥l}
en notant a∗(t) le bras optimal à l’instant t, N∗(t) =
Na∗(t)(t) et U∗(t) = Ua∗(t)(t). La moyenne empirique
µˆa(t) fait intervenir les t valeurs de la suite(
Zs1As=a exp
s
τ
)
1≤s≤t
.
Cette suite est constituée des Na(t) valeurs Zs exp
s
τ
lorsque le bras a est tiré et de t−Na(t) valeurs nulles
lorsque le bras a n’est pas tiré. Soit (Xa,i)1≤i≤Na(t) la
suite constituée des valeurs (comprises entre 0 et 1)
obtenues lorsque le bras a est tiré. En utilisant cette
suite, µˆa(t) s’écrit
µˆa(t) =
1
Na(t)
Na(t)∑
i=1
Xa,i exp
(
− t
τ
)
et on introduit l’expression :
µˆa,s (t) =
1
s
s∑
i=1
Xa,i exp
(
− t
τ
)
.
Cette notation et la définition de la borne supérieure
de confiance permet d’écrire les inclusions suivantes :{
Ua∗(t−1)(t− 1) ≤ Ua(t− 1), Na(t− 1) ≥ l
} ⊂
{
min
1≤s∗≤N∗(t−1)
µˆa∗
t−1
,s∗ (t− 1) +
√
2m
s∗
≤
max
l≤s≤Na(t−1)
µˆa,s (t− 1) +
√
2m
s
}
⊂
N∗(t−1)⋃
s∗=1
Na(t−1)⋃
s=l
As,s∗ (t− 1)
en notant m = log
(
η log 1τ
)
et As,s∗ (t) l’événement{
µˆa,s∗ (t) +
√
2m
s∗
≤ µˆa,s (t) +
√
2m
s
}
.
Observer l’événement As,s∗ (t− 1) implique au moins
l’un des 3 cas suivants :
A1s(t− 1) =
{
µˆa,s(t− 1)−
√
2m
s
≥ µa(t− 1)
}
A2s∗(t− 1) =
{
µˆa∗
t−1
,s∗ (t− 1) +
√
2m
s∗
≤ µ∗(t− 1)
}
A3s(t− 1) =
{
µ∗(t− 1) ≤ µa(t− 1) + 2
√
2m
s
}
La probabilité de A1s(t− 1) peut s’écrire
P
(
s∗∑
i=1
Xa∗
t−1
,ie
− t−1
τ ≤ s∗pa∗
t−1
e−
t−1−Ta
τ −
√
2s∗m
)
et l’inégalité de Hoeffding, dont un énoncé est rappelé
en fin d’appendice, permet de majorer cette probabilité
par :
exp
(
−2
(√
2s∗m
)2
s∗
)
=
(
τ log
1
η
)−4
De manière analogue, P
(
A2s∗(t− 1)
)
se majore par la
même expression. Lorsque s devient supérieur à la va-
leur ⌈
8 log
(
η log 1τ
)
∆2a
⌉
la probabilité P
(
A3s(t− 1)
)
devient nulle. Finalement,
en choisissant comme valeur de l l’expression ci-dessus,
E
(
N˜a(T )
)
est majoré par :

8 log
(
τ log 1η
)
∆2a
+
t2∑
t=t1
N∗(t−1)∑
s∗=1
Na(t−1)∑
s=1
2
(
τ log
1
η
)−4
≤
8 log
(
τ log 1η
)
∆2a
+ 1 + 2
(
τ log
1
η
)3(
τ log
1
η
)−4
en utilisant que t2−t1+1, Na(t) et N∗(t) sont majorés
par τ log 1η . Finalement,
E
(
N˜a(T )
)
≤
8 log
(
τ log 1η
)
∆2a
+ 1 +
2
τ log 1η
ce qui permet d’obtenir une borne pour le regret R(T )
en sommant sur les bras a sous-optimaux :
R(T ) ≤
∑
a
E
(
N˜a(T )
)
=
∑
a
8 log
(
τ log 1η
)
∆2a
+ 1 +
2
τ log 1η

≤ 8 log
(
τ log
1
η
)∑
a
1
∆2a
+(K − 1)
(
1 +
2
τ log 1η
)
où K est le nombre total de périodes.
Inégalité d’Hoeffding : Soit (Xi) avec 1 ≤ i ≤ n
une suite de variables aléatoires indépendantes de
même espérance p avec Xi ∈ [ai, bi]. Pour tout s > 0,
P(|X¯ − p| ≥ s) ≤ 2 exp
( −2n2s2∑n
i=1(bi − ai)2
)
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