Abstract: The design of a repetitive control system for linear systems with time-varying normbounded uncertainties is presented. Using a Lyapunov functional for the time-delay systems, a sufficient condition is derived in terms of either an algebraic Ricatti inequality or a linear matrix inequality (LMI), which ensures robust stability of the repetitive control system. Based on the derived condition, we show that the repetitive controller design problem can be reformulated as an optimisation problem with an LMI constraint of the free parameter.
Introduction
Repetitive control is a specialised control scheme for tracking periodic reference commands and attenuating periodic disturbances. Its highly accurate tracking property is due to a periodic signal generator implemented in the repetitive controller. However, the positive feedback loop used to generate the periodic signal decreases the stability margin. In the end, the repetitive controller is likely to make the system unstable. Therefore, the trade-off between stability and tracking performance has been considered to be an important factor in the repetitive control system. Hara et al. [1] derived sufficient conditions for the stability of a repetitive control system and a modified repetitive control system which sacrifices tracking performance at high frequencies for system stability. Srinivasan and Shaw [2] examined the absolute and relative stability of repetitive control systems using the regeneration spectrum and showed that their results provide improved insights into design trade-offs. Güvenç [3] applied the structured singular value to repetitive control systems in order to determine their stability and performance robustness in the presence of structured parametric modelling error in the plant. Moon et al. [4] designed a repetitive controller using a graphical technique based on the frequency-domain analysis of a linear interval system, which maintains system stability against all admissible plant uncertainties. Weiss and Häfele [5] analysed the stability and robustness of a MIMO repetitive control system based on regular linear system theory. Li and Tsao [6] addressed the analysis and synthesis of robust stability and robust performance repetitive control systems.
Repetitive controllers have proved their usefulness in improving tracking performance by rejecting periodic disturbances in practical systems such as rotational machinery [4, 6, 7] . However, in selecting the bandwidth of the low-pass filter in the repetitive controller, which determines the amount of steady-state tracking error and system stability, most existing approaches require a considerable amount of trial and error. In the case where the plant has uncertainties, the bandwidth is likely to be excessively restricted to guarantee system stability. As a result, the tracking error does not sufficiently decrease contrary to our expectation. Since it is impossible to apply existing design methods to plants with time-varying uncertainties, an appropriate approach to design a repetitive control system is needed.
The repetitive controller design problem is now studied for linear systems involving time-varying norm-bounded uncertainties. The compensated plant and the repetitive controller are represented as linear models in the state space. Using a Lyapunov functional for the time-delay systems, a simple criterion is proposed which assures asymptotic stability of the closed-loop system including the repetitive controller. The criterion is given in the form of either an algebraic Ricatti inequality (ARI) or linear matrix inequality (LMI). The repetitive controller design problem is shown to be equivalent to an optimisation problem over the free parameter of the 'q-filter' proposed by Hara et al. [1] subject to an LMI constraint. With improving tracking performance, the designed repetitive controller preserves system stability for all admissible time-varying uncertainties.
In the following, max ½Á denotes the maximum singular value. For a symmetric matrix X ¼ X T ; X > 0ð< 0Þ means that X is positive (negative) definite. The sizes of the identity matrix I and the zero matrix 0 should be inferred from the context except for special cases.
Problem formulation and stability condition
Consider the repetitive control system shown in Fig. 1 . The compensated plant G is an uncertain SISO linear system. The repetitive controller C rp ðsÞ is added to the existing closed-loop system in which q(s) is the low-pass filter needed to ensure system stability. T is the constant and known period of the reference command r(t), e(t) is the tracking error between the reference command r(t) and the tracking output y(t) and u(t) is the plant input. Note that C rp ðsÞ is equivalent to the modified repetitive controller with aðsÞ ¼ 1 as proposed by Hara et al. [1] . If G has only time-invariant uncertainty, that is, G is the transfer function of the compensated plant, the stability condition is obtained as the following theorem.
In the repetitive control system shown in Fig. 1 , if 1. the closed-loop system without the repetitive controller, i.e., GðsÞð1 þ GðsÞÞ ÿ1 ; is stable; 2: qðsÞð1 þ GðsÞÞ
then the system with minimal realisation is exponentially stable.
As mentioned in theorem 1, the low-pass filter q(s) known as the 'q-filter', should be appropriately selected for good tracking performance without resultant instability. Consequently, the repetitive control design for the uncertain system is formulated as the problem of designing a low-pass filter q(s) in order to improve tracking accuracy and ensure system stability for the compensated plant. Note that as the bandwidth of q(s) increases, the tracking performance also improves but the stability margin decreases, and vice versa. The uncertainty of G, however, makes the design of q(s) more difficult because we cannot exactly comprehend how the uncertainty will affect the system stability. In particular, the time-varying uncertainty of the plant makes it impossible to use the existing techniques [1 -7] . Therefore, a novel approach is required to design q(s) which can both improve the tracking accuracy and ensure system stability even if the plant has a time-varying uncertainty. We first propose a stability condition of the repetitive control system and then introduce a method to design q(s) in the following Section when the compensated plant G has time-varying uncertainty.
Suppose that, in the consideration of the uncertainty, the compensated plant G is described as:
where x p ðtÞ 2 R n p is the state. We will consider the following structure for the time-varying uncertainty:
where H p1 ; H p2 ; and E p are known real matrices which characterise the structure of the uncertainty and
is an unknown matrix function with Lebesgue measurable elements and such that F T ðtÞ FðtÞ4I:
Remark 1: In the following system with generalised timevarying uncertainties _ x x p ðtÞ ¼ A p x p ðtÞ þ B p uðtÞ þ f ðx p ðtÞ; uðtÞ; tÞ yðtÞ ¼ C p x p ðtÞ þ gðx p ðtÞ; uðtÞ; tÞ ð3Þ
where f ðx p ðtÞ; uðtÞ; tÞ and gðx p ðtÞ; uðtÞ; tÞ are time-varying uncertainties, if f ðx p ðtÞ; uðtÞ; tÞ and gðx p ðtÞ; uðtÞ; tÞ are linear functions only of x p ðtÞ and their magnitudes are norm-bounded, (3) can be described as (1) . In other words, a linear interconnection of a nominal plant with the uncertainty F(t) leads to a structure of the form (2) . See more details in [8] and [9] .
Remark 2: The system (1) can be controlled using a robust control algorithm such as H 1 control [10, 11] without the use of repetitive control. However, these control algorithms have a serious drawback in dealing with a periodic reference command or disturbance with multiple harmonics. The order of the controller is more than twice that of the highest harmonic to be tracked or rejected. On the other hand, because a periodic signal generator in a repetitive controller creates a very high feedback gain at the fundamental frequency of the periodic signal and its multiples, repetitive control is more efficient in tracking or rejecting a periodic reference command or disturbance with multiple harmonics in spite of its simple structure provided that the closed-loop system is stable.
Without loss generality, the low-pass filter q(s) is assumed to be first-order, that is,
where ! c is the cutoff frequency of the low-pass filter and then the repetitive controller C rp ðsÞ in the box of Fig. 1 can be realised as where x c ðtÞ 2 R is the dummy state variable. See the detailed derivation of (5) in the Appendix. By letting q(s) be (4), the design problem for q(s) is equivalent to finding the maximum ! c preserving system stability. Using the augmented state vector
; we combine (1) and (5) to produce the following closed-loop system used in the stability analysis:
where
and the matrix DAðtÞ is expressed in the form:
By realising the repetitive controller as (5), the closedloop system (6) can be realised as a typical time-delay system. With the help of the wealth theory of functional differential systems [12] , stability conditions for the repetitive control system are obtained as theorem 2.
Theorem 2:
Suppose that A p ÿ B p C p is Hurwitz. The repetitive control system shown in Fig. 1 is robustly asymptotically stable independent of period T if one of the following two equivalent conditions holds: 1. There exist matrices 0 < P ¼ P T 2 R ðn p þ1ÞÂðn p þ1Þ and 0 < Q ¼ Q T 2 R ðn p þ1ÞÂðn p þ1Þ and a scalar l > 0 satisfying the ARI
2. There exist matrices 0 < P ¼ P T 2 R ðn p þ1ÞÂðn p þ1Þ and 0 < Q ¼ Q T 2 R ðn p þ1ÞÂðn p þ1Þ and a scalar l > 0 satisfying the LMI
In the proof of the theorem, the following lemmas will be used.
Lemma 1:
[13] Let S 1 and S 2 be real constant matrices of compatible dimensions and MðtÞ be a real matrix function satisfying M T ðtÞ MðtÞ4I: Then the following inequalities hold: where 0 < P ¼ P T 2 R ðn p þ1ÞÂðn p þ1Þ and 0 < Q ¼ Q T 2 R ðn p þ1ÞÂðn p þ1Þ are weighting matrices. Taking the derivative of VðjðtÞ; tÞ along the solution of (6) yields
To remove the uncertainty in (11), we use (2) and (7) and apply lemma 1-1. Then we get:
for some l > 0: Substituting (12) into (11), we obtain:
If VðjðtÞ; tÞ < 0 when jðtÞ 6 ¼ 0; then jðtÞ ! 0 as t ! 1 and the repetitive control system is globally asymptotically stable independent of T for all admissible uncertainties satisfying (2) . From (13) , this stability condition is guaranteed if the ARI (8) holds. 2. Applying lemma 2, it is easy to show that the ARI (8) is equivalent to the LMI (9) . A Theorem 2, which is based on stability conditions for general linear time-delay systems with time-varying uncertainties [13, 15] , is a result obtained by qualifying the conditions for repetitive control systems.
Remark 3: Theorem 2 provides a sufficient stability condition of the repetitive control system independent of period T. This condition can be expressed as feasibility of an LMI (9) . Admittedly, it is conservative since it does not use enough information about period T. However, even if there exist time-varying uncertainties in the plant, the condition in theorem 2, can be easily used contrary to other methods.
Repetitive controller design
In this Section, we find out the maximum cutoff frequency ! c of the low-pass filter to ensure system stability using the result of theorem 2. For convenience, we represent ! c as the sum of! ! c and ! c that is:
where! ! c is a roughly estimated value from the nominal plant and ! c is an unknown value which we should find. Then, A and A d are affinely dependent on the free parameter ! c and are represented as the following form:
In the following theorem, a modified stability condition is proposed, which is represented as an LMI and convex in P and the inverse of ! c .
Theorem 3:
Suppose that A p ÿ B p C p is Hurwitz. Then, the repetitive control system shown in Fig. 1 is robustly asymptotically stable independent of period T if, for some weighting matrix Q > 0 and constant > 0; there exist a matrix P > 0 and scalars ¼ ! ÿ1 c ; l satisfying the LMI: P 11 P 12 P 13 P 
:¼ diag ðÿQ; ÿI; ÿIÞ P 33 :¼ diag ðÿlI; ÿlIÞ Proof: By using (14) and (15) and applying lemma 1-2), (1, 1) element of (9) reduces to
for some constant > 0: (1, 2) and (2, 1) elements of (9) become (16), respectively. After applying lemma 2 and some mathematical manipulations such as the elementary row operation, we get (17).
A
Remark 4:
Observe that the LMI condition (17) is convex in the variables P; l; and : To obtain the maximum ! c and check the feasibility of the LMI condition, the repetitive controller design problem can be formulated as a standard problem of linear objective minimisation subject to an LMI constraint as follows:
c over P; l; and satisfying (17) ð18Þ The sum of! ! c and the maximum ! c ¼ ÿ1 which is obtained by solving the above optimisation problem is the largest cutoff frequency of the repetitive controller both to improve tracking accuracy and to ensure the above stability condition.
The stability condition of theorem 3 is a little more conservative than that of theorem 2 because lemma 1-2) is applied to eliminate nonlinearities arising in terms such as ! c PA 1 and ! c A T 1 P: In compensation for the conservatism, however, theorem 3 provides a simple method to find ! c .
Remark 5:
The role of! ! c in the matrix A 0 is to guarantee the feasibility of the LMI (17). Therefore,! ! c should be larger than zero. If! ! c is very close to zero or excessively large, there may not exist a feasible solution. In practical situations, if we know the system information in a degree, it is possible to guess the amount of! ! c : Otherwise,! ! c is easily selected by the following procedure.
Step 1: Select! ! c as a positive value near zero.
Step 2: If (17) is feasible, go to step 3. Otherwise, replace! ! c with! ! c þ where > 0 and again check the feasibility of (17).
Step 3: Solve the optimisation problem (18).
Remark 6:
If the compensated plant G is an m Â m MIMO system and q(s) is described as
the proposed stability conditions and design technique are applicable without modification. Only the dimensions of matrices in (8), (9) , and (17) are changed.
Example: Consider the system (1) with: l is 0.011, and is 0.67. Therefore, the maximum cutoff frequency ! c of the low-pass filter satisfying theorem 3 is:
In simulations, let a triangular signal shown in Fig. 2 be the reference command. The repetitive controller is turned on at 125 s. Fig. 3 shows tracking output and error. A much smaller tracking error occurs in the repetitive control system compared to that in the conventional feedback system, i.e. qðsÞ ¼ 0 because the repetitive controller makes high Fig. 2 Reference command r(t); triangular wave feedback loop gains at the fundamental frequency of the periodic reference command and its multiples. However, since the feedback loop gain caused by the repetitive controller is not infinite, the tracking error cannot converge to zero even if it can reach a near-zero value. It is verified from this result that the designed repetitive controller improves tracking accuracy in spite of time-varying uncertainties of the plant.
Conclusions
The problem of repetitive controller design for linear systems with time-varying norm-bounded uncertainties has been considered. We have derived a sufficient condition for the stability of repetitive control systems by using the Lyapunov stability theorems. We showed that the repetitive controller design problem can be reformulated as an optimisation problem to minimise the inverse of the cutoff frequency of the low-pass filter. Compared with other methods, the proposed design technique can immediately find the cutoff frequency of the low-pass filter q(s) by solving the optimisation problem in spite of time-varying uncertainties. It is possible that the proposed approach is applied to the structure of the repetitive controller in order to obtain filter and control laws 'at one go'. However, there is an important problem to be first solved. Conditions required in the optimisation problem should be linear on system matrices, positive definite matrices P and Q, and other parameters. For this purpose, more studies are required.
Appendix
First, let us realise qðsÞe ÿsT in C rp ðsÞ of Fig. 4 : 
