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SLOWLY DECAYING AVERAGES AND FAT TOWERS
JAMES T. CAMPBELL AND MA´TE´ WIERDL
1. Introduction and Statement of Results
Let (X,Σ, m, τ) be an ergodic system, that is, (X,Σ, m) is a prob-
ability space and τ : X → X is an invertible ergodic m-preserving
transformation. For a function f : X → R, let ANf denote the Nth
ergodic average,
(1.1) ANf(x) =
f(x) + · · ·+ τN−1f(x)
N
.
Martin Barlow1 asked the following question, which arose from the
work of a student (Zichun Ye) on interface models.
Question 1.1. If f(x) ≥ 0 is integrable, and
(1.2) N(x) = min{n : Akf(x) ≤ 2
∫
f for all k ≥ n},
is it the case that N(x) is also integrable?
The motivation for the question was that a positive answer would
allow them to apply estimates obtained in [ADS16] (see especially As-
sumption 1.5) for so-called transition densities or heat kernels, to ran-
dom walks in an ergodic random environment.
In this note we show that the answer to Question 1.1 is no in general,
even for bounded functions. In so doing we discover that every ergodic
system has a special sort of Kakutani tower which we call a fat tower
(Definition 2.1 and more generally, Definition 3.1).
We re-cast the question as follows. For non-negative f(x) define the
set Ef,N by
(1.3)
Ef,N =
{
x : ANf(x) > 2
∫
X
f, and Anf(x) ≤ 2
∫
X
f for n > N
}
,
so that, with N(x) as in 1.2,∫
X
N(x) dm =
∑
N≥1
N ·m(Ef,N) .
1Personal communication. M. Barlow: barlow@math.ubc.ca.
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Thus an equivalent question is: If f(x) ≥ 0 is integrable, is it the case
that
∑
N≥1N ·m(Ef,N) is finite? In the next section we show that in
any system with a fat tower, we may find a bounded function (in fact,
an indicator function) f for which
∑
N≥1N ·m(Ef,N ) = ∞ (Theorem
2.2). In the subsequent section we show how to take any given ergodic
system and ‘inflate’ it to produce an ergodic system with a fat tower.
The final section contains a proof that in fact every aperiodic system
on a non-atomic measure space has a fat tower (Theorem 4.1).
2. Construction of an indicator counterexample
While a more general definition of fat tower is given in Section 3 (Def-
inition 3.1), in this section we work with the following slightly more re-
stricted definition. A fat tower will be a special sort of Kakutani return-
time tower, so we begin by recalling the Kakutani tower construction
([Kak43]). Let B be any set of nontrivial measure, 0 < m(B) < 1. For
each natural number N define the N th first return set BN of B by
(2.1) BN =
{
x : x ∈ B, τNx ∈ B and τnx /∈ B for 0 < n < N
}
For each N consider the Nth tower TN (which may be empty) defined
by
(2.2) TN =
⋃
n<N
τnBN .
BN
τBN
τ 2BN
τN/2−1BN
τN−1BN
TN
τ
τ
τ
τ
τ
τ
These towers are paiwise disjoint and their union T =
⋃
N TN covers
X up to a null set. This T is the Kakutani tower over the base B.
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Definition 2.1. We say that a system (X,Σ, m, τ) has a fat tower if
there is a set B with 0 < m(B) < 1 so that the Kakutani tower over
the base B, T =
⋃
N TN , satisfies
(2.3)
∑
N
N ·m(TN) =∞.
Note that the condition in eq. (2.3) is equivalent with
(2.4)
∑
N
N2 ·m(BN) =∞.
Theorem 2.2. Suppose the system (X,Σ, m) has the fat tower prop-
erty.
Then there’s a set A so that with f = 1A we have
(2.5)
∑
N≥1
N ·m(Ef,N ) =∞.
Proof. Let B be the set guaranteed by the definition of the fat tower
property, so we have
(2.6)
∑
N
N ·m(TN ) =∞.
Choose the integer N0 large enough so that m
(⋃
N≥N0
TN
)
< 1/4, and
then the set A is defined simply by
(2.7) A =
⋃
N≥N0
TN ,
and hence we have
(2.8) m(A) < 1/4.
From now on, unless we say otherwise, N will always be assumed to
satisfy N ≥ N0. Let f = 1A. We want to make a connection between
the lower half LN of the towers TN and the sets Ef,N . So we define
LN =
⋃
n∈[0,N/2)
τnBN ,(2.9)
L =
⋃
N≥N0
LN .(2.10)
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BN
τBN
τ 2BN
τN/2−1BN
τN−1BN
LN
TN
τ
τ
τ
τ
τ
τ
As a consequence of eq. (2.6) we have
(2.11)
∑
N≥N0
N ·m(LN ) =∞.
We claim that this implies
(2.12)
∑
N≥1
N ·m(Ef,N) =∞.
Note that
(2.13) ANf(x) ≥ 1/2, x ∈ LN .
Since
∫
X
f = m(A) < 1/4, we have, as a consequence of eq. (2.13), that
LN ⊂
⋃
n≥N Ef,n. Let us set CN,n = LN ∩ Ef,n for n ≥ N . We have
(2.14) N ·m(LN ) ≤
∑
n≥N
n ·m(CN,n).
Since the CN,n are pairwise disjoint, summing eq. (2.14) in N over the
range N0 ≤ N ≤ K we get∑
N0≤N≤K
N ·m(LN ) ≤
∑
N0≤N≤K
∑
n≥N
n ·m(CN,n)(2.15)
≤
∑
n≥N0
n ·
∑
N≤n
m(CN,n)(2.16)
since CN,n ⊂ Ef,n for N ≤ n and the CN,n are pairwise disjoint
≤
∑
n≥N0
n ·m(Ef,n).(2.17)
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Since limK→∞
∑
N0≤N≤K
N ·m(LN ) =∞ by eq. (2.11), we established
eq. (2.12). 
3. Inflating a system to contain a fat tower
A fat tower need not be defined from a Kakutani return-time tower;
the essential property is the growth of the measures of the columns
described in (2.3). This is distilled into the following general definition:
Definition 3.1. A column of height k (over a base B) for τ consists of
pairwise disjoint sets {B, τB, τ 2B, . . . , τk−1B}. The set τ iB is known
as the ith level of the column.
A tower for τ consists of a (finite or infinite) sequence of pairwise
disjoint columns {Cn} of heights {kn}.
A fat tower for τ is any tower for which
(3.1)
∞∑
n=1
kn ·m(Cn) =∞.
In this section we show how to take any ergodic system on a non-
atomic probability space and ‘inflate’ it to create a system which has
a fat tower.
For simplicity we consider a non-atomic, ergodic system (X,Σ, m, τ)
where (X,Σ, m) is the standard unit interval. We build the infla-
tion (Y,B, µ, T ) by using X as the base of a tower. Let Ni = 2
i
(i = 1, 2, . . . ) and partition X into disjoint intervals Bi of m-measure
3/(2N1), 3/(4N2), . . . , (so that
∑∞
1 m(Bi) = 1). Above each Bi place
a column Ci of height Ni, where each level in column Ci is an interval
of the same length as Bi. Y is the union of the columns. The sigma-
algebra B is defined in the natural way. Define the transformation T
on each (non-top) level of each column as just moving up the column.
The top level may be identified with the base in a natural way, and T
sends the top level to where τ sent the base. This gives a measurable
transformation on all of Y .
If we define µ first as agreeing withm on the base and then extending
it so that T is µ-preserving, we note that the measure of the column
Ci is 3/2
i (i = 1, 2, . . . ), so the µ-measure of Y is 3. Finally normalize
µ so that µ(Y ) = 1.
It is easily checked that (Y,B, µ, T ) is an ergodic system. Finally we
point out that the columns {Ci}, which have heights {2
i} and measures
µ(Ci) = 2
−i, clearly yield a fat tower. The construction of the indicator
function given in Section 2, using the top-half of the columns in the fat
tower, will again produce an example with
∫
Y
N(y)dµ(y) =∞.
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4. Universal intrinsic fat tower construction
Consider an arbitrary aperiodic system (X,Σ, m, τ), that is, (X,Σ, m)
is a non-atomic probability space and τ : X → X is an invertible, ape-
riodic m-preserving transformation. We prove
Theorem 4.1. Every aperiodic measure-preserving system on a non-
atomic probability space possesses a fat tower.
Thus, one could say that every aperiodic system is fat.
Proof of Theorem 4.1: We remind the reader that a Kakutani-Rohlin
tower of height k and error ǫ consists of a partition of X into two sets,
a column of height k and an error set E, with m(E) < ǫ. It is well-
known that every aperiodic system possesses a Kakutani-Rohlin tower
of height k and error ǫ for all k ∈ N and ǫ > 0 ([Kak43], [Roh52].).
Fix a sequence of rapidly increasing natural numbers 1 = k1 <<
k2 << k3 . . . whose minimal growth rate will be determined.
We define a sequence of towers with the following three properties:
P1: The nth tower partitions X .
P2: The nth tower will have n columns with heights 1, k2, k3, . . . , kn.
P3: There is a constant c > 0 so that for all j and n, the jth column
of the nth tower has measure at least c/kj.
We then show that the limiting tower exists and has the same prop-
erties for all n ∈ N, which is sufficient.
First consider the following construction. For a natural number k,
build (from all of X) a Kakutani-Rohlin tower of height k+1 and error
10−k. From this tower, extract a vertical slice of height k whose total
measure is 1/k. That is, take a measurable subset of the base with
measure 1/k2 together with its images under the action of τ for k − 1
steps. We call this extracting a (k, 1/k)-column from X . Clearly, it
may be done for any k ∈ N.
Our sequence of towers satsifying P1 - P3 is defined as follows. The
first tower consists solely of X .
Next, extract a (k2, 1/k2)-column T(2,1) from X , and define our new
tower as the pair of disjoint columns {(X \T(2,1)), T(2,1)} = {X2, T(2,1)}.
Note that m(X2) = 1− 1/k2. Hence this second tower satisfies each of
P1 - P3 above, with c = 1− 1/k2.
Now extract a (k3, 1/k3) column T(3,1) from X . Some of this column
may have come from T(2,1) and some of it fromX2. We therefore modify
these columns as follows.
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(1) Delete from X2 any portion of T(3,1) which came from X2. Call
this new set X˜2. The set deleted has measure at most 1/k3, so
that m(X˜2) ≥ 1− 1/k2 − 1/k3.
(2) Let Li denote the i
th level of T(2,1). Define C0 = L0 ∩ T(3,1) and
for i ≥ 1 define
Ci = {x ∈ Li : x ∈ T(3,1)}
⋂[ i⋃
j=1
{x ∈ Li : τ
−jx /∈ T(3,1)}
]
.
In other words, Ci consists of the points in level Li which are
in T(3,1), but none of whose pre-images in T(2,1) are in T(3,1).
Now let
C =
k2−1⋃
i=0
k2−i−1⋃
j=−i
τ j(Ci).
Thus C consists of all the forward and backward images of
Ci in the column T(2,1). Remove all of C from T(2,1), call what
remains T(2,2).
Typically not all of C will actually be in T(3,1) (that is, we
have removed more from T(2,1) than just those pieces that were
in T(3,1).) Each Ci, and any of the forward images of Ci which
actually stay in the column T(3,1), will be in T(3,1) of course, but
we cannot guarantee any more than that. Moreover we don’t
even know how many forward images of a given Ci lie in T(3,1).
It is possible for example that C0 came from a level near the
top of T(3,1) and therefore only a few forward images stay in
T(3,1). The reason we removed all of C is to ensure that T(2,2) is
a column (which the reader may check), thereby preserving the
tower property.
Note that T(2,2) has measure at least 1/k2 − k2 · 1/k3.
(3) Finally, place back into X˜2 any of C which is not in T(3,1). Call
this new set X3.
Summarizing: We first extracted a (k3, 1/k3) column T(3,1)from X .
Then we modified X2 by removing any portion of T(3,1) which appears
there, creating X˜2. Then we modified T(2,1) by removing any portion of
T(3,1) which appears there, plus all its possible forward and backward
images under τ which remain in T(2,1). Then we created X3 from X˜2 by
placing back the portions removed from T(2,1) which were not actually
in T(3,1).
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We observe that all of the employed set operations are finite com-
binations of intersection, union, and complementation applied to mea-
surable sets, so that all sets under consideration are measurable.
At this stage we have a tower {X3, T(2,2), T(3,1)} satisfying P1 - P3
above, although the constant c in P3 has been reduced from the con-
stant that went with the tower {X2, T(2,1)}.
Inductively continue this process, so that at the nth stage we have:
(1) A tower consisting of columns {Xn, T(2,n−1), T(3,n−2), . . . , T(n,1)}.
(2) Column T(n,1) was obtained by extracting a (kn, 1/kn)-column
from X .
(3) The columns T(j,n−j+1) were obtained from the columns T(j,n−j)
by removing a subset of measure at most kj ·1/kn, 2 ≤ j ≤ n−1.
(4) The set Xn is obtained from Xn−1 by first removing a set of
measure at most 1/kn and then possibly adding another set.
(5) The tower satisfies P1 & P2.
We need to ensure that P3 is satisfied for all the columns in this tower,
for each n. But this is easily accomplished by specifying the growth of
the kj’s.
The first column of the nth tower is Xn. It is obtained from Xn−1 by
first removing a set of measure 1/kn, and then possibly adding some
other sets back in. In any case, we see that its measure satisfies
m(Xn) ≥ 1−
n∑
j=2
1/kj .
Thus we first require that the kj’s sum to less than 1/8, say.
Now let’s re-examine the construction of the other columns. If we fix
n and consider our tower at the (n−1)st stage, {Xn−1, T(2,n−2), T(3,n−3) . . . , T(n−1),1)},
we see that for each j, 2 ≤ j ≤ n − 1, we construct T(j,n−j+1) from
T(j,n−j) by removing a set of measure at most kj · 1/kn. In particular,
the sequence of columns in the jth position are nested:
(4.1) T(j,1) ⊃ T(j,2) ⊃ · · · ⊃ T(j,n−j+1) .
Thus, if we require
∀j,
∞∑
t=1
kj ·
1
kj+t
< 1/8 ,
then we will have, for all n and all 2 ≤ j ≤ n,
m(T(j,n−j+1) ≥ 7/8 ·m(T(j,1)) = (7/8) · (1/kj) .
Thus P3 is satisfied with c = 7/8.
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For the sake of definiteness, we set kj = 8
2j .
Now we discuss the limiting tower. First we consider what is hap-
pening for the jth columns with j ≥ 2. Because of the nested property
(4.1), the limiting column Tj defined by
Tj =
∞⋂
n=j
T(j,n−(j−1))
is measurable, has height kj, and measure at least (7/8) · (1/kj).
Now we consider the sequence of first columns, X = X1, X2, X3, . . . .
These are not nested, necessarily. Xn is constructed by removing a
piece from Xn−1, and then adding some pieces back in. We claim that
the set of points for which this occurs infinitely often is a nullset. The
measure of the piece taken out of Xn−1 has measure at most 1/kn while
the measure of the pieces put back into Xn−1 is at most
∑n−1
j=2 kj/kn.
Thus the total measure of the points which are removed or replaced is
∞∑
n=2
[
1
kn
(
1 +
∞∑
j=2
kj
kn
)]
.
The reader may check that when kj = 8
2j , this sum is finite. Thus
by the Borel-Cantelli Lemma, the set of points which move in or out
infinitely often is a nullset. This means that almost all ofX\
(⋃∞
j=2 Tj
)
remains in each Xn for sufficiently large n. We take this set as our
limiting X∞. The tower {X∞, T2, T3, . . . } now satisfies P1-P3, and is
fat, concluding the proof of Theorem 4.1. 
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