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Abstract
The first essential ingredient to build up Stein’s method for a continuous target
distribution is to identify a so-called Stein operator, namely a linear differential operator
with polynomial coefficients. In this paper, we introduce the notion of algebraic Stein
operators (see Definition 3.2), and provide a novel algebraic method to find all the algebraic
Stein operators up to a given order and polynomial degree for a target random variable of
the form Y = h(X), where X = (X1, . . . , Xd) has i.i.d. standard Gaussian components and
h ∈ K[X] is a polynomial with coefficients in the ring K. Our approach links the existence
of an algebraic Stein operator with null controllability of a certain linear discrete system.
A MATLAB code checks the null controllability up to a given finite time T (the order of the
differential operator), and provides all null control sequences (polynomial coefficients of the
differential operator) up to a given maximum degree m. This is the first paper that connects
Stein’s method with computational algebra to find Stein operators for highly complex
probability distributions, such as H20(X1), where Hp is the p-th Hermite polynomial. A
number of examples of Stein operators for Hp(X1), p = 3, 4, 5, 6, 7, 8, 10, 12, are gathered
in the extended Appendix of this arXiv version. We also introduce a widely applicable
approach to proving that Stein operators characterise the target distribution, and use it to
prove, amongst other examples, that the Stein operators for Hp(X1), p = 3, . . . , 8, with
minimum possible maximal polynomial degree m characterise their target distribution.
Keywords: Stein’s method; Stein operator; Gaussian integration by parts; Malliavin
calculus; linear system theory; null controllability; computer algebra; Hermite polynomials
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1 Introduction
We begin with the following definition that plays a pivotal role in our paper.
Definition 1.1. Let Y be a (continuous) target random variable. We say that a linear
differential operator S = ∑Tt=0 pt∂t acting on a class F of functions is a polynomial Stein
operator for Y if (a) Sf ∈ L1(Y ), (b) IE [Sf(Y )] = 0 for all f ∈ F , and (c) the coefficients
of S are polynomial. By PSOF(Y ) we denote the set of all polynomial Stein operators,
acting on a class F of functions, for the target random variable Y .
In the last decade, polynomial Stein operators have got a lot of attention due to
their important role in the Nourdin-Peccati Malliavin–Stein approach [41, 43]. This
powerful method not only provides a drastic simplification of the classical method of the
moments/cumulants, but also allows for quantification of many significant probabilistic
limit theorems that were not possible before. Historically, in 1972, Charles Stein [55]
introduced a powerful technique for estimating the error in Gaussian approximations.
Stein’s method for Gaussian approximation rests on the following fundamental Gaussian
integration by parts formula: for X ∼ N(0, 1) a standard Gaussian random variable,
IE[Xf(X)− ∂f(X)] = 0 (1.1)
for all absolutely continuous functions f : R→ R such that IE|∂f(X)|<∞. Here ∂ = ddx is
the usual differentiation operator. This formula leads to the so-called Stein equation:
xf(x)− ∂f(x) = h(x)− IE[h(X)], (1.2)
where the test function h is real-valued. It is straightforward to verify that f(x) =
−ex2/2 ∫ x−∞{h(t) − IE[h(X)]}e−t2/2 dt solves (1.2), and bounds on the solution and its
derivatives in terms of the test function h and its derivatives are given in [13, 16]. Evaluating
both sides of (1.2) at a random variable W and taking expectations gives
IE[Wf(W )− ∂f(W )] = IE[h(W )]− IE[h(X)]. (1.3)
Thus, the problem of bounding the quantity |IE[h(W )]− IE[h(X)]| has been reduced to
bounding the left-hand side of (1.3). A detailed account of Stein’s method for Gaussian
approximation and some of its numerous applications throughout the mathematical sciences
are given in the monograph [56] and the books [13, 43].
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One of the advantages of Stein’s method is that the above procedure can be extended
to treat many other distributional approximations. In adapting the method to a new
continuous distribution, the first step is to find a suitable analogue of the integration by
parts formula (1.1). For a target random variable Y , this amounts to seeking a Stein
operator S acting on a class of functions F such that Sf ∈ L1(Y ) and
IE[Sf(Y )] = 0.
For continuous distributions, S is typically a differential operator, which will be the focus
of this paper, although some operators in the recent literature are integral or fractional
[3, 60]. As noted by [9], for a given distribution, there are infinitely many Stein operators.
A common approach to sifting through the available options is to restrict to T -th order
polynomial Stein operators (see Definition 1.1) of the form
Sf(y) =
T∑
t=0
pt(y)∂
tf(y) (1.4)
in which the coefficients belongs to the polynomial ring K[y] in the single variable y. (Here,
and throughout the paper, ∂0 ≡ I, the idenity operator. For ease of exposition, we shall
abuse notation and always write y in place of yI.) In addition to their utility in the Malliavin-
Stein method, such Stein operators are amenable to the various coupling techniques used
in the implementation of Stein’s method to derive distributional approximations, and as
such the vast majority of differential Stein operators used in the literature take this form;
for an overview see [27, 37].
Another desirable feature (but not strictly necessary in order to apply Stein’s method;
see [49]) that one would like a Stein operator S to satisfy is that it characterises the target
distribution Y in the sense that: if IE[Sf(W )] = 0 for all f ∈ F , then W =d Y . There are
several different approaches to establishing this property for a given Stein operator S and
target Y (see the survey [51] for an exposition of the most commonly used methods), but
to date, as far as we are aware, this property has never been established for a target Y
that is not determined by its moments. One of the contributions of our paper is a new
approach to proving the characterising property of Stein operators. The general approach
is described in Section 4.3 and used to prove that a number of the Stein operators obtained
in this paper characterise their (not moment-determined) target distributions. We consider
the technique to be a useful addition to the Stein toolkit. Indeed, we have used it to
prove (on a mostly case-by-case basis) that all polynomial Stein operators in the current
literature with coefficients of degree no greater than two (and some with higher order
polynomial degree) are characterising (see Remark 4.4 for a further discussion), and this
will be the subject of a future paper.
The so-called density method [56, 38, 37, 57] naturally leads to first order Stein
operators, which are polynomial if the log derivative of the density is a rational function;
this approach provides first order polynomial Stein operators for, amongst others, target
distributions which belong to the Pearson family [53] or which satisfy a diffusive assumption
[15, 35]. Another popular method that naturally leads to first order Stein operators is
the generator method of [9, 30]. However, it is often necessary to consider higher order
operators; second order polynomial operators are needed for the Laplace [50], PRR [49]
and variance-gamma [23] distributions, for example. This is a consequence of the fact
that the densities of these distributions satisfy second order differential equations with
polynomial coefficients. In recent years, a number of techniques have been developed for
obtaining Stein operators in increasingly complex settings, such as the iterated conditioning
argument for deriving Stein operators for products of a quite general class of distributions
[24, 25, 27, 28] and the Fourier/Malliavin calculus approach used to obtain Stein operators
for linear combinations of gamma random variables [1, 2].
However, there remain many important distributional limits for which Stein’s method
has not yet been adapted to. One identified by [48] to be of particular importance are those
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of the form P (X), where X ∼ N(0, 1) and P is a polynomial of degree strictly greater than
2. The case in which P is the p-th Hermite polynomial, Hp(x) = (−1)pex2/2∂d(e−x2/2), is
of particular interest, due to their fundamental role in Gaussian analysis and Malliavin
calculus. More importantly, they appear as the natural target distributions in the classic
asymptotic theory of U -statistics, see [34, Section 4.4] and [36, Chapter 3]. For example,
it is well-known that by taking the kernel ψ(x1, . . . , xp) = x1x2 . . . xp, the limit of the
corresponding U -statistics is Hp(X), see page 87 in the latter reference. Indeed, since
the seminal paper [41], the Malliavin-Stein method has been used to derive numerous
quantitative limits theorems for a wide class of laws (see, for example, [18, 19]), and has
been particularly successful in the case that the target distribution is an element of the
first or second Wiener chaos (see, for example, [1, 4, 6, 8, 17, 20, 40, 41, 45, 44, 46]), but
little is known regarding convergence to targets from higher order chaoses. In the Stein’s
method literature, the only contribution is the modest one of [26] in which elementary
but involved manipulations were used to obtain fifth and third order polynomial Stein
operators for the target distributions H3(X) and H4(X), respectively, which represents a
first step towards the long term goal of using the Malliavin-Stein method to understand
convergence towards elements of higher order Wiener chaoses. In this paper we make
progress that far exceeds that of [26].
In this work, we consider the multivariate Gaussian polynomial Y = h(X), where
X = (X1, . . . , Xd) has independent and identically distributed (i.i.d.) standard Gaussian
components and h ∈ K[X] = K[X1, . . . ,Xd], K = Z, Q, or R. For any target random
variable Y = h(X) of the above form, we show, in the formalism of linear system theory,
that in Gaussian space, finding Stein operators of the type (1.4) with polynomial coefficients
pt(y) ∈ K[Y ] is equivalent to solving a null controllability problem. In Definition 3.2, we
introduce the notion of algebraic Stein operators, a subclass of the class of polynomial
Stein operators, which in fact coincides with the class of polynomial Stein operators in
the case d = 1 (see Proposition 3.2). For a given target Y = h(X), the above procedure
can be implemented as an algorithm in modern computer algebra packages that can
find all algebraic Stein operators for Y = h(X) up to a given order T and maximal
degree of polynomial coefficients m = max0≤t≤T deg(pt(y)). We provide an efficient
MATLAB code that is available to the research community at https://github.com/gasbarra/
Algebraic-Stein-Equations.
In dimension d = 1, we use the method to study the Stein operators for targets
Y = Hp(X). A number of the ‘simplest’ Stein operators for p = 1, 2, 3, 4, 5, 6, 7, 8, 10, 12
are displayed in the extended Appendix B of this arXiv version. The extended Appendix
of the arXiv version contains many more examples. For p ≥ 12, the numerical coefficients
in the Stein operators become too large to present even in this arXiv version, but we
give some useful summaries of these Stein operators in Table 1. It should be clear that,
apart from the first few cases, it would be very hard to derive these Stein operators solely
by bare-hands heroic calculations. This paper therefore constitutes not only the first
connection between Stein’s method and control theory, but also the first study that deeply
connects Stein’s method with computer algebra programming to find Stein operators for
highly complex probability distributions, such as H20(X). In addition to being able to
find Stein operators that are far out of reach of existing methods, our connection between
Stein’s method and null controllability has an important feature that has never been seen
before in the Stein’s method literature. As our algorithm finds all algebraic Stein operators
for a given target distribution Y = h(X) up to a given order T and polynomial degree m,
we can have confidence (at least in the case d = 1) as to what polynomial Stein operators
for that distribution are ‘simplest’ in the sense of having minimal order T or polynomial
degree m. For example, by running our MATLAB code to obtain polynomial Stein operators
for H3(X) and H4(X) we know (with the aid of Proposition 4.1) that the fifth and third
order operators that [26] obtained are ‘simplest’ in the sense of having minimum possible
maximal degree 2 and have the minimum possible order T for such operators, something
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that was by no means obvious from the analysis of [26]. Finally, we stress that the method
of converting the problem of finding Stein operators into a null controllability problem
applies more generally than even the Gaussian polynomial setting detailed in this paper
(see Remark 3.4) and we expect this to be explored in future research.
The rest of our paper is organised as follows. In Section 2, we review a number of
fundamental Malliavin calculus operators and formulas on K[x1, . . . , xd] that are needed in
the paper. We also introduce a new pseudo-inverse for the Malliavin divergence operator
in Section 2.3.1. Section 3 constitutes the heart of the paper. In Section 3.1, we introduce
the notion of a Stein chain, and make a connection between the existence of a Stein
chain and polynomial Stein operators for Gaussian polynomials. We present a method
for validating Stein chains in Section 3.2. In Section 3.3, we formulate the problem of
finding Stein operators for Gaussian polynomials as a null controllability problem. A
concise description of the implementation of the null controllability approach in MATLAB
is given in Appendix A. In Section 4, we focus on applications to the important case of
Gaussian Hermite polynomials Hp(X), X ∼ N(0, 1). We provide a detailed description of
the highest order coefficient of polynomial Stein operators for Hp(X) in Section 4.1. In
Section 4.2, we summarise some interesting features of the Stein operators for Hp(X) that
are obtained by our MATLAB code; examples of the Stein operators are given Appendices
B and C. In Section 4.3, we introduce a new approach to proving that Stein operators
characterise the target distribution and apply it to prove that a number of the Stein
operators obtained in this paper are characterising. In Section 4.4, we use the results
of Section 4.3 to provide characterisations of H3(X) and H4(X) involving the Gamma
operators of Malliavin calculus. A discussion of our results and directions for future
research are given in Section 5. Finally, some auxiliary lemmas are stated and proved in
Appendix D.
Note on the class of functions F : Consider the polynomial Stein operator S = ∑Tt=0 pt(y)∂t,
with max0≤t≤T deg(pt(y)) = m, for the target random variable Y , supported on I ⊆ R.
Throughout this paper, unless otherwise stated, the class of functions on which our
polynomial Stein operators act is the class FS,Y , which is defined to be the set of all
functions f ∈ CT (I) such that IE|Y jf (t)(Y )|<∞ for all t = 0, . . . , T and j = 0, . . . ,m. For
ease of notation, we shall write PSO(Y ) as shorthand for PSOFS,Y (Y ). We do not claim
that this is the largest class of functions on which the Stein operators of this paper act, but
the class is large enough for practical purposes and guarantees that in all of our proofs the
crucial property IE[Sf(Y )] = 0, ∀f ∈ F , holds. At this point, we also highlight that when
the target random variable Y admits all moments (this is the case for all the Gaussian
polynomials Y = h(X) in virtue of hypercontractivity [43, Theorem 2.7.2]), then the class
F of functions as described above contains the class C∞c (R) of infinitely differentiable
functions with compact support.
2 Malliavin operators on K[x1, . . . , xd]
For the scope of our paper, it is enough to define Malliavin calculus operators on
K[x1, . . . , xd] (see below for definitions) algebraically, without discussing their functional
analytic extensions. For a state-of-the-art exposition of Malliavin calculus in full generality
see [43, 47]. First, we recall a few basic concepts from (non) commutative algebra.
2.1 Algebraic preliminaries
Definition 2.1 (The ring of polynomials in several variables). The ring of polynomials
R = K[x1] in one intermediate x1 with coefficients in K is the set of all polynomials
anx
n
1 + an−1x
n−1
1 + . . .+ a1x1 + a0, n ≥ 0, ai ∈ K,
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with addition and multiplication defined via
(
n∑
i=0
aix
i
1) + (
n∑
i=0
bix
i
1) =
n∑
i=0
(ai + bi)x
i
1,
(
n∑
i=0
aix
i
1) · (
m∑
i=0
bix
i
1) =
n+m∑
i=0
(
i∑
k=0
akbi−k
)
xi1.
In this way, R is a commutative ring with identity (the identity 1 from K). Fix d ≥ 2. The
polynomial ring in the variables x1, . . . , xd with coefficients in K, denoted by K[x1, . . . , xd],
is defined inductively by
K[x1, . . . , xd] = K[x1, . . . , xd−1][xd].
Similarly, K[x1, . . . , xd] is a commutative ring with the same identity (the identity 1 from
K).
Definition 2.2 (Ideal). A subset J ⊆ K[x1, . . . , xd] is an ideal when
1. g1, g2 ∈ J =⇒ (g1 + g2) ∈ J ;
2. f ∈ K[x1, . . . , xd], g ∈ J =⇒ fg ∈ J .
Definition 2.3. The ideal generated by A ⊆ K[x1, . . . , xd] is the smallest ideal of
K[x1, . . . , xd] containing A, denoted by
〈A〉 =
⋂
ideal J⊃A
J =
{ n∑
`=1
f`g` : f` ∈ K[x1, . . . , xd], g` ∈ A, n ∈ N
}
.
When J = 〈g1, . . . , gn〉 we say that the ideal is finitely generated.
Remark 2.1. The ring K[x1] is a principal ideal domain, meaning that every ideal
I ⊆ K[x1] is principal (can be generated by one element). This useful fact gives a precise
description of the structure of the highest order polynomial coefficients in Stein operators.
A detailed description for case of Stein operators for Y = Hp(X), where Hp is the p-th
Hermite polynomial and X ∼ N(0, 1), is given in Proposition 4.1.
2.2 One-dimensional case
We start with a purely algebraic presentation of essential Malliavin operators in the
univariate case. The major application of our algebraic method is to present Stein
operators for Gaussian Hermite polynomials, and hence we start with the dimension d = 1,
and the convention that K[x] = K[x1].
Definition 2.4. In the univariate case, the Malliavin derivative D, the divergence δ
and its pseudo-inverse δ−1 are defined as linear mappings acting on the polynomial ring
K[x] = K[x1], with
Dxn = ∂xn = nxn−1, δxn = (x− ∂)xn = xn+1 − nxn−1, and
δ−11 = 0, δ−1x = 1, δ−1xn = xn−1 + (n− 1)δ−1xn−2 =
bn−1
2
c∑
k=0
(n− 1)!!
(n− 1− 2k)!!x
n−1−2k,
where n!! denotes the double factorial.
Proposition 2.1. Let n ∈ N0. It holds that
(i)
δ−1δxn = xn.
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(ii) Let X ∼ N(0, 1). Then
δδ−1xn = xn − IE [Xn] ,
where the standard Gaussian distribution has moment sequence IE [Xn] = (n− 1)!!
when n ∈ 2N and IE [Xn] = 0 otherwise.
Proof. (i) By very definition, we can write
δ−1δxn = δ−1xn+1 − nδ−1xn−1 = xn + nδ−1xn−1 − nδ−1xn−1 = xn.
(ii) Note that relation δδ−1xm = xm − IE[Xm] holds trivially for m = 0, 1, and assuming
that it holds ∀m < n, it follows by induction that
δδ−1xn = δxn−1 + (n− 1)δδ−1xn−2 = xn − (n− 1)xn−2 + (n− 1)(xn−1 − IE[Xn−1])
= xn − (n− 1)IE[Xn−1] = xn − IE [Xn] .
Lemma 2.1 (Gaussian integration by parts). Let X ∼ N(0, 1). For f, g ∈ K[x],
IE[f(X)Dg(X)] = IE[f(X)∂g(X)] = IE[g(X)δf(X)].
Proof. By linearity, it is enough to consider the monomials f(x) = xn, g(x) = xm. We
have
IE[XnDXm] = (m− 1)IE[Xn+m−1] =
{
(n+m− 2)!! (m− 1), (n+m) odd,
0, (n+m) even,
which coincides with IE [XmδXn] = IE[Xm+n+1]− nIE[Xm+n−1].
Definition 2.5. We define the univariate Hermite polynomials as H0(x) = 1, H1(x) = x,
and
Hn(x) = δHn−1(x) = (δn1)(x), n ≥ 2.
Proposition 2.2 (Properties of Hermite polynomials). 1. H0(x), . . . , Hn(x) are monic
polynomials spanning Kn[x] (the ring of polynomials of maximum degree n).
2. δ−1Hn(x) = Hn−1(x)1(n > 0).
3. Hermite polynomials are orthogonal in the sense that for X ∼ N(0, 1) it holds that
IE[Hm(X)Hn(X)] = IE[Hm(X)(δ
n1)(X)] = IE[1 ∂nHm(X)] =
{
n! , n = m,
0, otherwise.
4. For n ≥ 1, and X ∼ N(0, 1),
IE[Hn−1(X)∂Hn(X)] = IE[Hn(X)δHn−1(X)] = IE[Hn(X)2] = n! ,
and since H0(X), . . . ,Hn−1(X) form an orthogonal basis of Kn−1[X] it follows that
DHn(x) = ∂Hn(x) = nHn−1(x).
5. For every 0 ≤ m ≤ n, and X ∼ N(0, 1),
IE[XnHm(X)] = IE[X
n(δm1)(X)] = IE[∂mXn] = 1(n ≥ m) n!
(n−m)! IE[X
n−m]
= 1((n−m) ∈ 2N)n! (n−m− 1)!!
(n−m)! .
Definition 2.6. For a given (target) polynomial y = h(x), with h ∈ K[x], we introduce
the linear operator Γy acting on K[x] as
Γy(f(x)) = Dh(x)δ
−1(f(x)) = ∂h(x)δ−1(f(x)) ∈
〈
∂h(x)
〉
.
Remark 2.2. Let X ∼ N(0, 1), and denote Y = h(X) where h is as above. Assume that
f, g ∈ K[x]. By using integration by parts together with the classical chain rule we obtain
IE[g(Y )f(X)]− IE[g(Y )]IE[f(X)] = IE[g(h(X))δδ−1(f(X))]
= IE[∂(g ◦ h)(X)δ−1f(X)] = IE[∂g(Y )ΓY (f(X))].
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2.3 Multidimensional case
In this section, we adopt the convention x = (x1, . . . , xd).
Definition 2.7. In the multivariate setting, we define the Malliavin operators as follows.
(a) The Malliavin derivative maps a polynomial g ∈ K[x1, . . . , xd] into its gradient:
D•g = (Dkg : k = 1, . . . , d)
= ∇g = (∂x1g(x1, . . . , xd), . . . , ∂xdg(x1, . . . , xd)) ∈ K[x1, . . . , xd]d.
(b) While the divergence δ maps in the opposite direction a polynomial vector f(x) =
f•(x1, . . . , xd) = (f1(x1, . . . , xd), . . . , fd(x1, . . . , xd)) ∈ K[x1, . . . , xd]d into the polynomial
δf•(x) =
d∑
k=1
δkfk(x) =
d∑
k=1
(fk(x)xk − ∂xkfk(x)) ∈ K[x1, . . . , xd],
where δk denotes the univariate divergence operator operating on the k-th coordinate.
For X ∼ N(0, Id), a standard d-dimensional Gaussian random vector with covariance
matrix the d × d identity matrix Id, we have the multivariate Gaussian integration by
parts formula
IE
[
g(X)δf•(X)
]
= IE
[(
D•g(X), f•(X)
)
Rd
]
.
Here, and elsewhere in the paper, (·, ·)Rd denotes the usual inner product on Euclidean
space Rd.
In order to define a pseudo-inverse of δ in the multivariate setting, the monomial basis
is not convenient; we shall instead use the multivariate Hermite polynomials, which are
based on the spectral decomposition of δ.
Definition 2.8. (a) The Ornstein-Uhlenbeck operator, which maps K[x1, . . . , xd] into
itself, is defined as L := −δD.
(b) For a d-dimensional multi-index α = (α1, . . . , αd) ∈ Nd0, the multivariate Hermite
polynomials
Hα(x) = Hα(x1, . . . , xd) =
d∏
k=1
Hαk(xk)
are eigenfunctions of L with respective eigenvalues −|α|:= −∑dk=1 αk. It also follows that
IE[Hα(X)Hβ(X)] = 1(α = β)
∏d
k=1 αk!.
(c) The linear mapping L−1 operates on the multivariate Hermite polynomials as
L−1Hα(x) =
{
0, when |α|= 0,
−|α|−1Hα(x), otherwise.
(d) The pseudo-inverse of δ is defined as δ−1 = −DL−1, with δ−11 = 0, and, for |α|> 0,
δ−1Hα(x) = |α|−1DHα(x) =
(
α1
|α|Hα−e1(x), . . . ,
αd
|α|Hα−ed(x)
)
,
where as usual, for 1 ≤ i ≤ d, ei = (0, . . . , 1, . . . , 0) denotes the vector with a 1 in the i-th
coordinate and 0’s elsewhere (the standard basis for the Euclidean space Rd). It follows by
definition that δδ−1Hα(x) = Hα(x)1(|α|> 0).
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Definition 2.9. The n-th polynomial chaos in the variables x1, . . . , xd is the linear subspace
Hn[x] = Hn[x1, . . . , xd] ⊆ Kn[x] = Kn[x1, . . . , xd] generated by the multivariate Hermite
polynomials Hα(x) with |α|= n, and the decomposition
Kn[x] = K+H1[x] + · · ·+Hn[x].
The latter decomposition is orthogonal with respect to the d-dimensional standard Gaussian
measure.
Definition 2.10. In the multivariate case, with (target) polynomial y = h(x1, . . . , xd),
and h ∈ K[x1, . . . , xd], we define the linear Gamma operator Γy as: (x = (x1, . . . , xd))
Γy(f(x)) = (Dy, δ
−1f(x))Rd = (Dh(x),−DL−1f(x))Rd . (2.1)
For example, Γy(1) = 0 and for a multivariate Hermite polynomial
Γy(Hα(x)) =
d∑
k=1
αk
|α|Hα−ek(x)∂xkh(x). (2.2)
Note that Γy maps K[x] into the ideal
〈∇h(x)〉 =
〈
∂x1h(x), . . . , ∂xdh(x)
〉
generated by the gradient of the target polynomial.
Lemma 2.2. For X = (X1, . . . ,Xd) ∼ N(0, Id), Y = h(X), with h ∈ K[x1, . . . , xd], and
every f, g ∈ K[x1, . . . , xd],
IE[g(Y )f(X)] = IE[g(Y )]IE[f(X)] + IE[∂g(Y )ΓY (f(X))]. (2.3)
2.3.1 A modified pseudo-inverse
In the multivariate case, a pseudo-inverse of δ, a linear operator δ−1 with the properties
δ−11 = 0, p(x) = IE[p(X)] + δδ−1p(x), ∀p ∈ K[x1, . . . , xd], (2.4)
in general is not unique, where X = (X1, . . . ,Xd) ∼ N(0, Id). Next, we define another
pseudo-inverse operator.
Definition 2.11. (a) The modified pseudo-inverse δ˜−1 operates on multivariate monomials
xα = xα11 . . . x
αd
d , where α = (α1, . . . , αd) ∈ Nd0 ,as follows: δ˜−11 = 0 ∈ Rd, and
δ˜−1(xα) = δ˜−1
( d∏
k=1
{
xαkk − IE[Xαkk ] + IE[Xαkk ]
})
=
∑
∅6=A⊆{1,...,d}
{∏
k∈Ac
IE[Xαkk ]
}
δ˜−1
(∏
k∈A
(xαkk − IE[Xαkk ])
)
,
where
δ˜−1
(∏
k∈A
(xαkk − IE[Xαkk ])
)
∈ Rd
has zero k-th component for k 6∈ A, and the k-th component for k ∈ A is given by
αk
|αA|
{ ∏
j∈A,j 6=k
(x
αj
j − IE[Xαjj ])
}
δ−1xαkk ,
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where αA is the restriction of the multi-index α on A, and we use the univariate pseudo-
inverse already defined. By construction, δ˜−1 is a pseudo-inverse of δ, i.e. a linear operator
satisfying the properties (2.4), which coincides with the previously defined δ−1 on the
univariate polynomials
(b) Let (target) polynomial y = h(x) ∈ K[x1, . . . , xd]. The corresponding modified Gamma
operator for every f ∈ K[x1, . . . , xd] is defined as the operator
Γ˜y(f(x)) =
(
Dy, δ˜−1f(x)
)
Rd
(2.5)
that maps K[x1, . . . , xd] into the ideal 〈∂h(x)〉 that is a subring of K[x1, . . . , xd].
For X = (X1, . . . ,Xd) ∼ N(0, Id) and Y = h(X) with h ∈ K[x1, . . . , xd], and every
f, g ∈ K[x1, . . . , xd], the following Gaussian integration by parts holds:
IE[g(Y )f(X)] = IE[g(Y )]IE[f(X)] + IE[∂g(Y )Γ˜Y (f(X))]. (2.6)
Example 2.1. The purpose of this example is to show that the modified pseudo-inverse
δ˜−1 and pseudo-inverse operator δ−1, defined in Definition 2.8 part (c), are not the same.
Consider the monomial
x31x
2
2 = (H3(x1) + 3H1(x1)) (H2(x2) + 1) .
Then, straightforward computations yield that on the one hand
δ−1(x31x
2
2) =
(3
5
H2(x1)H2(x2) +H2(x1) +H2(x2) + 3,
2
5
H3(x1)H1(x2) + 2H1(x1)H1(x2)
)
,
and on the other hand,
δ˜−1(x31x
2
2) =
(3
5
H2(x1)H2(x2) +
9
5
H2(x2),
2
5
H3(x1)H1(x2) +
6
5
H1(x1)H1(x2)
)
.
Proposition 2.3. Let X = (X1, . . . , Xd) ∼ N(0, Id) and Y = h(X) with h ∈ K[X1, . . . , Xd].
(a) For any F = f(X1, . . . , Xd), where f ∈ K[X1, . . . , Xd]:
IE [ΓY (F ) |Y ] = IE
[
Γ˜Y (F ) |Y
]
.
(b) Let t ≥ 1. Then, for any polynomial p:
IE
[
Γ˜tY p(Y )
]
= IE
[
ΓtY p(Y )
]
= κ(Y, . . . , Y︸ ︷︷ ︸
t copies
, p(Y ))
where on the right side we have the joint cumulant of p(Y ) and t-copies of Y (see [43],
Appendix A for a precise definition). In particular, IE
[
ΓtY (Y )
]
= IE[Γ˜tY (Y )] = κt(Y ).
Proof. (a) For all g ∈ C1c (R) with compact support, the integration by parts formula gives
that
IE [Fg(Y )] = IE [∂g(Y )ΓY (F )] = IE
[
∂g(Y )Γ˜Y (F )
]
.
(b) Again, by repeatedly applying integration by parts,
IE [p(Y )f(Y )] = IE [p(Y )] IE [f(Y )] + IE [ΓY p(Y )∂f(Y )] = . . .
=
t−1∑
s=0
IE [ΓsY p(Y )] IE [∂
sf(Y )] + IE
[
ΓtY p(Y )∂
tf(Y )
]
.
For f(y) = yt/t!, we obtain
IE
[
ΓtY p(Y )
]
=
1
t!
Cov(p(Y ), Y t)−
t−1∑
s=1
IE [ΓsY p(Y )]
IE
[
Y t−s
]
(t− s)! ,
where the same recursion is satisfied by the joint cumulants.
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3 An algebraic formalism of Stein operators
Throughout this section, we adapt the following setting, otherwise is explicitly mentioned.
Let d ≥ 1 be an integer. Assume X = (X1, . . . , Xd), where X1, . . . , Xd are i.i.d. standard
Gaussian random variables. Choose a polynomial h ∈ K[x] = K[x1, . . . , xd] in d independent
variables. We consider a polynomial target random variable Y in the Gaussian variates,
namely that,
Y = h(X) = h(X1, . . . , Xd). (3.1)
At this point, we would like to make it clear that d is the dimension of the Gaussian noise
that the target random variable Y is built on through a polynomial map, and should not be
confused with the dimension of the target random variable Y . In fact, all the target random
variables in the whole paper are one-dimensional. Without loss of generality, we also
assume that IE[Y ] = 0 (this assumption is always possible with a shift). Furthermore, we
identify the new (dependent) variable y with y = h(x) = h(x1, . . . , xd). Clearly, having this
identification, the set K[y] of all polynomials in the variable y is a subring of K[x1, . . . , xd].
Denote by H(Y ) = L2(Ω, σ(Y ), γd) the Hilbert space of all Y -measurable, square integrable
random variables with respect to the d-dimensional standard Gaussian measure γd. Also,
H(Y )⊥ stands for the orthogonal complement of H(Y ).
3.1 Forward Stein chain
We begin with the notion of a Stein chain. Simply speaking, a Stein chain for the target
random variable Y is the sequence of polynomial coefficients of a Stein operator for Y
(when it exists); hence its name. But more importantly, the definition looks at those
polynomials from a new angle that propel us to the linear control system formalism for
Stein’s method in Section 3.3.
Definition 3.1 (Forward Stein chain). Let d ≥ 1, and suppose that the target random
variable Y has the Gaussian polynomial form given by relation (3.1).
(a) A (general) Stein chain of length T ≥ 1 for the target random variable Y is a sequence
(pt(y) ∈ K[y] : t = 0, . . . , T ) such that: gT + pT (Y ) ∈ H(Y )⊥ where the sequence of
Gaussian polynomials g = (gt ∈ K[X1, . . . ,Xd] : t = 0, . . . , T ) is recursively defined
via
g0 = 0,
gt = ΓY (gt−1 + pt−1(Y )), t = 1, . . . , T, (3.2)
where the Malliavin Gamma mapping ΓY is defined in Definitions 2.10 and 2.11 when
d = 1 and d ≥ 2, respectively, and moreover IE[gt] = −IE[pt(Y )] for t = 0, . . . , T .
Let SC(Y, T ) denote the set of all Stein chains of length T , and let SC(Y ) =⋃
T≥1 SC(Y, T ) stand for the set of all Stein chains of a finite length.
(b) An algebraic Stein chain of length T ≥ 1 for the target random variable Y is a
Stein chain (pt(y) ∈ K[y] : t = 0, . . . , T ) such that: gT + pT (Y ) ∈ {0} almost
surely. Let ASC(Y, T ) denote the set of all algebraic Stein chains of length T , and let
ASC(Y ) =
⋃
T≥1 SC(Y, T ) stand for the set of all algebraic Stein chains of a finite
length.
Remark 3.1. (i) The moment property IE[gt] = −IE[pt(Y )] for t = 0, . . . , T in Defini-
tion 3.1 is immaterial, and can always be assumed due the fact that the linear map ΓY
does not see constants, namely, ΓY (f(X) + c) = ΓY (f(X)) for constant c. Moreover,
one can readily check (by an induction argument, for example) that it is equivalent to:
IE[Y sp0(Y )]+sIE[Y
s−1p1(Y )]+s(s−1)IE[Y s−2p2(Y )]+ . . .+s! IE[ps(Y )] = 0, (3.3)
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for every 0 ≤ s ≤ T , and by taking f(y) = ys, s ≥ 0, the fundamental property of
a Stein operator, namely, IE[Sf(Y )] = 0 yields the required moment property. It
is important to note that moment requirement (3.3) is far weaker than requiring
that the differential operator S = ∑Tt=0 pt∂t is a polynomial Stein operator. Indeed,
requirement (3.3) does not at all guarantee that IE[Sf(Y )] = IE[∑Tt=0 pt(Y )∂tf(Y )] =
0 for any monomial function f(y) = yk for some k > T .
(ii) We stress that the subring K[Y ] is not stable under the linear mapping ΓY , meaning
that ΓY (K[Y ]) * K[Y ]. For example, a common candidate – from the Mallaivin-Stein
perspective – for the first polynomial entry in the Stein chain is p0(Y ) = cY for some
constant c ∈ K. It can be readily seen that with the choices Y = Hp(X), p ≥ 3, and
p0(Y ) = cY we have g1 /∈ K[Y ]. Therefore, the most notable feature of a Stein chain
or an algebraic Stein chain is that the final output of the linear machine (3.2), either
conditionally on the target variable Y or without, is an element in the subring K[Y ].
(iii) Note that by the very definition of the ΓY operator, all the intermediate Gaussian
polynomials
gt = gt(X1, . . . , Xd) ∈
〈
∇h(X1, . . . , Xd)
〉
, ∀ t = 0, . . . , T.
More importantly, when the Stein chain is algebraic, gT ∈ K[Y ] ∩ 〈∇h(X1, . . . , Xd)〉.
On the other hand, I = K[Y ] ∩ 〈∇h(X1, . . . ,Xd)〉 is an ideal of the subring K[Y ],
and therefore it can be generated by one element (see Remark 2.1). In dimension
d = 1, for the targets of the form of a Gaussian Hermite polynomial, we present a
prototypical element that generates the corresponding ideal, see Proposition 4.1 for
details.
Let us continue with the following informative fact that tells us that the existence of a
Stein chain of length T , in a natural way, leads to a polynomial Stein operator of order T
for the target random variable Y .
Proposition 3.1. Suppose that all the assumptions of Definition 3.1 prevail. Then, the
following statements hold:
(a) For every T ≥ 1, ASC(Y, T ) ⊆ SC(Y, T ). Moreover, ASC(Y ) ⊆ SC(Y ).
(b) Let (pt(y) ∈ K[y] : t = 0, . . . , T ) be a forward Stein chain for the target random
variable Y . Then S = ∑Tt=0 pt∂t ∈ PSO(Y ). Vice versa, if S = ∑Tt=0 pt∂t ∈ PSO(Y ),
then the sequence of polynomials (pt(y) ∈ K[y] : t = 0, . . . , T ) ∈ SC(Y, T ) is a
forward Stein chain for Y of length T .
Proof. (a) It is clear because always 0 ∈ H(Y )⊥. (b) Using iteratively the integration by
parts formula (2.3), along with the moment property IE[gt + pt(Y )] = 0, for t = 0, . . . , T ,
in Definition 3.1 (in particular, IE[p0(Y )] = g0 = 0), for every f ∈ F , we can write
IE
[
(p0(Y )− IE[p0(Y )])f(Y )
]
= IE
[
∂f(Y ) ΓY (p0(Y ) + g0)︸ ︷︷ ︸
g1
]
=
− IE[p1(Y )∂f(Y )] + IE
[
∂2f(Y ) ΓY (p1(Y ) + g1)︸ ︷︷ ︸
g2
]
=
− IE[p1(Y )∂f(Y )]− IE[p2(Y )∂2f(Y )]− · · · − IE[pT−1(Y )∂T−1f(Y )]
+ IE
[
∂T f(Y ) ΓY (pT−1(Y ) + gT−1))︸ ︷︷ ︸
gT
]
.
Hence,
IE
[ T∑
t=0
pt(Y )∂
tf(Y )
]
= IE[p0(Y )]IE[f(Y )] = 0,
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and therefore, the operator S = ∑Tt=0 pt∂t is a polynomial Stein operator for the target
random variable Y . For the other direction, let S = ∑Tt=0 pt∂t ∈ PSO(Y ) be a polynomial
Stein operator for Y . Then the condition IE[Sf(Y )] = 0 for all f ∈ F together with an
iterative use of the integration by parts formula yields that IE
[
∂T f(Y ) (pT (Y ) + gT )
]
= 0
for every f ∈ F . Hence, using a standard density argument we can conclude that
IE [pT (Y ) + gT |Y ] = 0, and so gT + pT (Y ) ∈ H(Y )⊥.
Proposition 3.1, item (b), provides a neat correspondence between PSO(Y ) and SC(Y ).
This useful fact in addition to the novel notion of an algebraic Stein chain introduced in
Definition 3.1, item (b), propel us to the notion of an algebraic polynomial Stein operator
that is the cornerstone of our paper.
Definition 3.2 (Algebraic polynomial Stein operator). Let d ≥ 1, and suppose that
the target random variable Y has the Gaussian polynomial form given by relation (3.1).
Let T ≥ 1, and S = ∑Tt=0 pt∂t ∈ PSO(Y ). We say that S is an algebraic polynomial
Stein operator of length T for target random variable Y when the sequence of polynomials
(pt(y) ∈ K[y] : t = 0, . . . , T ) ∈ ASC(Y, T ). We also denote by APSO(Y ) the class of all
algebraic polynomial Stein operators for the target random variable Y .
Proposition 3.2. Fix d ≥ 1. Assume that the target random variable Y has the Gaussian
polynomial form given by relation (3.1). Then, the following statements are in order:
(a) APSO(Y ) ⊆ PSO(Y ).
(b) When d = 1, we have APSO(Y ) = PSO(Y ) (or equivalently ASC(Y, T ) = SC(Y, T )
for every T ≥ 1).
Proof. (a) Obvious. (b) Let S = ∑Tt=0 pt∂t ∈ PSO(Y ). Then, Lemma D.3 tells us that
pT (Y )) = pT (h(X)) = h
′(X)p˜(X) ∈ 〈h′(X)〉 for some polynomial p˜ ∈ K[X]. Next, by
using relation (D.2) we obtain that
IE
[
(gT−1(X) + pT−1(h(X))) f + p˜(X)f ′(X)
]
= 0
for all absolutely continuous functions f : R→ R such that IE|p˜(X)f ′(X)|< +∞. Now,
Lemma D.1 yields that
p˜(X) + ΓX (gT−1(X) + pT−1(h(X))) = 0, a.s.
We now multiply both sides by h′(X) to obtain, almost surely, that
0 = h′(X)p˜(X) + h′(X)ΓX (gT−1(X) + pT−1(h(X)))
= pT (h(X)) + ΓY (gT−1(X) + pT−1(h(X)))
= pT (h(X)) + gT (X) = pT (Y ) + gT (X),
which completes the proof.
Remark 3.2. (i) In several important settings (such as when d = 1) algebraic polynomial
Stein operators, when they exist, are easier to find compared to general polynomial
Stein operators. This is due to the fact that one can settle the problem of finding an
algebraic polynomial Stein operator in a completely algebraic framework – using the
algebraic operators that are introduced in Section 2 – to bypass the difficult problem
of computing the conditional expectation in the last stage of the general Stein chain.
In fact, hereafter, this is our major interest that at last successfully leads to many
new polynomial Stein operators for Gaussian polynomial targets of very complex
probabilistic nature, whose derivation is far beyond available techniques from the
literature.
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(ii) Suppose that the target random variable Y has the Gaussian polynomial form given
by relation (3.1). When d = 1, Proposition 3.2, item (b), implies that APSO(Y ) =
PSO(Y ). However, in general, when d ≥ 2:
APSO(Y ) 6= PSO(Y ). (3.4)
This phenomenon is discussed in the forthcoming example, in which the significant
role of probability enters through the conditional expectation. As will become clear, in
higher dimensions, with the target random variable Y of the form (3.1), the situation
IE[g(X1, . . . ,Xd) |Y ] = p(Y ) most often happens for some polynomial p ∈ K[Y ],
although g(X1, . . . ,Xd) ∈ K[X1, . . . ,Xd] \ K[Y ]. Also, item (b) of the forthcoming
example contains several examples of Gaussian polynomial target random variables
Y = h(X1, . . . ,Xd) with d ≥ 2 for which APSO(Y ) 6= ∅. The aforementioned
discussion together with forthcoming examples motivate Open Problem 5.1, items (a)
and (b).
Example 3.1. (a) Case d = 1: Let X ∼ N(0, 1). Although Proposition 3.2, part
(b), confirms that APSO(Y ) = PSO(Y ), we would like to present some concrete
illustrative examples for some known polynomial Stein operators. (i) when Y = aX+b,
where a, b ∈ R, it is clear that APSO(Y ) = PSO(Y ); see Lemma D.1. (ii) Let
Y = aX2 + bX + c, where a, b, c ∈ R. Consider the following Stein operator for
Y = aX2 + bX + c (provided in [26, Proposition 2.1]):
S = (ab2 + 4a2(y − c)) ∂2 + (2a2 − b2 − 4a(y − c)) ∂ + (y − c− a).
Then some straightforward computations give that g1(X) = ΓY (Y ) = 2a
2H2(X) +
3abH1(X)+(2a
2+b2) and g2(X) = ΓY (g1(X))−4ag1(X) = 4a3H2(X)+8a2bH1(X)+
(3ab2 + 4a3)− 4ag1(X). Hence, g2(X) + p2(Y ) = g2(X) +
(
ab2 + 4a2(Y − c)) = 0,
and therefore S ∈ APSO(Y ).
(b) General Case: Let {Xk ∼ N(0, 1) : k ∈ N} be a family of i.i.d. standard Gaussian
random variables. (i) Consider the target random variables
Y =
K∑
k=1
αkH2(Xk) (3.5)
(living in the second Wiener chaos) where the αk are non-zero real numbers. Note
that by choosing αk = α for k = 1, . . . ,K, the random variable Y boils down to
that of the centered gamma distribution with K degrees of freedom, and by choosing
αk = α,−β for k = 1, . . . , r, and k = r + 1, . . . , 2r(= K), respectively, where αβ > 0,
the random variable Y boils down to that of the centered variance-gamma distribution
[23] with parameters (r, θ, σ), where θ = α− β and σ = 2√αβ. In [2], the authors
provided the following polynomial Stein operator of order T with linear coefficients
for the target random variable Y :
S =
T∑
k=1
(bk − aky)∂k − a0y, (3.6)
where the constants (ak, bk : k = 0, . . . , T ) are explicit and given in [2, Section
2.1], and T is the number of distinct coefficients in (αk, k = 1, . . . ,K). Next,
relying on [8, Lemma 3], relation (23), we can easily infer that S ∈ APSO(Y ) is an
algebraic polynomial Stein operator for Y . Up to now, only when K = 1 (equivalently
d = 1, and corresponding to a scaled centered gamma random variable) do we know
that APSO(Y ) = PSO(Y ). For example, with the product Gaussian distribution
Y = X1X2 we do not know whether APSO(Y ) = PSO(Y ). See also Open Problem
5.1, item (b).
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(ii) The following example provides a polynomial Stein operator that is not algebraic
with d = 2. Consider the target Y = X21X
2
2 , a product of two independent chi-square
random variables, each with one degree of freedom. In [25], the author provided the
following second order polynomial Stein operator
S = y2∂2 + 2y∂ + 1
4
(1− y). (3.7)
Using some straightforward computations, one can see that
g1(X1, X2) = ΓY (p0(Y )) = −1
4
ΓY (Y ) = Y (H2(X1) +H2(X2)) + 4Y ∈ K[X1, X2].
Also, g2(X1, X2) contains a term in the eighth Wiener chaos of the form H6(X1)H2(X2)
that does not appear in the chaos expansion of Y 2. This yields that g2(X1,X2) +
p2(Y ) = g2(X1,X2) + Y
2 6= 0 almost surely, and hence, S /∈ APSO(Y ) is not an
algebraic polynomial Stein operator for the target Y . It is an interesting problem to
determine whether APSO(Y ) 6= ∅; see Open Problem 5.1, item (a).
(iii) The following example provides a polynomial Stein operator that is not algebraic
with d = 3. Let Y = X1X2X3 be the product of three independent standard Gaussian
random variables. In [24], the author provides the following third order polynomial
Stein operator for the target random variable Y :
S = y2∂3 + 3y∂2 + ∂ − y ∈ PSO(Y ).
Some tedious computations yield that
g1(X1, X2, X3) = −ΓY (Y )
= −1
3
(
H2(X2)H2(X3) +H2(X2) +H2(X3) + 1
)
− 1
3
(
H2(X1)H2(X3) +H2(X1) +H2(X3) + 1
)
− 1
3
(
H2(X1)H2(X2) +H2(X1) +H2(X2) + 1
)
∈ K[X1, X2, X3],
g2(X1, X2, X3) = −ΓY (g1 + p1) = −ΓY (g1 + 1) = −ΓY (g1)
= −1
3
Y
(
H2(X1) +H2(X2) +H2(X3)
)
− 2Y ∈ K[X1, X2, X3],
and
ΓY (g2(X1, X2, X3)) = −ΓY (ΓY (g1))
= − 1
15
(
H2(X1)X
2
2X
2
3 +
1
3
H3(X1)X1X
2
3 +
1
3
X1H3(X1)X
2
2
)
− 1
15
(
H2(X2)X
2
1X
2
3 +
1
3
H3(X2)X2X
2
3 +
1
3
X21X2H3(X3)
)
− 1
15
(
X21X
2
2H2(X3) +
1
3
X21X3H3(X3) +
1
3
X22X3H3(X3)
)
− 1
4
g1(X1, X2, X3) ∈ K[X1, X2, X3].
Hence, g3(X1,X2,X3) + p3(Y ) = ΓY (g2(X1,X2,X3)) − 3g1(X1,X2,X3) + Y 2 6= 0
almost surely, whilst IE[g3(X1, X2, X3) + p3(Y ) |Y ] = 0 almost surely. In contrast to
the product of two independent standard Gaussian random variables, we do not know
yet whether the product of three or more independent standard Gaussian random
variables admit any algebraic polynomial Stein operator.
(iv) The generator and density approaches are two popular techniques in the Stein’s
method literature, which often lead to first order Stein operators that are not necessarily
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polynomial. As a result, they are not fully amenable to the Malliavin-Stein method.
Here is an example that is discussed in [35], Section 4. Consider the Laplace target
distribution with parameter 1:
Y =
1
2
(H2(X1) +H2(X2)−H2(X3)−H2(X4))
living in the second Wiener chaos. A first order Stein operator for the target Y
is given by the operator S = 2(1 + |y|))∂ − y with a non-polynomial coefficient
p1(y) = 2(1 + |y|). Note that being a non-polynomial Stein operator, it is clear
that ΓY (p0(Y )) = ΓY (Y ) 6= p1(Y ) almost surely, because ΓY (Y ) ∈ K[Y ]. The
price one pays to find a PSO(Y ) is to move to higher order Stein operators. In fact,
relation (3.6) provides a second order algebraic polynomial Stein operator for the target
random variable Y . Lastly, many recent polynomial Stein operators [24, 25, 27, 28]
for target variables with d ≥ 2 living in higher Wiener chaoses than two – obtained
via conditioning arguments – are not algebraic. Items (ii) and (iii) are two instances.
Remark 3.3. (i) The following algorithm can be used to produce the associated algebraic
Stein chains:
Algorithm : Producing forward algebraic Stein chain
(a) At stage t = 0, pick up a polynomial p0 ∈ K[Y ] such that IE[p0(Y )] = 0, and
set g0 = −IE[p0(Y )] = 0,
(b) At stage t > 1, with chosen polynomials (p0, p1, . . . , pt−1) in the subring K[Y ]
satisfying moment property IE[ps(Y )] = −IE[gs] for s = 0, . . . , t− 1, if
gt := ΓY (gt−1 + pt−1(Y )) ∈ K[Y ]
set pt(Y ) = −gt and stop.
(c) Otherwise, choose a polynomial pt(Y ) ∈ K[Y ] with IE[pt(Y )] = −IE[gt], and
continue to stage (t+ 1).
(ii) We have not yet explained how to choose the polynomials pt(Y ) and how to determine
whether algebraic Stein chains of finite length beginning with initial state p0(Y ) do
exist. This is in fact the topic of Section 3.3.
(iii) Instead of looking for polynomial coefficients in K[Y ], we could restrict the coefficients
to be in a linear subspace, as for example
L = Kr[Y ] = {p(Y ) : polynomials with deg (p) ≤ r}.
This observation is vital for our final goal of finding an algebraic Stein chain by
implementing a MATLAB code (see Remark 3.7, item (iii)). We could also formulate
the problem with a sequence of possibly different subspaces Lt ⊆ K[Y ] at each stage
t ∈ N. Note also that if
〈∇h(X1, . . . , Xd)〉 ∩Kr[Y ] = {0},
there cannot be any non-trivial finite order algebraic polynomial Stein operator satis-
fying deg pt(y) ≤ r, ∀t.
Remark 3.4. It was through the integration by parts formula (2.3) that we made use of the
assumption that X ∼ N(0, Id) in the proof of Proposition 3.1. If a non-Gaussian random
variable V satisfies a suitable analogue of the integration by parts formula (2.3), then it
should be possible to formulate an analogue of our definition of a forward Stein chain for
Gaussian polynomials that in the same way leads naturally to algebraic polynomial Stein
operators for the target random variable h(V ), h ∈ K[V ]. The most common types of target
random variables V outside the Gaussian world are the gamma and beta distributions (see
[5], Section 4 for a detailed discussion). The rest of the theory developed in this section
could then built up in a similar manner for such target random variables. We expect this
to be explored in future research.
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3.2 Backward Stein chain
We may also validate an algebraic Stein chain by starting from the highest order term and
checking recursively the lower order terms. We illustrate this subsidiary approach only in
the univariate case d = 1 (see Remark 3.5 for the multidimensional case). We start from
the highest order derivative coefficient pT (Y ) ∈ 〈∂h(X)〉 ∩K[Y ] (if this condition is not
satisfied, we stop with a negative answer: there cannot be an algebraic polynomial Stein
operator with highest order coefficient pT (Y )). Let
qT (X) = −pT (h(X))/∂h(X). (3.8)
After t successful recursion steps, we should have
δqT−t(X) ∈
(〈
∂h(X)
〉
+K[Y ]
)
. (3.9)
If this condition is not satisfied we stop with a negative answer; otherwise, there is a
polynomial of the target pT−t−1(Y ) such that (δqT−t(X)− pT−t−1(h(X))) ∈ 〈∂h(X)〉. We
set
qT−t−1(X) = (δqT−t(X)− pT−t−1(h(X)))/∂h(X)
and continue. The algebraic backward Stein chain ends successfully after (T − 1) backward
steps when
δqT (X) = p0(h(X)) = p0(Y ) ∈ K[Y ].
In such case
IE[p0(Y )f(Y )] = IE[δ(q1(X))f(Y )] = IE[q1(X)∂h(X)∂f(Y )]
= IE
[
δq2(X)− p1(Y )
∂h(X)
∂h(X)∂f(Y )
]
= −IE[p1(Y )∂f(Y )] + IE[δq2(X)∂f(Y )] = . . .
= −IE[p1(Y )∂f(Y )]− IE[p2(Y )∂2f(Y )]− · · · − IE[pT−1(Y )∂T−1f(Y )]
+ IE[δqT (X)∂
T−1f(Y )],
with
IE[δqT (X)∂
T−1f(Y )] = IE[qT (X)∂h(Y )∂T f(Y )] = −IE[pT (Y )∂T f(Y )],
which means that
Sf(y) =
T∑
t=0
pt(y)∂
tf(y)
is an algebraic polynomial Stein operator for the target Y = h(X).
Remark 3.5. In this remark X = (X1, . . . , Xd). The backward construction of an algebraic
Stein chain in the multidimensional case (d > 1) is essentially the same as in the univariate
case d = 1 with only the minor difference that at each backward step the divisor polynomials
qT−t, t = 0, . . . , T − 1, are not unique, unlike the univariate case. For example, start with
the polynomial coefficient pT (Y ) of the highest order term that must be in K[Y ]∩ 〈Dh(X)〉.
(If this condition is not valid, we know that there is no algebraic polynomial Stein operator
with the highest order coefficient term pT . This condition can be checked by the multivariate
polynomial division algorithm, using Gro¨bner basis.) The latter means that there is some
polynomial vector qT (X) = (qT,1(X), . . . , qT,d(X)) ∈ K[X]d such that
pT (h(X)) =
d∑
k=1
qT,k(X)Dkh(X).
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However, when the condition is satisfied, (when d > 1) the divisor polynomial qT (X) does
not need to be unique. In fact, one can add any solution of the homogeneous equation
d∑
k=1
uT,k(X)Dkh(X) = 0.
This point has to be compared with relation (3.8) in the univariate case d = 1 where the
divisor polynomial qT is unique.
3.3 Null controllability
This section outlines the connection between Stein’s method and the theory of linear
systems. For a comprehensive account of the theory of linear systems, the reader is referred
to [52, 21, 22, 11, 12] and references therein. Let V (state space) and L (control space) be
two vector spaces (not necessarily finite dimensional) over K. A linear discrete system Σ
is a quadruple (V,L,Γ,Λ), where Γ : V→ V (evolution operator) and Λ : L→ V (input
operator) are two linear maps, and the state variables follow the following linear dynamic
gt = Γgt−1 + Λpt−1, t = 1, 2, . . . . (3.10)
Let us introduce the notion of (null) controllability in the theory of linear systems, another
component that plays a significant role in our paper.
Definition 3.3. Let T ≥ 1. We say that an initial state g0 ∈ V is null controllable in T -
steps and denoted by g0  T
Σ
0, if there is a finite (null) control sequence {p0, . . . , pT−1} ⊆ L
such that the linear recursion (3.10) reaches gT = 0 ∈ V at time T . Denote
N (Σ, T ) =
{
g0 ∈ V : g0  T
Σ
0
}
.
The set of all null controllable states is N (Σ) = ⋃T≥1N (Σ, T ). Clearly, both N (Σ, T ) and
N (Σ) are vector spaces over K, and N (Σ, T ) ⊆ N (Σ, T + 1) for every T ≥ 1.
Remark 3.6. (i) Using the linear dynamic (3.10) one can readily obtain that, for
t = 1, . . . , T ,
gt = Γ
tg0 +
t∑
s=1
Γt−sΛps,
and equivalently the state g0 ∈ V is null controllable in T steps if and only if
ΓT g0 ∈
T⊕
t=1
(ΓT−tΛ)(L).
(ii) If the null controllability problem has finite horizon solutions the following algorithm
finds the shortest null control sequences:
Algorithm : Finding null control sequence
(a) At stage t = 1, pick up a initial state g0 ∈ V, and consider the linear equation
Γg0 = −Λp1.
If this equation has a solution in L, then stop.
(b) Otherwise we continue the recursion, until at some stage T for the first time the
system
ΓT g0 = −(ΛpT + ΓΛpT−1 + Γ2ΛpT−2 + · · ·+ ΓT−2Λp2 + ΓT−1Λp1) (3.11)
has solution (which is not necessarily unique) (p1, p2, . . . , pT ) ∈ LT .
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(iii) In the finite dimensional framework, for instance, when dim(V) = n and dim(L) = m,
it is a classical result (see [32]) that the linear system (3.10) is null controllable if
and only if the so-called Kalman controllability matrix C has a full rank, precisely
that
rank(C) = rank (Λ ΓΛ . . . Γn−1Λ) = n (= dimension of state space). (3.12)
The linear control framework applies directly to our forward algebraic Stein chain
construction. To see this, consider the linear system Σ, where the state space V =
K[X1, . . . ,Xd] and the control space L = K[Y ]. Moreover, the evolution and input
operators are given by the Malliavin operator (X = (X1, . . . , Xd)),
ΓY : K[X1, . . . , Xd]→
〈
∂X1h(X), . . . , ∂Xdh(X)
〉
⊆ K[X1, . . . , Xd].
The following result is an immediate consequence of the definitions of an algebraic Stein
chain and a null controllable state.
Proposition 3.3. Fix T ≥ 1. Let d ≥ 1, and assume that the Gaussian polynomial target
variable Y takes the form (3.1). Let Σ = (V,L,ΓY ,ΓY ) be the linear system as described
above. Let
K0[Y ] =
{
p(Y ) ∈ K[Y ] : IE[p(Y )] = 0
}
. (3.13)
(a) Then, there is a surjective binary relation (and not a function) between the set
N (Σ, T + 1) ∩K0[Y ] and the set ASC(Y, T ) of all algebraic Stein chains of length T .
Moreover, there is a surjective binary relation between the set N (Σ) ∩K0[Y ] and the
set APSO(Y ) of all the algebraic polynomial Stein operators for the target random
variable Y .
(b) When d = 1, the same statement as in item (a) holds by replacing everywhere
ASC(Y, T ) with SC(Y, T ), and APSO(Y ) with PSO(Y ), respectively.
Proof. (a) For a given g0 ∈ N (Σ, T + 1) ∩K0[Y ], and p = (pt(y) ∈ K[y] : t = 0, . . . , T ) ∈
ASC(Y, T ), we say that g0Rp if sequence p is a null control sequence for g0. Clearly, R
defines a surjective (but not injective) relation that is not a function, since in general null
control sequences (even of the same length) are not unique. The other statement follows
directly from Propositions 3.1, and 3.2. (b) Apply Proposition 3.2, item (b).
Remark 3.7. (i) Taking into account Proposition 3.3, the initial state (with convention
X = (X1, . . . ,Xd) as above) g0(X) = p0(h(X)) = p0(Y ) with IE[p0(Y )] = 0 is also
taken from the space of controls (we highlight the particular choice g0 = p0(Y ) = cY ).
Now if g1(X) = ΓY g0(X) = −p1(h(X)) for some p1(Y ) ∈ K[Y ], we have solved the
null controllability problem in one step. Otherwise, we continue recursively, and in case
we did not find a solution before, at stage t we need to find p1(Y ), . . . , pt(Y ) ∈ K[Y ]
such that
gt(X) = Γ
tg0(X) +
t−1∑
s=1
Γt−sY ps(h(X)) = −pt(h(X)), (3.14)
with zeroth-order terms satisfying
IE[ΓτY g0(X)] +
τ−1∑
s=1
IE[Γτ−sY ps(h(X))] = −IE[pτ (h(X))], ∀τ = 1, . . . , t− 1 (3.15)
(recall that ΓY (f(X) + c) = ΓY (f(X))).
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(ii) In order to apply the rich theory of linear control systems in our framework, we
mention the following issues. Firstly, in our formulation, both the state and the
control spaces are infinite dimensional vector spaces over K. Secondly, it is also
possible that one can think of the (infinite dimensional) Hilbert state space V = L2(µ)
with µ the standard Gaussian measure on the real line. However, the control space L
”must” be taken as the ring K[Y ], which is not a Hilbert space (not even a Banach
space). Therefore, we believe that the theory developed for infinite dimensional linear
systems, see for instance [21, 58, 59], is hardly applicable in our setting to study the
null controllability.
(iii) To bypass the obstacles mentioned in above, in the computer implementation of the
algorithm we may set an upper bound on the polynomial degree of the Stein operator
coefficients, assuming that the initial state and controls belong to L = Km[Y ]. Then,
at stage t,
deg(gt) ≤ deg(h)×m+ (deg(h)− 2)× t.
Hence, in our linear system, state space is time varying (increasing in time); however,
within a finite time horizon T we can implement the algorithm to check null con-
trollability up to time T on a finite dimensional state space Rdeg(h)×m+(deg(h)−2)×T
and control space Rdeg(h)×m, see also Remark 3.3. Moreover, we point out that even
by fixing a time horizon T , the Kalman criterion (as explained in Remark 3.6 item
(iii)) cannot be used to study null controllability, because the criterion checks null
controllability within the whole null states N (Σ) and not on N (Σ, T ). Lastly, in
the computer implementation of the linear system Σ (as described above) the input
operator Λ = ΓY Θ, where the operator Θ is given by the embedding p(Y ) ∈ K[Y ] into
p(h(X1, . . . , Xd)) ∈ K[X1, . . . , Xd]. This is due to the fact that operator δ−1 (in the
definition of the ΓY operator) acts over the polynomial ring K[X1, . . . , Xd].
(iv) In the multivariate case we could also replace the Gamma operator ΓY with the
modified Gamma operator Γ˜Y defined via relation (2.5) based on the modified pseudo-
inverse δ˜−1, that also satisfies the integration by parts formula (2.6). These two
operators are not the same (see Example 2.1); however, our multivariate MATLAB
codes using these two operators in the computer implementation lead to similar
algebraic polynomial Stein operators with Gaussian polynomial targets in the first
two Wiener chaoses. This is due to the simple fact that the two Gamma operators
coincide on the first two Wiener chaoses. Furthermore, Proposition 2.3, item (a),
tells us that, for any d ≥ 1, using two different Gamma operators leads to the
same family of polynomial Stein operators, but not necessarily to the same algebraic
polynomial Stein operators. On the other hand, up to now, using both codes, we could
not find any algebraic polynomial Stein operators for Gaussian polynomial target
distributions Y = h(X1, . . . , Xd) living in higher Wiener chaoses, and d ≥ 2. At the
moment, we are not sure whether such Gaussian polynomial target distributions admit
algebraic polynomial Stein operators. In investigating this by looking for examples
using our code, we ran into difficulties due to the lack of memory when the size of
the corresponding Γ matrix becomes extremely large. This motivates Open Problem
5.1, item (a).
4 Applications to Gaussian Hermite polynomials
4.1 Highest order polynomial coefficient
Before the next proposition, we note the following lemma that will be needed in the
proof. The result of [31] is stated for the physicists’ Hermite polynomials rather than the
probabilists’ Hermite polynomials, as used in our paper.
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Lemma 4.1. (Indritz [31]). Define Ep(x) = (pi
1/222pp! )−1/2e−x2/4Hp(x). Then the
relative maxima of |Ep(x)|, x ≥ 0, steadily increase, i.e., if x1 < x2 < . . . < xj are the
non-negative zeros of E′p for fixed p, then
|Ep(x1)|< |Ep(x2)|< . . . < |Ep(xj)|.
Proposition 4.1. Let X ∼ N(0, 1). Assume that Y = Hp(X), where Hp is the Hermite
polynomial of degree p ≥ 2 (the case p = 1 corresponds to standard Gaussian distribution
that is not of interest in this paper). Let S = ∑Tt=0 pt∂t ∈ PSO(Y ) = APSO(Y ) be a
polynomial Stein operator for Y . As before, identify the (dependent) variable y = Hp(x).
Then the following properties hold:
(a) K[y] ∩ 〈H ′p(x)〉 is an ideal of the subring K[y]. Moreover,
K[y] ∩ 〈H ′p(x)〉 = 〈t(y)〉
with
t(y) =
∏
z:H′p(z)=0
(y −Hp(z)).
(b) pT (y) ∈ K[y] ∩ 〈H ′p(x)〉, and pT (Hp(x)) = 0 for all solutions x of H ′p(x) = 0. In
particular, pT (y) = 0 at all local minimum or local maximum values y of Hp.
(c) deg(pT ) ≥ p/2 if p is even, and deg(pT ) ≥ p− 1 if p is odd.
Proof. (a) It is easy to see that K[y]∩ 〈H ′p(x)〉 ⊆ K[y] is an ideal of the subring K[y]. Also,
after substitution y = Hp(x), it becomes clear that the polynomial t(y) = t(Hp(x)), given
by
t(y) =
∏
z:H′p(z)=0
(y −Hp(z)) ∈ K[y],
is divisible by H ′p(x) by using the Taylor expansion Hp(x)−Hp(z) =
∑p
k=1H
(k)
p (z)(x− z)k
for every z such that H ′p(z) = 0. Note that H ′p(x) = pHp−1(x) and all the roots of the
Hermite polynomials are real. So the claim follows at once by a direct application of
Remark 2.1.
(b) Apply Proposition 3.3, item (b) together with relation (3.14) to infer that
−pT (y) = ΓTy (p0(y)) + ΓT−1y (p1(y)) + . . .+ Γy(pT−1(y)).
On the other hand, by the very definition of the Γy operator, it holds that each summand
in the RHS of the above identity belongs to 〈H ′p(x)〉 (recall that y = Hp(x)), and hence
pT (y) ∈ 〈H ′p(x)〉. The rest are direct consequences. See also Lemma D.3 for a different
proof.
(c) This follows from part (b) and the fact that Hp has p/2 distinct values for the local
maxima and minima when p is even, and p− 1 distinct values for the local maxima and
minima when p is odd. It is a standard property of Hp that it has exactly p real roots.
Therefore Hp must have p local maxima and minima when p is even and p−1 local maxima
and minima when p is odd. But when p is even, Hp is an even function and there can hence
be at most p/2 distinct values for the local maxima and minima. That there are exactly
p/2 distinct local maxima and minima in the even case now follows from the stronger
result of Lemma 4.1. For odd p, we let x1 < x2 < . . . < x(p−1)/2 be the non-negative
zeros of H ′p, and as Hp is an odd function we have that −x(p−1)/2 < . . . < −x2 < −x1 are
the negative zeros of H ′p. Then due to the stronger result of Lemma 4.1, we have that
|Hp(x1)|= |Hp(−x1)|< . . . < |Hp(x(p−1)/2)|= |Hp(−x(p−1)/2)| with Hp(xk) = −Hp(−xk)
for all k = 1, 2, . . . , (p− 1)/2. Thus, there are exactly p− 1 distinct values for the local
maxima and minima in the odd case.
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Table 1: Summary of ordered pairs (T,m) of the order T of the Stein operator and degree m
of polynomial coefficients for the Stein operators for Hp(X) that either minimise T or m. The
CPU and elapsed time (in seconds) correspond to the pair (T,m) of zeroth-order term cyf(y)
with Min m.
Distribution
General 0th-order term 0th-order term cyf(y)
Min T Min m Min T Min m CPU Elapsed time
H1(X) (1,1) (1,1) (1,1) (1,1) - -
H2(X) (1,1) (1,1) (1,1) (1,1) 0.4 0.5 s
H3(X) (3,4) (5,2) (4,3) (5,2) 0.7 0.9 s
H4(X) (2,3) (3,2) (3,2) (3,2) 0.6 0.8 s
H5(X) (5,12) (13,4) (6,11) (13,4) 1.4 4.6 s
H6(X) (3,6) (6,3) (4,5) (6,3) 1.3 2.1 s
H7(X) (7,24) (25,6) (8,23) (25,6) 5.8 44.4 s
H8(X) (4,10) (10,4) (5,9) (10,4) 1.8 5.2 s
H9(X) (9,40) (41,8) (10,39) (41,8) 21.0 343.3 s
H10(X) (5,15) (15,5) (6,14) (15,5) 3.6 21.8 s
Remark 4.1. It is well-known that (see, [26, Proposition 2.1]) target random variables
Y = h(X) with h ∈ K[X] and deg(h) = 2 admit a polynomial Stein operator of order two
with linear polynomial coefficients.
Remark 4.2. Part (c) of Proposition (4.1) is useful in implementing our code to find
Stein operators for Hp(X). In particular, if p is even we must seek polynomial Stein
operators with coefficients that have degree at least p/2, and if p is odd we require the
degree to be at least p− 1. As can been seen in Table 1, we have used our MATLAB code to
find polynomial Stein operators for Hp, p = 1, . . . , 10, that attain these minimum possible
degrees. In fact, we have also tested this for p = 11, 12, 14, 16, 18, and our MATLAB code has
always been able to find a Stein operator with the minimum possible degree. It therefore
seems reasonable to conjecture that this is the case for all p ≥ 1.
4.2 Examples of Stein operators for Hp(X)
For univariate Gaussian polynomials, our MATLAB code can find all polynomial Stein
operators up to a given order T and maximum degree m. We illustrate this in Appendix B by
providing a number of examples of Stein operators for Hp(X), p = 1, 2, 3, 4, 5, 6, 7, 8, 10, 12,
where X ∼ N(0, 1). Appendix C also demonstrates that the code can be applied to h(X),
where h is not a Hermite polynomial.
In this arXiv version, we give the ‘simplest’ Stein operators for Hp(X), p = 1, . . . , 6. For
each p = 1, . . . , 6, we list the Stein operators, for both the case of zeroth-order term cyf(y)
(which are of particular importance in the Malliavin-Stein method), for some constant c,
and general zeroth-order term, with the lowest order T and lowest degree m (if there are
two Stein operators with the lowest T (m), we given the one with lowest m (T )). For
p ≥ 7, the Stein operators become quite complex, but in this arXiv version, we present
a number of Stein operators for p = 7, 8, 10, 12. In Table 1 we give a summary of the
complexity of the ‘simplest’ Stein operators for p = 1, . . . , 10. Many other examples are
given in Appendix B, some of which are ‘simpler’ in other senses, such as having lower
values of T +m or T ×m.
All of the Stein operators in Table 1, except for the one for H9(X) with (T,m) = (9, 40),
were obtained using a standard laptop, a MacBook Pro with processor: 2,9 GHz Dual-Core
Intel Core i5 and memory: 8 GB, 2133 MHz, LPDDR3. Despite the complexity of the
operators, the code can find them rather quickly. For example, it was able to find the
horribly complex Stein operator for H9(X) with (T,m) = (41, 8) in just 343.3 s. We
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obtained the Stein operator for H9(X) with (T,m) = (9, 40) very easily using a powerful
computer server at The University of Manchester, and, whilst not fully explored in this
study, a full exploitation of such computational power could yield some hugely complex
Stein operators! Indeed, using just a standard PC, we obtained a Stein operator for H20(X)
with zeroth-order term cyf(y) and (T,m) = (11, 54), with 402.6 CPU and elapsed time
4276 s.
There are several interesting observations we can make from the Stein operators
presented in Appendix B and the summary in Table 1. We notice that there is an important
increase in complexity from p = 1, 2 to p = 3, 4, in which the Stein operators go from
being first order with linear coefficients (for which it is simple to solve the corresponding
Stein equation) to be being at least second order with higher order coefficients (for which
we are not able to solve the corresponding Stein equation). There is a further increase in
complexity from p = 3, 4 to p = 5, 6, in which the Stein operators go from being expressed
in one line equations to equations that sprawl several lines.
From Table 1, we observe that, for 0-order term cyf(y) the ordered pairs (T,m) satisfy
the following recipes:
(a) Minimum T : (i) when p ≥ 4 is even, we have (T,m) = (p/2 + 1, (p/22 )+ p/2− 1); (ii)
when p ≥ 3 is odd, we have (T,m) = (p+ 1, (p2)+ (p− 1)/2− 1).
(b) Minimum m: (i) when p ≥ 2 is even, we have (T,m) = ((p/2+12 ), p/2); (ii) when p ≥ 3
is odd, we have (
(
p+1
2
)− (p− 1)/2, p− 1).
For general 0-order term we have:
(c) Minimum T : (i) when p is even, just pick up the pair (T,m) minimizing m with
0-order term cyf(y) associated with that value of p and switch the components;
(ii) when p is odd, pick up the pair (T,m) minimizing T with 0-order term cyf(y)
associated with that value of p and set (T − 1,m+ 1).
(d) Minimum m: for both even and odd p this is the same as in item (b).
Rather curiously, the minimum values of T seem to be connected with the number of
distinct local maxima and minima of the Hermite polynomial Hp. We know that this is
the case for the minimum possible degree m, due to Proposition 4.1, part (c).
We observe that for each p we tested the code always found a Stein operator with
the minimum possible degree (see Proposition 4.1, part (c)). We do not, however, have
a proof of an analogous result for the minimum possible order T of Stein operators. In
theory, it is therefore possible that we have not actually found Stein operators with the
minimum possible values of T . However, our tests suggest that this is a remote possibility.
For example, for zeroth-order term cyf(y), our code could not find any Stein operators for
H4(X) with input variables T = 2 and m = 60, nor for H5(X) with input variables T = 5
and m = 80. Additionally, we performed many other tests with our code and verified all of
the predicted recipes (a) – (d) for a number of values of p between 11 and 20 (the rather
complex Stein operator for H12(X) is given in Appendix B). As such, we believe that it is
reasonable to conjecture that the recipes (a) – (d) hold for all p.
4.3 Stein characterisations of Hp(X)
The main result of this section is the following proposition, which asserts that the Stein op-
erators for Hp(X), p = 3, . . . , 8, with minimum possible maximal degree m (see Proposition
4.1) fully characterise their target distribution. Item (i) of the proposition also asserts that
the Stein operator for H3(X) with (T,m) = (4, 3) (which in all likelihood has minimum
order T amongst Stein operators with zeroth-order term cyf(y)) is characterising. (The
Stein operator (B.3) for H4(X) has both the minimum possible T and m amongst Stein
operators with zeroth-order term cyf(y).) Items (i) – (iii) will be used in the proof of the
“Gamma characterisations” of H3(X) and H4(X) given in Proposition 4.5.
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Proposition 4.2. Let W be a real-valued random variable. Also, let S ′3 be the Stein
operator (B.1) for H3(X) with (T,m) = (4, 3), and, for p = 3, . . . , 8, let Sp be Stein operator
for Hp(X) that attains the minimum polynomial coefficient degree m. For p = 3, 4, 5, 6,
these are the Stein operators (B.2), (B.3), (B.4) and (B.5), respectively. The rather
complex Stein operators for H7(X) with (T,m) = (25, 8) and H8(X) with (T,m) = (10, 4)
are also given in Appendix B. Then
(i) Suppose IE[|W |3] < ∞. Then W =d H3(X) if and only if IE[S ′3f(W )] = 0 for all
f ∈ FS′3,H3(X).
(ii) Suppose IE[W 2] < ∞. Then W =d H3(X) if and only if IE[S3f(W )] = 0 for all
f ∈ FS3,H3(X).
(iii) Suppose IE[W 2] < ∞. Then W =d H4(X) if and only if IE[S4f(W )] = 0 for all
f ∈ FS4,H4(X).
(iv) Suppose W is a symmetric random variable (W =d −W ) such that IE[W 4] < ∞.
Then W =d H5(X) if and only if IE[S5f(W )] = 0 for all f ∈ FS5,H5(X).
(v) Suppose IE[|W |3] < ∞. Then W =d H6(X) if and only if IE[S6f(W )] = 0 for all
f ∈ FS6,H6(X).
(vi) Suppose W is a symmetric random variable such that IE[W 6] <∞. Then W =d H7(X)
if and only if IE[S7f(W )] = 0 for all f ∈ FS7,H7(X).
(vii) Suppose IE[W 4] < ∞. Then W =d H8(X) if and only if IE[S8f(W )] = 0 for all
f ∈ FS8,H8(X).
The approach we use to prove Proposition 4.2 is particularly powerful for Stein operators
with polynomial coefficients of degree at most 2. In fact, without much extra effort than is
needed to prove items (ii) and (iii) of Proposition 4.2 we are able to prove that all Stein
operators given in Appendix C with m = 2 are characterising. The Stein operator (C.1)
for H1(X) +H2(X) with linear coefficients can in fact be seen to be characterising as a
special case of the more general Proposition 4.4.
Proposition 4.3. Let W be a real-valued random variable such that IE[W 2] <∞ and let
A1 = y + (−4y − 9)∂ + (−92y − 43)∂2 + (−27y2 + 82y + 119)∂3
+(27y2 + 392y + 49)∂4 + (378y2 + 196y − 686)∂5,
A2 = y + (−4y − 8)∂ + (−98y − 26)∂2 + (−27y2 + 118y + 324)∂3
+(27y2 + 536y − 188)∂4 + (540y2 − 80y − 2960)∂5,
A3 = y + (−42y − 26)∂ + (−16y2 + 124y + 316)∂2 + (160y2 + 360y − 1360)∂3.
(i) W =d H1(X) +H2(X) +H3(X) if and only if IE[A1f(W )] = 0 for all functions f in
the class of functions FA1,H1(X)+H2(X)+H3(X).
(ii) W =d H2(X) +H3(X) if and only if IE[A2f(W )] = 0 for all f ∈ FA2,H2(X)+H3(X).
(iii) W =d H2(X) +H4(X) if and only if IE[A3f(W )] = 0 for all f ∈ FA3,H2(X)+H4(X).
None of the techniques in the literature can be used to prove that the Stein operators
of Propositions 4.2 and 4.3 characterise their target distributions. In particular, none
of the target distributions Hp(X), p ≥ 3, are determined by their moments (see [43,
Remark 2.7.14] and [54]), and so the popular moment sequence approach to proving Stein
characterisations (see, for example, the proof of Lemma 5.2 of [51]) is not applicable. We
are, however, able to arrive at Propositions 4.2 and 4.3 through a new technique for proving
that Stein operators characterise the target distribution. We now provide an exposition of
this approach, which, as will be discussed later in this section, can be used to prove that a
number of the Stein operators in the literature are characterising. The following simple
lemma is key.
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Lemma 4.2. Let S = ∑mi=0∑Tj=0 ai,jyi∂j be a Stein operator for the continuous random
variable Y , with bounded absolute m-th moment and support on I ⊆ R, in that
IE[Sf(Y )] = 0 (4.1)
for all f ∈ F ⊆ G, where G is the set of all f ∈ CT (I) such that IE|Sf(Y )|< ∞. Then
φY (t) = IE[e
itY ], the characteristic function of Y , is a solution to the homogeneous linear
ordinary differential equation (ODE)
m∑
i=0
T∑
j=0
ai,j i
j−itjφ(i)(t) = 0. (4.2)
If the only solution to (4.2) that has the property of being a characteristic function of a
real-valued random variable is φY (t) = IE[e
itY ], then the following converse holds: Suppose
W is a real-valued random variable with IE[|W |m] <∞. If IE[Sf(W )] = 0 for all f ∈ F ,
then W is equal in law to Y .
Proof. That φY (t) satisfies the ODE (4.2) follows from setting f(y) = e
ity in (4.1) and using
that φ
(k)
Y (t) = i
kIE[Y keitY ] (with the first m derivatives existing because IE[|Y |m] <∞). It
should be noted that f(y) = eity is a complex-valued function; here we have applied (4.1)
to the real and imaginary parts of f , which are themselves real-valued functions. Similarly,
because IE[|W |m] <∞ and IE[Sf(W )] = 0 for all f ∈ F , it follows that φW (t) = IE[eitW ],
the characteristic function of W , also satisfies the ODE (4.2). If the only solution to (4.2)
that has the property of being a characteristic function of a real-valued random variable
is φY (t), then it follows that φW (t) = φY (t), and so by the uniqueness of characteristic
functions we conclude that W is equal in law to Y .
An immediate consequence is that all Stein operators with linear coefficients for
random variables with bounded absolute first moment are characterising. The result is a
reformulation of part of Lemma 2.1 of [2].
Proposition 4.4. Let S = ∑Tj=0(a0,j + a1,jy)∂j be a Stein operator, acting on a class of
functions F , for the continuous random variable Y , with bounded absolute first moment.
Suppose W is a real-valued random variable with IE|W |< ∞. If IE[Sf(W )] = 0 for all
f ∈ F , then W is equal in law to Y .
Proof. By Lemma 4.2 and assumption, φY (t) = IE[e
itY ] and φW (t) = IE[e
itW ] are solutions
to the boundary value problem( T∑
j=0
a1,j i
j−1tj
)
φ′(t) +
( T∑
j=0
a0,j i
jtj
)
φ(t) = 0, φ(0) = 1. (4.3)
By the uniqueness of boundary value problems for first order homogeneous linear ODEs,
the unique solution to (4.3) is given by φY (t) = φW (t), and so W is equal in law to Y .
Remark 4.3. Many Stein operators in the literature have linear coefficients; examples
include the Gaussian [55], gamma [14, 39], variance-gamma [23] and McKay Type I
distributions [2], as well as the product of two independent Gaussians [24, 28], and linear
combinations of gamma random variables [2]. All of these Stein operators are already
known to characterise the distribution through several other approaches. Additionally, the
Stein operators of [26] for the noncentral chi-square distribution and the distribution of
aX2 + bX + c, a, b, c ∈ R and X ∼ N(0, 1), have linear coefficients and thus characterise
the distribution, a fact that was not noted in that work.
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For polynomial Stein operators with coefficients of degree strictly greater than one,
proving that the only solution to (4.2) that has the property of being a characteristic
function of a real-valued random variable is φY (t) is more involved. As (4.2) is a m-th
order homogeneous linear ODE, the general solution can be expressed as
φ(t) = C1φ1(t) + · · ·+ Cm−1φm−1(t) + CmφY (t), (4.4)
where φ1, . . . , φm−1 and φY are linearly independent solutions to (4.2) and C1, . . . , Cm are
arbitrary constants. If one can show that the only way that φ(t), as given in (4.4), defines
a characteristic function is for C1 = · · · = Cm−1 = 0 then uniqueness has been established,
since the condition φ(0) = 1 forces Cm = 1. Throughout this section, we shall establish
uniqueness by carrying out an asymptotic analysis in the limit t → 0. By making use
of the facts that the characteristic function φU (t) of a random variable U is bounded at
t = 0, that if IE[|U |k] <∞ then φ(k)U (0) = IE[Uk], and that if U is symmetric (U =d −U)
then φU (t) is a real-valued function of t, we are then able to prove that we must take
C1 = · · · = Cm−1 = 0.
In the following lemma, we establish some conditions under which a Stein operator
with quadratic coefficents characterises the distribution, which will be used to prove items
(ii) and (iii) of Proposition 4.2, and Proposition 4.3. The proof of the lemma involves an
application of classical techniques for obtaining asymptotic approximations for solutions of
ODEs in the neighbourhood of essential singularities; a detailed account of the techniques
is given in Chapter 3 of [10].
Lemma 4.3. Let S = ∑Tj=0(a0,j + a1,jy + a2,jy2)yi∂j be a Stein operator, acting on a
class of functions F , for the continuous random variable Y , with IE[Y 2] <∞. Consider
the associated ODE
φ′′(t) + p(t)φ′(t) + q(t)φ(t) = 0, (4.5)
where
p(t) =
∑T
j=0 a1,j i
j−1tj∑T
j=0 a2,j i
j−2tj
, q(t) =
∑T
j=0 a0,j i
jtj∑T
j=0 a2,j i
j−2tj
.
Suppose that either
(i) The function p(t) has a pole at t = 0 of order α, where α ≥ 3 is an odd number, with
limt→0 tαp(t) = p0 > 0.
(ii) The function p(t) has the following asymptotic behaviour:
p(t) ∼ ai
t2
+
b
t
, t→ 0,
where a ∈ R \ {0} and b ≥ −2.
Then the following converse holds: Suppose W is a real-valued random variable with
IE[W 2] <∞. If IE[Sf(W )] = 0 for all f ∈ F , then W is equal in law to Y .
Proof. The basic approach we shall take, in cases (i) and (ii), is to prove, though an
asymptotic approach, that there is a solution to (4.5) that is either unbounded at t = 0
or not twice-differentiable at t = 0 (note that we assume that IE[W 2] < ∞ and so the
characteristic function of W must be twice-differentiable). Given this behaviour, these
solutions must be linearly independent of another solution φY (t), the characteristic function
of Y , and we can thus conclude that the only solution to (4.5) satisfying the properties of
characteristic functions is φY (t), and applying Lemma 4.2 then proves the lemma.
In both cases (i) and (ii), the pole at t = 0 is of order at least 2 and so there is an
essential singularity at the origin. We therefore seek an approximation for one of the
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solutions using the ansatz φ(t) = eS(t) (see [10, Section 3.4]). Substituting into (4.5) gives
that
S′′(t) + (S′(t))2 + p(t)S′(t) + q(t) = 0.
We now make the standard assumption that S′′(t)  (S′(t))2, t → 0, (again, see [10,
Section 3.4]); which we shall verify later in the proof, from which we obtain
(S′(t))2 + p(t)S′(t) + q(t) ∼ 0, t→ 0.
The quadratic formula then gives
S′(t) ∼ 1
2
(
− p(t)±
√
p(t)2 − 4q(t)
)
, t→ 0.
We now make the observation that the order of the pole of p(t) at t = 0 must be at least as
great as the order of the pole of q(t) at t = 0. This is because φY (0) = 1 and as IE[Y
2] <∞,
φ′Y (t) and φ
′′
Y (t) are finite in the limit t→ 0. Therefore p(t)2  q(t), as t→ 0, and so we
have one solution for which S′(t) = O(1), as t→ 0, (which is consistent with the behaviour
of a characteristic function) and another for which
S′(t) ∼ −p(t), t→ 0.
Note that in both cases the assumption S′′(t) (S′(t))2, t→ 0, is satisfied.
In case (i), we have S′(t) ∼ −p0/tα, t → 0. On integrating and inserting the result
into the ansatz φ(t) = eS(t) we obtain the following asymptotic behaviour for a solution to
(4.5):
φ1(t) = exp
(
p0
(α− 1)tα−1 (1 + o(1))
)
, t→ 0.
By our assumption p0 > 0 (note that the assumption that α is an odd number ensures that
p0 is a real number), this solution is unbounded in the limit t→ 0, and we can therefore
conclude that the Stein operator is characterising.
In case (ii), we have S′(t) ∼ −ai/t2, t→ 0, for some a ∈ R \ {0}. (The fact that the
pole is of even order ensures that the constants a is real-valued.) Proceeding as in part (i),
we obtain the following asymptotic behaviour for a solution to (4.5):
φ1(t) = exp
(
ai
t
(1 + o(1))
)
, t→ 0.
In this case, we cannot yet conclude that φ1 is either not twice-differentiable or unbounded,
and so we must work a little harder than for case (i). Let us know seek the refined
approximation
S(t) =
ai
t
+ C(t),
for some C(t) 1/t, t→ 0. Substituting into (4.5) gives that
2ai
t3
+ C ′′(t) +
(
− ai
t2
+ C ′(t)
)2
+ p(t)
(
− ai
t2
+ C ′(t)
)
+ q(t) = 0.
We can obtain an asymptotic differential equation for C(t) by arguing as follows. Since
S′(t) ∼ −ai/t2, t → 0, we also have that C ′(t)  1/t2, t → 0, meaning that also
(C ′(t))2  C ′(t)/t2, t→ 0. Also, p(t) ∼ ai/t2 + b/t+ ci, t→ 0, for some a ∈ R \ {0} and
b, c ∈ R, and q(t) ∼ d/t2, t→ 0, for some d ∈ R, since q(t) has a pole of order at most 2 at
t = 0. Such considerations lead to the asymptotic ODE
a(2− b)i
t3
+ C ′′(t)− ai
t2
C ′(t) +
ac+ d
t2
∼ 0, t→ 0. (4.6)
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In the case b = 2, the only solution to (4.6) that satisfies C(t)  1/t, t → 0, has the
limiting form C(t) ∼ −ac+da it, t → 0. In the case b 6= 2, it can be readily seen that
C(t) ∼ (2− b) log(t), t→ 0, satisfies (4.6), since C ′′(t) 1/t3, t→ 0, and that this is the
only solution that satisfies C(t) 1/t, t→ 0. In summary, we have that
S(t) ∼ ai
t
+ (2− b) log(t), t→ 0,
Therefore, we see that there is a solution to (4.5) with the following asymptotic behaviour:
φ1(t) ∼ t2−beai/t, t→ 0.
We may differentiate this limiting form to obtain
φ′′1(t) ∼ −a2t−b−2eai/t, t→ 0.
If b ≥ −2, then this solution is not twice-differentiable at t = 0. The proof is complete.
Proof of Proposition 4.2. Necessity is established in Appendix B. For the Stein operators
S3 and S4 for H3(X) and H4(X), necessity was also established in Propositions 2.4 and
2.5 of [26]. Let us now establish sufficiency. For the Stein operators S3 and S4 we appeal
to Lemma 4.3. According to Lemma 4.2, the associated characteristic function ODEs for
the Stein operators Sk, k = 3, 4, are given by
φ′′(t) + pk(t)φ′(t) + qk(t)φ(t) = 0,
where
p3(t) =
1 + 99t2 + 486t4
27t3 + 486t5
∼ 1
27t3
, t→ 0,
p4(t) =
i + 44t− 144it2 + 576t3
16t2 − 192it3 ∼
i
16t2
+
2
t
, t→ 0.
In each case either condition (i) or (ii) of Lemma 4.3 is satisfied and so we conclude that
the Stein operators are characterising.
Proving sufficiency for the other Stein operators is more involved, and is worked out
on a case-by-case basis. In each case, we study the asymptotic behaviour of the solutions
of the associated characteristic function ODE. For reasons of exposition, our treatment is
more efficient than that given in the proof of Lemma 4.3.
(i) By Lemma 4.2, the associated characteristic function ODE for S ′3 is given by
81t4φ(3)(t) + (351t3 + 3t)φ′′(t) + (324t4 + 207t2 − 5)φ′(t) + (1080t3 − 12t)φ(t) = 0.
(4.7)
This ODE has an essential singularity at t = 0, so we use the ansatz φ(t) = eS(t). By the
method of dominant balance we obtain the following asymptotic ODE for S(t):
81(S′(t))3 +
3
t3
(S′(t))2 − 5
t4
S(t) ∼ 0, t→ 0. (4.8)
It is straightforward to verify that a pair of linearly independent solutions to the ODE
81t4(f ′(t))2 + 3tf ′(t)− 5 = 0 are given by
f1(t) =
1 +
√
1 + 180t2
108t2
− 5
3
log
(
t
1 +
√
1 + 180t2
)
∼ 1
54t2
, t→ 0,
f2(t) =
1−√1 + 180t2
108t2
+
5
3
log
(
t
1 +
√
1 + 180t2
)
∼ 5
3
log(t), t→ 0.
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The asymptotic ODE (4.8) therefore has three linearly independent solutions with the
following leading order terms in the limit t→ 0,
S1(t) ∼ c1, S2(t) ∼ 1
54t2
, S3(t) ∼ 5
3
log(t),
where c1 is a constant. We therefore have that there are three linearly independent solutions
to (4.7) with the following asymptotic behaviour as t→ 0:
φ1(t) = O(1), φ2(t) = exp
(
1
54t2
(1 + o(1))
)
, φ3(t) ∼ t5/3.
The solution φ2(t) blows up as t→ 0, and the second derivative of φ3(t) blows up as t→ 0
(in contradiction to the finite second moment assumption). We complete the proof of
sufficiency by appealing to Lemma 4.2.
(iv) The associated characteristic function ODE for S5 is given by
(3125t5 +O(t6))φ(4)(t) + (31250t4 +O(t5))φ(3)(t)
+ (81875t3 +O(t4))φ′′(t) + (1 +O(t))φ′(t) + (120t+O(t2))φ(t) = 0, t→ 0. (4.9)
We do not present the higher degree coefficients as they will not be needed in our analysis.
This is because we only need to consider the leading behaviour of the solutions in the limit
t→ 0. Again, we use the ansatz φ(t) = eS(t), and by dominant balance we have that
3125(S′(t))4 +
1
t5
S′(t) ∼ 0, t→ 0.
Solving, we have that, as t→ 0,
S1(t) ∼ c1, S2(t) ∼ 3(−1)
2/3
10(5t)2/3
, S3(t) ∼ 3
10(5t)2/3
, S4(t) ∼ − 3(−1)
1/3
10(5t)2/3
,
and therefore we have four linearly independent solutions to the characteristic function
ODE with the following asymptotic behaviour as t→ 0:
φ1(t) = O(1), φ2(t) = exp
(
3(−1)2/3
10(5t)2/3
(1 + o(1))
)
,
φ3(t) = exp
(
3
10(5t)2/3
(1 + o(1))
)
, φ4(t) = exp
(
− 3(−1)
1/3
10(5t)2/3
(1 + o(1))
)
.
We have that φ2(t)→∞ as t→ 0− and φ3(t)→∞ as t→ 0+, contradicting the fact that
characteristic functions are bounded. In contrast, φ4(t) → 0, as t → 0. However, since
(−1)1/3 = 12 +
√
3
2 i, φ4(t) is a complex-valued function of t. Now, let Y = H5(X), and
let φY (t) denote its characteristic function. As H5(x) is an odd function it follows that
Y =d −Y , meaning that φY (t) ∈ R for all t ∈ R. We also know that φY (t) solves (4.9) and
is linearly independent of φ4(t). Putting this together, we have that a bounded solution of
(4.9) is given by φ(t) = AφY (t) +Bφ4(t), where A and B are arbitrary constants. In order
to meet our assumption that W is a symmetric random variable, we must take B = 0, and
appealing to Lemma 4.2 completes the proof of sufficiency.
(v) The approach is similar to item (iv), but simpler, so we only sketch the details. The
associated characteristic function ODE is
(216t3 +O(t4))φ(4)(t) + (972t2 +O(t3))φ′′(t)
+ (i +O(t))φ′(t) + (720it+O(t2))φ(t) = 0, t→ 0.
Using the ansatz φ(t) = eS(t) and the method of dominant balance leads to the asymptotic
ODE
216(S′(t))3 +
i
t3
S′(t) ∼ 0, t→ 0.
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Solving in the usual manner then leads to three linearly independent solutions with the
following asymptotic behaviour as t→ 0:
φ1(t) = O(1), φ2(t) = exp
(
1− i
6
√
3t
(1 + o(1))
)
, φ3(t) = exp
(
− 1− i
6
√
3t
(1 + o(1))
)
.
We have that φ2(t) → ∞, as t → 0+, and φ2(t) → ∞, as t → 0−, and so appealing to
Lemma 4.2 gives us sufficiency.
(vi) The approach is very similar to item (iv) for H5(X). We therefore only sketch the
details. The associated characteristic function ODE is
(823543t7 +O(t8))φ(6)(t) + (17294403t6 +O(t7))φ(5)(t) + (116825457t5 +O(t6))φ(4)(t)
+ (306156312t4 +O(t5))φ(3)(t) + (306955845t3 +O(t4))φ′′(t) + (1 +O(t))φ′(t)
+ (5040t+O(t2))φ(t) = 0, t→ 0.
Using the ansatz φ(t) = eS(t) and the method of dominant balance leads to the asymptotic
ODE
823543(S′(t))6 +
1
t7
S′(t) ∼ 0, t→ 0.
Solving in the usual manner then leads to six linearly independent solutions with the
following asymptotic behaviour as t→ 0:
φ1(t) = O(1), φ2(t) = exp
(
5
14(7t)2/5
(1 + o(1))
)
,
φ3(t) = exp
(
− 5(−1)
1/5
14(7t)2/5
(1 + o(1))
)
, φ4(t) = exp
(
5(−1)2/5
14(7t)2/5
(1 + o(1))
)
,
φ5(t) = exp
(
− 5(−1)
3/5
14(7t)2/5
(1 + o(1))
)
, φ6(t) = exp
(
5(−1)4/5
14(7t)2/5
(1 + o(1))
)
.
The solutions φk(t), k = 2, 4, 5, 6, blow up in either the limits t→ 0− or t→ 0+ (or both),
whilst φ3(t)→ 0 as t→ 0. But φ3(t) is a complex-valued function of t, and arguing as in
part (iv) gives us our proof of sufficiency.
(vii) The argument begins similarly to in item (v), but the analysis is a little more
involved. We sketch the first part of the analysis that is similar to item (v). The associated
characteristic function ODE is
(4096t4 +O(t5))φ(4)(t) + (32768t3 +O(t4))φ(3)(t)
+ (65920t2 +O(t3))φ′′(t) + (i +O(t))φ′(t) + (40320it+O(t2))φ(t) = 0, t→ 0.
Whilst a more refined analysis is needed here, the higher degree coefficients will still not
appear in our analysis, so we again do not present them. Using the ansatz φ(t) = eS(t)
and the method of dominant balance leads to the asymptotic ODE
4096(S′(t))4 +
i
t4
S′(t) ∼ 0, t→ 0.
Solving in the usual manner then leads to four linearly independent solutions with the
following asymptotic behaviour as t→ 0:
φ1(t) = O(1), φ2(t) = exp
(
− 3i
16t1/3
(1 + o(1))
)
,
φ3(t) = exp
(
3(−1)1/6
16t1/3
(1 + o(1))
)
, φ4(t) = exp
(
3(−1)5/6
16t1/3
(1 + o(1))
)
.
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The solution φ3(t) blows up as t→ 0, but more analysis is needed for the solutions φ2(t)
and φ4(t). We proceed as in the proof of part (ii) of Lemma 4.3 and seek the refined
approximations
S2(t) = − 3i
16t1/3
+ C2(t), S4(t) =
3(−1)5/6
16t1/3
+ C4(t),
where, for k = 2, 4, Ck(t)  1/t1/3, as t → 0. The method of analysis used to obtain
asymptotic approximations for the correction terms C2(t) and C4(t) is similar to the one
in the proof of part (ii) of Lemma 4.3, and as such our analysis will not be as detailed. We
first note that
φ′2(t) =
(
i
16t4/3
+ C ′2(t)
)
eS2(t),
φ′′2(t) = O(t
−8/3)× eS2(t), t→ 0,
φ
(3)
2 (t) = O(t
−4)× eS2(t), t→ 0,
and
φ
(4)
2 (t) =
[ −35i
54t13/3
+ C
(4)
2 (t) + 3
(
− i
12t7/3
+ C ′′2 (t)
)2
+ 4
(
i
16t4/3
+ C ′2(t)
)(
7i
36t10/3
+ C
(3)
2 (t)
)
+ 6
(
i
16t4/3
+ C ′2(t)
)2(
− 7i
12t7/3
+ C ′′2 (t)
)
+
(
i
16t4/3
+ C ′2(t)
)4]
eS2(t).
Using the method dominant balance and our assumption that C2(t) 1/t1/3, t→ 0, (we
will soon see that our assumption is met) we find that C2(t) satisfies the asymptotic ODE
4096× 6×
(
i
16
)2
×
(
− i
12
)
× 1
t5
+
[
4096× 4×
(
i
16
)3
+ i
]
C ′2(t)
t4
∼ 0, t→ 0,
that is
8
t5
− 3
t4
C ′2(t) ∼ 0, t→ 0,
which has solution
C2(t) ∼ 8
3
log(t), t→ 0.
We therefore have that
φ2(t) ∼ t8/3e−3i/16t1/3 , t→ 0.
But
φ′′2(t) ∼ −
1
256
e−3i/16t
1/3
, t→ 0,
and so the second derivative of φ2(t) is not well-defined at t = 0, in contradiction to the
finite fourth moment assumption (which implies a finite second moment assumption). The
analysis for φ4(t) is almost identical and we have
φ4(t) ∼ t8/3e3(−1)5/6/16t1/3 , t→ 0,
which again does not have a well-defined second derivative at t = 0. Finally, appealing to
Lemma 4.2 gives us sufficiency and completes the proof. 
Proof of Proposition 4.3. Necessity is established in Appendix C. Let us now establish
sufficiency. The associated characteristic function ODEs for the Stein operators Ak,
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k = 1, 2, 3, are given by φ′′(t) + pk(t)φ′(t) + qk(t)φ(t) = 0, where
p1(t) =
i + 4t+ 92it2 + 82t3 + 392it4 − 196t5
27it3 + 27t4 + 378it5
∼ 1
27t3
, t→ 0,
p2(t) =
i + 4t+ 98it2 + 118t3 + 536it4 + 80t5
27it3 + 27t4 + 540it5
∼ 1
27t3
, t→ 0,
p3(t) =
i + 42t− 124it2 + 360t3
16t2 − 160it3 ∼
i
16t2
+
2
t
, t→ 0.
In each case either condition (i) or (ii) of Lemma 4.3 is satisfied and so we conclude that
the Stein operators are characterising. 
Remark 4.4. (i) Lemma 4.3 covers only a fraction of the classes of Stein operators with
quadratic coefficients to which the general approach described in this section can be
applied. Other classes include Stein operators whose associated characteristic function
ODEs have essential singularities with even order greater than 2, regular singular
points, singularities at points other than the origin, and ODEs in which p(t) and
q(t) are both analytic. As different asymptotic formulas are available in each of these
cases, for reasons of brevity, we do not explore this further in this paper. However,
we have performed the analysis for all Stein operators with quadratic coefficients from
the literature (that we are aware of) and in each case have been able to prove that
the operators are characterising. We have also been able to prove that some Stein
operators with coefficients of degree strictly greater than two are characterising. These
results will be presented in a future work.
(ii) In Proposition 4.2, we showed that the Stein operators for Hp(X), p = 3, . . . , 8,
with minimum possible maximal polynomial degree m are characterising. Our proof
involved carrying out an asymptotic analysis of the behaviour of the solutions of the
associated characteristic function ODEs in the limit t→ 0 on a case-by-case basis.
By carrying out similar, but increasingly complex, analyses it should be possible to
prove that the Stein operators for Hp(X) with minimum possible maximal polynomial
degree m are characterising for values of p greater than 8. However, as this is
carried out on a case-by-case basis via involved calculations there is a place at which
one must stop. Nevertheless, by establishing that the Stein operator for H3(X) with
(T,m) = (5, 2) was characterising, the important ‘threshold’ of moment indeterminacy
was passed (Hp(X) is determined by its moments for p = 1, 2, but not for p ≥ 3).
Moreover, by then confirming that the Stein operators for Hp(X), p = 4, . . . , 8, with
minimum possible maximal polynomial degree m are characterising, we believe that it
is reasonable to conjecture that this is the case for all p ≥ 1.
(iii) For polynomial Stein operators with coefficients of degree m ≥ 3, the asymptotic
proof techniques of this section have a lower success rate than the degree 2 case. As
an illustrative example, consider the case m = 3. Here it may be the case that an
asymptotic analysis in the limits t→ 0 and t→∞ show that there are three linearly
independent solutions with one unbounded solution and two that are consistent with a
characteristic function in both these limits. However, from this analysis alone, we
have no way of knowing whether we have two unbounded solutions (one unbounded at
0 and one unbounded at ∞) or just one unbounded solution (unbounded at both 0 and
∞). On this basis, we were fortunate that just knowledge of the asymptotic behaviour
of the solutions of the associated characteristic function ODEs in the limit t → 0
was enough to establish sufficiency for each of the Stein operators of Proposition
4.2. We cannot guarantee that this is the case for other Stein operators for Gaussian
polynomials, and expect that the asymptotic proof techniques of this section will often
break down for Stein operators with m ≥ 3.
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4.4 Malliavin calculus viewpoint
We refer the reader to the excellent textbook [43, Chapter 2] for any unexplained notion
evoked in the present section. Let W = {W (h) : H} be an isonormal Gaussian process
over some real separable Hilbert space H, with inner product 〈·, ·〉H. This means that W is
a centered Gaussian family, defined on some probability space (Ω,F , P ), with a covariance
structure given by the relation IE [W (h)W (g)] = 〈h, g〉H. We also assume that F = σ(W ),
that is, F is generated by W , and we use the shorthand notation L2(Ω) := L2(Ω,F , P ). For
every q ≥ 1, the symbol Cq stands for the q-th Wiener chaos of W , defined as the closed
linear subspace of L2(Ω) generated by the family {Hq(W (h)) : h ∈ H, ‖h‖H = 1}, where
Hq is the q-th Hermite polynomial. We write by convention C0 = R. It is well-known that
L2(Ω) can be decomposed into the infinite orthogonal sum of the spaces Cq: this means
that any square-integrable random variable F ∈ L2(Ω) admits the following Wiener-Itoˆ
chaotic expansion
F =
∞∑
q=0
Jq(F ), (4.10)
where the series converges in L2(Ω), J0(F ) = IE[F ], and the projections Jq(F ) are uniquely
determined by F .
In what follows, for the sake of simplicity, we assume that all the random elements
belong to a finite sum of Wiener chaoses. Next, we recall the Gamma operators of Malliavin
calculus (see [43, Chapter 8] for a full multidimensional version). In the following, D and
L stand for the Malliavin derivative and the Ornstein-Uhlenbeck generator, respectively.
We also let L−1 denote the pseudoinverse of L.
Definition 4.1. Let F be a random variable that belongs to a finite sum of Wiener
chaoses. The sequence of random variables {Γr(F )}r≥0 is recursively defined as follows.
Set Γ0(F ) = F and, for every r ≥ 1,
Γr(F ) = 〈DF,−DL−1Γr−1(F )〉H. (4.11)
Remark 4.5. The iterated Malliavin Gamma operator Γr(F ) boils down to that of Γ
r
F (F )
in the finite dimensional setting, with the operator ΓF defined as in Definition 2.6, and Γ
r
F
denoting the mapping composition.
In the proof of the following proposition, we shall need the following formula (see
Lemma 4.2 and Theorem 4.3 of [42]): Suppose F belongs to a finite sum of Wiener chaoses,
then, for r ≥ 0,
r! IE[Γr(F )] = κr+1(F ),
where κr+1(F ) is the (r + 1)-th cumulant of F . We shall also make repeated use of the
following Malliavin integration by parts formula (see [43, Theorem 2.9.1]). Let F,G, and
let g have a bounded derivative. Then
IE[Fg(G)] = IE[F ]IE[g(G)] + IE[g′(G)〈DG,−DL−1F 〉H]. (4.12)
Proposition 4.5. Let X ∼ N(0, 1). Let Y be a centered, i.e. IE[Y ] = 0, random element
belonging to a finite sum of Wiener chaoses. Then the following ”Gamma characterisations”
hold:
(a) For Y = H3(X) we have
Γ5(Y )− 153Γ3(Y )− 27Y Γ2(Y ) + 324Γ1(Y )− 486(4− Y 2) = 0, a.s. (4.13)
Conversely, if κr(Y ) = κr(H3(X)) for r = 2, 3, 4, 5, and in addition relation (4.13)
holds then Y =d H3(X).
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(b) For Y = H3(X) we have
Γ4(Y ) + 3Y Γ3(Y )− 540Γ2(Y )− 351Y Γ1(Y ) + 81Y (4− Y 2) = 0, a.s. (4.14)
Conversely, if κr(Y ) = κr(H3(X)) for r = 2, 3, 4, and in addition relation (4.14)
holds then Y =d H3(X).
(c) For Y = H4(X) we have
Γ3(Y )− 60Γ2(Y ) + 16(9− Y )Γ1(Y )− 192(Y + 6)(3− Y ) = 0, a.s. (4.15)
Conversely, if κr(Y ) = κr(H4(X)) for r = 2, 3, and in addition relation (4.15) holds
then Y =d H4(X).
Proof. We prove item (a); the others are similar. First assume that Y = H3(X). Proposi-
tion 4.2, item (ii) implies that
IE
[
486(4− Y 2)f (5)(Y )− 486Y f (4)(Y )− 27(8− Y 2)f (3)(Y )
+99Y f ′′(Y ) + 6f ′(Y )− Y f(Y )
]
= 0. (4.16)
Next, we are going to use several times the Malliavin integration by parts formula (4.12) to
write down all the expressions in (4.16) of expectations involving the lower derivatives of f
in terms of expressions having only fifth derivative of f . At this point, relying on a standard
regularisation argument, by convoluting f by an approximation of the identity, we can
assume that all the first fifth derivatives of f are bounded. Now, since IE[Y ] = 0, we have
that IE[Y f(Y )] = IE[f ′(Y )Γ1(Y )]. We also have IE [f ′(Y ) (6− Γ1(Y ))] = −IE [f ′′(Y )Γ2(Y )],
since IE [Γ1(Y )] = IE
[
Y 2
]
= 6. Therefore, taking into account that IE [99Y − Γ2(Y )] =
−12κ3(Y ) = 0, we obtain
IE
[
f ′′(Y ) (99Y − Γ2(Y ))
]
= IE
[
f (3)(Y ) (99Γ1(Y )− Γ3(Y ))
]
.
Hence, using Malliavin integration by parts once more we arrive at
IE
[
f (3)(Y )
(−27(8− Y 2) + 99Γ1(Y )− Γ3(Y ))]
= IE
[
f (4)(Y )
(
99Γ2(Y )− Γ4(Y ) + 27〈DY,−DL−1Y 2〉
)]
, (4.17)
where we used that IE
[
27(8− Y 2)− 99Γ1(Y ) + Γ3(Y )
]
= 13!κ4(Y )− 126κ2(Y ) = 0. Due
to presence of non-linearity in the expression 〈DY,−DL−1Y 2〉H, at this point, one cannot
directly apply Malliavin integration by parts to proceed. To overcome this little issue, we
note that for any random variable F in the p-th Wiener chaos it holds that L−1(F 2) =
L−1Γ1(F )− 12p
(
F 2 − IE[F 2]). To see this, we note the pseudoinverse property L−1LF 2 =
F 2 − IE[F 2]. On the other hand, by definition of the carre´ du champ operator 2Γ[F,G] =
L(FG)− FLG−GLF , we can write
2Γ[F, F ] = LF 2 − 2FLF = LF 2 + 2pF 2.
Applying L−1 to both sides, and using the fact that on the Wiener space Γ[F,G] =
〈DF,DG〉H, we obtain
2L−1Γ[F, F ] = 2pL−1Γ1(F ) = F 2 − IE[F 2] + 2pL−1F 2,
as required. Therefore
〈DY,−DL−1Y 2〉H = Γ2(Y ) + Y Γ1(Y ).
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Plugging into (4.17), we obtain that
IE
[
f (4)(Y ) (−486Y − Γ4(Y ) + 126Γ2(Y ) + 27Y Γ1(Y ))
]
= IE
[
f (4)(Y ) (−Γ4(Y ) + 126Γ2(Y ))
]
+ 27IE
[
f (4)(Y )Y (−18 + Γ1(Y ))
]
= IE
[
f (4)(Y ) (−Γ4(Y ) + 126Γ2(Y ))
]
+ 27IE
[
f (4)(Y )Y (−6 + Γ1(Y ))
]
− 27 · 12IE[f (4)(Y )Y ]
:= I1 + 27I2 − 12 · 27I3.
Next, we have I1 = IE
[
f (5)(Y ) (−Γ5(Y ) + 126Γ3(Y ))
]
(since κ3(Y ) = κ5(Y ) = 0) and
I3 = IE
[
f (5)(Y )Γ1(Y )
]
. Moreover,
I2 = IE
[
〈D(Y f (4)(Y )),−DL−1Γ1(Y )
]
= IE[f (5)(Y )Y Γ2(Y )] + IE[f
(4)(Y )Γ2(Y )]
= IE[f (5)(Y )Y Γ2(Y )] + IE[f
(5)(Y )Γ3(Y )].
Gathering all the terms, we obtain, for f : R→ R, that
IE
f(Y )
Γ5(Y )− 153Γ3(Y )− 27Y Γ2(Y ) + 324Γ1(Y )− 486(4− Y 2)︸ ︷︷ ︸
:=A(Y )

 = 0.
The latter implies that IE [A(Y ) |Y ] = 0 and that completes the proof because the associated
polynomial Stein operator is algebraic. For the other direction, having κr(Y ) = κr(H3(X))
for r = 2, 3, 4, 5, and proceeding backwards in the above steps we arrive to
IE
[
486(4− Y 2)f (5)(Y )− 486Y f (4)(Y )− 27(8− Y 2)f (3)(Y )
+99Y f ′′(Y ) + 6f ′(Y )− Y f(Y )
]
= 0.
Now, we use Proposition 4.2, item (ii).
Remark 4.6. (i) The Gamma expressions (4.13), (4.14) and (4.15) differ in two major
features compared with their counterparts when the target random variable Y belongs
to the second Wiener chaos. For a typical element in the second Wiener chaos with a
finite spectral decomposition, a linear combination of Gamma operators with constant
coefficients coincide with a polynomial in the target of degree one, see [8]. In contrast,
here some of the coefficients in the Gamma expression are linear polynomials in the
target, and the resulting combination of the Gamma operators always coincides with
a polynomial in the target of degree at least two (Proposition 4.1, item (c)).
(ii) Unlike the situation with targets in the first two Wiener chaoses, it is not straightfor-
ward (at least to us) how one can translate the LHS of the relations (4.13), (4.14)
and (4.15) in terms of cumulants/moments of the target. The main obstacle is that
the Gamma operators are not stable over Wiener chaoses of order higher than two.
(iii) In principle we can use the approach used to prove Proposition 4.5 together with
the Stein operators for H5(X) and H6(X) given in Appendix B to obtain analogous
“Gamma characterisations” for H5(X) and H6(X). (This also applies for the even
more complicated Stein operators for Hp(X), p ≥ 7, given in Appendix B of this
arXiv version.) Due to the complexity of the Stein operators, this would be quite an
involved undertaking, though.
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5 Concluding remarks and open problems
In this paper, we have made a significant contribution to the first step of Stein’s method
for Gaussian polynomial target distributions, thereby contributing to a long-term research
program of using the Malliavin-Stein method to understand convergence towards elements
of higher order Wiener chaoses. However, much work remains before the Stein operators
can be used in the Malliavin-Stein method to derive quantitative limit theorems for target
distributions in Wiener chaoses of order strictly greater than two.
One of our contributions was to prove that the Stein operators for Hp(X), p = 3, . . . , 8,
with minimum possible maximal polynomial degree m characterise their target distributions.
This was important because these distributions are not determined by their moments, and
it was therefore not a priori clear that these Stein operators would satisfy the theoretically
desirable property of characterising their target distributions. Unfortunately, our approach
proceeds on a case-by-case basis through involved calculations, and we stopped our analysis
at p = 8. However, as discussed in Remark 4.4, item (ii), the important ‘threshold’ of
moment indeterminacy has been passed, and we believe it is reasonable to conjecture that
all Stein operators for Hp(X), p ≥ 1, with minimum m are characterising. This then leads
to the more speculative, but fundamental, question as to whether all algebraic polynomial
Stein operators for Gaussian polynomials are characterising. It was also important that we
were able to prove that the Stein operator (B.1) with (T,m) = (4, 3) is characterising. It
remains to be seen as to which of the ‘simplest’ Stein operators for H3(X) with zeroth-order
term cyf(y), (B.1) or (B.2), will be most useful in the Malliavin-Stein method. However,
we are quite sure that Stein operator (B.3) for H4(X) is the most suitable operator for
this distribution in the context of the Malliavin-Stein method.
In addition to these questions on the characterising problem, we consider it to be
particularly important to establish the second essential ingredient of Stein’s method, that
of solving the Stein equation corresponding to the Stein operator and bounding the solution
and appropriate lower order derivatives in terms of the test function h. Whilst in recent
years there have been significant advances concerning the problem of finding Stein operators,
the theory regarding bounding solutions of Stein equations lags far behind. Achieving
this for even the simplest Stein operators for H3(X) and H4(X) seems to be well beyond
current methods in the Stein’s method literature. We hope, though, that the combination
of the progress made in this paper together with the importance in understanding the
convergence towards elements of higher order Wiener chaoses motivates a serious attempt
by researchers to make advances on this fundamental problem.
In the meantime, before any further advances in this direction are made, our Stein
operators may yield insight into convergence in higher order Wiener chaoses, in the same
way that the Stein operator for linear combinations of chi-square random variables of [2]
provided motivation for approximation of random variables in the second Wiener chaos
[1]. To proceed in this manner, one assumes that a ‘Stein universality lemma’ holds (see,
for example, [7, Conjecture 6.3]), whereby, for a sufficiently regular test function h, the
solution, and certain lower order derivatives, of the Stein equation are uniformly bounded.
If one is interested in studying the convergence of the sequence (Fn)n≥1 of random variables
to a target F∞, one can then, in principle, apply the Malliavin-Stein machinery in the usual
manner to obtain a tractable upper bound on the quantity of interest |IE[h(Fn)]−IE[h(F∞)]|.
This may yield valuable insight into the conditions under which we have convergence,
which may later be verified rigorously. The Gamma characterisations of Proposition 4.5
may be prove useful in such an endeavour.
We end by noting that the outputs of the code propel us to the following conjecture.
Conjecture 5.1. Let X ∼ N(0, 1). Assume that Y = h(X), where h ∈ K[X] with
deg(h) ≥ 3 (see [26, Proposition 2.1] when deg(h) ≤ 2) is a polynomial in the standard
Gaussian random variable X so that IE[h(X)] = 0. Then, for every given p0 ∈ K0[Y ] (see
(3.13)), one of the following equivalent statements (and hence all) is in order:
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(a) There exists a natural number T ≥ 2 such that the target random variable Y admits
an algebraic polynomial Stein operator S of order T with zeroth-order polynomial
coefficient p0.
(b) There exists a natural number T ≥ 2 such that p0 ∈ N (Σ, T ), where the linear machine
Σ = (K[X],K[Y ],ΓY ,ΓY ).
(c) There exists a natural number T ≥ 2 such that
ΓTY (p0) ∈
T−1⊕
t=1
ΓtY (K[Y ]), (5.1)
where ΓTY stands for the operator composition.
Our study also initiates the following open problems of particular interest.
Open Problem 5.1. Fix d ≥ 2. Let Y = h(X1, . . . , Xd) be a Gaussian polynomial target
random variable with h ∈ K[X1, . . . , Xd] so that IE[h(X1, . . . , Xd)] = 0.
(a) What are the necessary and sufficient conditions (or sufficient conditions) that
guarantee that
APSO(Y ) 6= ∅ ?
(b) Under what conditions do we have
APSO(Y ) = PSO(Y ) ?
In other words, when is APSO(Y ) a strict subset of PSO(Y )?
(c) Are all algebraic polynomial Stein operators for Gaussian polynomials characterising?
A MATLAB implementation
This appendix is devoted to a concise description of the implementation of the null control-
lability approach in MATLAB to find polynomial Stein operators for Gaussian polynomial
distributions of the form Y = h(X) in the univariate case (d = 1), for which our code
returns many new polynomial Stein operators. Some of them are listed in Appendices B
and C. Our exposition in this appendix mostly focuses on polynomial Stein operators of
the form
S =
T∑
t=0
pt∂
t
having zeroth-order term p0(y) = cy for some constant c. These are often the most
useful Stein operators, in particular, in the context of the Nourdin-Peccati Malliavin-Stein
approach. In Remark A.1, we describe how the implementation of our code is modified for
generic zeroth-order coefficients p0(y).
The body of the MATLAB code consists of the following:
(a) Input variables: the code requires the following three input variables,
• Polynomial h = h(x) ∈ K[x]; this input variable corresponds to the target
distribution Y = h(X), a Gaussian polynomial random variable with X ∼ N(0, 1).
We further assume that the polynomial h is chosen in a such way that IE[Y ] = 0.
Prototypical examples are h = Hp, the Hermite polynomials with p ≥ 1.
• Variable T stands for the maximum time horizon to check the null controllability,
and corresponds to order of the polynomial Stein operator. The program starts
checking the null controllability with t = 1 onwards until t = T , and stops at
step t as soon as it finds a null control sequence. Otherwise, the code returns
with an error in the case there is no a null control sequence of the maximum
length T . In that case, one has to enlarge the time horizon.
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• Variable m is the maximum degree of the null control sequence (pt(y) : t =
0, . . . , T ) in the target variable y, i.e. m = maxt=0,...,T deg(pt). In the language
of algebraic geometry, the input variable m yields the control state to be Km[y]
(Remark 3.7, item (iii)). Again, the code returns with an error in the case there
is no a polynomial null control sequence with maximum degree m. In that case,
again, one has to enlarge m.
1 %%% input variables %%%
2 h=h(x);
3 %%% corresponds to the target Gaussian polynomial Y= h(N) with E[Y
]=0, for example h=hermite(4,x) %%%
4 T=10; %%% time horizon %%%
5 m=4; %%% maximum degree of polynomial coefficients of Stein
operator in the target varaible y=h(x) %%%
(b) Output variables :
• Vector uu= [c,u] stores the coefficients of the polynomials (pt : t = 0, . . . , T )
of the found Stein operators. This output variable is useful when degree of the
input polynomial h is large, translating to Hermite polynomials h = Hp, when p
is large. This enable us to observe semi-directly the polynomial coefficients of
the found Stein operator, and avoid the printing since it is quite time consuming.
• Variable t in the workspace assigns the order of the found Stein operator.
• Variable m1 in the workspace assigns the maximum degree of the polynomial
coefficients associated to the found Stein operator.
• The end-part of the code is devoted to the printing of the found Stein operator
in LATEXas well as the symbolic format
∑T
t=0 pt(y)D
t. This is done through the
output variable stein_eq.
Example A.1. (a) With input variables h(x) = H4(x) = x
4 − 6x+ 3, T = 5, and
m = 2, the MATLAB code in the workplace returns the above listed output variables as
follows:
uu = [ 1︸︷︷︸
coefficients of p0
,−24,−44, 0, 0︸ ︷︷ ︸
coefficients of p1
, 576, 144,−16, 0, 0︸ ︷︷ ︸
coefficients of p2
,−3456, 576, 192, 0, 0︸ ︷︷ ︸
coefficients of p3
].
This corresponds to polynomial coefficients: p0(y) = y, p1(y) = −24− 44y, p2(y) =
576 + 144y − 16y2 and p3(y) = −3456 + 576y + 192y2, as well as t = 3, m1 = 2, and
(192*y^2+576*y-3456)*D^3+(-16*y^2+144*y+576)*D^2+(-44*y-24)*D+y.
This is the Stein operator (B.3), which is listed in Appendix B.1.
(b) With input variables h(x) = H3(x) = x
3 − 3x, T = 4, and m = 4, the MATLAB
code in the workplace returns the above listed output variables as follows:
uu =
[ 5︸︷︷︸
coefficients of p0
,−12, 0,−3, 0, 0︸ ︷︷ ︸
coefficients of p1
, 0, 207, 0, 0︸ ︷︷ ︸
coefficients of p2
,−1080, 0, 351, 0, 0︸ ︷︷ ︸
coefficients of p3
, 0,−324, 0, 81, 0, 0︸ ︷︷ ︸
coefficients of p2
].
This corresponds to polynomial coefficients: p0(y) = 5y, p1(y) = −12− 3y2, p2(y) =
270y, p3(y) = −1080 + 351y2 and p4(y) = −324y + 81y3, as well as t = 4, m1 = 3
and
(81*y^3-324*y)*D^4+(351*y^2-1080)*D^3+207*y*D^2+(-3*y^2-12)*D+5*y.
This is the new Stein operator (B.1), which is listed in Appendix B.1.
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(c) Pseudocode for the null controllability problem :
The following Pseudocode constitutes the main body of the code. It consists of two
parts. The first part implements in a recursive method the crucial relation (3.11) to
find a null control sequence starting from t = 0 until t = T . The second part checks
that the moment conditions (3.15) are satisfied. As above, input variable T is the
upper bound on the order of the Stein operator, Λ is the control matrix and Γ is the
evolution matrix. Nmoments is the vector IE[Xk]k≥1, v0 is the coefficient vector of the
given zeroth-order polynomial term p0(h(x)) in the independent variable x satisfying
IE[p0(h(X))] = 0. For example, when h = H4(x) = x
4 − 6x2 + 3, and p0(y) = cy,
then v0 = c(3, 0,−6, 0, 1).
Listing: Pseudocode for the null controllability problem:
6 t = 0
7 v = v0
8 A = Λ
9 go_on=true
10 while go_on
11 t = t+ 1
12 v = Γv
13 u =linsolve(A,−v) %%% solving Au= v
14 if (t < T )&(Au = −v has no solutions)
15 A = [ΓA Λ′] %%% matrix concatenation
16 go_on=true
17 else
18 go_on=false
19 end
20 end
21 if (Au = −v has solution after t ≤ T steps)
22 %%% imposing moment conditions on the polynomial coefficients
23 v = v0
24 index=1:(m+1)
25 for(tau=1:(t−1))
26 v = Λu(index) + Γv
27 u(index(1))=(u(index(1))−Nmoments(1 : Q)v)
28 index=index+(m+1)
29 end
30 end
Remark A.1. The algorithm above for a given target Y = h(X) takes as input
the zeroth-order polynomial coefficient p0(h(x)), with IE[p0(h(X))] = 0. In order
to find a Stein operator with generic p0(y) we run the algorithm several times with
the respective initial coefficients p
(k)
0 (y) = y
k − IE[h(X)k], in order to obtain the
corresponding Stein operators satisfying
IE[S(k)f(Y )] = −IE[p0(Y )f(Y )]
for k = 1, . . . ,m0. When the Stein chains end successfully and Stein operators
are found for the initial coefficients above, by solving a linear system for the linear
combination one can further reduce the order or the maximal coefficient degree of
a Stein operator with a generic zeroth-order polynomial coefficient p0(y) of degree
≤ m0.
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B Stein operators for univariate Gaussian Her-
mite polynomials
The Stein operator for H1(X) is the classical standard Gaussian Stein operator of [55].
The Stein operator for H2(X) is a special case of the Stein operator for aX
2 + bX + c,
a, b, c ∈ R, of [26], as is the Stein operator for H1(X) + H2(X) given in Appendix C.
Also, the Stein operators (B.2) and (B.3) were already obtained by [26]. All other Stein
operators in this appendix and Appendix C are new.
B.1 Zeroth-order term cyf(y)
H1(X) and H2(X) :
y − ∂, y − (2 y + 2)∂
H3(X) :
5 y − (3 y2 + 12)∂ + 207 y∂2 + (351 y2 − 1080)∂3 + (81 y3 − 324 y)∂4 (B.1)
y − 6∂ − 99 y∂2 + (216− 27 y2)∂3 + 486 y∂4 + (486 y2 − 1944)∂5 (B.2)
H4(X) :
y − (24 + 44 y)∂ + (576 + 144 y − 16 y2)∂2 + (192 y2 + 576 y − 3456)∂3 (B.3)
H5(X) :
15580403168538081808023552 y
+ (−319179359200955 y8 + 17296743383000046809080 y6
− 30453944634963174391774080 y4 + 8378454869686262588172134400 y2
− 171397515591740804005791498240)∂
+ (16154152521786318001600 y7 − 41918287476242535868569600 y5
+ 18160711517167770618284313600 y3 − 1239101680729174664564404224000 y)∂2
+ (5177408385598691055000 y8 − 19166255615207862008920000 y6
+ 13403727175244880138330240000 y4 − 2442403318372552645917235200000 y2
+ 65725928416658664921713541120000)∂3
+ (724337658286667253125 y9 − 3713592558790019185200000 y7
+ 4280839659909236338428000000 y5 − 1379071236058382967127603200000 y3
+ 66328376785356945138012979200000 y)∂4
+ (44884597387634296875 y10 − 310405490799058194000000 y8
+ 580995055104909396324000000 y6 − 283708061282453615759001600000 y4
+ 33287571883579035278551449600000 y2 − 906872445506697193065598156800000)∂5
+ (997435497502984375 y11 − 9089418036906323000000 y9
+ 26589273781119330420000000 y7 − 19596186937165037285376000000 y5
+ 4565266162550649874870272000000 y3 − 190391529130477012565360640000000 y)∂6
40
3387150029792y + (571033901y4 − 547887964579112y2 + 27078999070435200)∂
+ (378923502108829200y − 1502636158422420y3)∂2
+ (−1206880149763500y4 + 576041545375798000y2 − 17414865657146035200)∂3
+ (−367959969956875y5 + 443885745185225000y3 − 77181050945393280000y)∂4
+ (−44612023515625y6 + 158102370728325000y4 − 72273712209585600000y2
+ 3073114984002508800000)∂5
+ (−1784480940625y7 + 20659537391900000y5 − 19467313520040000000y3
+ 2959552681754572800000y)∂6
+ (732950666875000y6 − 4688334677088000000y4 + 2477569953587328000000y2
− 117950656010379264000000)∂7
y − 120∂ − 75325 y∂2 + (−81875 y2 + 7704000)∂3 + (−31250 y3 + 270600000 y)∂4
+ (−3125 y4 + 527800000 y2 − 39086400000)∂5 + (280000000 y3 − 155065000000 y)∂6
+ (35000000 y4 − 241335000000 y2 + 14306880000000)∂7
+ (−198750000000 y3 + 53403600000000 y)∂8
+ (−33125000000 y4 + 34950000000000 y2 − 1170432000000000)∂9
+ (39000000000000 y3 − 10843200000000000 y)∂10
+ (9750000000000 y4 − 6696000000000000 y2 + 352512000000000000)∂11
+ (−2160000000000000 y3 + 622080000000000000 y)∂12
+ (−1080000000000000 y4 + 622080000000000000 y2 − 29859840000000000000)∂13
(B.4)
H6(X) :
599 y + (−218 y3 + 913612 y2 + 53550492 y − 281527920)∂
+ (1336776 y3 + 104875908 y2 − 1387746360 y − 28764115200)∂2
+ (494424 y4 + 41703336 y3 − 1035418680 y2 − 29104855200 y + 158972544000)∂3
+ (47088 y5 + 3490128 y4 − 321541920 y3 − 16820071200 y2 + 241351488000 y
+ 6178654080000)∂4
631y + (−1632y2 + 1469778y + 720720)∂ + (4106412y2 + 245648160y − 1739944800)∂2
+ (2507544y3 + 227216880y2 − 4235230800y − 79890624000)∂3
+ (352512y4 + 37318320y3 − 2919790800y2 − 198457128000y + 1006369920000)∂4
+ (−1907064000y3 − 181171080000y2 + 2288476800000y + 68654304000000)∂5
y + (−1278 y − 720)∂ + (−972 y2 + 103320 y + 756000)∂2
+ (−216 y3 + 228960 y2 + 16491600 y − 120528000)∂3
+ (71280 y3 + 6771600 y2 − 307152000 y − 3265920000)∂4
+ (−314928000 y2 − 19945440000 y + 125971200000)∂5
+ (−209952000 y3 − 19945440000 y2 + 251942400000 y + 7558272000000)∂6 (B.5)
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H7(X) :
y − 5040∂ − 133451451 y∂2 + (1064591216640− 306955845 y2)∂3
+ (849390311141064 y − 306156312 y3)∂4
+ (−116825457 y4 + 2701312236798840 y2 − 8436683256242088960)∂5
+ (−17294403 y5 + 3327495514534800 y3 − 852383157281913430656 y)∂6
+ (−823543 y6 + 1495553659757640 y4 − 2882447388687770112384 y2
+ 7910371125237853207756800)∂7
+ (251232195145176 y5 − 4800644752916327503104 y3
+ 505980701265753819516063744 y)∂8
+ (13222747112904 y6 − 2727340858843315440768 y4 + 837637190655055545978961920 y2
− 1777134045147718167454078402560)∂9
+ (−536928170359162643712 y5 + 1281752157950575496201318400 y3
− 110523786891733518638811362611200 y)∂10
+ (−31584010021127214336 y6 + 913589345116795680281088000 y4
− 176461821057357744953672419061760 y2 + 340345632611067543386816669260185600)∂11
+ (214893775695296588083845120 y5 − 191362567154678131174434027601920 y3
+ 14300407319501324117284327929271910400 y)∂12
+ (14326251713019772538923008 y6 − 170427454945767764472321169551360 y4
+ 32709717771471627211087752733986816000 y2
− 65419147430764591344326824530412044288000)∂13
+ (−49486748509729074183341479464960 y5 + 16693019644892749062546112354050048000 y3
− 439054884730049001199187142951434649600000 y)∂14
+ (−3806672962286851860257036881920 y6 + 7954423881903475224494820925678387200 y4
− 1284347964264936234207319478284579307520000 y2
+ 2375893125471619127467751045131020533760000000)∂15
+ (2626852987014389750244682334756044800 y5
− 690264828368716626786026864105558507520000 y3
+ 3957829778041610249387356594675097665536000000 y)∂16
+ (238804817001308159113152939523276800 y6
− 177049564531965021489200207455680921600000 y4
+ 18066493172730934812816336030401279950848000000 y2
− 26665162994119386969582865827453121131970560000000)∂17
+ (−58746597218584833047955018294421094400000 y5
+ 14203481064016267590268922250061037174784000000 y3
− 6268263770190783711518376340458529515110400000000 y)∂18
+ (−6527399690953870338661668699380121600000 y6
+ 2686174908845226527905185370947095494656000000 y4
− 104373689539033328254646376972599062953984000000000 y2
+ 49997032312081377455344473295518420864860160000000000)∂19
42
+ (728248810874643441914034877572271177728000000 y5
− 170689150758390923069718861514581646560460800000000 y3
+ 368356231367805828906903541263381229448724480000000000 y)∂20
+ (104035544410663348844862125367467311104000000 y6
− 32822200050800981502352944003864349586227200000000 y4
+ 325525490017310356319310959603263156833484800000000000 y2
+ 204605928378464524860045079684944299315272089600000000000)∂21
+ (−4349052313418574507170272863754793779200000000000 y5
+ 981649950497815495375611300357280589225656320000000000 y3
− 4914738800909755586442003506056569993818013696000000000000 y)∂22
+ (−869810462683714901434054572750958755840000000000 y6
+ 256185589276368632570648020348415300736122880000000000 y4
− 2344464557378731854989940379852673228570886144000000000000 y2
+ 4185814371312008995677288668201630441603176857600000000000000)∂23
+ (7646575073392101937433120802707182599536640000000000 y5
− 1486494194267424616636998684046276297349922816000000000000 y3
+ 7135172132483638159857593683422126227279629516800000000000000 y)∂24
+ (2548858357797367312477706934235727533178880000000000 y6
− 743247097133712308318499342023138148674961408000000000000 y4
+ 7135172132483638159857593683422126227279629516800000000000000 y2
− 10274647870776438950194934904127861767282666504192000000000000000)∂25
H8(X) :
y + (−56496 y − 40320)∂ + (−65920 y2 + 282800000 y + 2564997120)∂2
+ (−32768 y3 + 646180864 y2 + 721579048960 y − 20217560186880)∂3
+ (−4096 y4 + 422596608 y3 + 32899399680 y2 − 2200644332027904 y
+ 4130252292096000)∂4
+ (61931520 y4 − 523683299328 y3 − 2574503360593920 y2 − 366232179868434432 y
+ 58545839107190292480)∂5
+ (−114809110528 y4 − 1287467746983936 y3 − 1268709319526842368 y2
+ 1817998267095743201280 y + 22309748508410354073600)∂6
+ (−196254369841152 y4 + 569368730639794176 y3 + 2830846067667621642240 y2
− 604629551552531949158400 y − 54650034667549385293824000)∂7
+ (273194783751536640 y4 + 715893205099641569280 y3 − 380939584507781264179200 y2
− 24325934978807793451008000 y + 6733738025236644715560960000)∂8
+ (−4239094388568883200 y4 − 68279093316679001702400 y3
− 109137943708451267936256000 y2 + 32788493016294424093655040000 y
+ 1187169574727901562011648000000)∂9
+ (−28486714291182895104000 y4 − 75974067014584781242368000 y3
+ 32411613786222074391429120000 y2 + 2532628426086189998958182400000 y
− 531851969478099899781218304000000)∂10
43
43881259694506575260585152325108256000 y
+ (758341924998600395427477 y6 − 3036680132069054017863854184592 y5
+ 1331741571102189252273068158184708 y4
+ 9939276590962003336259277645051422576 y3
− 26008516350439618070893556661572208948480 y2
− 986182705922231246369585722972814390123520 y
+ 323088290686531584414330815058804702874828800)∂
+ (−2767717490299691868790081096992 y6 + 2745681813845247197112891663934592 y5
+ 8688054800046337238130243859447301504 y4
− 52179633604735703361563733004233081400320 y3
− 4006558543353497248668551812037023095674880 y2
+ 4985984568788688257608326512776182631260979200 y
+ 141211093900944841687067636916910780575989760000)∂2
+ (−795470345646531870787606273920 y7 + 1388929044391096197930808274579200 y6
+ 1268106261890252292545440864336329216 y5
− 28615644819544623493285720342091267558400 y4
− 2825848698037716449581319232123919549747200 y3
+ 9060918738384649710556682129785161795003187200 y2
− 715292771515588119123981713302937352253440000000 y
− 106207629904083491235044661177045119718823034880000)∂3
+ (−86972718694239482150786482176 y8 + 231078212024682780911571646642176 y7
− 152076843749162059500082566159024128 y6
− 5387079504425678805357610745518014996480 y5
+ 27077797312871915258743890674262374645760 y4
+ 5163356044327843006697287768165841717113651200 y3
− 989489331574519523427436336482810207234686976000 y2
− 227274837232294053495518331417863538508415631360000 y
+ 15412063011799677536642694195548287434134598451200000)∂4
+ (−3106168524794267219670945792 y9 + 11495907371738602251043051245568 y8
− 22387748849180188556746006330867712 y7
− 307924407132723321325224896118597599232 y6
+ 95040341941716935401536503884726932602880 y5
+ 746279388930738753144950205257832651050188800 y4
+ 15726861419239583669372242939835501912260608000 y3
− 126295034113768734113066635718873264523092951040000 y2
− 4386479742103932925514515787520191827399409664000000 y
+ 1743269240872982562749436619330409204491480989696000000)∂5
44
H10(X) :
y + (−3257160 y − 3628800)∂ + (−5304000 y2 + 1091578185900 y + 17240138496000)∂2
+ (−4455000 y3 + 2869770870000 y2 + 60285174403756000 y − 8195889073034880000)∂3
+ (−1250000 y4 + 3038747400000 y3 − 87788841797700000 y2 − 24178492814093711990000 y
+ 386738413261030656000000)∂4
+ (−100000 y5 + 983618100000 y4 − 307962932577300000 y3 − 39718345618893322400000 y2
+ 541197273193916916857500000 y + 77038387315300617650291900000)∂5
+ (86562000000 y5 − 137113471467000000 y4 − 20241095010910164000000 y3
+ 614674588478073576820000000 y2 + 38655573271292047153412480000000 y
− 1544077167741439083270654318000000)∂6
+ (−14034919410000000 y5 − 3611923606425530000000 y4
+ 1157055078389606630470000000 y3 + 115536421986640510338352080000000 y2
− 1172509218379091417042657993760000000 y − 203744329919466653004638691354210000000)∂7
+ (−205210677603600000000 y5 + 637855102579767139100000000 y4
+ 56868672620562577951574600000000 y3 − 2272132852237024646250474124200000000 y2
+ 3128079515715829689098507996214600000000 y
+ 3930024106272461026784153353683692400000000)∂8
+ (77901423775037568000000000 y5 + 658712542202571286381000000000 y4
− 1292597318190806918874425331000000000 y3
− 11812794761700707114492464433490000000000 y2
+ 129201682923315582458928485163725052000000000 y
+ 18906431439212235333040203434783311488000000000)∂9
+ (−1142484431509952294400000000000 y5 − 305749394642557911039155820000000000 y4
− 15381578151743373056375084568780000000000 y3
+ 295149927028628970469825239541761540000000000 y2
− 605437932378359772612075849323517691200000000000 y
− 390628545918898871170275525535644040435200000000000)∂10
+ (−26218962977299345612800000000000000 y5
− 1545311793922203552750743995800000000000 y4
+ 207378661186088279917311114396243000000000000 y3
− 947337616600928539545447183238335921600000000000 y2
− 6041201844736807513102134017326568627942400000000000 y
+ 1616831588573884649913842569493503523008512000000000000)∂11
+ (283690569292007580831744000000000000000 y5
+ 42665527458982366228219924459476000000000000 y4
+ 619219707587936613335940342714893844000000000000 y3
− 9516516580955534393084024006695235048832000000000000 y2
− 13910396790204097895146662874181073365729280000000000000 y
+ 12538450183646982969209287097523831183622963200000000000000)∂12
45
+ (2013925290187650123497472000000000000000000 y5
+ 239840927597396622568797477572567040000000000000 y4
− 2256928407014913684359947598020212003840000000000000 y3
− 9159749296064537337968038115498856606228480000000000000 y2
− 325527100323490529261822120694127103095603200000000000000 y
+ 11991506150131887654155034891290034767280734208000000000000000)∂13
+ (369569978445186098528256000000000000000000000 y5
+ 8850830771867151377434984714503936000000000000000 y4
− 3743436852225958906407862862763267430656000000000000000 y3
+ 23226302082946533231478400179955443276627968000000000000000 y2
+ 53172555147902396289433672851669087631666053120000000000000000 y
− 15019660145846781121396718242753782824837106892800000000000000000)∂14
+ (−13969745185228034524368076800000000000000000000000 y5
− 1654702318704542057314786132806225715200000000000000000 y4
+ 16406416015498811819438783476653145708339200000000000000000 y3
+ 52289565038882113895457269799258362330048102400000000000000000 y2
− 33377022851031412676317920417841572679284424704000000000000000000 y
− 63082572879429801056239769926313724421483203133440000000000000000000)∂15
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B.2 General 0-order term
H3(X) :
(290 y − y3) + (528 y2 − 1560)∂ + (243 y3 − 1404 y)∂2 + (27 y4 − 648 y2 + 2160)∂3
H4(X) :
(−y2 + 50 y + 24) + (64 y2 + 72 y − 1008)∂ + (16 y3 − 48 y2 − 576 y + 1728)∂2
H5(X) :
(y9 − 104800744 y7 + 174104044032 y5 − 82431615212544 y3 + 9617056740900864 y)
+ (−83053520 y8 + 191761742080 y6 − 148596701936640 y4 + 33440484399022080 y2
− 868706901405204480)∂
+ (−23029125 y9 + 72332912000 y7 − 88767223008000 y5 + 32039796049920000 y3
− 1984593650909184000 y)∂2
+ (−2831875 y10 + 11857320000 y8 − 22211556000000 y6 + 11983543971840000 y4
− 1826589574103040000 y2 + 54875902433034240000)∂3
+ (−156250 y11 + 855800000 y9 − 2353387200000 y7 + 1868056934400000 y5
− 530407371571200000 y3 + 36302379968102400000 y)∂4
+ (−3125 y12 + 22000000 y10 − 85519200000 y8 + 99156326400000 y6
− 65065321267200000 y4 + 19243712957644800000 y2 − 849260402284953600000)∂5
H6(X) :
(15303970800y − 252586320 y2 − 6227803 y3 + 599 y4)
+ (−6722792640000− 28723248000 y + 30858084000 y2 − 247410960 y3 − 6390132 y4)∂
+ (−25152249600000− 8314215840000 y + 29111400000 y2 + 14157844200 y3
− 43020180 y4 − 1746684 y5)∂2
+ (1173771648000000 + 27946944000000 y − 3912572160000 y2 − 13197168000 y3
+ 1633473000 y4 − 129384 y6)∂3
(109 y2 − 154953 y) + (−307656 y2 − 18871668 y + 144726480)∂
+ (−176580 y3 − 24578892 y2 − 161845560 y + 8329132800)∂2
+ (−23544 y4 − 11122704 y3 − 573826680 y2 + 19960408800 y + 165815424000)∂3
+ (−1635552 y4 − 45774720 y3 + 12374920800 y2 − 72643392000 y − 3945697920000)∂4
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C Ring operations and Stein operators
(a) Y = H1(X) +H2(X) :
y + (−4y − 3)∂ + (4y + 5)∂2 (C.1)
(b) Y = H1(X) +H2(X) +H3(X) :
y + (−4y − 9)∂ + (−92y − 43)∂2 + (−27y2 + 82y + 119)∂3 + (27y2 + 392y + 49)∂4
+ (378y2 + 196y − 686)∂5
(c) Y = H2(X) +H3(X) :
134y + (−81y2 − 172y − 424)∂ + (243y2 + 6276y + 1056)∂2
+ (9504y2 + 1292y − 40296)∂3 + (2187y3 + 2214y2 − 12364y − 13912)∂4
y + (−4y − 8)∂ + (−98y − 26)∂2 + (−27y2 + 118y + 324)∂3 + (27y2 + 536y − 188)∂4
+ (540y2 − 80y − 2960)∂5
(d) Y = H1(X) +H2(X) +H3(X) +H4(X) :
8y + (−633y − 264)∂ + (−256y2 + 17392y + 16033)∂2 + (16928y2 − 49627y − 233513)∂3
+ (2048y3 − 215304y2 − 707732y + 1361327)∂4
+ (−45312y3 + 156709y2 − 408426y − 1868559)∂5
+ (220928y3 + 8481141y2 + 37742788y − 15880534)∂6
+ (2062080y3 − 2592195y2 − 95069510y − 125583700)∂7
+ (−12613120y3 − 99870290y2 − 29364920y + 678349360)∂8
(e) Y = H1(X) +H4(X) :
y + (−10y − 25)∂ + (−32y2 − 600y + 186)∂2 + (192y2 + 17706y + 12888)∂3
+ (256y3 + 45312y2 + 346032y − 486783)∂4
+ (7680y3 − 362304y2 − 2741472y + 1001322)∂5
+ (−129024y3 + 145152y2 + 8273664y + 11580408)∂6
+ (870912y3 + 7838208y2 − 2939328y − 88087986)∂7
(f) Y = H2(X) +H4(X) :
y + (−42y − 26)∂ + (−16y2 + 124y + 316)∂2 + (160y2 + 360y − 1360)∂3
(g) Y = H3(X) +H4(X) :
8y + (−649y − 240)∂ + (−256y2 + 18670y + 17646)∂2 + (17440y2 − 66183y − 441024)∂3
+ (2048y3 − 258888y2 − 759228y + 4060134)∂4
+ (−49408y3 + 1032645y2 + 6790131y − 12082662)∂5
+ (460032y3 + 6676839y2 + 13811904y − 80220780)∂6
+ (576000y3 − 473202y2 − 43174782y − 90319212)∂7
+ (−4243968y3 − 43417782y2 − 1790424y + 658876032)∂8
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Remark C.1. Stein’s method is rather sensitive to small perturbations in the target.
Even a modest change in the target random variable Y can drastically change the original
polynomial Stein operators in terms of the order (the length of null control sequence) as
well as the maximum degree of the polynomial coefficients. For example, consider the target
Y = −6H2(X) +H4(X) = X4 − 3 that is obtained from the target random variable in item
(f) via a multiplication by −6 of its first summand. For Y our code returns the following
algebraic polynomial Stein operator of order two
y + (−32y − 96)∂ + (−16y2 − 96y − 144)∂2.
A similar example of this type is the target Y = H3(X) + 3H1(X) = X
3 with algebraic
polynomial Stein operator (compare with (B.1) and (B.2))
y − 15∂ − 81y∂2 − 27y2∂3.
In contrast, consider the target variable Y = H4(X) +H1(X) in item (e) that is perturbed
by a copy of the underlying standard Gaussian random variable X. One can observe a
drastic change in the complexity of the original algebraic polynomial Stein operator (B.3)
not only in the order but also in the maximum degree of the polynomial coefficients.
D Auxiliary lemmas
Lemma D.1. Let X ∼ N(0, 1). Then, APSO(X) = PSO(X).
Proof. Obvious.
Lemma D.2. Let X ∼ N(0, 1). Let p0, p, q ∈ K[x] be polynomials in x and let r(x) = p(x)q(x) .
Assume further that
IE
[
p0(X)f(X) + r(X)f
′(X)
]
= 0 (D.1)
for all absolutely continuous functions f : R→ R such that IE|r(X)f ′(X)|< +∞. Then
r ∈ K[x] is necessarily a polynomial in the variable x.
Proof. First, we note that relation (D.1) gives that IE[p0(X)] = 0. Next, using Gaussian
integration by parts we obtain that IE [(ΓX(p0(X)) + r(X)) f
′(X)] = 0 for all functions
f with the properties as mentioned in the statement of the lemma. This implies that
IE [ΓX(p0(X)) + r(X) |X] = ΓX(p0(X))+r(X) = 0 almost surely. We conclude by noticing
that Γx(p0(x)) ∈ K[x] is a polynomial in the variable x.
Lemma D.3. Let X ∼ N(0, 1), and Y = h(X) so that h ∈ K[X] with deg h ≥ 2 and
IE[h(X)] = 0. Assume that S = ∑Tt=0 pt∂t ∈ PSO(Y ) is a polynomial Stein operator for
the target random variable Y . Identify the dependent variable y = h(x). Then necessarily,
pT (y) ∈ K[y] ∩ 〈h′(x)〉.
Proof. Using repeatedly the integration by parts formula as in the proof of Proposition
3.1, and taking into account that IP (h′(X) = 0) = 0, we obtain that
0 = IE
[
(gT (X) + pT (Y ))∂
T
Y (f(Y ))
]
= IE
[
(ΓY (gT−1(X) + pT−1(Y )) + pT (Y )) ∂TY (f(Y ))
]
= IE
[(
ΓX(gT−1(X) + pT−1(Y )) +
pT (Y )
h′(X)
)
h′(X)∂TY (f(Y ))
]
= IE
[(
ΓX(gT−1(X) + pT−1(Y )) +
pT (Y )
h′(X)
)
∂X
(
∂T−1Y f(Y )
) ]
.
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Next, note that IE [gT−1(X) + pT−1(h(X))] = 0. Hence, using once more the integration
by parts formula, we obtain that
IE
[
ΓX(gT−1(X)+pT−1(Y ))∂X
(
∂T−1Y f(Y )
) ]
= IE
[(
gT−1(X)+pT−1(h(X))
)
∂T−1Y (f(Y ))
]
.
Therefore,
IE
[(
gT−1(X) + pT−1(h(X))
)
∂T−1Y (f(Y )) +
pT (h(X))
h′(X)
∂X
(
∂T−1Y f(Y )
) ]
= 0. (D.2)
Finally, note that gT−1(X) + pT−1(h(X)) ∈ K[X], and apply Lemma D.2 to conclude.
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