This study aims to facilitate damage detection in concrete bridge girders without the need for visual inspection while minimizing field measurements. Beams with different material parameters and cracking patterns are modeled using mechanics-based ABAQUS finite element analysis software program in order to obtain stiffness values at specified nodes. The resulting database is then used to train an Artificial Neural Network (ANN) model to inversely predict the most probable cracking pattern. The aim is to use ANN approach to solve an inverse problem where a unique analytical solution is not attainable. Accordingly, simple span beams with 3, 5, 7 and 9 stiffness nodes and a single crack were modeled in this work. To confirm that the ANN approach can characterize the logic within the databases, networks with geometric material and cracking parameters as inputs and stiffness values as outputs were created. These networks provided excellent prediction accuracy measures (R 2 values > 99%). For the inverse problem, the noted trend shows that better prediction accuracy measures are achieved when more stiffness nodes are utilized in the ANN modeling process. It was observed that decreasing the number of required outputs immensely improves the quality of predictions provided by the ANN.
Introduction
Damage detection and structural health monitoring is a topic that has been receiving an increased attention from researchers around the world. A structure can accumulate damage during its service life, which in turn can impair the structure's safety. Damage detection techniques can be divided into local and global methods. Local methods require local measurements and provide information about a small region of the structure, while global methods use dispersed sensors to report the condition of the structure.
A promising approach to damage detection utilizes Artificial Neural Networks (ANNs) in solving this inverse problem. Masri et al. [1] proposed a method that relies on using vibration measurements from a healthy system to train the neural network for identification purposes. This network is then fed comparable vibration measurements from the same structure under different episodes of response in order to monitor the health of the structure. The network then delivers an indicator of damage in the structure.
Liu et al. [2] utilized back-propagation neural networks and computational mechanics to simulate the A-scan ultrasonic nondestructive testing. Neural networks were trained with the characteristic parameters extracted from surface responses. These networks were then used to classify and identify the type, location and length of the crack.
Xu and Humar [3] proposed a two-step algorithm that uses the modal energy-based damage index to determine the location of damage and an ANN to determine the extent or magnitude of the damage. This method depends on the fact that any damage in an element results in the reduction of its stiffness and affects the measured vibration modes. The location is first determined from the plots of damage indices for the elements in the model, then the damage extent is predicted with an ANN trained on simulated damage in elements and their corresponding damage indices.
In this study, a damage database for concrete beams with different parameters was generated using finite element modeling software ABAQUS. This paper investigates the viability of training a static Artificial Neural Network (ANN) with back-propagation learning algorithm on the generated databases to inversely predict a crack's depth, width and location in a simply supported concrete beam given the beam's geometric and material parameters.
Finite Element Modeling of a Concrete Beam with a Single Crack
For this study, a crack is modeled by a change in the cross-section of the simply supported beam as shown in Figure 1 . The finite element mesh developed for this model is shown in Figure 2 . A 2-node cubic beam in a plane element (B23) was chosen to model the beam segments in ABAQUS FEA. Additionally, a specified number of stiffness nodes was added to the model as shown in Figure 3 . A defined load was applied to each stiffness node and the resulting displacement was obtained, then the stiffness at that node could be calculated. This was done for both the healthy and the damaged beams to determine the ratio of stiffness reduction at each node. 
Damage Database Generation
Concrete beams with different parameters were modeled in order to generate the damage database. These parameters included geometric parameters such as the width (b) of the cross-section, the depth (d) of the cross-section and the span length of the beam (L), a material parameter represented by the concrete compressive strength (f' c ), and crack parameters including the depth (d cr ), width (w cr ) and location (b cr ) of the crack. Most parameters were normalized so that the database could be generalized to beams within the range of the modeled data. A list of the parameters and the associated values used to generate the desired database is given in Table 1 . Table 1 shows that cracks were modeled in the first half of the beam's span only. Utilizing the symmetry of the beam, this was done to increase the accuracy of the ANN predictions as well as to reduce the computational time. As previously mentioned, a specific number of stiffness nodes was included in the finite element models. For this study, databases for 3, 5, 7 and 9 stiffness nodes were generated. ABAQUS was used to run the created input files and a Python script was written to extract the output deflections, determine the corresponding stiffness values at stiffness nodes, normalize them with the healthy beam stiffness values and store them in the stiffness database. The normalized stiffness values, or stiffness ratios (kn%), were calculated as the ratio of the stiffness at a node to the healthy stiffness at that node. These ratios serve as an indicator of the extent and location of damage in the beam.
ANN Development
First, an ANN with the beams' geometric, material and crack parameters (b/h, L/h, f' c , d cr , w cr and b cr ) as inputs and stiffness ratios (kn%) as outputs was created to validate the databases previously generated. This is a forward problem that is expected to yield a unique solution for each database. Obtaining good results from this type of networks should verify the datasets and show that the ANN nicely understands the logic behind them. The second type ANN, in which the stiffness ratios (kn%) and the beam parameters (b/h, L/h and f' c ) are the inputs and the crack parameters (d cr , w cr and b cr ) are the outputs, is the main objective of this study. This ANN solves an inverse problem for which no unique solution exists. Its accuracy is expected to improve with the increase in the number of stiffness nodes. Each database contained 2187 datasets that correspond to the generated ABAQUS models. The datasets included 27 healthy beams, in addition to the damaged beams obtained by varying the previously mentioned parameters. Following the ANN modeling procedure discussed in the work reported by Najjar and his Coworkers [4; 5] , several ANN models were included in the evaluation. These ANNs were trained and tested on 1093 and 550 datasets, respectively, to obtain the optimal number of hidden nodes and iterations. The best 3 models were then chosen based on statistical measures such as the Averaged-Squared-Error (ASE), coefficient of determination (R 2 ), and Mean Absolute Relative Error (MARE), and validation was performed on the remaining 544 datasets. Finally, after deciding on the best model, it is then retrained at this optimal structure on all the available 2187 datasets to improve the prediction accuracy [5] .
Results and Discussion
As previously mentioned, an ANN that predicts the stiffness values given the beam and crack parameters was created to confirm the accuracy of the generated databases and the ANNs adaptability to the datasets. For the 3 stiffness nodes database, a network with 6 inputs (b/h, L/h, f' c , d cr /h, w cr and b cr /L), 3 outputs (k1%, k2% and k3%) and 19 hidden nodes (Model 6-19-3) provided the following statistics: ASE = 0.000021, R 2 = 0.99423 and MARE = 0.139%. For the 5 stiffness nodes database, a network with the same 6 inputs, 5 outputs (k1%, k2%, k3%, k4% and k5%) and 19 hidden nodes (Model 6-19-5) provided: ASE = 0.00005, R 2 = 0.99241 and MARE = 0.142%. Both networks provided the best statistics at 20000 iterations. The very low errors and high coefficient of determination obtained indicate that the databases are accurate and that this type of ANNs is capable of understanding the logic within them.
As for the inverse problem of determining the cracking parameters from the stiffness ratios and beam parameters, several networks were created for each database. Following the ANN modeling methodology discussed in the work reported by Najjar and his Co-workers [4; 5] , Table 2 shows the best models obtained for each database and their statistics. Additionally, Figure 4 (a) and (b) shows how ASE and R 2 , respectively, vary with the increase in the number of stiffness nodes. As expected, the noted trend indicates an increase in accuracy in the ANN's predictions as the number of stiffness nodes increases. Currently, even at 9 stiffness nodes, the error is still too high. This is due to the fact that the inverse problem being tackled does not have a unique solution. The complexity of this problem prevents the ANN from accurately predicting the 3 requested outputs, which are d cr /h, w cr and b cr /L. In order to improve the accuracy of the ANN, more stiffness nodes are required. Also, it is expected that the predictions could be improved if some crack parameters are provided to the ANN as an input. To illustrate that, additional ANNs that predict two and a single crack parameter were developed. Table 3 shows the ANNs created, the outputs predicted in each, and the statistics for the best models obtained. Table 3 shows improvements in predictions for all cases except ANN4, where the required outputs are the crack depth (d cr ) and width (w cr ). This indicates that the network is facing difficulties in predicting these two parameters at the same time. This could be attributed to the networks' inability to satisfy the connections of both outputs at the same time. Accordingly, when the network is trying to optimize the connections for one of these two outputs; the other output's connections suffer, and so on. This results in larger errors as shown in Table 3 . This also could explain the low accuracy of the 3 outputs network (ANN1), as it has to predict the crack depth (d cr ) and width (w cr ) together, in addition to the crack location (b cr ). The better accuracy of ANN1 when compared to ANN4 could be attributed to the addition of the crack location (b cr ) as an output parameter. The extra output parameter could be assisting in neutralizing the negative effect between the other two outputs. Due to space limitation, only the graphical comparison between predicted and actual values for ANN6 is presented in this paper as shown in Figure 5 . The high degree of prediction accuracy is very evident in this network. 
Concluding remarks
In this study, damage databases for beams with different parameters were generated using finite element modeling software ABAQUS for a different number of stiffness nodes. Each database was used to train a static Artificial Neural Network (ANN) with back-propagation learning algorithm to predict a crack's depth, width and location in a simply supported concrete beam with a single flexural crack given the beam's geometric and material parameters. It was observed that the accuracy of the ANN's predictions improved as the number of stiffness nodes increased. However, even at 9 stiffness nodes, the error in the ANN's predictions was still high when all 3 crack parameters are used as outputs. Generally, decreasing the number of outputs greatly improved the accuracy of the ANNs developed. This can be clearly noticed when comparing the improvement in the accuracy measures from ANN1, ANN3 and ANN5 as well as ANN1, ANN2 and ANN6. Further investigation is required to determine the viability of using ANN approach to obtain the, analytically unattainable, solution of this inverse problem.
