Abstract. Studies on social networks have proved that endogenous and exogenous factors influence dynamics. Two streams of modeling exist on explaining the dynamics of social networks: 1) models predicting links through network properties, and 2) models considering the effects of social attributes. In this interdisciplinary study we work to overcome a number of computational limitations within these current models. We employ a mean-field model which allows for the construction of a population-specific model informed from empirical research for predicting links from both network and social properties in large social networks.. The model is tested on a population of conference coauthorship behavior, considering a number of parameters from available Web data. We address how large social networks can be modeled preserving both network and social parameters. We prove that the mean-field model, using a data-aware approach, allows us to overcome computational burdens and thus scalability issues in modeling large social networks in terms of both network and social parameters. Additionally, we confirm that large social networks evolve through both network and social-selection decisions; asserting that the dynamics of networks cannot singly be studied from a single perspective but must consider effects of social parameters.
Introduction
Dynamics of social networks are receiving increasing attention in multiple research domains [1] [2] [3] . Theoretical developments posit that dynamics are influenced by network [4] and social processes [2] ; with recent theory suggesting that the two co-evolve [1] . Methods to explore dynamics of networks traditionally implement evolving graph models, using inferential statistics to assert the likelihoods of the creation, maintenance or dissolution of edges. Two distinct classes of modeling exist: 1) exclusively modeling the effect of network structures on dynamics [5, 6] , and 2) modeling effects of social parameters and network effects for small networks (∼ 1000 nodes) [2] . Both types of models prove that network processes affect the dynamics of networks. Network models have been able to accurately predict a small percentage of edges, suggesting that dynamics may also be fed by other processes. Social-parameter models have proved social attributes, in combination with network structures, play a role in network dynamics.
Despite this growing knowledge from both model classes, these models have limitations. The main limitation relates to using an evolving graph model which calculates statistical probabilities of individual nodes. This approach generally leads to a superlinear growth in computational load as the network size increases, partly caused by the quadratic growth in the number of links that need to be considered. Both models attempt to overcome this through different means. One is limited to either testing the effect of a few parameters on a large network, or a number of parameters on small networks. Consequently, neither provide a terrain to empirically confirm the effect of both network and social parameters in large social networks.
In order to better understand the dynamics of large social networks, a different computational approach must be taken to overcome the issue of scalability in present models. In this paper we review the two existing model classes used to investigate dynamic social networks, and present a model for overcoming a number of acknowledged limitations. Using a mean-field model approach we are able to overcome scalability issues in previous models through aggregation of individual nodes. Parameters are developed using a data-aware approach which combines empirical research from Social Science and standard inferential statistics to develop a population-specific model for exploring the dynamics of collaboration in science.
We consider the question whether mean-field modelling allows us to describe the behavior of a social system, considering a number of network and social parameters. In this first application of the mean-field model to large social networks, we aim to explain the effect of a set of parameters governing networking patterns of collaboration in Dutch Computer Science (CS). Four parameters are considered in this research: institutional affiliation, scientific age, cosmopolitanism of knowledge production, and visibility of the scientists. We prove that mean-field models expand the empirical testing ground of dynamic network models through increased scalability. This allows us to better understand dynamics of large social networks, covering space that has not been investigated in the past using a mean-field approach.
The paper is set up as follows. In Section 2 we review the state of social network models, specifically highlighting the limitations of present models. In Section 3 we explain the mean-field model, discussing in detail the computational advantages of the model as well as the steps taken to implement a data-aware approach for improved specifications. In Section 4, we test the model on the coauthorship networks of papers from the conference proceedings for Dutch computer scientists, collected from the DBLP data set for 2006 -2010. Finally, we conclude with the results and implications for scalable, data-aware modeling solutions for explaining dynamics of social networks.
Network Models
The evolution of a network is driven by the addition, maintenance, and dissolution of interactions (edges) between nodes over time. Evolving graph models are the most commonly implemented models to explain the dynamics of networks [7] [8] [9] . These models assume that nodes are added one-by-one to the network, in discrete time. They infer the probability of a link emerging given a node-transition rate using a Markovian model of simulation. Within this model type two distinct approaches exist investigating social network dynamics: 1) global network-structure link-prediction models, and 2) socialparameter models integrating social factors into link prediction.
Models with pure network-structure prediction assumptions derive from the vast research on global network structures. Studies on network properties confirm that many real-world networks display small-world properties in which high node clustering is combined with short average internode distances [7, 10] . Networks have also been found to behave according to a power-law scale-free phenomenon where a relatively small number of nodes have numerous connections [3, 11, 12] . Additionally, networks have properties of clustering hierarchies [3] , and tendencies of transitivity or "triangles of interaction" describing the manner in which ties between node A and B, and between node B and C facilitate a likely tie between A and C.
From this knowledge on network properties a second generation of studies emerged addressing how a social network can be modeled using properties intrinsic to the network. These global network-structure link-prediction models provide insight into not yet identified or observed linkages [13] , as well as to infer not directly observed likely links [14] [15] [16] . Within these studies two approaches are taken to predict links: (1) computing node-level measures from greater network structures and, (2) meta-level analyses. In this study we consider only node-level measures (which are comparable to the gap we aim to fill in this research), while still maintaining the network structure.
Several approaches for predicting social network linkages have been proposed, for a complete list see [5] . Despite the extensive research of different measures used to model the network dynamics, all of these models suffer from low fitness, with random link prediction performing just as well as Katz's model of path collection-predicting links by the sum of collected path lengths per individual [17] . This has led informaticians to explore the effects of additional parameters in understanding network dynamics. A second model type works to address the effect(s) of social parameters on the dynamics of social networks. The justification for these models arose from research on social networks which proved that social selection plays a key role in relation formation [18] [19] [20] . Models of this type allow us to question how a social network can be modeled using both network and social properties of nodes. These models also infer edges through evolving graph models but consider state spaces with both network and social parameters. Two model types are commonly used to investigate the inference of these dual parameters: stochastic actor models (SIENA) [2] and exponential random graph models (ERGM) [21] .
The key distinction in these models, from the network-only models, is the combination of link prediction based on both local effects, as well as on "social circuits" that capture the influence of more distant ties on behavior [22] . This leads to an exponential growth of the state space due to the consideration of more parameters, requiring extensive computing power in prediction. Given the computational complexity of calculating this for every node these models are not easy to develop in a way that convergence emerges in large networks [22] . Consequently, these classes often limit the size of networks through a theoretical boundary of inferring statistics for a bounded network. This reduces the burden of having to perform computations on potentially very large graphs, but also effectively limits application to small networks (∼ 1000 nodes).
In summary, these two model classes provide a testing ground to explore dynamics, but are both not without limitations. Both network and social parameters have scalability problems. As we discuss next, in order to empirically explore the effect of both network and social parameters on large social network dynamics a scalable solution is required.
Modeling Framework
We propose a mean-field approach for studying social networks; (equally behaving) individual nodes are grouped according to their states. This approach is used for an optimized analysis of large-scale systems, allowing for a prediction of the average behavior of the system. The mean-field theory has been applied previously, e.g., to large-scale gossip systems in [23] [24] [25] . Concisely, the state of the system is represented by a distribution, or a vector of fractions of nodes δ s (t) in each state s at time unit t. The evolution of the stochastic system is governed by a so-called master equation of the form:
is the matrix, each entry of which is a transition probability from a state s at time t to state s at time t + 1. Thus, we are effectively reducing the global state space, thereby increasing the computational efficiency of the model, and in turn, allowing us to consider more parameters as well as more nodes. Moreover, we use the notion of classes, introduced in [24] , to distinguish between equally behaving nodes affiliated to different categories. To this end, the mean-field model predicts average behavior of sets of nodes of each class given a number of social and network parameters. We highlight the modelling steps:
Forming a model In order to model the network, first we need to define the system in the form of its parameters. This will form a state of the system. Given the type of network under study, the effects of system parameters are considered using either manual classification or statistical classification (e.g., [26] ) to identify the set of significant parameters to form states and classes. For example, some parameter u can be a theoretically informed organizational constraint (e.g. an organization, a background, etc).
Applying abstraction refinement The theory underlying the mean-field model requires also the population of each state to be large enough to be approximated by the law of large numbers. The size of the population in a sampled data set may force one to consider further abstraction for the ranges of the parameters, thereby reducing the size of the system state space. For instance, if chosen parameters for the system are the number of papers per author p ∈ N and the number of an author's coauthors c ∈ N, the number of possible states of the system will simply be a product N × N. Some parameters can be restricted in their value ranges without loss of the accuracy of the model itself.
Computing the model input To execute the model, input data is needed on the initial state of the system, as well as on distributions for networking behavior, which will be used for the matrix M δ(t) . The input distributions for the mean-field model include three categories: (1) communication, (2) idle, and (3) collision. Communication describes the interaction between nodes, and idle is a state of no interaction. Collision is the disappearance or decay of an interaction. The distributions of interaction (links, from a graph-theoretical perspective) are estimated for each class, which determines the nonuniform behavior by different classes for the model. We compute these distributions statistically from the sampled data set.
Estimation of distributions The aforementioned transition probability distributions are determined using a discrete-time model to identify the optimal time slicing for the studied data set. Such a time slice corresponds to one time unit in the model. The distribution for probability of transition from one class to another one is also used in the master equation (1) (for a more detailed equation, cf. [24, Fig. 10 ]. The method used for estimation of the probability distributions is a Hidden Markov Model (HMM) [27] .
Applying automated mean-field framework Armed with the knowledge regarding states, classes and transition rates, obtained from the previous steps, we apply an automated mean-field framework to infer average behavior of the system. We repeat the earlier steps until all parameters are included for a time period covered by the data set. We use the resulting mean-field model to make average link predictions on the system given the parameters under consideration. The model provides a number of advantages over models discussed in Section 2, such as greater flexibility in modeling behavior of nodes through a number of processes. The use of HMMs provides an additional round of probability in node interactions, to compensate for the aggregation. Moreover, such a model allows us to consider both social parameters as well as network structures. Unlike simulation or deployed models, the model is flexible given a theoretical knowledge of the interactions under study. In analyzing the system under question we set the formal specifications which provide detailed processes of specification.
Considerations for extensions of social networks
The challenge in applying the meanfield model to social networks is to derive accurate predictions of the local behavior of the nodes within defined classes. Particularly, for social networks, model abstractions need to be done using a data-aware approach. A data-aware approach implies that both classes and parameters are informed through an intense, robust knowledge of the system under study, as well as the content of edges in the network data. It is a requirement that this is approachable through a theoretically or empirically grounded conceptual scheme on both the system under study and the mechanisms that inform the parameters considered in simulation models. Consequently, not all social networks and or systems can be analyzed using such an approach.
Additionally, we argue for an interdisciplinary approach in development of the model as data needs to be intensely explored to inform parameters by both a data engineer and validated by social scientists or informed experts of the system under study. This implies, unlike other models, that the data-aware approach is essential to determining accurate results, which can be compared in model-fit tests. This results in a model that specifically fits the needs of the system under study, and which can be adapted per population given the basic set of rules for abstraction we describe. In the next section we lay out the general steps for the application of a mean-field model.
Application
As discussed in the previous section a set of requirements are necessary for implementing a mean-field model to investigate the effect of social and network factors on network dynamics: network data, parameter data, and knowledge from empirical studies of the system under study. We explain the case studied here and detail the abstraction steps undertaken to model the effect of network and social parameters on network dynamics.
Network data
A majority of computational analyses of large social networks implement coauthor or similar co-occurrence networks to examine network dynamics [3] . Coauthorship networks, via publication data, provide a representation of a specific social interaction-successful collaboration, in producing an output-dissemination of knowledge through publication. Moreover, publication data is readily accessible on the Web providing large, reliable, and scalable data sets to model network dynamics.
In addition to the use of coauthorship data to study network dynamics, empirical studies on coauthorship provide a framework to develop measures to consider in the model testing. In science studies, coauthorship is a standard measure for collaboration in science. Collaboration is increasingly common in science; from the near disappearance of single-authored papers to the growth in prevalence of an increasing numbers of coauthors on academic publications [28] . A decade of studies on collaboration in science have proved the effect of different social variables on collaborative behavior of scientists [29, 30] . Recent studies have found that task types and a number of external factors influence collaborative behavior of scientific processes [31] . Both institutional and short geographical distances play a key role in the collaborative behavior of scientists [32, 33] . Given these studies we have a basis at which to both test informed parameters and link findings to knowledge on collaborative tendencies of scientists.
In this paper we explore a system of collaborative behavior of scientists in testing the mean-field model for large social networks. We select one nation and discipline -Dutch computer scientists, to investigate dynamics as to limit known exogenous effects of different knowledge production practices between disciplines and nations. Effectively, we comment only on the average behavior of the system of Dutch CS. The field of CS was chosen for three reasons: the traditions of the field with a diversity of subfields within the discipline; the known tendency for collaboration through coauthorship; the validity and reliability of online sources documenting publications. The Dutch context provides a diversity of cases at which to examine different institutional processes.
A source list of 434 tenured Dutch computer scientists in 2010 was acquired from the Nederlands Onderzoekdatabank, an official body that keeps records on research in the Netherlands. To identify a valid and reliable set of coauthorship data for the Dutch computer scientists a snapshot of DBLP DataBase was queried. (DBLP is one of the most comprehensive bibliographic indices for the field of CS.) Within this set the list of Dutch computer scientists was queried for all publications of scientists from 2006 -2010 (the year of our list of tenured scientists). This list was manually cleaned to disambiguate names. From this list the name of the publication was queried to identify the unique author IDs of each author per publication. These unique author IDs were queried to pull full publication lists of each author (Dutch scientists and their coauthors).
Conference proceedings were selected for the case study as conferences in CS require at least one author to physically present work at a conference to be published. Conferences provide a good fit for the assumption of interaction in previous computer models as a potential meeting points for coauthors. Additionally, it provides a number of clear timestamps discerning possible transition periods, with most conferences occuring annualy, with regular cycles. Conference proceedings are denoted in this data set by the BibTeX entry @inproceedings, allowing us to further query for proceedings-only publications. This resulted in 3639 scientists, and 2757 conference-proceeding publications. Nodes represent individual scientists and links represent shared coauthorship of proceedings. From this data set of individual authors we also collect data on the social parameters.
Parameters
In this study we aim to include parameters that are informed from previous empirical studies in the field of science studies. Four parameters are considered in the model: scientific age, cosmopolitanism of knowledge production, visibility, and institutional affiliation. For the collection of social parameter data in this study the Web is used, providing a reliable method for collecting meta-data on scientists within publication records [34] . The use of Web data as the source of meta data is integral in this first model development as it reduces the burden of data collection of social variables (compared to traditional social science data of surveys or interviews). This allows us to quickly test the effect of social parameters on behavior with a considerable amount of reliability from merging meta-data from additional online databases.
The parameters -scientific age, cosmopolitanism of knowledge production, and visibility are calculated from within the DBLP data set. Scientific age was selected because tenure and rank are both said to play a role in collaborative behavior of scientists, with scientists of a higher tenure more likely to collaborate than mid-range, tenureseeking colleagues [35] . We first noted publication per author in the DBLP data set for which we compute per year per author as his or her scientific age. A second parameter, cosmopolitanism, relates to the socio-technical acquired capabilities of scientists suggesting that access to potential coauthors in a field plays a key role in collaboration [29] . This parameter was measured through previous coauthorship experience. The number of coauthors per year per author is computed from the DBLP. The third parameter aims to comment on the visibility of the scientist. The visibility of the scientist is the likely popularity through publication magnitude. These three parameters allow us to consider a number of possible social factors that are not network effects but rather social attributes on the scientists' networking behavior.
One additional parameter was collected for consideration in the model -the institution. Previous studies proved that the institution is statistically significant with respect to how scientists collaborate [31] [32] [33] . The institution is identified through a query of two databases. These data are considered static in this model, unlike the previously mentioned data, as we assume minimal change of institution in the five-year period under study. The automatic collection of historical data on institutional affiliation is not currently stored in one database, to our knowledge, thus we assume a five-year period as a valid period of time to accurately measure inference. A query using Microsoft Academic Search -a database which includes the DBLP data set is used to identify institutions. To locate additional missing data another database, ArnetMiner.org was used. The remaining unidentified institutions were queried manually giving us a total of 1358 identified institutions. In order to disambiguate institutional names, to have a reliable and valid set of data, this list was queried in geocoding Web service Yahoo! PlaceFinder [36] . This query provides a proximity measure for each institution and a uniform institutional affiliation based on common GPS coordinates.
These four parameters provide a setting to explore the application of the mean-field model in large social networks. The occupancy measure at time δ(t) in our model is the fraction of people in state (p, c, h, u) , where p is a number of publications, c is a number of coauthors, h is scientific age, and u is affiliation. We test the following social science hypothesis: institutions effect the patterns of collaborative behavior (by behavior we mean average number of coauthors, and average number of papers). In addition to these social parameters we also include the network parameter of transitivity. As discussed in section 1, social networks have tendencies of transitivity [3, 7] . We consider the social parameters in predicting the triadic interactions between nodes.
Classes abstraction
In principle, any of our parameters could be considered a class. When studying a social system, however, we need to consider known social and organizational constraints. In order to define a class we investigate the four possible parameters under consideration in this model. We first consider known effects.
Our system is already bounded by the selection of one national science structure and one scientific discipline. The effect of the institution provides a valid and logical boundary at which to explore aggregation. Additionally, we know that geographical location also plays a key role in collaboration, which we aim to consider in the abstraction. Consequently, we employ institutions as classes in our mean-field model, and as one of the parameters u contributing to a state (p, c, h, u) of a collaboration network. Due to limitation of the data-mining techniques to automatically extract full history of scientific employment, we assume that a scientist has one affiliation during the four year period.
The data set for our model consist of 3639 Dutch authors with 749 different institutions. However, the theory underlying our mean-field model requires that the population of each class should be large enough to be approximated by the law of large numbers. To this end, we applied an abstraction on classes (institutions) based on statistical metrics for the given distribution D of computer scientists among institutions.
Since both our data set and results are focused on the system of Dutch computer scientists, we distinguish (1) institutions in the Netherlands, and (2) institutions in other countries. For each of these categories we estimate a statistical threshold of the significance of the institution. This threshold depends on the dispersion of the distribution D of scientists sampled for each of the categories of institutions. If values are highly dispersed, then we set the threshold to be the average number of affiliated scientists.
To measure the statistical dispersion for the scientists' distribution S, we compute a sample covariance, which is the average distance to the mean value between any two values in the distribution S. To allow for some dispersion, we compare the arithmetic mean for S and its sample covariance: if the sample covariance for a subset S ∈ D is higher than the mean, then the values of the sampled D are highly dispersed.
In addition to estimation of the significance threshold, this simple test is applied in two steps: (1) for the continental abstraction, and (2) the country-wide abstraction.
In case 1, we sample data for all universities per continent (using the UN list of countries per continent and GPS coordinates). In the case of high dispersion in the number of scientists in institutions in one continent, we proceed to test the dispersion of the number of scientists affiliated with institutions in one country. We merge only those institutions that have a number of scientists below the mean of the entire distribution D. The histogram in Fig. 1 shows the number of scientists in each class, before and after the classes abstraction. The number of classes has been reduced from an initial 749 to 157, effectively reducing also the state-space size.
Other parameters abstraction
Scientific age The scientific age h is based on the first publication date of an author according to DBLP. The earliest possible publications in DBLP date back to 1971, which inevitably leads to an increase by a factor 40 of the state-space size of our model. Considering our sampled data set with only 3639 scientists, the distribution of the population in such a state space is very sparse. Thus, we identify five main groups of scientific age, categorizing age into ten-year periods as to generalize about generations of scientists: 70, 80, 90, 2000, 2010. In general, scientific careers require substantial investments to establish tenure. These positional differences, whether it being established tenure, or a starting PhD, all influence the manner in which scientists undertake collaboration [29, 35] . Our abstraction granularity is fine enough to strongly indicate the scientific position of researchers, e.g., senior staff, junior staff.
Visibility The visibility of the scientists is measured by the annual number of conference publications. We choose only conference publications, as a potential interaction point, assuming that scientists encounter future collaborators during conferences. Without loss of generality, we limit the highest number of conference publications per year to 12 assuming it takes on average one month of preparation per publication. Those scientists that publish 12 and more papers per year we distinguish as fast publishers with a parameter value of 12.
Cosmopolitanism The cosmopolitanism of the science is measured by number of coauthors, indicating how well connected a scientist is. We studied the distribution of the number of coauthors on our sampled data set. We observed that there are few publications with a large (more than 12) number of coauthors on a single paper. A high Fig. 1 : The distribution of scientists among institutions before (left) and after (right) the abstaction number of coauthors on a paper generally indicates a participation in a large research project. This results in an unnecessary large state-space size of the model, given the sampled authors in this sample. To tackle this, we distinguish five categories of coauthor count per paper: "non cooperative" (0) for the papers with one author, "regular" (1) for the papers with up to 3 coauthors, "high" (2) with up to 6 coauthors on the paper, "team" (3) with up to 10 coauthors, and a "large project" (4) for papers with more than 10 coauthors. Since we consider the unique coauthors of a scientist as possible network contacts within one year, we take the annual number of coauthors relative to the number of the publications per year per person.
Transitions and Distributions
There are three categories of distributions needed to derive from our data set for our mean-field model: (1) communication κ, (2) idle η, and (3) collision φ. Communication is defined as collaboration via shared coauthorship between two scientists resulting in a conference paper. Both idle and collision states signify the decay of communication; in fact, for our application, these probability distributions are both an identity function. Moreover, in terms of the model, selection of the collaboration partner is governed by the distribution function contact, which specifies the collaboration network topology.
Computing transition probabilities We first measure from the collected data the evolution of collaboration between scientists (nodes) for each year 2006-2010. That is, we compute the state vector δ(t), entries of which are the fractions of nodes in every possible state of the system at time t. This state vector δ(t) is used in the initial configuration for the model: we sum up all fraction of nodes with scientific age h from class u, δ (p,c,h,u) (t) for all possible p and c and set the result as δ (0,0,h,u) (0) at the beginning of each year t. In the model, we split the time frame onto a week τ , for finer granularity, with 52 weeks in each year.
Consider states A = (p a , c a , h a , u a ) and B = (p b , c b , h b , u b ). For each pair of classes u a and u b , we compute the probability contact(u a , u b ) that a node from u a contacts any node in u b in year t as follows. Each paper i with c i -authors by a node from u a and a node from u b gives the probability P i (c i , u a , u b ) = 1 m(ua)·ci that the node from class u a contacts a node from u b . Here, m(u a ) is the number of nodes in class u a . Since we have to take into account that papers jointly written by nodes from u a and u b may have other coauthors, divisor c distributes the share of contribution to each coauthor. Then, contact(u a , u b )(t) is obtained as follows:
, where i(u a ) and i(u b ) means "for each author of paper i from class u a " (u b , respectively).
The computation of the collaboration distribution κ (A,B) (t) is as follows. For each paper penned by authors in states A and B (within a one-year time frame), we observe all possible state transitions (i.e. before and after collaboration). The result is an expression of the form: (A, B), (A 1 , B 1 ) ), . . . (p n , (A, B) , (A n , B n ))} where p i is the probability that the nodes in state A at time t make a transition to state A i at time t+1 (and, those in state B move to state B i , respectively). All these distributions are normalized to a weekly timescale.
Estimating distributions These rates may vary from year to year thereby requiring an average to be determined for every of these distributions to ensure accuracy in the model. To that end, we obtained probabilities, as described earlier, for the years 2006-2008, and use an HMM approach to sample the underlying distribution. We can view "training-period" collaborations as samples drawn from a probability distribution on pairs of nodes. Our goal is to approximate the set of pairs that have positive probability of collaborating. Our mean-field model takes these sampled distributions as its input.
Results
The mean-field model allows us to predict average behavior. The analytical results to the statistical results for the years 2009 and 2010 are compared to the ones produced by the mean-field model. Institutions are labeled and sorted in lexicographical order; this list is enumerated and corresponds to the number on the x-axis (similar to Fig. 1 ). Classes 98-116 correspond to Dutch institutions. As we can see from Fig. 2a the meanfield results for the larger institutions corresponds with the statistics from the data set for 2010. Our data set does not list all papers of the coauthors of coauthors, but we divide by all people in the class; so statistics produced are lower than actual.
Institutional factor
The results produced by the alternative mean-field model with uniform distribution contact for collaborations between different institutions show that the sample distribution is non uniform. This contact distribution produces the equal probability of collaboration between any two scientists in the whole network, irrespective their affiliations, and thus forms a baseline for comparison to see whether affiliations are statistically significant. The comparison in shown in Fig. 2b . As we can see, the uniform contact distribution predicts higher output for foreign institutions but lower for Dutch institutions, since the output is then uniformly "redistributed". Fig. 3a shows the average number of papers for different scientific age. The results from only Dutch institutions were averaged. The mean-model model shows that a principle of preferential attachment [3] is occuring in the network based on age, with higher tenured scientists acquiring more collaborators and papers. The average output per scientific age per institution, was also computed; see results in Table 1 in the appendix, which displayed differing tendencies in collaboration patterns.
Impact of scientific age
Link prediction In accessing the manner in which links are made through transitivity: if class A has a paper in common with B, and class B with C, then A has stronger connectivity with C. Within this system we consider the institution parameter, allowing us to reflect on the initial hypothesis -an institution plays a role in the collaborative patterns of scientists. The connectivity factor based on the distribution contact, which in turn, depends on the probability P i (c i , u a , u b ), the number of coauthors from a certain institution implicitly contributes to strength of the connectivity between institutions. Fig. 3b shows the generalized triad relations of Dutch institutions; considering a scientific age in contact produces results in Table 2 in the appendix.
Discussion and Conclusion
In investigating the system of Dutch computer scientists' collaborative behavior through the mean-field model we observed systematic networking behavior associated with a number of social parameters, which aid in describing the networking dynamics of scientists. The past collaborative partners of one's institution plays a key role in how future collaborations unfold. With every conference proceeding with another institution the chance of collaborating with the institution increases. Age also matters; the age of the scientists plays a role in the visibility of a scientist (number of publications) within the system. The cosmopolitanism of the scientists (number of co-authors) also contributes to the likelihood of future interaction. Consequently the mean-field model allows us to describe the Dutch CS system of conference paper collaboration to be governed by a number of social variables, where ties can be predicted given previous relationships among common institutions, reinforcing clustering tendencies in these networks.
In this first application of the mean-field model in predicting both social and network parameters for large social networks, we also recognize a number of shortcomings. The first is the sensitivity of the data-aware approach and thus the empirically informed aggregations of nodes into clusters from such an approach. Future work should aim to consider additional social parameters, such as performance, gender, discipline, length of time known in understanding the system. To improve the precise description of states the notion of idle and collisions in the model should be improved for social networks. Additionally, we acknowledge that this explorative study of the mean-field model did not address both the potential for shift classes reflecting the fluidity of actual organization constraints in social life, as well as model checking. These limitations are related to the current state of computing techniques, in first data-mining techniques which does not currently allow us to collect such refined information on social beings, and secondly the lack of methods to appropriate accurate model checking.
The incorporation of the modeling knowledge with population specific dynamics we are able to identify the conditions under which links emerge given a set of both network and social parameters through the mean-field model. This allows us to provide informed predictions to comment on the mechanism(s) under which specific patterns of behavior emerge in large social networks. Mean-field models provide a meta-scopic method, which overcomes limitations of the network only and social parameter models. Meta-scopic models of this sort allow us to incorporate both the micro (considered in evolving graph models) and the mega networking processes to infer links through a data-aware approach. Additionally, it provides an empirical terrain at which to explore the effects of both network and social parameters on large social networks. 
