Abstract-A butterfly-based direct combined-field integralequation (CFIE) solver for analyzing scattering from electrically large, perfect electrically conducting objects is presented. The proposed solver leverages the butterfly scheme to compress blocks of the hierarchical LU-factorized discretized CFIE operator and uses randomized butterfly reconstruction schemes to expedite the factorization. The memory requirement and computational cost of the direct butterfly-CFIE solver scale as O(N log 2 N) and O(N 1.5 log N), respectively. These scaling estimates permit significant memory and CPU savings when compared to those realized by low-rank decomposition-based solvers. The efficacy and accuracy of the proposed solver are demonstrated through its application to the analysis of scattering from canonical and realistic objects involving up to 14 million unknowns.
I. INTRODUCTION

E
LECTROMAGNETIC scattering from large-scale perfect electrically conducting (PEC) objects can be analyzed using both iterative and direct surface integral-equation (IE) techniques. Iterative techniques that leverage multilevel fast mutipole methods (FMM) [1] or butterfly methods [2] - [5] (also known as multilevel matrix decomposition algorithms) to rapidly apply discretized IE operators to trial solution vectors require O(K N log β N) (β = 1 or 2) CPU and memory resources; here, N is the dimension of the discretized IE operator and K is the number of iterations required for convergence. The widespread adoption and success of fast iterative methods for solving real-world electromagnetic scattering problems can be attributed wholesale to their low computational costs. Iterative techniques are no panacea; however, they are illsuited for ill-conditioned problems requiring large K (e.g., scatterers supporting high-Q resonances or discretized using multiscale/dense meshes). They also are ineffective when applied to scattering problems involving multiple excitations requiring a restart of the iterative solver for each righthand side (RHS) [e.g., calculation of monostatic radar cross section (RCS)].
Direct methods construct a compressed representation of the inverse of the discretized IE operator and hence do not suffer (to the same degree) from the aforementioned drawbacks. Most direct methods proposed to date replace judiciously constructed blocks of the discretized IE operator and its inverse by low-rank (LR) approximations [6] - [12] . LR compression schemes provably lead to low-complexity direct solvers for electrically small [12] , [13] , elongated [14] , [15] , quasi-planar [16] , and convex [17] structures. However, for electrically large and arbitrarily shaped scatterers, the blocks of the discretized IE operators and its inverse are not LR compressible. As a result, little is known about the computational costs of LR schemes applied in this regime; experimentally their CPU and memory requirements have been found to scale as O(N α log β N) (α = 2.0 ∼ 3.0, β ≥ 1) and O(N α log N) (α = 1.3 ∼ 2.0), respectively. This paper presents a low-complexity butterfly-based, direct combined-field IE (CFIE) solver for analyzing scattering from arbitrarily shaped, electrically large 3-D PEC objects. Butterfly schemes historically were developed to compress off-diagonal blocks of discretized forward IE operators that are not LR compressible. Here, this concept is extended, without formal proof, to inverse IE operators. This work builds on findings reported in [18] and [19] that demonstrate the compressibility of discretized inverse 2-D electric field IE (EFIE) operators. Starting from a butterfly-compressed representation of the forward discretized IE operator, the proposed solver constructs a hierarchical butterfly representation of the operator's LU factors, representing all intermediate partial LU factors in terms of butterflies. The latter is achieved using new randomized schemes to efficiently construct butterfly representations of compositions of already butterfly-compressed blocks. The CPU and memory requirements of the new solver are theoretically estimated and experimentally validated to be O(N 1.5 log N) and O(N log 2 N), respectively. The resulting direct butterfly-CFIE solver is capable of analyzing scattering from electrically large, canonical, and real-life objects involving up to 14 million unknowns on a small CPU cluster.
II. FORMULATION
This section describes the proposed direct solver. Section II-A reviews the CFIE for PEC scatterers and its discretization. Sections II-B and II-C elucidate the butterfly scheme for compressing the discretized forward IE operator and its hierarchical LU factorization. Section II-D elucidates randomized butterfly reconstruction schemes for rapidly achieving the factorization.
A. Combined-Field Integral Equation
Let
denotes an arbitrarily shaped closed PEC surface residing in free space. Time-harmonic electromagnetic fields {E inc (r), H inc (r)} impinge on and induce a surface current J(r) that in turn generates scattered electromagnetic fields. Enforcing electromagnetic boundary conditions on yields the following EFIE and magnetic field IE (MFIE):
Here r ∈ , k, and η denote the wavenumber and wave impedance in free space,n denotes the outward unit normal to , I is the identity dyad, P.V. denotes Cauchy principal value, and g(r, r ) = exp (ik R)/(4π R) with R = |r − r | is the free space Green's function. Both the EFIE and MFIE suffer from internal resonances. The CFIE linearly combines the EFIE and MFIE as CFIE = α · EFIE + (1-α)η · MFIE with 0 ≤ α ≤ 1 and is devoid of internal resonances.
To numerically solve the CFIE, J(r) is discretized using N basis functions as
Here, I n is the expansion coefficient associated with basis function f n (r). For simplicity, we choose the f n (r) to be RaoWilton-Glisson (RWG) functions [20] . Upon Galerkin testing the CFIE, a N × N linear system of equations is obtained
The nth entry of the solution vector I is I n , and the mth entry of the excitation vector V is
The (m, n)th entry of the impedance matrix Z is
Direct solution of matrix equation (4) via Gaussian elimination or LU factorization is prohibitively expensive for large problems as these methods require O(N 3 ) and O(N 2 ) CPU and memory resources, respectively.
B. Butterfly Compression of the Impedance Matrix
The proposed direct solver requires a butterfly-compressed representation of Z. The process for constructing this representation consists of two phases [2] : 1) recursively decomposing into subscatterers and 2) compressing submatrices of Z representing interactions between well-separated subscatterers using butterflies. During Phase 2), each far-field submatrix in Z is butterfly compressed as outlined next [2] , [21] . Consider a m ×n level-l far-field submatrix Z O S with n ≈ m ≈ N/2 l that models interactions between two subscatterers: a source group S and an observation group O. This submatrix is compressed using a L = L h − l level butterfly. Specifically, each subscatterer is recursively subdivided using the above-described binary scheme: at level 0, there are 2 L source subgroups of size n/2 L and one observation group of size m (i.e., the group O itself); at level 1, two level-0 source subgroups are paired into one level-1 source subgroup and the level 0 observation group is split into two level-1 observation subgroups; this procedure is repeated L times.
and observation subgroups 
where P and Q are block diagonal projection matrices
. . , L, consist of blocks of approximate dimensions r × 2r and are block diagonal following a row permutation:
Here, D d is the permutation matrix that renders R d block diagonal. The structure of a third-level butterfly is illustrated in Fig. 2 . In (8), the diagonal blocks P i and
and the diagonal blocks
Here, † denotes the pseudoinverse, upward rounding and modulo operations. 
by performing an RRQR on ZŌ
. Note that the butterfly reduces to an LR product when L = 0. It is easily shown that the butterfly scheme using (10) and (11) for compressing one submatrix Z O S requires only O(n log n) CPU and memory resources [21] .
Once the impedance matrix Z is hierarchically partitioned and butterfly compressed, it is hierarchically block-LU factorized as described in the following.
C. Hierarchical LU Factorization
Consider the following block LU factorization of Z :
In principle, the blocks featured in this factorization can be computed as follows: 1) L 11 The proposed solver executes these procedures recursively until the submatrices in the LU factorized system dimensionwise match those in Z. More precisely, block Z 11 in step 1) and updated block Z 22 in step 4) are decomposed similar to the original Z in (12) if the corresponding blocks in Z are partitioned also. Likewise, the triangular subsystems in 2) and 4) are further decomposed into four triangular subsystems if the corresponding Z 12 and Z 21 are partitioned in Z [23] . In a similar vein, block multiplications in 4) and in decomposition steps 2) and 3) are performed after decomposition of the constituent matrices if the corresponding blocks are partitioned in Z. Likewise, the block summations (subtractions) in 4) and in decomposition steps 2) and 3) are performed after decomposition of the constituent matrices if either block is partitioned in Z. Following these guidelines, the hierarchical LU partitioning of Z matches that of Z (Fig. 1) . Once factorized, the inverse of the impedance matrix can be applied to excitation vectors using partitioned forward/backward substitution [12] , [23] .
The crux of the proposed solver lies in the experimental observation that all blocks in the above process that are not hierarchically partitioned can be butterfly compressed. The solver therefore never classically stores any ("far field") block arising in the partial and final LU factorization of Z. All such blocks are processed and stored directly in butterflycompressed format.
It is easily verified that the above-described process requires three types of "butterfly operations" that are invoked at all levels of the decomposition and consume the vast majority of the computational resources
Here, B 1 , B 2 are butterfly-compressed matrices, A is either a butterfly-compressed or hierarchically partitioned matrix, andL andÛ are hierarchically partitioned lower and upper triangular matrices consisting of butterfly-compressed blocks.
The solver therefore requires a scheme for rapidly constructing butterfly-compressed versions of the matrices B resulting from operations (13)- (15) . In principle, such representations can be obtained using the compression scheme for the submatrices Z O S outlined above, i.e., using (10) and (11) . Unfortunately, this scheme is computationally expensive as individual entries of the B matrices cannot be computed in O(1) operations. That said, all Bs in (13)- (15) can be rapidly applied to vectors as the RHSs in (13)-(15) consist of butterflycompressed factors/blocks (the inverse operatorsL −1 and U −1 are applied to vectors via partitioned forward/backward substitution [12] , [23] ). In what follows, two schemes for rapidly generating butterfly compressed B using information gathered by multiplying B and its transpose with random vectors are proposed.
D. Fast Randomized Scheme for Butterfly Construction
The two proposed randomized schemes can be regarded as generalizations of the randomized LR compression schemes recently introduced in [24] and [25] . The first scheme is iterative in nature and permits rapid construction for butterflies with modest number of levels. The second scheme is noniterative in nature and generally slower than the iterative one, but permits construction of arbitrary-level butterflies with overwhelmingly high probabilities [19] , [26] , [27] .
1) Iterative Randomized Scheme: Consider a L( = 0)-level butterfly with dimensions m × n. The proposed scheme begins by generating a n × n rnd matrix V R with independent and identically distributed (IID.) random entries, composed of n rnd column vectors. Similarly, it generates a n rnd × m matrix V L with n rnd IID. random row vectors. Let U R and U T L denote the multiplication of the RHS and its transpose in (13)- (15) with V R and V T L , respectively
Here, the number of the random column and row vectors is chosen as
with a small positive integer c; r denotes the maximum butterfly rank (times a small oversampling factor) of all butterfly factorizations on the RHSs of (13)- (15) . Furthermore, it is assumed that the projection matrices P and Q of the butterflycompressed B consist of blocks of dimensions (m/2 L ) × r and r × (n/2 L ), respectively, and that the interior matrices
. . L consist of blocks of dimensions r × 2r . The proposed scheme permits rapid construction of P, Q, and R d in (7) using U R , U L , V R , and V L . First, the projection matrices P and Q are computed from U R and U
Here, U R,i /Ū R,i are submatrices of U R /Ū R corresponding to the row/column indices of the block P i , and
are submatrices of U L /Ū L corresponding to the column/row indices of block Q i . Next, the proposed scheme attempts to iteratively construct
To this end, (16) and (17) are rewritten as
Let
. . , L denote the multiplication of the partial factors in (20) and (21) 
Here,
. . , L that consists of r × 2r blocks filled with IID. random values, the scheme updates
. . , L denote the updated interior matrices in the kth iteration. The kth iteration consists of approximately L/2 steps; each step updates interior matrices
For each d = L, . . . , L/2 + 1 in the kth iteration, the updating procedure can be summarized as follows:
by solving linear system (27) . Note that
are block diagonal (after row permutations) [see (9) ] and they can be computed by solving smaller systems [compared to those in (25) and (27) 
Here R
corresponding to the column/row indices of the block R
L−d+1 (k)
. Specifically, the diagonal blocks R
. . , L are updated. Afterwards, the scheme moves to iteration k + 1 until the following stopping criteria is met:
Here, ε is the desired residual error. Finally, the constructed butterfly via the randomized scheme reads
The computational cost of the above-described scheme is dominated by that of updating
. . , L in each iteration via (24)/(26). These operation costs n rnd L × O(n log n) CPU time in one iteration. Therefore, the computational cost c n of the iterative randomized butterfly scheme scales as
Here, the convergence rate k iter = O (1) is not theoretically analyzed, yet we experimentally observed rapid convergence for butterflies arising in the LU factorization of CFIE operators for moderate level counts (say up to five). In the rare case where it fails to converge as may happen when butterfly level L becomes large, the following noniterative randomized scheme is used instead.
2) Noniterative Randomized Scheme:: Consider the abovementioned L( = 0)-level butterfly with dimensions m × n. Just like the iterative randomized scheme, the noniterative randomized scheme first computes the projection matrices P and Q using (19) .
Next, the scheme computes interior matrices 
and a matrix
. . , L is the initial guess. For each r × 2r block R in R d associated with the i th level-d observation subgroup (Fig. 2) , find a n rnd × r submatrix V i of V i and a n rnd × 2r submatrix V o of V o that correspond to the rows and columns of R. The block R can be computed as R = V † i V o . Finally, the scheme computes interior matrices
, the scheme constructs a n ×n rnd structured random matrix V R whose rows are nonzero if they correspond to the i th level-d source subgroup. Next, the scheme computes a matrix
In addition, it computes a matrix
For each 2r × r block R in R d associated with the i th level-d source subgroup (Fig. 2) , find a r × n rnd submatrix V i of V i and a 2r × n rnd submatrix V o of V o corresponding to the columns and rows of R. The block R can be computed as R = V o V † i . The above-described randomized scheme permits reliable construction irrespective of butterfly level L given that r is sufficiently large. The computational cost for the noniterative randomized scheme c n is dominated by that of computing U L = V L B and U R = BV R . Consequently, c n scales as
Here, it is assumed that multiplication of B with one vector requires O(n log n) operations. Note that the scheme requires only O(n) memory for storing U R , U L , V R , and V L .
III. COMPLEXITY ANALYSIS
The above-described direct butterfly-CFIE solver consists of three phases: hierarchical compression of Z (matrixfilling phase), hierarchical LU factorization of Z (factorization phase), and application of Z −1 to excitation vectors (solution phase). In what follows, the CPU and memory requirements of these phases are estimated. 
1) Matrix Filling Phase:
2) Factorization Phase: Throughout the factorization process, the number of butterfly-compressed level-l submatrices and classically stored submatrices roughly equal those in the original impedance matrix Z. Moreover, it is experimentally observed that r , representative of the sizes of the blocks in the butterfly-compressed submatrices of the LU factors, remains approximately constant during the entire factorization process. For these reasons, the memory requirement M LU for the factorization phase scales similar to M Z , i.e., M LU = O (N log 2 N) . The CPU cost of the factorization phase is dominated by that of computing (13)- (15) while recursively carrying out procedures 1)-4) outlined in Section II-C. Specifically, the LU factorization of a level l − 1 (1 ≤ l ≤ L h ) submatrix in the original and updated Z consists of two level-l triangular system solves in steps 2) and 3), and one level-l matrix summation (subtraction) and multiplication operation in 4).
In steps 2) and 3), the level-l off-diagonal matrix (acting as the RHS of the triangular systems) consist of at most O(1) (15) ]. Therefore, the computational cost c tri l for solving one level-l triangular system scales as
Note that c n from (36) has been used in (38) as the cost of noniterative randomized scheme dominates over that of iterative randomized scheme. In 4), the product of two level-l off-diagonal matrices
each of which can be computed via (13) and (14) 
As a result, the CPU cost for the factorization phase is
Here, the factor of two in front of c tri l is due to the need to treat one upper-and one lower-triangular system.
3) Solution Phase: In the solution phase, the computational cost C RHS of applying Z −1 to one RHS excitation vector via partitioned forward/backward substitution is C RHS = O (N log N) . No extra memory is called for.
4) Total CPU and Memory Requirements:
Upon summing up the complexity estimates for the matrix filling, factorization, and solution phases, the total CPU and memory requirements C and M of the proposed solver scale as
IV. NUMERICAL RESULTS
This section presents several canonical and real-life numerical examples to demonstrate the efficiency and capabilities of the proposed direct butterfly-CFIE solver. All simulations are performed on a cluster of eight-core 2.60 GHz Intel Xeon E5-2670 processors with 4-GB memory per core. The parallelization scheme in [28] is adopted to accelerate the solver. The parallelized solver leverages a hybrid message passing interface (MPI) and Open MultiProcessing (OpenMP) parallelization strategy: one MPI process is launched per processor and OpenMP utilizes eight cores on each processor.
A. Sphere
First, the performance of the randomized butterfly construction schemes is investigated. To this end, the butterfly-CFIE solver is applied to a PEC sphere of radius 1-m centered at origin. The sphere is illuminated by a z-polarized and x-propagating plane wave of 3 GHz. The current induced on the sphere is discretized with 565 335 RWG bases. The impedance matrix is hierarchically partitioned with 11 levels upon setting the size of the finest level groups to approximately 276 and χ = 2. During the hierarchical LU factorization process, the desired residual error of the randomized scheme for constructing (13) - (15) is set to ε = 1 × 10 −3 . The typical iteration count k iter and the actual residual error for construction of a level-L butterfly using the iterative scheme are listed in Table I . The iteration converges rapidly and the iteration count k iter is approximately constant. Similarly, the typical residual error for construction of a level-L butterfly using the noniterative scheme is listed in Table II. Next, the memory requirement and the computational complexity of the direct butterfly-CFIE solver are validated. To this end, the frequency of the incident plane wave is changed from 0.3 to 4.8 GHz, and the number of RWG bases is changed from 6036 to 1 411 983. The maximum butterfly ranks among all levels of Z and its LU factors are listed in Table III ; these ranks stay approximately as constant. The memory costs for storing the impedance matrix Z and it factorization are plotted Fig. 3(a) . These costs comply with the theoretical estimates. In addition, the CPU times of the computationally most demanding phase, viz., the factorization phase, are plotted in Fig. 3(b) . Again, they obey the scaling estimates. Finally, the accuracy of the direct butterfly-CFIE solver is validated by comparing bistatic RCS obtained by the solver with the Mie series solutions. In this example, the sphere is illuminated by a z-polarized and x-propagating plane wave of 15 GHz. The current induced on the sphere is discretized with 9 380 229 RWG bases. The impedance matrix is hierarchically partitioned with 14 levels upon setting the size of the finest level groups to approximately 572 and χ = 2. The memory costs for storing the impedance matrix and its LU factorization, and the CPU wall times for the matrix filling, factorization, and solution phases are listed in Table IV. Note that λ denotes the wavelength in Table IV . The solver requires the peak memory of 1.11 TB and total CPU time of 80.4 h using 64 processors. The bistatic RCS in directions along θ = 90°and ϕ = [0, 180]°are computed (Fig. 4) . The results agree well with the Mie series solutions. 
B. Airplane Model
The capability of the direct butterfly-CFIE solver is demonstrated through its application to the scattering analysis involving an airplane model, which fits in a fictitious box of dimensions 7.30 m × 4.20 m × 1.95 m. The airplane is illuminated by a z-polarized and x-propagating plane wave of 10 GHz. The current induced on the airplane is discretized with N = 14 179 392 RWG bases. The impedance matrix is hierarchically partitioned with 15 levels upon setting the size of the finest level groups to approximately 432 and χ = 2. The memory costs for storing the impedance matrix and its LU factorization, and the CPU wall times for the matrix filling, factorization, and solution phases are listed in Table IV . The solver requires the peak memory of 1.36 TB and total CPU time of 98.2 h using 64 processors. The current induced on the airplane is shown in Fig. 5 .
Finally, the airplane model is illuminated by a z-polarized plane wave of 2.5 GHz. The plane wave is illuminating along θ = 90°and ϕ = [0, 180]°, with a total of 10 000 incident angles. The current induced on the airplane is discretized with N = 3 544 848 RWG bases. The impedance matrix is hierarchically partitioned with 13 levels upon setting the size of the finest level groups to approximately 432 and χ = 2. The CPU wall times using 64 processors for the matrix filling, factorization, and solution phases are 14.7 min, 10.2 and 29.5 h. Note that the averaged solving time for each RHS is only approximately 10.6 s. The peak memory cost is 268.3 GB. The monostatic RCS of the airplane is computed using the proposed solver with 10 000 incident angles and an FMM-accelerated iterative CFIE solver with 720 incident angles (Fig. 6) . Results are in good agreement.
V. CONCLUSION
This paper presents a butterfly-based direct CFIE solver for scattering problems involving electrically large PEC objects. The proposed solver hinges on fast randomized butterfly schemes to construct a hierarchical block LU factorization of the impedance matrix. The resulting solver attains O(N log 2 N) memory and at most O(N 1.5 log N) CPU complexities. The solver has been applied to canonical and real-life scattering problems involving millions of unknowns and many excitation vectors.
