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INTEGRAL REPRESENTATIONS AND DECOMPOSITIONS OF
OPERATOR MONOTONE FUNCTIONS ON THE
NONNEGATIVE REALS
PATTRAWUT CHANSANGIAM1∗
Abstract. In this paper, we show that there is a one-to-one correspondence
between operator monotone functions on the nonnegative reals and finite Borel
measures on the unit interval. This correspondence appears as an integral rep-
resentation of special operator monotone functions x 7→ 1 !t x for t ∈ [0, 1] with
respect to a finite Borel measure on [0, 1], here !t denotes the t-weighted har-
monic mean. Hence such functions form building blocks for arbitrary operator
monotone functions on the nonnegative reals. Moreover, we use this integral
representation to decompose operator monotone functions.
1. Introduction
A useful and important class of real-valued functions is the class of operator mono-
tone functions, introduced by Lo¨wner in a seminal paper [11]. These functions
are functions of Hermitian matrices/operators preserving order. More precisely, a
real-valued function f , defined on an interval I, is said to be operator monotone if
for all Hilbert spaces H and for all Hermitian operators A,B on H whose spectra
are contained in I,
A 6 B =⇒ f(A) 6 f(B),
where f(A) is the function calculus of f at A. An operator monotone function
from R+ = [0,∞) to itself is also known as a complete Bernstein function or a
Nevanlinna-Pick function for the half-line. In that paper, he characterized oper-
ator monotonicity in terms of the positivity of matrix of divided differences and
an important class of analytic functions, namely, Pick functions. This concept
is closely related to operator convex/concave functions which was studied after-
wards by Kraus in [9]. A function f : I → R is said to be operator concave if for
all Hilbert spaces H and for all Hermitian operators A,B on H whose spectra
are contained in I,
f(tA+ (1− t)B) > tf(A) + (1− t)f(B), t ∈ [0, 1].
Operator monotone functions and operator convex/concave functions arise natu-
rally in matrix and operator inequalities (e.g. [2], [3], [4], [13]). It is remarkable
that a function defined on R+ is operator monotone if and only if it is oper-
ator concave (see also Hansen-Pedersen characterizations in [6]). One of the
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most beautiful and important results in operator theory is the so-called Lo¨wner-
Heinz inequality (see [7], [11]) which is equivalent to the operator monotonic-
ity/concavity of the function x 7→ xp on R+ when p ∈ [0, 1].
Operator monotone functions on the nonnegative reals have applications in
many areas, including mathematical physics and electrical engineering. They
arise in analysis of electrical networks (see e.g. [1]) and in problems of elemen-
tary particles (see e.g. [12]). They play major roles in the so-called Kubo-Ando
theory of operator connections and operator means (see [10]). This axiomatic the-
ory plays an important role in operator inequalities, operator equations, network
theory and quantum information theory. Indeed, there is a one-to-one correspon-
dence between operator monotone functions on R+ and operator connections.
Moreover, each operator mean corresponds to a unique operator monotone func-
tion on R+ which is normalized in the sense that f(1) = 1. See more information
in [3], [5] and [8].
Every operator monotone function from R+ to R+ admits the following integral
representation:
Proposition 1.1 ([11]). A continuous function f : R+ → R+ is operator mono-
tone if and only if there is a unique finite Borel measure ν on [0,∞] such that
f(x) =
∫
[0,∞]
x(λ + 1)
x+ λ
dν(λ), x ∈ R+. (1.1)
In this paper, we characterize operator monotone functions on R+ in terms of
Borel measures on [0, 1]. The cone of such functions, denoted by OM(R+), is
equipped with the pointwise order. The cone of finite Borel measures on [0, 1] is
also equipped with pointwise order. Denote the t-weighted harmonic mean by !t.
The main result of this paper states that there is a one-to-one correspondence
between OM(R+) and finite Borel measures on [0, 1] via a suitable form of integral
representation:
Theorem 1.2. Given a finite Borel measure µ on [0, 1], the function
f(x) =
∫
[0,1]
1 !t x dµ(t), x > 0 (1.2)
is an operator monotone function from R+ to R+. In fact, every operator mono-
tone function from R+ to R+ arises in this form. Moreover, the map µ 7→ f is
bijective, affine and order-preserving.
Thus the functions x 7→ 1 !t x for t ∈ [0, 1] form building blocks for arbitrary
operator monotone functions on R+. Moreover, a function f ∈ OM(R+) is
normalized if and only if µ is a probability measure. This means that every
normalized operator monotone function on R+ can be viewed as an average of
the special operator monotone functions x 7→ 1 !t x for t ∈ [0, 1]. The integral
representation (1.2) also has advantages in treating decompositions of operator
monotone functions. It turns out that every function f ∈ OM(R+) can be
expressed as
f = fac + fsd + fsc
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where fac, fsd and fsc also belong to the class OM(R+). The “singularly dis-
crete part” fsd is a countable sum of x 7→ 1 !t x for t ∈ [0, 1] with nonnegative
coefficients. The “absolutely continuous part” fac has an integral representation
with respect to Lebesgue measure m on [0, 1]. The “singularly continuous part”
fsc has an integral representation with respect to a continuous measure mutually
singular to m.
In Section 2, we establish suitable integral representations for operator mono-
tone functions on R+. Their decompositions are treated in Section 3.
2. Integral representations of operator monotone functions
In this section, we characterize operator monotone functions from R+ to R+ in
terms of Borel measures on [0, 1]. Indeed, every operator monotone function on
R+ admits a canonical representation as an intergral of special operator monotone
functions x 7→ 1 !t x for t ∈ [0, 1] with respect to a finite Borel measures on [0, 1].
Here is the proof of this fact.
Proof of Theorem 1.2. The function f in (1.2) is well-defined since µ is finite and,
for each x > 0, 1 !t x is bounded by max(1, x) for all t ∈ [0, 1]. To show that f
is operator monotone, consider positive operators A,B on a Hilbert space such
that A 6 B. Since the weighted harmonic mean A !tB = [(1 − t)A
−1 + tB−1]−1
are monotone, we have
f(A) =
∫
[0,1]
I !tAdµ(t) 6
∫
[0,1]
I !tB dµ(t) = f(B).
This show that the map µ 7→ f is well-defined. For injectivity of this map, let µ1
and µ2 be finite Borel measures on [0, 1] such that f1 = f2 where
f1(x) =
∫
[0,1]
1 !t x dµ1(t), f2(x) =
∫
[0,1]
1 !t x dµ2(t), x > 0.
Then, for each x > 0,
fi(x) =
∫
[0,∞]
x(λ+ 1)
x+ λ
dµiΨ(λ) i = 1, 2
where Ψ : [0,∞] → [0, 1], t 7→ t/(t + 1) and the measure µiΨ is defined by
E 7→ µi(Ψ(E)) for each Borel set E. Proposition 1.1 implies that µ1 = µ2.
For surjectivity of this map, consider f ∈ OM(R+). By Proposition 1.1, there
is a finite Borel measure ν on [0,∞] such that (1.1) holds. Define a finite Borel
measure µ on [0, 1] by µ = νΨ−1. A computation shows that
f(x) =
∫
[0,1]
1 !t x dµ(t), x > 0.
Hence the map µ 7→ f is surjective. It is easy to see that this map is affine and
order-preserving. 
The measure µ in the previous theorem is called the associated measure of the
operator monotone function f .
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Remark 2.1. The map f 7→ µ is not order-preserving in general. Consider f(x) =
2x/(1 + x) and g(x) = (1 + x)/2. Then µf = δ1/2 and µg = (δ0 + δ1)/2. We have
f 6 g but µf 
 µg.
Example 2.2. The operator monotone function x 7→ 1 !t x corresponds to the
Dirac measure δt at t ∈ [0, 1]. In particular, the operator monotone functions
x 7→ 1 and x 7→ x correspond to the measures δ0 and δ1, respectively. By affinity
of the map µ 7→ f , the measure
∑n
i=1 ai δti , where ti ∈ [0, 1] and ai > 0, is
associated to the function x 7→
∑n
i=1 ai(1 !ti x).
Example 2.3. Consider the operator monotone function x 7→ log (1 + x). An
elementary calculation shows that
log (1 + x) =
∫ ∞
1
x
x+ λ
dλ.
Hence its associated measure is given by
1
t
χ[1/2,1](t) dt.
Example 2.4. Consider the associated measure of the operator monotone func-
tion xα for 0 < α < 1. A standard result from contour integrations says that
xα =
∫
[0,∞]
xλα−1
x+ λ
·
sinαpi
pi
dλ.
It follows that the associated measure of this function is given by
dµ(t) =
sinαpi
pi
·
1
t1−α(1− t)α
dt.
Example 2.5. Let us compute the associated measure of the operator monotone
function f(x) = (x− 1)/ log x. By Example 2.4 and Fubini’s theorem, we have
f(x) =
∫ 1
0
xλ dλ =
∫ 1
0
∫ 1
0
sin λpi
pi
·
1 !t x
t1−λ(1− t)λ
dt dλ
=
∫ 1
0
(1 !t x)
∫ 1
0
sin λpi
pit1−λ(1− t)λ
dλ dt.
Hence the associated measure of f is the measure dµ(t) = g(t) dt where the
density function g is given by
g(t) =
∫ 1
0
sin λpi
pit1−λ(1− t)λ
dλ =
1
t(1− t)
(
pi2 + log2( t
1−t
)
) .
Now, consider the dual of the function f , defined by
x 7→
1
f(1/x)
=
x
x− 1
log x.
This operator monotone function has Lebesgue measure as the associated mea-
sure, equivalently, we have the integral representation
x
x− 1
log x =
∫
[0,1]
1 !tx dt.
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Remark 2.6. Theorem 1.2 implies a short proof of the fact that a continuous
function f : R+ → R+ is operator monotone function if and only if it is op-
erator concave as follows. If f is operator monotone, then it has the inte-
gral representation (1.2) which implies that f is operator concave since the
weighted harmonic means are concave. Now, suppose that f is operator con-
cave. Consider positive operators A,B on a Hilbert space and let t ∈ [0, 1]. Since
tA = tB + (1− t)t(1− t)−1(A− B), the operator concavity implies that
f(tA) > tf(B) + (1− t)f(t(1− t)−1(A−B)).
Since f > 0, we have f(t(1− t)−1(A−B) > 0 and f(tA) > f(tB). Letting tր 1
yields f(A) > f(B).
A function f ∈ OM(R+) is said to be normalized if f(1) = 1.
Corollary 2.7. The functions x 7→ 1 !t x for t ∈ [0, 1] are extreme points of the
convex set of normalized operator monotone functions from R+ to R+.
Proof. It is easy to see that the set of normalized operator monotone functions
is closed under convex combinations. To obtain extreme points, apply Theorem
1.2 to the fact that the Dirac measures are extreme points of the convex set of
probability Borel measures on [0, 1]. 
Corollary 2.8. An operator monotone function f : R+ → R+ is normalized
if and only if its associated measure is a probability measure. Hence there is a
one-to-one correspondence between normalized operator monotone function from
R+ to R+ and probability Borel measures on [0, 1] via the integral representation
(1.2).
Proof. It follows from the integral representation (1.2) in Theorem 1.2. 
This corollary means that every normalized operator monotone function on
R+ can be regarded as an average of the special operator monotone functions
x 7→ 1 !t x for t ∈ [0, 1].
Corollary 2.9. The followings are equivalent for a function f : R+ → R+:
(i) f is operator monotone;
(ii) g is operator monotone where g(x) = xf(1/x) for x > 0 and g(0) =
limx↓0 g(x);
Moreover, the associated measure of g is given by µΘ where Θ : [0, 1] → [0, 1],
t 7→ 1− t.
Proof. (i) ⇒ (ii). From the integral representation (1.2) of f , we have
xf(
1
x
) = x
∫
[0,1]
1 !t
1
x
dµ(t) =
∫
[0,1]
x !t 1 dµ(t)
=
∫
[0,1]
x !1−t 1 dµ(1− t) =
∫
[0,1]
1 !t x dµΘ(t)
for each x > 0. For x = 0, use continuity. By Theorem 1.2, g is operator
monotone with associated measure µΘ.
(ii) ⇒ (i). Since f(x) = xg(1/x), we can apply the implication (i) ⇒ (ii). 
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The function g in this corollary is called the transpose of f . We say that f is
symmetric if it coincides with its transpose. A Borel measure µ on [0, 1] is said
to be symmetric if µ is invariant under Θ, i.e. µΘ = µ.
Corollary 2.10. There is a one-to-one correspondence between symmetric oper-
ator monotone function from R+ to R+ and finite symmetric Borel measures via
the integral representation
f(x) =
1
2
∫
[0,1]
(1 !t x) + (x !t 1) dµ(t), x > 0. (2.1)
In particular, an operator monotone function on R+ is symmetric if and only if
its associated measure is symmetric.
Corollary 2.11. There is a one-to-one correspondence between normalized sym-
metric operator monotone functions on R+ and probability symmetric Borel mea-
sures on the unit interval via the integral representation (2.1).
Corollary 2.12. The functions x 7→ (1 !t x + x !t 1)/2 for t ∈ [0, 1] are extreme
points of the convex set of normalized symmetric operator monotone function
from R+ to R+.
Proof. It is easy to see that the measures (δt + δ1−t)/2 for t ∈ [0, 1] are extreme
points of the convex set of probability symmetric Borel measures on [0, 1]. Use this
fact and the fact that the map sending operator monotone functions to associated
measures is bijective and affine. 
3. Decomposition of operator monotone functions
In this section, we decompose operator monotone functions from R+ to R+.
Theorem 3.1. For each f ∈ OM(R+), there is a unique triple (fac, fsc, fsd) of
operator monotone functions on R+ such that
f = fac + fsc + fsd
and
(i) there are a countable set D ⊆ [0, 1] and a family {at}t∈D ⊆ R+ such that∑
t∈D at <∞ and for each x ∈ R
+
fsd(x) =
∑
λ∈D
at(1 !t x); (3.1)
(ii) there is a (unique m-a.e.) integrable function g : [0, 1]→ R+ such that
fac(x) =
∫
[0,1]
g(t)(1 !t x) dm(t), x ∈ R
+; (3.2)
(iii) its associated measure of fsc is continuous and mutually singular to m.
Moreover, the associated measure of fsd is given by
∑
t∈D at δt.
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Proof. Let µ be the associated measure of f . Then there is a unique triple
(µac, µsc, µsd) of finite Borel measures on [0, 1] such that µ = µac + µsc + µsd
where (1) µsd is a discrete measure, (2) µac is absolutely continuous with respect
to m and (3) µsc is a continuous measure mutually singular to m. We can write
f(x) =
∫
[0,1]
1 !t x dµac +
∫
[0,1]
1 !t x dµsd +
∫
[0,1]
1 !t x dµsc, x ∈ R
+.
Since µac, µsd and µsc are finite Borel measures on [0, 1], they give rise to fac, fsd, fsc
in OM(R+), given by
fac(x) =
∫
[0,1]
1 !t x dµac,
fsd(x) =
∫
[0,1]
1 !t x dµsd,
fsc(x) =
∫
[0,1]
1 !t x dµsc.
The condition (1) means precisely that there are a countable set D ⊆ [0, 1] and
a family {aλ}λ∈D in R+ such that
∑
λ∈D aλ < ∞ and µsd =
∑
t∈D atδt. Hence,
fsd(x) =
∑
t∈D at(1 !t x) for x ∈ R
+. Note that this series converges since, for
each x ∈ R+, ∑
t∈D
at(1 !t x) 6
∑
t∈D
atmax(1, x) <∞.
The condition (2) means precisely the condition (ii) by Radon-Nikodym theorem.
The uniqueness of (fac, fsc, fsd) follows from the uniqueness of (µac, µsc, µsd) and
the correspondence between operator monotone functions and measures. The
measure
∑
t∈D at δt is associated to fsd since the associated measure of x 7→ 1 !t x
is δt for each t ∈ [0, 1] by Example 2.2. 
This theorem says that every f ∈ OM(R+) consists of three parts. The “sin-
gularly discrete part” fsd appears in terms of weighted harmonic means. Indeed,
it is a countable sum of x 7→ 1 !tx for t ∈ [0, 1], given by (3.1). Such type of func-
tions include the straight lines with positive slopes, the constant functions and
the multiple functions x 7→ kx. The “absolutely continuous part” fac arises as an
integral with respect to Lebesgue measure, given by the formula (3.2). Typical
examples of such functions are the following functions:
log (1 + x), xα,
x− 1
log x
,
x
x− 1
log x,
provided in Examples 2.3, 2.4 and 2.5. The “singularly continuous part” fsc has an
integral representation with respect to a continuous measure mutually singular to
Lebesgue measure. Hence (aside singular continuous part) this theorem gives an
explicit description of arbitrary operator monotone functions on the nonnegative
reals.
Proposition 3.2. Consider the operator monotone function fac defined by (3.2).
Then
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• it is normalized if and only if the average of the density function g is 1,
i.e.
∫ 1
0
g(t) dt = 1.
• it is symmetric if and only if g ◦Θ = g.
Proof. Use Corollaries 2.8 and 2.10. 
We say that a density function g : [0, 1]→ R+ is symmetric if g ◦Θ = g. Next,
we decompose a normalized operator monotone function as a convex combination
of normalized operator monotone functions.
Corollary 3.3. Let f ∈ OM(R+) be normalized. Then there are unique triples
(f˜ac, f˜sc, f˜sd) of normalized operator monotone functions or zero functions and
(kac, ksc, ksd) of real numbers in [0, 1] such that
f = kacf˜ac + kscf˜sc + ksdf˜sd, kac + ksc + ksd = 1
and
(i) there are a countable set D ⊆ [0, 1] and a family {at}t∈D ⊆ [0, 1] such that∑
t∈D at = 1 and fsd(x) =
∑
λ∈D at(1 !t x) for each x ∈ R
+;
(ii) there is a (unique m-a.e.) integrable function g : [0, 1]→ R+ with average
1 such that fac(x) =
∫
[0,1]
g(t)(1 !t x) dm(t) for x ∈ R+;
(iii) its associated measure of fsc is continuous and mutually singular to m.
Proof. Let µ be the associated probability measure of f = fac + fsd + fsc and
write µ = µac + µsd + µsc. Suppose that µac, µsd and µsc are nonzero. Then
µ = µac([0, 1])
µac
µac([0, 1])
+ µsd([0, 1])
µsd
µsd([0, 1])
+ µsc([0, 1])
µsc
µsc([0, 1])
.
Set
µ˜a =
µac
µac([0, 1])
, µ˜sd =
µsd
µsd([0, 1])
, µ˜sc =
µsc
µsc([0, 1])
,
kac = µac([0, 1]), ksd = µsd([0, 1]), ksc = µsc([0, 1]).
Define f˜ac, f˜sd, f˜sc to be the functions corresponding to the measures µ˜ac, µ˜sd, µ˜sc,
respectively. Now, apply Theorem 3.1 and Proposition 3.2. 
We can decompose a symmetric operator monotone function as a nonnegative
linear combination of symmetric operator monotone functions as follows:
Corollary 3.4. Let f ∈ OM(R+) be symmetric. Then there is a unique triple
(fac, fsc, fsd) of symmetric operator monotone functions such that
f = fac + fsc + fsd
and
(i) there are a countable set D ⊆ [0, 1] and a family {at}t∈D ⊆ R+ such that
at = a1−t for all t ∈ D,
∑
t∈D at < ∞ and fsd(x) =
∑
t∈D at(1 !t x) for
each x ∈ R+;
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(ii) there is a (unique m-a.e.) symmetric integrable function g : [0, 1] → R+
such that
fac(x) =
1
2
∫
[0,1]
g(t)(1 !t x + x !t 1) dm(t), x > 0;
(iii) its associated measure of fsc is continuous and mutually singular to m.
Proof. Let µ be the associated measure of f and decompose µ = µac + µsd + µsc
where µac ≪ m, µsd is a discrete measure, µsc is continuous and µsc ⊥ m.
Then µΘ = µacΘ + µsdΘ + µscΘ. It is straightforward to show that µacΘ ≪
m, µsdΘ is discrete, µscΘ is continuous and µscΘ ⊥ m. By Corollary 2.10,
µΘ = µ. The uniqueness of the decomposition of measures implies that µacΘ =
µac, µsdΘ = µsd and µscΘ = µsc. Again, Corollary 2.10 tells us that fac, fsd and
fsc are symmetric operator monotone functions. Finally, apply Theorem 3.1 and
Proposition 3.2. 
A decomposition of any normalized symmetric operator monotone function as
a convex combination of such ones is also obtained by the normalizing process in
the proof of Corollary 3.3.
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