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Controlling coherent interaction at avoided crossings is at the heart of quantum information pro-
cessing. The regime between sudden switches and adiabatic transitions is characterized by quantum
superpositions that enable interference experiments. Here, we implement periodic passages at inter-
mediate speed in a GaAs-based two-electron charge qubit and observe Landau-Zener-Stu¨ckelberg-
Majorana (LZSM) quantum interference of the resulting superposition state. We demonstrate that
LZSM interferometry is a viable and very general tool to not only study qubit properties but be-
yond to decipher decoherence caused by complex environmental influences. Our scheme is based
on straightforward steady state experiments. The coherence time of our two-electron charge qubit
is limited by electron-phonon interaction. It is much longer than previously reported for similar
structures.
LZSM interferometry is a double-slit kind experiment
which, in principle, can be realized with any qubit, while
the specific measurement protocol might vary. Our sys-
tem is a charge qubit based on two-electron states in a
lateral double quantum dot (DQD) embedded in a two-
dimensional electron system (2DES) (Fig. 1). Source and
drain leads at chemical potentials µS,D, each tunnel cou-
pled to one dot, allow current flow by single-electron tun-
neling. Applying the voltage V = (µS − µD)/e = 1 mV
across the DQD (Fig. 1B) we use this current to detect
the steady-state properties of the driven system. We in-
terprete the singlets, S11 (one electron in each dot) and
S20 (two electrons in the left dot), as qubit states. They
form an avoided crossing (Fig. 1C), described by the
Hamiltonian
Hqubit =
(
0 ∆/2
∆/2 −(t)
)
, (1)
where we consider a variable energy detuning (t) and a
constant inter-dot tunnel coupling tuned to ∆ ' 13µeV,
corresponding to a clock speed of ∆/h ' 3.1 GHz, where
h is the Planck constant.
Let us first discuss a single sweep through the avoided
crossing at  = 0: as shown back in 1932 independently
by Landau, Zener, Stckelberg, and Majorana it brings
the qubit into a superposition state [1–4], the electronic
analog to the optical beam splitter. The probability to
remain in the initial qubit state, PLZ = exp(−pi∆2/2~v),
thereby grows with the velocity v = d/dt, here as-
sumed to be constant [1–4]. Because the relative phase
between the split wavepackets depends on their energy
evolutions, repeated passages by a periodic modulation
(t) = ¯+A cos(Ωt), give rise to so-called LZSM quantum
interference [2–15]. We present a breakthrough which
∗These authors contributed equally to this work.
makes LZSM interferometry a powerful tool: it is based
on systematic measurements together with a realistic
model, which explicitly includes the noisy environment.
We demonstrate how to decipher the detailed qubit dy-
namics and directly determine its decoherence time T2
based on straightforward steady state measurements.
Keeping the experiment simple we detect the dc-
current I through the DQD. It involves electron tunneling
giving rise to the configuration cycle (1, 0) → (1, 1) ↔
(2, 0) → (1, 0), where pairs of digits refer to the num-
ber of electrons charging the (left, right) dot (Fig. 1B).
The energetically accessible two-electron states include
the singlets S11 and S20 but also three triplets T11 (Figs.
1B and C). These triplets are likely occupied during
(1, 0)→ (1, 1) and their decay via a spin-flip, T11 → S11,
is hindered by Pauli-spin blockade [16, 17]. This sup-
presses the transition (1, 1) → (2, 0) and thereby limits
the current. To nevertheless quickly initialize the qubit
and generate a measurable current we lift the blockade
using an on-chip nanomagnet (Fig. 1A) [18]. I is propor-
tional to the occupation probability of S20 and serves as
destructive qubit detector.
As it is possible to tune the relative couplings and
the mean detuning ¯ of the singlet-singlet and singlet-
triplet crossings by gate voltages and magnetic fields, our
two-electron DQD opens two interesting perspectives: (i)
LZSM interferometry involving multiple avoided cross-
ings and (ii) coherent Landau-Zener transitions between
our charge qubit and the recently very successful spin-
based qubits [19].
Concentrating on the two-electron charge qubit, in
Figs. 2A and B we display LZSM interference patterns
measured at T2DES ' 20 mK for two different modulation
frequencies Ω/2pi. Within the triangle defined by A & |¯|,
the qubit is periodically driven through the avoided cross-
ing and the current oscillates between zero and distinct
maxima indicating destructive and constructive interfer-
ence [9, 20]. An interpretation based on photon-assisted
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FIG. 1: Experimental setup. (A) Scanning electron micrograph showing Ti/Au gates on the surface of a GaAs / AlGaAs
heterostructure (500 nm scale bar). Six of the Ti/Au gates (yellow) are used to laterally define a DQD in the 2DES 85 nm
beneath the surface, the others are grounded. A cobalt single-domain nanomagnet (blue) produces an inhomogeneous magnetic
field which slightly mixes singlet and triplet states of the DQD. (B) Typical situation in our two-electron DQD: vertical lines
indicate tunable tunnel barriers, horizontal lines chemical potentials, blue areas the degenerate 2DES leads. The voltage
V = (µS − µD)/e causes a single-electron tunneling current (green arrow in panel A). (C) Energy diagram of the relevant
two-electron DQD eigenstates. Singlets (the qubit states) are represented as black and red lines; triplets, which are Zeeman
split, as gray lines. Rf-modulation of the gate voltage V∼ (panel A) results in a modulated detuning (t), indicated by gray
shading.
tunneling (PAT), which is for ~Ω & ∆ fully equivalent to
the LZSM picture discussed above, facilitates quantita-
tive predictions: using Floquet scattering theory [21] we
find
I(¯, A) =
e
~
ΓinΓout
4γ
∞∑
n=−∞
∆2n
(¯− n~Ω)2 + ∆2n + γ2
, (2)
per spin projection, where Γin is the qubit initialization
rate (1, 0) → S11 and Γout the decay rate (2, 0) → (1, 0)
and γ = 12 (Γin + Γout). The interdot tunnel coupling is
renormalized with the nth-order Bessel function Jn of the
first kind: ∆n = Jn(A/~Ω)∆. Eq. (2) predicts Lorentz-
shaped current maxima of width δ¯ =
√
∆2n + γ
2 at the
n-photon resonances ¯ = n~Ω, modulated by J2n(A/~Ω)
as function of A. This scattering approach provides an
appealing physical picture and describes the main fea-
tures of the measured LZSM patterns as can be easily
seen for the high frequency limit ~Ω  δ¯ (supplemen-
tary material: Fig. 9). For lower Ω, the distance between
current peaks is smaller and, hence, the broadened reso-
nances tend to merge (Fig. 2A).
The visibility of the LZSM pattern (i) depends on fre-
quency and amplitude via the Landau-Zener probabil-
ity PLZ (captured in Eq. (2) by ∆n), is (ii) strongest
for Γin ' Γout and is (iii) diminished for ∆ < γ, where
the qubit decay is faster than its clock-speed. However,
Eq. (2) fails to predict the qubit coherence time as it ig-
nores environmental noise. The nevertheless qualitative
consent indicates that environmental noise can be treated
perturbatively. In this spirit, we developed a complete
model which goes beyond Eq. (2) by explicitly includ-
ing all energetically accessible states of our driven DQD
and, importantly, decoherence within a system-bath ap-
proach.
An evident source of decoherence is the interaction of
the qubit electrons with bulk phonons [22] which entails
quantum fluctuations to the DQD level energies. It en-
ters our theory as dissipation kernel with a dimension-
less electron-phonon coupling strength αZ (supplemen-
tary material: B 1, B 2) derived from a system-bath ap-
proach becoming the spin-boson model in the qubit sub-
space [23, 24]. We assume for the coupling an Ohmic
spectral density which is justified by geometry consider-
ations (supplementary material: B 1 c) and also a poste-
riori by a surprisingly good agreement with our experi-
mental results.
The second environmental component of our model is
charge noise, well known to cause low frequency fluctua-
tions of the local confinement potential in semiconductor
heterostructures [25–28]. Being slow compared to all rel-
evant time scales of our experiment, they can be treated
as static disorder leading in the ensemble average to an
inhomogeneous, Gaussian broadening of width λ?.
To determine the key parameters λ? and αZ we solve
the Bloch-Redfield master equation self-consistently us-
ing Floquet theory and numerically model our data (sup-
plementary material: B 3) The optimized result is dis-
played in Figs. 2C and D with λ? = 3.5µeV and αZ =
1.5 · 10−4. Below, we illustrate the self-consistent proce-
dure by first determining λ? based on the final value of
αZ and then evaluating αZ using the final value of λ
?.
Fig. 3A displays I(¯) for Ω/2pi = 2.75 GHz and a
constant A, corresponding to a horizontal slice in the
presentations of Figs. 2A–D. The measured data (dots)
in Fig. 3A feature a beating of broadened and over-
lapping current peaks. The gray line is calculated for
αZ = 1.5 · 10−4 and λ? = 0. Compared to our measure-
ment it shows a weaker broadening and a higher visibility.
Much better agreement is reached for λ? = 3.5µeV (blue
line). This result is robust under moderate variations
of αZ and does not depend on frequency or temperature.
Fig. 3B underlines the good agreement between measured
(dots) versus calculated (lines) data by presenting I(A)
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FIG. 2: LZSM interference. (A and B) Measured current through the DQD as a function of mean detuning ¯ and modulation
amplitude A for two modulation frequencies at T ' 20 mK. (C and D) Same as (A) and (B) but numerically calculated for
realistic conditions. (E–H) Two-dimensional numerical Fourier transformed (A→ τA, ¯→ τ, I → Î) of measurements (upper
panels) and theory (lower panels). The shape of the sinusoidal branches of enhanced Î is determined by Ω, see Eq. (3). Their
decay with increasing τ encodes dephasing and decoherence. The horizontal and vertical lines of enhanced amplitude at τA = 0
and τ = 0 are artefacts caused by the finite region of data being transformed.
at ¯ = n~Ω for various n (vertical slices in Figs. 2A–D).
Owing to the electron-phonon interaction, the visibility
of the interference pattern drops with increasing temper-
ature (Fig. 3C).
To quantify αZ with high accuracy, we use this tem-
perature dependence and thereby capture global infor-
mation of the extended LZSM patterns (Figs. 2A–D)
by performing two-dimensional Fourier transformations
I(¯, A) → Î(τ, τA). The result, featured in Figs. 2E–
H, are simple, lemon-shaped structures of local maxima
Î(τ, τA)
∣∣
lemon
. Transforming Eq. (2) yields an analytic
formula describing these lemon arcs:
τA = ±2k
Ω
sin
(
Ωτ + 2pik
′
2k
)
, (3)
with k = 1, 2, 3, . . . , k′ = 0, 1, 2, . . . and k′ < k. Arcs
for k > 1 are a consequence of ∆ & γ, a prereq-
uisite for observing a pronounced interference pattern
(supplementary material: A 5). (Arcs for k > 1 are
weakly seen in Figs. 2E–H. In superconducting qubits
they have been also observed but—considering ∆  γ
[29]—not explained.) Concentrating on the principal
lemon arc for k = 1, we find a non-monotonic behavior
of Î(τ, τA)
∣∣
lemon
with maxima at the arc’s intersections
(at τA = 0 and τ a multiple of 2pi/Ω). Regions of decays
in-between have the form
Î(τ, τA)
∣∣
lemon
∝ e−λ|τ|/~ e− 12 (λ?τ/~)2 , (4)
where the exponential term originates from the
Lorentzian broadening due to electron-phonon coupling
and the Gaussian term describes the inhomogeneous
broadening caused by charge noise. Notice that τ is
a Fourier variable rather than a real time and, thus, λ
should not be interpreted as physical decay rate. (Only
for ∆  γ, all Lorentzians in Eq. (2) possess the same
width, so that Î(τ, τA)
∣∣
lemon
is described by Eq. (4) with
simply λ = γ as suggested in Ref. [29].) In Figs. 4A and
C we plot measured and calculated decays (dots), re-
spectively, for various temperatures between 18 mK and
500 mK. The solid lines in panels A and C are identical
and express Eq. (4) with λ as fit parameter, while λ? is
kept fixed at 3.5µeV. Fig. 4B compares λ(T ) obtained
by this procedure from our measurements (black dots)
with the numerical results using three different values of
αZ . An outstanding agreement between theory and ex-
periments is found at αZ ' 1.5 · 10−4 (blue in Fig. 4B).
This completes our set of model parameters needed to
calculate LZSM patterns as in Figs. 2C and D. λ(T ) in-
creases linearly for T & 100 mK, while it is bounded by
λmin ' 4µeV at our lowest temperatures. This bound
marks the intrinsic decay of Î(τ, τA)
∣∣
lemon
present even
in the low-temperature limit of our transport measure-
ment but is not related to the low temperature bound of
the coherence time T2.
To actually identify T2(T ) we use its dependence on αZ
in the spin-boson model. In the absence of rf-modulation,
it provides the analytical prediction [24, 30]:
T2(T, αZ) =
~
piαZ
(
2kBT ¯
2
E2
+
∆2
2E
coth
(
E
2kBT
))−1
.
(5)
In the low temperature limit, kBT  E =
√
∆2 + ¯2 our
undriven qubit has, T2 = 2~E/piαZ∆2. Assuming ¯ = 0
we find T2 ' 0.2µs, which further increases at finite de-
tuning. Alternatively, T2 could be increased by decreas-
ing ∆. This would, however, reduce the clock-speed of
the qubit. In the same spirit, the rf-induced renormaliza-
tion of ∆ → ∆n stabilizes the qubit’s coherence on the
expense of a larger gate operation time [31].
Summarizing, we demonstrated that steady-state
LZSM interferometry is a viable tool to fully character-
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FIG. 3: Raw data analysis. Dots are measured at Ω/2pi = 2.75 GHz, lines numerical data for αZ = 1.5·10−4 and λ? = 3.5µeV,
only the gray line in panel A is for λ? = 0. (A) Horizontal slice through a LZSM pattern: I(¯) for a constant A = 130µeV.
(B) Vertical slices through a LZSM pattern: I(A) for ¯/(~Ω) = 0, −2, −4, −6. (C) Measured data as in panel A for various
temperatures.
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FIG. 4: Electron-phonon coupling. (A) Decaying region of the measured Î(τ, τA)
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for three temperatures (dots). Lines
are generated using Eq. (4) for λ? = 3.5µeV and λ as a fit parameter. The inset shows a broader region including maxima
at τ = 0, 2pi/Ω. (B) Measured decay rate λ(T ) (black) and corresponding numerical data (colored) based on λ
? = 3.5µeV
(indicated as horizontal line) and αZ = 1.0, 1.5, 2.0× 10−4. (C) Analog to panel A but based on numerical calculations. Solid
lines are identical to those in A. The numerical resolution is based on 100 data points sampling the Gaussian broadening in ¯
of width λ? = 3.5µeV.
ize a qubit including its coupling to a noisy environment.
The quantitative agreement between our experiments
and our complete system bath model analyzed with Flo-
quet transport theory allows us to trace the origins of
inhomogeneous broadening and decoherence. Thereby
we determined the individual values of T ?2 and T2 of
the qubit. Our steady-state method is remarkably sim-
ple compared to the alternative pulsed gate experiments.
Our two-electron charge qubit is affected by slow charge
noise limiting T ?2 = ~/λ? to ' 0.2 ns but a coherence
time of T2 ' 0.2µs being much longer than previously re-
ported values in quantum dot charge qubits [13, 32, 33].
The clock-speed of our qubit, ∆/h ' 3.1 GHz, which
limits T2 at T ' 20 mK and ¯ = 0, would then provide
enough time for > 600 quantum operations. At higher
temperatures or sizable ¯ the decoherence is dominated
by the electron-phonon coupling. Our method is sim-
ple, very general and can be applied to arbitrary qubit
systems. An extension including individually controlled
Landau-Zener transitions and a combination with non-
adiabatic pulses will open up alternative means of quan-
tum information processing. Our two-electron qubit ex-
periments illustrate an interesting approach for studying
the interaction of qubits and complex many body quan-
tum systems.
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5METHODS
Experiment: The sample is based on a
GaAs / AlGaAs heterostructure, grown by molecu-
lar beam epitaxy, with a 2DES situated 85 nm beneath
the surface. After the 2DES has been characterized
at T = 4.2 K, at which temperature the carrier den-
sity is ne = 1.19× 1011 cm−2 and the mobility is
µ = 0.36× 106 cm2 V−1 s−1, we used electron-beam
lithography to fabricate the nanostructure. The metal
gates in Fig. 1 contain 30 nm of gold on top of 5 nm
of titanium. The DQD is defined electrostatically by
applying negative voltages to these gates and tuned
to the ground state configuration (1,1) (one electron
per dot). The inhomogeneous field of an on-chip nano-
magnet partly lifts the Pauli-spin blockade (detailed in
reference [18]) and allows LZSM measurements in the
most interesting regime where charge and spin qubits
can coexist. Here we concentrate on a charge qubit and
measure a single-electron-tunneling dc current through
the DQD while the voltage on one gate is modulated
at radio frequencies (Fig. 1). More details on the DQD
configuration, the measurements and the data analysis
are provided in the supplementary material: A.
Theory: With our model we aim at realistic predic-
tions for the dc current I(¯, A) through the DQD. It takes
into account the nine most relevant energy states for
the charge configurations (1,0), (2,0), (1,1), and (2,1)
of the DQD Hilbert space, which are the states with
chemical potentials lying between or close to those of the
source and drain leads. The Hamiltonian includes inter-
dot and dot-lead tunneling, inter- and intra-dot Coulomb
repulsion, Zeeman terms stemming from an inhomoge-
neous magnetic field and the modulation of the on-site
energies by applying an rf voltage to one gate. For
the coupling to the dissipative environment we employ
a generalized spin-boson model. To describe the peri-
odically driven quantum system we use Floquet theory
which is based on the ansatz ψn(t) = e
−iωntφn(t) with
φn(t) = φn(t + 2pi/Ω) resembling Bloch-functions but
with the space coordinate replaced by time, while the
quasi-energy ~ωn corresponds to the quasi-momentum.
We then include the dot-lead tunneling and the action of
the dissipating environments within Bloch-Redfield the-
ory. Using the Floquet states as basis captures the in-
fluence of the rf-field and allows us to treat the resulting
master equation within a rotating-wave approximation.
This offers an important computational advantage be-
cause finding the steady-state solution is now reduced to
solving a linear, time-independent matrix equation, de-
spite the rf driving [34]. Our experimental results do not
indicate any significant temperature dependence of the
spin relaxation time (within the temperature window ex-
plored). Therefore, we treat the latter in a simplified way
using a Lindblad form with a phenomenological rate. Fi-
nally, we identify the current operator: it corresponds
to those terms of the master equation describing the in-
coherent transition (2, 0) → (1, 0), i. e. the tunneling of
electrons from the left dot to the drain lead. The mea-
sured dc current corresponds to the expectation value
of the current operator. More details of our theory are
provided in the supplementary material: B.
SUPPLEMENTARY INFORMATION
In the main article we demonstrated that LZSM in-
terferometry is a viable tool to measure standard qubit
properties and, beyond, to determine its coupling to a
noisy environment. In our specific case of a DQD charge
qubit we found two main noise sources: (i) slow en-
vironmental fluctuations resulting in an inhomogeneous
Gaussian broadening, and (ii) the heat bath, resulting
in a homogeneous Lorentzian broadening. In Appendix
A we provide additional experimental results together
with numerical data, which underlie our interpretations
in the main article. Further, we detail our quantita-
tive data analysis based on a self-consistent fitting pro-
cedure and numerical calculations resulting in the qubit-
environment coupling constants, namely the standard de-
viation λ? = ~/T ?2 of the inhomogeneous broadening and
the dimensionless dissipation strength αZ of the coupling
to the phonons.
In Appendix B we discuss the details of our model for
the DQD and its coupling to the leads as well as to the
phonons. Moreover, we sketch the Bloch-Redfield master
equation approach by which we compute the asymptotic
state of the DQD and the time-averaged current. This
includes a discussion of how we extract the qubit’s coher-
ence time T2 from αZ and under which conditions this
is an appropriate procedure. Note that we neglect a sec-
ond component of the electron-phonon coupling, namely
αX which would mainly cause additional energy relax-
ation between the qubit states. An estimate of αX and
a discussion, which justifies its negligence, is provided in
Appendix B.
Table I in Appendix C summarizes all system param-
eters extracted from various measurements and used for
the numerical calculations.
Appendix A: Additional Experiments and Data
Analysis
1. Initial tuning of the double quantum dot
Our experiments start by tuning the double quantum
dot (DQD) by means of gate voltages. As an orienta-
tion, Fig. 5A displays a charge stability diagram of the
unbiased DQD (V = 0) as function of the gate voltages
V∼ and VR. It has been measured using a QPC as charge
detector. The sharp lines of local minima in transconduc-
tance dIQPC/dVR are the charging lines of the two dots
which separate regions of stable charge configurations
ranging from (0, 0) to (2, 1). Fig. 5B details the region of
the stability diagram near the transition (1, 1) ↔ (2, 0),
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FIG. 5: Initial tuning of the qubit. (A) Charge stability diagram of the unbiased DQD (V = 0) as function of dc gate
voltages (the gates are marked in Fig. 1A), measured by charge detection [35] at T ' 20 mK. In detail, the color scale displays
the linear transconductance of a nearby almost pinched off quantum point contact. It has been defined in the 2DES by V∼ and
the upper left gate (gray in Fig. 1A). Sharp lines of minimal transconductance are charging lines of the DQD which is empty
[configuration (0, 0)] in the lower left half of the plot. (B) Current I in the vicinity of the (1, 1)↔ (2, 0) transition of the charge
stability diagram for V = 1 mV applied across the DQD (see Fig. 1A) while V∼ was modulated with frequency Ω/2pi = 5 GHz
and amplitude A ' 80µeV. The dashed triangle marks the region of current via (1, 0) → (2, 0) ↔ (1, 1) → (1, 0). The black
arrow indicates the detuning axis ¯ and ¯ = 0 at its intersection with the dashed line. (C) I(¯) measured along the black arrow
in (B). (D) Current around ¯ = 0 corresponding to the region framed by a dashed box in (C). The current maxima at ¯ = n~Ω
with n = 0,±1,±2,±3,±4 (vertical lines) are caused by PAT.
but it plots the current I measured through the DQD
as a response to V = 1 mV applied across the DQD (see
Figs. 1A and B). The finite current within the framed
triangle is a consequence of the single-electron tunneling
cycle (1, 0) → (1, 1) ↔ (2, 0) → (1, 0), where the dou-
ble arrow accounts for the fact that the interdot tunnel
coupling is coherent and large compared to the dot-lead
tunnel couplings. The transition (1, 1) ↔ (2, 0) thereby
divides into S11 ↔ S20 and T11 ↔ T20 while the cou-
pling between singlet and triplet subspaces is forbidden
by the Pauli principle. This is the configuration used for
our LZSM interferometry measurements. The black ar-
row in Fig. 5B indicates the detuning axis. The current
along this arrow, i. e. as a function of mean detuning ¯,
plotted in Fig. 5C, shows two interesting features: (i)
I is strongly suppressed for ¯ < 400µeV, because there
the T20 state is beyond the transport window, while the
transition T11 → S11 is hindered by Pauli-spin blockade
[16, 17], which makes T11 a metastable state. In our case
the spin blockade is partly lifted especially near ¯ = 0
where the inhomogeneous field of our nanomagnet mixes
T11 and S11; spin relaxation, provided by the hyperfine
interaction with nuclear spins [18] also contributes, but
is weaker. The strong current increase at ¯ ' 400µeV
marks the onset of the T20 state contributing to the
transport which then completely lifts the spin blockade
via the triplet channel (1, 0) → T11 ↔ T20 → (1, 0). (ii)
In Fig. 5B we have, in addition, applied an rf-modulation
of V∼ at the frequency of 5 GHz resulting in a mod-
ulation of the detuning with amplitude A ' 80µeV.
This gives rise to a pattern of photon assisted tunnel-
ing (PAT) current maxima appearing at ¯ = n~Ω with
n = 0,±1,±2, . . . . These PAT peaks in I(¯), highlighted
in Fig. 5C, transform into the LZSM patterns observed
in our 2D plots I(¯, A). Weaker PAT oscillations are also
seen in panel C where the T20-triplet starts to contribute
to the current near ¯ ' 400µeV. (The actual singlet-
triplet splitting in the (2, 0)-configuration is larger by the
amplitude of A = 80µeV and accounts to ' 480µeV.)
An example of measured LZSM interferometry is dis-
played in Fig. 6 using a logarithmic A-axis. It clearly
shows LZSM interference patterns involving both tran-
7FIG. 6: LZSM patterns: singlets versus triplets. I(¯, A)
at Ω/2pi = 2.5 GHz and T ' 20 mK (logarithmic amplitude
axis). Not only for the singlets transition S11 ↔ S20 (left) but
also for the triplets transition T11 ↔ T20 (right) is a LZSM
interference pattern observed.
sitions S11 ↔ S20 around ¯ = 0 as well as T11 ↔ T20
at larger ¯ where the T20 state contributes to transport.
In all other LZSM patterns presented in this article, the
color scale is chosen to optimize the singlet contributions
to the interference and the onset of the triplet channel is
only seen as an asymmetry in I(¯) at large A (increased
current in the upper right corner of e. g. Figs. 2A and B).
2. Energy calibration
In this section we briefly explain how we determine
the detuning ¯ and the modulation amplitude A from
gate voltages, the source-drain voltage V applied across
the DQD and the modulation frequency Ω. The standard
method is to use the current triangles in Fig. 5B which
relate the known energy scale of the applied source-drain
voltage eV to changes in gate voltages V∼ and VR. The
relations are linear with the mutual gate-dot capacities
as proportionality factors [36]. Here, we can refine such
a standard calibration based on the well known modula-
tion frequency, which determines the LZSM interference
patterns, in the following way: (i) The current maxima
appear at ¯ = n~Ω with n = 0, 1, 2, . . . which we use to
calibrate ¯(VR, V∼). (ii) The positions of the minima of
the current as function of amplitude are also well known
(see e. g. Eq. (2)) and we use them to calibrate A(VR, V∼).
At small frequencies, where the interference patterns are
less clear, the positions of the outermost current maxima
(at A ' ¯) framing the region of finite current I(¯, A)
(e. g. in Figs. 2A and B) can still be used for a calibration.
As the transmission of the rf modulation to the sample
depends on the frequency due to cable resonances in the
experimental setup, the calibration of A has to be done
separately for each frequency.
3. Determination of the system parameters
Using our model we aim at a quantitative prediction of
the measured current. This requires knowledge of various
system parameters such as the tunable tunnel barriers
and transition rates between triplet and singlet states.
All parameters used in our numerical calculations are
summarized for convenience in Table I in Appendix C.
Following, we describe our determination of those pa-
rameters, which are neither trivial nor described else-
where in this article. The largest energy scales are the
intradot and interdot Coulomb interactions U ' 3.5 meV
and U ′ ' 0.8 meV. Knowing the energy calibration (see
last section) these values can be extracted from charge
stability diagram. In detail, U corresponds to the dis-
tance between charging lines in Fig. 5A and U ′ to the dis-
tance between the triangle tips in Fig. 5B. Next, we dis-
cuss the triplet-singlet coupling, which in our case orig-
inates from the hyperfine interaction between the elec-
trons and many nuclei on the one hand and the inho-
mogeneous magnetic field of our nanomagnet, shown in
Fig. 1A, on the other hand. The T11 triplets split into
T+ = |↑↑〉, T0 = (|↑↓〉+ |↓↑〉) /
√
2 and T− = |↓↓〉. The
couplings between T+ and S11 and between T− and S11
are identical and caused by field inhomogeneities par-
allel to the effective magnetic field (approximately par-
allel to Bext = 200 mT, see Figs. 1A and C), while T0
and S11 are coupled by the perpendicular field inhomo-
geneities. We actually determine the T+-S11 coupling
by measuring the average charge occupation in a contin-
uously pulsed gate experiment. Here, we use a quan-
tum point contact as charge detector (while no volt-
age is applied across the DQD, V = 0). As sketched
in the inset of Fig. 7A and in the energy diagram in
Fig. 7D, we first initialize the DQD in S20 by apply-
ing a large positive detuning 1 (where the transition
T11 → S20 happens quickly via charge exchange with
the leads: T11 → (1, 0)→ S20; see left panel in Fig. 7C).
Next we prepare the DQD in the S11-state at  = 2 by
sweeping the detuning from 1 → 2 at a constant speed
obeying ∆2  2~v/pi  ∆2ST,±. During this sweep,
the DQD is adiabatically transferred from the S20 to the
S11 state while passing the S20-S11 avoided crossing with
coupling ∆. The DQD also passes the S11-T+ avoided
crossing with coupling ∆ST,±; this passage is, however,
non-adiabatic because ∆ST,±  ∆ and, hence, the DQD
remains in the S11-state. After waiting a short time at 2
(center panel in Fig. 7C), we perform a Landau-Zener
passage within the ramp time tR through the S11-T+
avoided crossing up to  = 3 where we spend a rela-
tively long time in order to read out the charge state of
the DQD (right panel in Fig. 7C). We expect to find (2, 0)
in case of a slow passage (with the DQD staying in the
singlet subspace) and (1, 1) in case of a fast passage bring-
ing the DQD into the T+ state, because the decay T+ →
S11 → S20 is hindered by Pauli-spin blockade. Fig. 7A
displays the probability to stay in the singlet subspace
Psinglet = α (1− PLZ) = α
(
1− exp [−pi∆2ST,±/2~v]) as
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point contact, as function of an external magnetic field and detuning 2, where the entire pulse sequence shown in the inset of
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time tR ' 1.1 ns. Enhanced current at the black lines (theory) mark singlet-triplet resonances. This so-called spin-funnel is
used to determine the interdot-tunnel coupling ∆ (details in bulk text). (C) Subfigures 1., 2., 3. sketch the chemical potentials
(and dynamics) of the DQD at detunings 1, 2, 3 in the inset of panel A. (D) Sketch of the DQD charge stability diagram
indicating the positions at detunings 1, 2, 3 during the pulse sequence sketched in the inset of panel A.
a function of tR = (3−2)/v. Fitting this function (gray
line in Fig. 7A) to the measured singlet probability in-
dicates our S11-T+ coupling of ∆ST,± = (119 ± 10) neV,
produced by our nanomagnet. The pre-factor α ' 0.43
accounts for the partial decay T+ → S11 and depends on
the duration of the readout period. Taking into account
the interdot tunnel coupling which results in a reduced
weight of S11 in the singlet eigenstate, this ∆ST,± cor-
responds to a magnetic field difference in the two dots
giving rise to gµB∆Bx ' 0.2µeV, smaller than previ-
ously measured in the same sample [18], which indicates
a degradation by oxidation of the single domain proper-
ties of our nanomagnet during six months of shelf stor-
age. Here, we used the g-factor |g| = 0.36 as determined
for our DQD in Ref. [18] and Bohr’s magneton µB. The
hyperfine induced coupling contribution in our DQD is
∆hyperfine ' 60 neV [18] and results in a corresponding in-
homogeneous broadening of the singlet-triplet coupling.
To determine the interdot tunnel coupling ∆ we per-
form a so-called spin funnel experiment [37]. Thereby
we repeat the same continuously pulsed gate measure-
ments as above but with a short and fixed tR = 1.1 ns
so that all passages through the S11-T+ crossing are now
equally non-adiabatic while the passage through the S11-
S20 crossing is still adiabatic (see inset of Fig. 7A). Un-
der this conditions, a pulse cycle 1 → 3 → 2 → 3
(Fig. 7D) will usually bring the system back to the S20
singlet after preparing the S20 singlet at the detuning
1. A notable exemption occurs if 2 coincides with
the singlet-triplet resonance, namely for ±gµBBext =
1
2
(
±
√
22 + ∆
2 − 2
)
, and if the system spends sufficient
time (> h/∆ST) there to allow for a singlet-triplet transi-
tion. As a consequence, we measure a deviation from the
S20 configuration at this resonance during the readout
at 3, where the T11 triplet decays only slowly. To map
out this condition we plot in Fig. 7C the current IQPC
through the detector QPC (corresponding to the average
charge state of the DQD) as a function of gµBBext and
2. The two distinct lines of enhanced IQPC correspond
to a finite occupation of one of the T± triplets. By fit-
ting the resonance condition (above) we find our tunnel
coupling ∆ = (13± 1)µeV (black lines in Fig. 7C).
The initialization and decay rates Γin and Γout, re-
spectively, are finally reconstructed from measuring the
dc current through the DQD as a function of detuning
and as a function of source drain voltage in forward and
backward direction. An example of such a measurement
is shown in Fig. 5C, where in this case an rf-modulation
was applied in addition. Since the current in backward
direction (for µD > µS in Fig. 1B) is practically indepen-
dent of the spin relaxation, it allows us to determine the
dot-drain coupling Γout = ΓL. In turn, the magnitude of
the current in forward direction provides a faithful esti-
mate for γσ and Γin.
94. Origin of the inhomogeneous broadening
Compared to the measured LZSM patterns, our
Floquet-Bloch-Redfield formalism, which already takes
into account the realistic electron-phonon coupling αZ
(and the DQD parameters summarized in Table I such
as tunnel couplings), predicts a much higher visibility of
the interference pattern resulting in sharper current max-
ima. This is evident in Fig. 3A which compares the mea-
sured interference at a constant modulation amplitude
with calculated data. We resolved this caveat by intro-
ducing an additional Gaussian inhomogeneous broaden-
ing λ? (Fig. 3A), where the final values αZ = 1.5× 10−4
and λ? = 3.5µeV have been calculated self-consistently.
Fig. 8 demonstrates the convergence by plotting three
calculated curves (lines) using various values of λ? around
its final value while the electron-phonon coupling is kept
fixed at αZ = 1.5× 10−4 (as also in Fig. 3A). The model
curve (blue line) in panel B using λ? = 3.5µeV fits best
to the measured data (dots).
The inhomogeneous broadening is a result of the com-
bination of slow charge noise and our time averaging dc
measurement: The spectrum of charge noise has been
measured in heterostructures similar to ours. It can be
described as 1/f -noise which typically occurs only at fre-
quencies below 10 kHz [25–28]. The longest time scale of
our experiment is the dwell time in the DQD of each elec-
tron, contributing to the measured current. It is in the
order of 1µs, much shorter than the highest frequency
components of charge noise. A single shot qubit mea-
surement and hence T2 is, consequently, unlikely to be
affected by charge noise. However, in our steady state ex-
periments each measured data point averages the dc cur-
rent over 200 ms. Such an effective time ensemble mea-
surement can be inhomogeneously broadened by charge
noise, slow compared to T2 but fast compared to the aver-
aging time. Assuming a Markovian statistics, this inho-
mogeneous broadening is well described using a Gaussian
distribution with standard deviation λ?.
5. Dissipation strength
In comparison, determining the dissipation parameter
αZ requires considerably more effort, experimentally and
even more in theory, where it enters in a rather com-
plex manner. We follow a route that is based on an
idea by Rudner et al. [29], who showed analytically that
the Fourier transformed Î(τ, τA) of the dc current pat-
tern exhibits a lemon-shaped structure, composed of si-
nusoidal branches. However, the treatment of Ref. [29]
neglects the impact of the tunnel matrix element ∆ on
the dynamical phase which finally yields an expression
similar to our Eq. (2), but with ∆2n+γ
2 in its denomina-
tor replaced by a phenomenological decay rate γ˜2. Thus,
the result is a simple Lorentzian broadening of width γ˜
giving rise to an exponential decay, ∝ exp(−γ˜|τ|), of the
Fourier transformed including the lemon structure. This
simplification allows an analytical solution of the problem
for the price of limiting our horizon to an unrealistically
weak inter-dot tunnel coupling and a convenient but just
phenomenologically introduced broadening.
In our DQD we have ∆n & γ for all relevant reso-
nances in the whole parameter range measured; more
precisely the interdot tunnel coupling exceeds all broad-
ening mechanisms including the initialization and decay
rates, Γin and Γout, but also the broadening caused by
environmental influences. This guaranties a sufficiently
long coherence time, T2 > ~/∆, which is a necessary
condition for qubit operation as ∆/~ is the qubit clock-
speed.
Interestingly, the finite ∆n in the denominator of
Eq. (2) has a direct manifestation in the Fourier trans-
formed of the measured LZSM patterns. It gives rise to
extra features described in Eq. (3) present in both our
measured and calculated data: cosine shaped arcs in the
Fourier transformed (marked by black arrows) in Figs.
2E–H in addition to the main lemon structure. These ex-
tra arcs are also evident in the measured data discussed
in reference [29] but they have not been reproduced in
the calculations there (for the reasons discussed above).
The analytical expression in Eq. (2) serves as a sign
post for our analysis as it describes the main features
of our measurements correctly. This is evident in Fig. 9
and Fig. 10. which provide a direct comparison be-
tween the predictions of Eq. (2) and our full model. The
detailed comparison between our numerical calculations
and measurements, provided in Figs. 3A and B, further
demonstrates that our full model fits considerably bet-
ter to our data than Eq. (2). The analytical expression
in Eq. (2) only considers non-interacting electrons and,
hence, fails to predict decoherence effects. A reliable
physical interpretation including the observed temper-
ature dependence (see Figs. 3C and 4 requires a detailed
analysis: First, it is necessary to explicitly consider all
(dot-lead and interdot) tunnel couplings and the rele-
vant energy spectrum of the DQD. Second, interaction
effects have to be included which in our case comprise:
(i) Coulomb-interaction giving rise to Coulomb blockade
and the coupling to charge noise; (ii) exchange interac-
tion causing Pauli-spin blockade, hyperfine interaction
causing spin-flips and the mixing between singlet and
triplet states by the inhomogeneous field of the nano-
magnet; (iii) electron-phonon interaction resulting in de-
coherence. We focus on the latter. Our master equa-
tion formalism takes into account all these effects and
allows us to numerically calculate I(¯, A) in the range
in which we take our experimental data and compute
its two-dimensional discrete Fourier transformation. Fi-
nally, a Fourier transformation of our data causes cut-off
effects, because both measured and calculated data span
only finite ranges in ¯ and A. Typical artefacts of the
discrete Fourier transformation are avoided throughout
our analysis as good as possible by using only data with
sufficiently high resolution.
Next, we discuss the details of our data analysis: af-
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FIG. 9: Eq. (2) versus full model. All data are calculated using Ω/2pi = 2.75 GHz and system parameters as listed in Table I.
(A) Analytical solution of Eq. (2). The width of the current peaks as function of ¯ is δ¯ =
√
∆2n + γ2 (containing only tunneling
rates), see Eq. (2). (B) Analytical solution of Eq. (2), as in panel A, but additionally convoluted with a Gaussian profile of
width λ? = 3.5µeV to simulate the effect of an inhomogeneous broadening in a time ensemble measurement caused by slow
charge noise. (C) Numerical solution of our full model, including electron-phonon coupling, at T = 18 mK (with parameters
from Table I) but using λ? = 0. (D) Numerical solution of our full model as in panel C but using λ? = 3.5µeV. The similarity
between the analytical solutions and the low temperature result of our full model, if comparing panel A with C and panel B
with D, justifies our perturbative approach to treat the electron-phonon coupling.
ter calculating raw data resembling the measured LZSM
patterns, using estimated values for αZ and λ
? we ap-
ply the identical analysis to experimental and numerical
data. Then, we compare the results and repeat calcula-
tion and analysis of the numerical data with modified αZ
and λ? in a self-consistent way until we find best agree-
ment with the measured data. Fig. 11 demonstrates the
last step of this procedure, exemplarily, for a typical set
of measured data in panels A–C and the corresponding
calculated data, based on our model parameters listed
in Table I, in panels D–F. The numerical data shown
here neglect the inhomogeneous broadening, equivalent
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results with measured data, see Figs. 3A and B of the main text.
to using λ? = 0, as this is sufficient for evaluating λ
from the numerical data. Measured and calculated data
in Fig. 11, therefore, imply differences (details in figure
caption); for a direct comparison including the inhomoge-
neous broadening in the numerical data we refer to Fig. 2
and Fig. 3. Panels A and D of Fig. 11 show the measured
and calculated I(¯, A), respectively, panels B and E the
corresponding Fourier transformed Î(τ, τA). Since the
current is real-valued, the Fourier transformed pattern is
point symmetric, while the approximate mirror symme-
try at the A-axis relates the two independent branches.
Therefore it is sufficient to restrict the analysis to the
upper-right quarter as indicated in Figs. 11C and F. The
Fourier transformed of the current along the lemon arcs
Î(τ, τA)
∣∣
lemon
incorporate a decay between two maxima
at the arcs intersections at τ = 0 and τ = 2pi/Ω. These
maxima indicate a fast intrinsic decay and are related
to ∆2n dominating the denominator of Eq. (2) near the
n-photon resonances. They are not a measure of the
qubit decoherence. Note that finite range cut-off effects
of the Fourier transformations cause the finite Î(τ, τA)
along τ = 0 and τA = 0 in Figs. 11B and E, which
additionally obscure the maxima in Î(τ, τA)
∣∣
lemon
. For
our further analysis we therefore only consider the de-
cay of Î(τ, τA)
∣∣
lemon
in the regions marked in Figs. 11C
and F. To determine λ the measured Î(τ, τA)
∣∣
lemon
in
Fig. 11C is fitted with Eq. (3) using λ? = 3.5µeV while
the calculated data in Fig. 11F are just fitted with the
exponentially decaying term in Eq. (3) using λ? = 0.
To accurately determine the electron-phonon coupling
we consider the temperature dependence of λ(αZ , T )
rather than relying on a single LZSM pattern at low tem-
perature. This procedure allows us to properly separate
the two main noise sources, the temperature independent
charge noise giving rise to the inhomogeneous dephasing
time T ?2 and the temperature dependent homogeneous
broadening λ, which is directly related to αZ and deter-
mines the qubit decoherence time T2. (There are no indi-
cations for a temperature dependence of the charge noise
for T < 1 K). The details of this procedure are discussed
in the main article around Fig. 4. In Fig. 12A we pro-
vide additional data on the determination of the electron-
phonon coupling presenting λ(αZ) for various tempera-
tures. Each data point has been determined from fitting
Eq. (4) to a principal lemon arc as the one in Fig. 11F cal-
culated using the fixed λ? = 3.5µeV but various values of
αZ . Horizontal lines indicate λ determined from our mea-
sured data for the same three temperatures. Assuming
a temperature independent αZ we find best agreement
to our data for αZ = (1.5± 0.2)× 10−4 (vertical dashed
line and gray region). Note that a similar information
is contained in Fig. 4B. The saturation of λ(T ) for low
temperatures at a value λmin ' 4µeV is a consequence of
measuring PAT current peaks which possess the intrinsic
width
√
∆2n + γ
2 of I(¯, A) as a function of ¯ expressed
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FIG. 11: Data analysis based on Fourier transformation. Analysis steps on measured data (A–C) versus theory (D–F)
for T ' 60 mK and Ω/2pi = 2.75 GHz using the parameters listed in Table I for the numerical calculations. The numerical data
in panels D–F are without the inhomogeneous broadening, i. e. λ? = 0. (A and D) LZSM interference patterns I(¯, A). The
measured data in panel A display a stronger asymmetry in ¯ compared to the numerical data in panel D, which is discussed in
Sec. A 8. (B and E) Two-dimensional Fourier transformed Î(τ, τA) of the raw data in panels A and D. Clearly visible are the
principal lemon arcs for k = 1 and those for k = 2 in Eq. (3). Horizontal and vertical lines at τ = 0 and τA = 0, respectively,
are artefacts caused by the discrete Fourier transformation. The color scales are in arbitrary units as the absolute amplitude
of Î scales with the number of data points in the raw data and has no physical meaning. The higher visibility of the numerical
data in panel E compared to the measured data in B is due to the negligence of the inhomogeneous broadening. (C and F)
Decay of a quarter of the principal lemon arc in the range 0 . τ . 2pi/Ω. The dashed line in the lowest panel is the data
(open circles) multiplied by the Gaussian exp[− 1
2
(λ?τ/~)2] using λ? = 3.5µeV for direct comparison with the data in panel
C. The region between the two vertical (dotted) lines is then fitted with Eq. (4) to determine λ.
in Eq. (2). As is evident from Fig. 4B of the main article
the lower bound λmin is also observed in our experiments.
Figs. 12B and C demonstrate the robustness of our main
model parameters αZ and λ
?, respectively, by varying
each of the two parameters separately and comparing the
decay of the principal lemon arcs.
6. Summary of data analysis
Summarizing our data analysis, we started by deter-
mining all important physical constants such as tunnel
couplings and spin-flip rates based on a number of in-
dependent measurements on our double quantum dot
device already tuned to the configuration used for the
LZSM interferometry experiments. To determine the
remaining key-parameters λ? and αZ we used a self-
consistent approach within our model. It turned out that
αZ could be best determined from the two-dimensional
Fourier transformed of LZSM interference patterns at
various temperatures. In contrast, λ?, which causes
a strong but temperature independent inhomogeneous
broadening, could be equally well determined from the
raw data. This allowed us to avoid a third fit parame-
ter (besides λ and a prefactor) by which we would loose
precision in finding αZ . Specifically, by comparing the
resulting decay rates λ(T, αZ) with those extracted from
our measurements (see Fig. 4B), we find that in our
setup decoherence can be described by a Caldeira-Leggett
model with Ohmic spectral density and the dimensionless
dissipation strength αZ ' 1.5× 10−4.
7. LZSM interference at various frequencies
In the main article we already demonstrate that the
LZSM interference pattern depends on frequency. In
Fig. 13 we extend the frequency range presenting data
between 1.5 GHz ≤ Ω/2pi ≤ 5.5 GHz all measured (upper
line) or numerically calculated (lower line) at T ' 20 mK.
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FIG. 12: Analysis of the Fourier transformed — electron-phonon coupling. (A) Decay rate λ(αZ) for three different
temperatures. The curves are numerically calculated using the fixed λ? = 3.5µeV but various values of αZ . Horizontal lines
indicate λ determined from our measured data for the same three temperatures. The vertical dashed line and the gray region
indicate the best fitting αZ and its accuracy. Also compare to Fig. 4B. (B) Numerically calculated decay of the principal
lemon arc for T = 295 mK using the fixed λ? = 3.5µeV but various values of αZ (same as those in Fig. 4B). (C) Numerically
calculated decay of the principal lemon arc for T = 295 mK using the fixed αZ = 1.5× 10−4 but various values of λ?.
At the highest frequencies we observe clear PAT patterns
as expected from Eq. (2) which distort increasingly as the
frequency is lowered and neighbored PAT current peaks
overlap. At Ω/2pi = 1.5 GHz all interference signatures
are (almost) lost as ~Ω ' 6µeV is close to the broaden-
ing caused by the combination of our λ? ' 3.5µeV and
λ(T = 20 mK) ' 4µeV.
It is instructive to estimate the Landau-Zener proba-
bility PLZ = exp(−pi∆2/2~|v|) [1–4] for these frequencies
for an intermediate amplitude, say A = 100µeV. For
(t) = ¯ + A cos(Ωt), the sweep velocity at the avoided
crossing is |v| = Ω√A2 − ¯2. Thus we find for the fre-
quencies used in Fig. 13 and ¯ = 0 Landau-Zener tran-
sition probabilities in the range 0.65 . PLZ . 0.89
and PLZ ' 0.79 for Ω/2pi = 2.75 GHz where we per-
formed our temperature dependent measurements. For
non-vanishing ¯, PLZ is smaller, so that the average over
all relevant crossings becomes of order PLZ ' 1/2 which
ensures good visibility. For frequencies Ω/2pi . 2 GHz,
the analytic estimate of Eq. (2) based on PAT becomes
increasingly inaccurate and, consequently, our interpre-
tation of the lemon arc decay given by Eq. (4) is not
guaranteed.
8. Influence of dynamic nuclear polarization
The measured data, e. g. in Figs. 2A and B and in Figs.
13A–E contain two distinct features not included in our
model. The first one is a pronounced asymmetry in I(¯)
in the limit of large amplitudes, which is considerably
smaller in the theoretical data, which neglect the influ-
ence of the T20 triplet. The stronger asymmetry observed
in measured data is indeed caused by the influence of the
T20 state which grows with increasing positive detuning.
The effect is clearly seen in Fig. 6 and has been discussed
at the end of Sec. A 1. The second feature occurs at very
small amplitudes and appears as if the tip of the cur-
rent triangle was shifted to slightly positive values of ¯.
It is a signature of dynamic polarization of the nuclear
spins caused by the hyperfine interaction between the
current carrying electrons and the nuclear spins in the
DQD. At very small A, the rf-modulation is practically
off and we simply measure the current through the DQD
while sweeping ¯ from positive towards negative values.
As explained in detail in Ref. [18], the current maximum
occurs at the value of ¯ that marks the resonance be-
tween the T− and the singlet state. This resonance is
shifted towards positive  by dynamic nuclear polariza-
tion [18]. The fact that the shift only occurs at very small
A indicates that the continues rf-modulation effectively
prevents the polarization of nuclear spins. We therefore,
do not have to include this in our model here as long as
we concentrate on data with A > 20µeV.
9. Temperature dependence and limitations of our
model
The temperature dependence of the LZSM patterns
discussed in the main article in the Figures 3C and 4
is at the heart of our model as it is used to accurately
determine the electron-phonon coupling and finally the
qubit coherence time T2. So-far we have mostly concen-
trated on the temperature dependence of the principal
lemon arc in the Fourier transformed of the LZSM pat-
terns. Fig. 14A shows LZSM patterns measured (upper
line) versus calculated (lower line) at various tempera-
tures. Fig. 14B shows horizontal slices at A = 130µeV
(dots are measured and lines present numerical data).
To facilitate a quantitative comparison, we extract the
visibility as well as the average current I¯ in the region
defined by −70µeV ≤ ¯ ≤ 70µeV and plot their tem-
perature dependences of experimental versus numerical
data in Fig. 14C. The temperature dependence of the
calculated visibility resembles the measured ones. How-
ever, the measured mean current is roughly temperature
independent while the predicted mean current increases
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FIG. 13: LZSM interference patterns for various modulation frequencies. The upper row contains measured and the
lower row calculated data, both for T ' 20 mK. Model parameters according to Table I.
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FIG. 14: Temperature dependence of raw data versus model. (A) LZSM interference patterns at Ω/2pi = 2.75 GHz and
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listed in Table I. (B) Horizontal slices from plots like those in panel A at A = 130µeV. Dots correspond to measured and
lines to numerical data. (C) Average current I¯ (upper panel) and visibility ν = (Imax − Imin) / (Imax + Imin) (lower panel),
extracted from the slices presented in panel B and similar data, as function of temperature. The data points are taken in the
region −100µeV ≤ ¯ ≤ 30µeV; this avoids the region of ¯ > 100µeV where experimental data are influenced by the T20 triplet
which is neglected in our model. Black dots are measured while blue open circles are calculated.
with temperature. Interestingly, the decay of the prin-
cipal lemon arc of the Fourier transformed is strongly
related to the visibility of a LZSM pattern but not at
all to the mean current. Our model, therefore, describes
the decoherence of the qubit correctly while it predicts
an increase of the mean current with temperature that
is stronger than in the measurements. A possible ex-
planation for this discrepancy is that in the experiment,
the spectral density of the phonons is not strictly ohmic
as is assumed in our model, see Sec. B 1 c. Consequently,
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our theoretical description may overestimate the thermal
activation of some singlet-triplet transitions.
Appendix B: Theoretical modelling
Our aim is to compute the LZSM interference patterns
using a realistic model and to compare the results with
the measured ones. Therefore we need to consider besides
our DQD also its coupling to electron source and drain
contacts, as well as to environmental fluctuations. In or-
der to realistically describe our measurements, performed
in the regime of Pauli-spin blockade which is partly lifted
by an inhomogeneous Zeeman field of an on-chip nano-
magnet, we further include spin relaxation. Our model
considers all energetically accessible DQD states and all
processes which play a noticeable role in our experiment.
Comparing our theoretical and experimental data we find
two main contributions to a noisy environment: the first
is slow charge noise [25–28] and can be described as an in-
homogeneous broadening λ?, the second is the heat bath
and contributes via the electron-phonon coupling αZ . It
is straightforward to independently extract other relevant
system parameters from transport measurements, so that
λ? and αZ are the only fit parameters left.
1. System-lead-bath model
a. Double quantum dot Hamiltonian
We include the single-particle energies L and R in
the left / right dot, the electron-electron interactions ne-
glecting the small exchange terms, inter-dot tunneling,
and the inhomogeneous Zeeman field to obtain in second
quantization the DQD Hamiltonian
HDQD =
∑
`=L,R
`n` + U
∑
`=L,R
n`(n` − 1) + U ′nLnR
+
∆
2
√
2
∑
m=↑,↓
(c†LmcRm + c
†
RmcLm)
+
gµB
2
∑
`=L,R
(c†`,↑, c
†
`,↓)( ~B` · ~σ)(c`,↑, c`,↓)T ,
(B1)
where n` =
∑
m=↑↓ c
†
`mc`m is the occupation of dot
` = L,R expressed with the usual fermionic creation
and annihilation operators. The largest energy scales are
the intra- and inter-dot Coulomb interactions U and U ′,
which define the diabatic basis states of our charge qubit
with energies (S20) = 2L+U and (S11) = L+ R+U
′
and their mutual detuning ¯ ≡ (S20)−(S11) = L−R+
U − U ′. The fourth term describes tunneling between
the dots with the matrix element ∆ defined such that it
equals the energy splitting of the charge qubit formed by
the singlets. The final Zeeman term affects the triplet
states and, because of the inhomogeneous field contri-
bution of our on-chip magnet, also mixes singlets with
triplets. This mixing enables transitions between singlet
and triplet states and may be rather sensitive to ther-
mal exitations [38]. If a source-drain voltage is applied
across the DQD, it causes a finite average current. Notice
that also the hyperfine interaction causes electron spin-
flips, which we capture by a phenomenological spin-flip
rate γσ.
b. Dot-lead Hamiltonians
To model the single electron tunneling current through
the DQD we have to consider its interaction with the two-
dimensional leads. Starting from the configuration (1,0),
the right quantum dot is loaded via the tunneling process
(0, 1)→ (1, 1) from the source contact, i. e. the right lead.
The latter is modeled as non-interacting electrons with
the Hamiltonian Hlead =
∑
q,m=↑↓Eqc
†
q,mcq,m while the
dot-lead coupling terms reads
Hdot–lead =
∑
q,m=↑↓
Vq(c
†
R,mcq,m + c
†
q,mcR,m). (B2)
Here, the lead-to-dot tunnel probability into a specific
electronic dot state with energy Eq is proportional to the
equilibrium population 〈c†q,mcq,m〉 = f(Eq − µR) with
the source contact characterized by the Fermi function
f(E − µR) = [e(E−µR)/kBT + 1]−1 at temperature T and
chemical potential µR. For simplicity, we assume within a
wide-band approximation that the spectral density of the
source contact is energy independent and find the tunnel
coupling ΓR(E) = 2pi
∑
q |Vq|2δ(E − Eq) ≡ ΓR between
the right dot ond the source contact. The tunnel coupling
between the left dot and the drain contact (left lead) is
defined accordingly. Since the coupling term Vq is sample
dependent and not a priory known (it can be tuned by
gate voltages), we have determined the effective dot-lead
tunnel couplings, ΓL and ΓR, experimentally by indepen-
dent dc-measurements without applying an rf-field. Note
that the decay rate used in the main article is Γout = ΓL,
while the initialization rate Γin combines ΓR with the
singlet-triplet couplings in the last term of the Hamilto-
nian in Eq. (B1).
c. System-bath Hamiltonian
A central aim of our study is to investigate our two-
electron charge qubit and its decoherence, caused by the
coupling to a dissipating environment, which is encoded
in the LZSM pattern and its visibility. The details in the
experimentally observed fading of the LZSM pattern with
increasing temperature reveal two main environmental
influences captured by λ? and αZ : the first one is an
inhomogeneous broadening most likely caused by slow
charge noise; the second influence is the phonon bath
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[22, 39] which yields quantum dissipation and direct de-
coherence. Another possible decoherence source is the
coupling to circuit noise which is important for typically
impedance matched superconducting qubits [24]. In our
case, however, we expect this external noise source to
be of minor relevance owing to a strong impedance mis-
match.
For the inhomogeneous broadening, we assume that
it stems from practically temperature independent slow
fluctuations of the local potential that remain constant
during the typical dwell time of an electron in the DQD.
Therefore we can capture these fluctuations by convolut-
ing their amplitude distribution with I(¯, A).
For describing decoherence that stems from the inter-
action between the DQD and bulk phonons, we employ
a system-bath approach in the spirit of the Caldeira-
Leggett model for the dissipative two-level system. This
means that we couple the DQD to an ensemble of har-
monic oscillators described by the Hamiltonian Hbath =∑
ν ~ωνa†νaν , where a†ν and aν are the usual bosonic cre-
ation and annihilation operators for a phonon of fre-
quency ων . The position operators of the bath oscillators
couple to the occupation difference between the left and
the right dot, Z = nL − nR, according to
Hdot–bath =
∑
ν
λν(a
†
ν + aν)Z . (B3)
This electron-phonon coupling Hamiltonian describes the
interaction of the DQD with environmental degrees of
freedom. Its immediate effect is that fluctuations in the
environment detune the electronic states which, in turn,
results in a randomization of the relative phase in a su-
perposition of states with distinct charge distribution, in
particular of the singlets representing our qubit. The
latter is therefore subject to decoherence. An important
characteristic of a dissipating bath is its spectral density
J(ω) = pi
∑
ν |λν |2δ(ω−ων). As for the leads, we assume
also for the phonon bath a continuum limit and replace
J(ω) by the Ohmic spectral density J(ω) = piαZω/2.
The dimensionless electron-phonon coupling strength αZ
reflects the dissipation strength, which together with the
temperature parametrizes the decoherence due to the
phonon bath. The Ohmic spectral density represents the
natural choice which we have tested by performing ad-
ditional numerical calculations using super-Ohmic spec-
tral densities J(ω) ∝ ωs+1 with s > 0, which however
failed to reproduce the experimentally observed fading
of the LZSM pattern with increasing temperature. A
possible explanation for the good agreement of our data
with an Ohmic spectral phonon density is the quasi one-
dimensional character of the electron-phonon interaction
in our DQD sample: decoherence is mainly caused by the
one-dimensional subset of phonons with wavevector par-
allel to the line connecting the two quantum dots. For
one-dimensional problems, the Ohmic spectral density of
the electron-phonon coupling is microscopically justified
[40].
While αZ couples to the diagonal of the Hamiltonian
in Eq. (B1), one may in addition consider the off-diagonal
coupling term, namely the coupling between phonons and
the interdot tunnel barrier. For this purpose, one in-
troduces a further dot–bath Hamiltonian like that in in
Eq. (B3) but with Z replaced by X =
∑
m=↑,↓(c
†
LmcRm+
c†RmcLm) and the coupling strength denoted by αX . Un-
like the bath-coupling via Z, the bath now entails a fluc-
tuating tunnel matrix element. Therefore, αX , much
more than αZ , drives transitions between the quantum
dots by phonon emission or absorption. Analyzing this
effect, we found a significant asymmetry of the current
as function of the detuning, which is in contrast to our
experimental results. The quantitative comparison with
our measurements revealed that αX is roughly two or-
ders of magnitude smaller than αZ . In summary, αX is
of minor relevance for the qubit decoherence and need
not be taken into account.
2. Charge qubit formed by two-electron singlet
states
The simplest implementation of a DQD charge qubit
is a single electron that tunnels between two dots. Nev-
ertheless, here we consider the more complex case of two
electrons charging a DQD. For the sake of applications,
the two-electron state has the important advantage that
it allows one to utilize both, charge and spin degrees of
freedoms in a single DQD. This opens up a number of
interesting possibilities, such as using either the singlet-
singlet or one of the singlet-triplet transitions to define
a qubit or even to combine both by subsequently sweep-
ing through adjacent avoided crossings. Furthermore, the
two-electron configuration constitutes the simplest possi-
ble many-body problem which yields a theoretically more
interesting system compared to a single electron. Here,
we focus on the two singlet states
|S20〉 = c†L↑c†L↓|0〉, (B4)
|S11〉 = 1√
2
(c†L↑c
†
R↓ + c
†
L↓c
†
R↑)|0〉, (B5)
which span the Hilbert space of our qubit, where |0〉 is
the uncharged state of the DQD. In this singlet subspace,
the double dot Hamiltonian defined in Eq. (B1) reads
Hqubit =
∆
2
σx +

2
σz − 
2
1, (B6)
(which is equivalent to Eq. (1)) with the unity ma-
trix 1. The electron-phonon coupling operator defined
in Eq. (B3) then contains Z = σz. This leads us to
the well-known spin-boson model with energy splitting
E =
√
∆2 + 2 and dissipation strength α = αZ defined
in the usual way [41].
17
a. Qubit decoherence
The qubit reaches thermal equilibrium within the en-
ergy relaxation time T1 while in the limit of weak dissi-
pation, αzkBT  E, its pseudo-spin performs coherent
oscillations which decay exponentially within the coher-
ence time T2 (assuming that the electron-phonon cou-
pling is the main decoherence mechanism). From a cor-
responding Bloch-Redfield master equation (see below),
both decay times can be determined [23, 24]:
T−11 =
piαZ
~
∆2
E
coth
( E
2kBT
)
, (B7)
T−12 =
1
2
T−11 +
piαZ
~
2kBT
2
E2
. (B8)
In the high-temperature limit, kBT  E, the decoher-
ence rate is proportional to the temperature: T−12 =
piαZ [1 + 
2/E2]kBT/~. In the low-temperature limit,
kBT  E, quantum fluctuations take over and the co-
herence time becomes temperature independent, T2 =
2T1 = (2~/piαZ)(E/∆2). For temperatures T & ~∆/kB ,
decoherence is weakest near  = 0, while for ||  ∆,
the dephasing time decays proportional to 1/. Thus, at
these relatively high temperatures  = 0 defines a sweet
point for quantum operations provided that the environ-
ment predominantly couples via the occupation operator
Z = σz, i. e., for αX  αZ as assumed in Eqs. (B7)
and (B8). In the opposite limit αX  αZ a likewise
spin-boson model would result in Eqs. (B7) and (B8),
but with the parameters ∆ and  interchanged and αZ
replaced by αX .
Eq. (B8) overestimates the coherence time of our spe-
cific charge qubit based on two-electron states in a DQD
as it uses a two-level approximation which neglects spin
flips and the triplet states. In order to determine the
qubit dephasing beyond the two-level approximation, we
follow the lines of Ref. [31] and employ the Bloch-Redfield
formalism (see Sec. B 3). In contrast to our transport cal-
culations, we here disregard the dot-lead couplings and
consider a qubit in a closed DQD configuration. We aim
at obtaining the Liouville operator for the DQD cou-
pled to the phonon bath and further including spin flips.
Decoherence is manifest in the transient decay of off-
diagonal density matrix elements. The coherence time,
T2, is straightforwardly found by computing the eigenval-
ues of the Liouville operator. To compute T2 we, hence,
evaluate the equation of motion of the total density oper-
ator beyond the rotating-wave approximation (see below
and Eq. (B10)), albeit using a time-independent Hamil-
tonian. One finds a pair of eigenvalues with imaginary
parts close to ±E which correspond to coherent qubit os-
cillations. Their real parts are equal and can be identified
as T−12 .
In Fig. 15 we compare the coherence time T2 as a func-
tion of temperature calculated analytically with Eq. (B8)
(weakly dissipative spin-boson model, two-level approx-
imation), on the one hand, and the numerical result of
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FIG. 15: Temperature dependence of the qubit co-
herence. Decoherence time T2 for our S20-S11 qubit for
various values of the detuning . The solid lines visualize
Eq. (B8) considering the electron-phonon coupling in a two-
level model, while the dashed lines are computed numerically
for the full DQD Hamiltonian which, in addition, takes the
triplet states and e. g. spin-flips into account.
the complete problem, on the other hand. This reveals
that the two-level approximation overestimates T2 by
about 15% since it cannot capture incoherent singlet-
triplet transitions induced by spin-flips and dephasing.
For the temperature range of of experiment, T & 20 mK,
the sweet point at  = 0 is most favorable and predicts T2
times up to 200 ns which, however, become significantly
smaller with increasing temperature and bias. In the sub
milli-Kelvin regime, we observe the opposite. There the
strongly biased situation corresponds to pure phase noise
for which the spin-boson model predicts T2 ∝ 1/kBT .
This leaves some room for speculating about a coherence
gain by further cooling. With such extrapolation, how-
ever, we leave the range in which our experiments justify
the ohmic bath model.
b. Advantage of a steady state experiment
Previous measurements of the dephasing time [19, 42]
relied on an explicit time-trace of Ramsey fringes, where
for each instance of time a probability was reconstructed
from a large number of destructive measurements of
a transient. Such an averaging technique requires re-
peated identical preparation. Owing to the inhomoge-
neous broadening caused by slow noise, the time-trace of
the averaged probability oscillations obtained typically
decays on a much smaller time scale T ∗2 , hence T2 is not
directly accessible. Our data, by contrast, are measured
in the stationary state of a much simpler experiment. In
the resulting LZSM pattern, inhomegeneous broadening
and decoherence are manifest in separate ways. Cru-
cially, as a consequence, T ?2 and T2 can be distinguished
in the analysis described in Sec. A and the main article.
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3. Bloch-Redfield-Floquet theory
We aim at computing the time-averaged steady-state
current through our strongly driven DQD including an
appreciable number of levels coupled to the various envi-
ronments, namely (i) the leads, (ii) slow charge noise,
and (iii) the heat bath. Moreover, dealing with two-
electron states we have to include spin flips which al-
low transitions between the triplet and singlet sub-spaces
and resolve spin blockade. Our experimental results are
consistent with the assumption that all these incoherent
processes occur on time scales much larger than those of
the coherent DQD dynamics, as is indicated by the fol-
lowing experimental observations: (i) the coupling to the
leads and the spin relaxation rate ultimately determine
the maximal current that we may observe. The latter is
significantly smaller than the inter-dot tunnel frequency
multiplied by the elementary charge, i. e., ΓL/R  ∆.
(ii) Charge noise is rather slow as compared to all these
tunneling processes. Therefore we can treat it as disor-
der that is constant during the dwell time of an electron
in the DQD. In other words, it leads to an inhomoge-
neous broadening that does not affect the decoherence
dynamics of the electrons. (iii) The appearance of an in-
terference pattern indicates that the inter-dot tunneling
must be predominantly coherent which excludes strong
coupling to a heat bath. This is confirmed by our find-
ing that the dimensionless dissipation strength is several
orders of magnitude below the crossover to the so-called
incoherent tunneling regime [23]. We can not a-priory ex-
clude stronger coupling to a small number of individual
(tunneling) defects, but the fact that we did not find any
memory effects makes such a strong coupling scenario
unlikely.
a. Floquet ansatz
To cope with the complex problem outlined above we
use a reduced density matrix approach with the Floquet
states of the driven system in the absence of the environ-
ments as basis states. These basis states already incorpo-
rate the rf-modulation and, therefore, allow us to apply a
rotating-wave approximation, conveniently resulting in a
time independent Liouville equation. This perturbative
approach is reliable under the assumption of only weakly
coupled environments. It has been applied in the past
to both rf-driven dissipative quantum systems [43] and
rf-driven quantum transport [34].
Floquet theory exploits the fact that a periodi-
cally time-dependent Schrdinger equation of the type
i~∂|ψ〉/∂t = HDQD(t)|ψ〉 possesses a complete set of solu-
tions of the form |ψ(t)〉 = e−iωt|φ(t)〉, where ~ω is called
quasienergy. The Floquet state |φ(t)〉 = |φ(t+ 2pi/Ω)〉 ≡∑
k e
−ikΩt|φk〉 is characterized by shareing the time-
periodicity of the Hamiltonian. Therefore, it can be rep-
resented as Fourier series which, importantly, allows an
efficient numerical treatment. In analogy to quasimo-
menta in Bloch theory employed for spatially periodic
potentials, in Floquet theory the quasienergies can be
divided into Brillouin zones of equivalent states. Thus,
it is sufficient to solve the eigenvalue problem within one
Brillouin zone, e. g. for −Ω/2 ≤ ω < Ω/2. By insert-
ing the Floquet ansatz into the Schrdinger equation, we
obtain the eigenvalue equation(
HDQD(t)− i~ ∂
∂t
)
|φ(t)〉 = ~ω|φ(t)〉 (B9)
from which we compute a complete set of Floquet states,
{|φn〉}, and the corresponding quasienergies ~ωn .
b. Bloch-Redfield theory
An established technique for studying a quantum sys-
tem in weak contact with an environment is Bloch-
Redfield theory. It is based on a treatment of the system-
environment coupling operator V within second-order
perturbation theory by which one finds for the total den-
sity operator the equation of motion [44]
R˙ = − i
~
[HDQD(t)+Henv, R]− 1~2
∫ ∞
0
dτ [V, [V (t−τ, t), R]] .
(B10)
The particular form of the coupling operator in the inter-
action picture, V (t−τ, t) = U†DQD(t−τ, t)V UDQD(t−τ, t),
stems from the explicit time-dependence of the cen-
tral quantum system. By tracing out the environmen-
tal degrees of freedom, one obtains an equation of mo-
tion for the reduced density operator of the system, ρ.
This step requires one to specify the state of the en-
vironment. Here, we assume that it is in the grand
canonical state ρ
(eq)
env and that it is uncorrelated with
the system, such that the total density operator fac-
torizes into a system and an environment part, R '
ρ ⊗ ρ(eq)env . Under this condition the decomposition into
the Floquet basis provides a master equation of the form
ρ˙ = −i(ωn − ωm)ρmn +
∑
n′m′ Lnm,n′m′ρn′m′ , where the
Bloch-Redfield tensor Lnm,n′m′ follows in a straightfor-
ward way from Eq. (B10). In the last step we assume
that all matrix elements ρnm evolve much slower than
the rf-field, which allows us to replace the Bloch-Redfield
tensor by its time average. In this way we obtain a time-
independent master equation describing the time evolu-
tion of the population of the (time dependent) Floquet
states.
We are exclusively interested in the steady state of this
master equation, which for weak dissipation eventually
becomes diagonal in the Floquet basis. Exploiting this
knowledge, we set the off-diagonal matrix elements to
zero and arrive at a master equation of the form
ρ˙nn =
∑
n′
(
Wn←n′ρn′n′ −Wn′←nρnn
)
, (B11)
where ρnn are the populations of the Floquet states. In
the following we present the results for the transition
rates Wn←n′ which are evaluated as sketched above.
19
c. Coupling between the double quantum dot and the leads
To calculate the tunnel coupling between the right lead
and the right quantum dot, we evaluate the coefficients
of the master Eq. (B11) by replacing V in Eq. (B10) with
the tunnel coupling between the right dot and the right
lead given by Eq. (B2). After some algebra, we arrive at
the transitions rates
W leadsn←n′ =
ΓR
~
∑
k
∣∣∣∑
k′
〈φn,k′+k|c†R|φn′,k′〉
∣∣∣2
× f(ωn − ωn′ + kΩ− µR)
+
ΓR
~
∑
k
∣∣∣∑
k′
〈φn,k′+k|cR|φn′,k′〉
∣∣∣2
× (1− f(ωn − ωn′ + kΩ− µR)),
(B12)
where the first term describes tunneling from the right
lead to the right dot, while the second term refers to
the opposite process. The corresponding Liouvillian for
coupling to the left lead is obtained in the same way with
the accordingly modified dot-lead Hamiltonian. Owing
to charge conservation, the time-averaged currents are
the same at all interfaces. Here we evaluate it at the right
dot-lead barrier and obtain it as the difference between
the terms that describe in Eq. (B12) tunneling from the
lead to the dot and those describing the opposite process:
Jn←n′ = − ΓR~
∑
k
∣∣∣∑
k′
〈φn,k′+k|c†R|φn′,k′〉
∣∣∣2
× f(ωn − ωn′ + kΩ− µR)
+
ΓR
~
∑
k
∣∣∣∑
k′
〈φn,k′+k|cR|φn′,k′〉
∣∣∣2
× (1− f(ωn − ωn′ + kΩ− µR)),
(B13)
where Jn←n = 0 due to vanishing matrix elements. Note
that this expression can also be derived in a more formal
way by introducing a counting variable for the lead elec-
trons before tracing them out and, thus, it does not rely
on any specific interpretation of the tunneling terms.
d. Coupling between the qubit states and the heat bath
A Liouvillian that describes the influence of the dissi-
pating environment on the DQD is derived by the same
procedure, but using for V the electron-phonon Hamil-
tonian Eq. (B2). We obtain
W decoherencen←n′ =2
∑
k
∣∣∣∑
k′
〈φn,k′+k|Z|φn′,k′〉
∣∣∣2
×N(ωn − ω′n + kΩ),
(B14)
where N(ω) = J(ω)nth(ω) with the bosonic thermal
occupation number nth(ω) = [e
~ω/kBT − 1]−1. In or-
der to arrive at this convenient form, we have defined
J(−ω) = −J(ω), while the Bose function was extended
by analytic continuation.
As already mentioned, a coherent tunnel process be-
tween the charge configurations (1,1) and (2,0) requires
that the spin configuration of both states is equal, and
in our case this includes only the singlet states S11 and
S20. The reason is, that the triplet T20 is too high in
energy owing to the large intradot exchange interaction.
In turn, a direct transition of the triplet states with (1,1)
charge configuration to S20 is inhibited. As a conse-
quence the transport process comes to a standstill until
a transition to the S11 singlet occurs. In our setup, this
spin blockade is resolved by two mechanisms. First, the
Zeeman field of the nanomagnet close to the DQD pos-
sesses an inhomogeneity by which singlets and triplets
mix. They form narrow avoided crossings at which spin
blockade is resolved and a current peak emerges. This
effect is fully coherent and contained in our DQD Hamil-
tonian, Eq. (B1). Second, spin flips are induced by the
hyperfine interaction with nuclear spins in the GaAs ma-
trix, which we treat as incoherent relaxation. There-
fore, thermal motion of the nuclear spins coupled via
the hyperfine interaction represent a further dissipative
environment. Our LZSM measurements do not provide
clear experimental hints on memory effects (besides for
very small modulation amplitudes A, where we find in-
dications for dynamic nuclear spin polarization, see Sec.
A 8) or a significant temperature dependence of the spin
flip rate (within the probed temperature range). This
allows us to avoid the theoretical difficulties of choos-
ing a particular microscopic model and to capture spin
flips by a Lindblad form with a rate γσ. Therefore,
we add to the master equation the Liouvillean L[ρ] =
1
2γσ
∑
`,m=↑↓(2S`,mρS
†
`,m−S†`,mS`,mρ−ρS†`,mS`,m) with
the spin flip operator S`,m = c
†
`,m¯c`,m for an electron on
dot `, where m = ↑, ↓ and m¯ 6= m. Decomposition into
Floquet states followed by rotating-wave approximation
yields the rate
W spinflipn←n′ = γσ
∑
m=↑↓
∑
k
∣∣∣∑
k′
〈φn,k′+k|SL,m|φn′,k′〉
∣∣∣2 .
(B15)
In our numerical approach to the steady-state average
current, we first compute the Floquet states which allows
us to evaluate the transition probabilities:
Wn←n′ = W leadsn←n′ +W
decoherence
n←n′ +W
spinflip
n←n′ , (B16)
so that we obtain a specific expression for the master
equation Eq. (B11). The steady-state solution of this
master equation, ρ
(∞)
nn , follows straigtforwardly from the
condition ρ˙
(∞)
nn = 0 =
∑
n′(Wn←n′ρ
(∞)
n′n′ − Wn′←nρ(∞)nn )
together with the trace condition
∑
n ρ
(∞)
nn = 1. Finally
we arrive at the dc current I =
∑
nn′ Jn←n′ρ
(∞)
n′n′ .
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DQD parameter value in µeV determined by
bias voltage V 1000 externally applied voltage
intra dot Coulomb energy U 3500± 350 charging diagram
inter dot Coulomb interaction U ′ 820± 80 charging diagram
inter-dot tunnel coupling ∆ 13± 1 spin funnel, see Fig. 7C
source-dot tunnel rate ΓR 0.1 estimated from current, of minor relevance
dot-drain tunnel rate ΓL 2× 10−3† from current without spin blockade
spin relaxation γσ 10
−3 from current with spin blockade
T± − S11 splitting 0.12‡ Landau-Zener transition, see Fig. 7A
external parameters value in µeV determined by
photon energy ~Ω 6.2/11.4/18.7 at modulation frequency of 1.5/2.75/4.5 GHz
mean Zeeman splitting gµBB 4.2 gµBBext; |g| = 0.36 and Bext = 200 mT
thermal energy kBT 1.7 – 40 cryostat and electron temperature
environmental influences value determined by
inhomogeneous broadening λ? 3.5± 0.5µeV from broadening in I(¯) peaks
Caldeira-Leggett parameter αZ (1.5± 0.5)× 10−4 decay of lemon arcs, temperature dependence
Caldeira-Leggett parameter αX < 5× 10−6 asymmetry of LZSM pattern
TABLE I: Parameters used for the numerical calculations. † The data of Fig. 2 and Fig. 13 were measured with a slightly smaller
dot-drain rate and, accordingly, the numerical data were computed with ΓR = 1.2 × 10−3 µeV. ‡ Note that the S-T splittings
are reduced compared to gµB∆Bx,z according to the weight of S20 in the singlet state. In our case we have gµB∆Bx ' 0.2µeV
which reduces to the T± − S11 splitting of 0.12µeV.
Appendix C: System parameters
Table I summarizes the most important parameters
which characterize our DQD, the two-electron qubit and
its coupling to the environment and which we used in
our numerical calculations. For applying the scattering
formula Eq. (2), we identified the initialization rate Γin
for the process (1, 0)→ S11 with the spin relaxation rate
γσ, while the decay (2, 0) → (1, 0) occurs at dot-draim
rate so that Γout = ΓL.
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