Abstract: Natural frequencies and mode shapes of structures are determined from eigenvalue analysis. This paper proposes a subspace iteration method with an accelerated Lanczos starting subspace for the efficient eigenvalue analysis of structures. The proposed method uses accelerated Lanczos vectors as starting vectors in order to reduce the number of subspace iterations. Accelerated Lanczos starting vectors are generated by employing the repeated forward reduction and back substitution. The proposed method has less computing time than the subspace iteration method with a conventional Lanczos starting subspace when the number of required eigenpairs is relatively small. The efficiency of the proposed method is verified through numerical examples.
Introduction
Natural frequencies and mode shapes of structures are determined from eigenvalue analysis. Various methods are available for eigenvalue analysis. Among them, the subspace iteration method is widely used for structural problems. The subspace iteration method was proposed by Bathe and Wilson ͑1972͒. Various improved versions of the method have been employed. Akl et al. ͑1979͒ employed an over-relaxation technique. Bathe and Ramaswamy ͑1980͒ presented the subspace iteration method with Lanczos starting subspace. They also used shifting techniques. Wilson and Itoh ͑1983͒ proposed an efficient strategy for largescaled problems. All of the improved methods are numerically efficient.
Among them, the subspace iteration method with Lanczos starting subspace ͑Bathe and Ramaswamy 1980͒ is also efficient. The method uses Lanczos vectors as starting iteration vectors. In quantum problems, Grosso et al. ͑1993͒ modified the Lanczos algorithm to more efficiently obtain the eigenstate of quantum systems. The modified algorithm has been adopted by Cordelli ͑1994͒ and Bevilacqua et al. ͑1996͒. The modified algorithm is obtained by squaring the conventional operator to accelerate convergence. The similar squaring technique was proposed in the simultaneous inverse iteration process in the modified subspace iteration method ͑Lam and Bertolini 1994; Qian and Dhatt 1995; Wang and Zhou 1999͒ . This paper applies the technique to the subspace iteration method with Lanczos starting subspace. By employing the squared dynamic matrix in the generation of Lanczos starting vectors, the convergence is improved. Detailed procedures of the proposed scheme are described in the next section.
Subspace Iteration Method with Lanczos Starting Subspace
Natural frequencies and mode shapes of structures are obtained by solving the eigenproblem, K j = j M j . M and K are symmetric mass and stiffness matrices of order n, respectively. j is the jth eigenvalue which is the squared value of the jth natural frequency, and j is the jth eigenvector which describes the jth mode shape of structures. The steps of the subspace iteration method to solve the eigenproblem are summarized as follows.
The first step in the subspace iteration method is to establish a starting subspace. Starting subspace takes the form of a matrix whose columns are starting iteration vectors. The subspace iteration method with Lanczos starting subspace uses Lanczos vectors as starting iteration vectors, and the Lanczos vectors are generated from the Lanczos algorithm. The Lancozs algorithm was first proposed by Lanczos ͑1950͒ and the applicability was studied by some researchers ͑Paige 1972; Parlett and Scott 1979; Ericsson and Ruhe 1980; Nour-Omid et al. 1983; Simon 1984; Matthies 1985; Chen and Taylor 1988; Rajakumar 1993; Smith et al. 1993͒ . The Lanczos algorithm combines the inverse iteration and GramSchmidt orthogonalization. The algorithm can be summarized as follows. The first Lanczos vector is established by normalizing an 1 arbitrary vector. Then, the following inverse iteration is performed
where x i = ith Lanczos vector; and K −1 M = dynamic matrix. x i is not obtained by direct calculation of the dynamic matrix. It is obtained by forward reduction and back substitution. Orthogonalization is performed by the recursive formula,
. In addition to the basic steps, the reorthogonalization process is required to retain the orthogonality of Lanczos vectors. In this paper, reorthogonalization algorithm presented by Bathe and Ramaswamy ͑1980͒ is used. If the number of required eigenpairs ͑eigenvalue and the corresponding eigenvector͒ is p, the number of required Lanczos vectors is generally 2p and the starting subspace will be ⌽ 1 = ͓x 1 x 2¯x2p ͔. Since Lanczos vectors are good approximate eigenvectors, only a few iterations are generally required. The next step is to perform subspace iteration which includes simultaneous inverse iteration, system reduction, eigenvalue analysis for reduced system and computation of updated subspace. The simultaneous inverse iteration is performed by calculating ⌽ k+1 = K −1 M⌽ k . Then, the reduced system is obtained by calculating
The eigensolution for the reduced system is obtained by solving
The generalized Jacobi method can be effectively used for the reduced system. Using the eigensolution of reduced system, the updated subspace is obtained by ⌽ k+1 = ⌽ k+1 Q k+1 . As k increases, diagonal entries of ⌳ k+1 and columns of ⌽ k+1 converge to exact eigenpairs. In this paper, the error measure, j = ʈK j − j M j ʈ / ʈK j ʈ ͑Bathe and Ramaswamy 1980͒, is used for checking convergence and the tolerance is 10 −6 which yields a sufficient accuracy.
Proposed Method
In this paper, a modified Lanczos algorithm is proposed to generate accelerated Lanczos vectors to improve convergence of the subspace iteration method with Lanczos starting subspace. The modified Lanczos algorithm employs squared dynamic matrix to generate accelerated Lanczos vectors while the conventional algorithm uses nonsquared dynamic matrix in Eq. ͑1͒. The modified form of Eq. ͑1͒ is 
x i is not calculated by the direct square of the dynamic matrix. It is obtained by repeated forward reduction and back substitution. The steps of orthogonalization, normalization, and reorthogonalization are identical to those of conventional method. Since x i in Eq. ͑2͒ is calculated from the repeated inverse iteration, it can separate approximate eigenvalues more rapidly than x i in Eq. ͑1͒. Therefore, modified starting subspace with accelerated Lanczos vectors are closer to exact eigenvector space than conventional starting subspace, resulting in a reduction in the number of iterations. Of course, the squared dynamic matrix requires an additional cost for forward reduction and back substitution. However, the degree of cost reduction due to less iteration is greater than that of the cost increase due to additional forward reduction and back substitution. The simultaneous inverse iteration, system reduction, eigenvalue analysis for the reduced system, and updating subspace are the same as the conventional method
Numerical Examples
Two numerical examples are considered to verify the efficiency of the proposed method. The number of iterations and computing time are examined. Fig. 1 shows example structures that are three-dimensional building frames. Young's modulus is 2.1 ϫ 10 11 Pa and mass density is 7,850 kg/ m 3 . The area and moment of inertia are 0.01 m 2 and 8.3ϫ 10 −6 m 4 , respectively. The first structure has 400 beam elements and 180 nodal points resulting in 1,008 degrees of freedom ͑DOFs͒. The second structure is composed of 2,170 beam elements and 864 nodal points and its DOF is 5,040. Natural frequencies of example structures are plotted in Fig. 2 . Table 1 and Fig. 3 summarize the number of iterations and computing time, respectively, for obtaining required eigenpairs. As shown in Table 1 , the subspace iteration method, with proposed Lanczos starting subspace, has a smaller number of iterations than the subspace iteration method with conventional Lanczos starting subspace. Fig. 3 shows that the proposed method is much more efficient when the number of required eigenpairs is small. When the number of required eigenpairs is large, conventional Lanczos starting subspace has already good approximations of exact eigenvector space because the size of the starting subspace is sufficiently large. In that case, the proposed starting subspace has no gains. However, in practical dynamic analysis or seismic design, the number of required eigenpairs is generally small because a few lower modes are dominant. Therefore, it could be concluded that the proposed method is practically useful. In Fig. 3 
Conclusions
The subspace iteration method with an accelerated Lanczos starting subspace is proposed for the efficient eigenvalue analysis of structures. From a numerical analysis, the characteristics of the proposed method can be summarized as follows. The subspace iteration method with the proposed Lanczos starting subspace has a smaller number of iterations than the subspace iteration method with a conventional Lanczos starting subspace because the squared dynamic matrix in the proposed algorithm can accelerate convergence. The number of required eigenpairs is generally small in practical analysis, because a few lower modes are dominant. The proposed method has less computing time than the conventional method when the number of required eigenpairs is small. Therefore, the proposed method is practically efficient.
