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Introduction

Background
The first spatially-distributed water resources model was conceived in the 1960s (Freeze and Harlan, 1969; Crawford and Linsley, 1966) . Satellite observations were first operationally assimilated into numerical weather prediction (NWP) models in the early 1970s (Tracton and McPherson, 1977) . The first operational uses of satellite observations in water resources were developed in the early 1980s (Ramamoorthi, 1983) . Almost 30 years later, few satellite data are used in only a handful of operational surface water resources monitoring systems (SWRMS, reviewed further on) 1 . There appears to be little evidence that the information they provide has found wide uptake in water management.
This seems curious when considering the ever increasing pressure on water resources in many countries and the utility of water resource information in water management. Some benefits of SWRMS include: (1) improved spatial understanding of the water cycle and its sensitivity to climate variation, natural disturbances and human interventions; (2) generation of retrospective water resources 40 A. I. J. M. van Dijk and L. J. Renzullo: Water resource monitoring systems accounts for policy planning and evaluation and compliance monitoring (Molden, 1997) ; (3) near-real time monitoring of soil, river and groundwater availability to support drought response policies and actions (Henricksen and Durkin, 1986) ; (4) initialisation of flood warning and water resource forecast models; and (5) data to evaluate hydrological models used for "what-if" scenario assessments.
There are indications that the development of operational SWRMS is currently progressing rapidly however, particularly now that some of the main technological obstacles have been overcome. Internet communication and telemetry have become fast and inexpensive. Reliable and accessible near-real time satellite data services have become available (though much data is still collected by research missions and therefore arguably not truly operationally reliable). Robust yet flexible information and communications technology (ICT) solutions have been developed to support the development of operational systems (Kumar et al., 2008; Werner and Whitfield, 2007) . The onus, therefore, is on the hydrological community to develop modelling systems that integrate satellite and on-ground observation systems as necessary to produce water resources information that is of use to decision makers.
Australian context
Recent experiences in Australia provide an example where demand for water resources information has led to the development of a SWRMS. Large swathes of Australia have been experiencing extraordinary drought conditions since around 2001 prompting federal and state governments to reform water information management and dissemination. New water laws in 2007 delegated a legislative mandate and resources to the Bureau of Meteorology (BoM) to develop a range of upto-date water information services and the statutory power to request water observations from all relevant sources. Services will include an annual national water account, scheduled water resources assessments that interpret current and future water availability, and forecasts of water availability for days to decades (http://www.bom.gov.au/water/). To achieve this, BoM and the Commonwealth Scientific and Industrial Research Organisation (CSIRO) in 2008 initiated development of an underpinning SWRMS. The Australian water resources assessment (AWRA, http://connect.csiro.au/ water/) system currently exists as experimental operational systems in CSIRO and in BoM; that is, information is generated routinely and automatically but is not yet provided as a data service.
Objective
The aim of this paper is to assess the current state of progress, opportunities and challenges to achieve greater use of satellite observations in SWRMS. This is pursued by considering the following questions:
-What operational SWRMS currently exist?
-How do these systems use satellite observations? -What research applications have been published that may be implemented operationally?
These questions will be considered through the prism of the water information requirements that led to the development of AWRA. A short description of the system is therefore provided.
2 Spatial water resource monitoring systems
Spatial hydrological models
Over the years, a wide range of spatial hydrological models has been developed. Several reviews of these models have been published (e.g. Kampf and Burges, 2007, and references therein) . Typical applications of these models are either at the catchment or groundwater systems scale. The first dynamic hydrological model that was feasibly applicable over large areas (e.g. a continent) as well as demonstrated utility for water resources applications was the variable infiltration capacity (VIC) model, developed in the early nineties (Wood et al., 1992; Liang et al., 1994) . VIC was developed with the intention to be included in global climate models (GCMs) but was also evaluated against streamflow with satisfactory results. Since then, the land surface models (LSMs) in most GCMs have received at least some attention to the representation of hydrological processes in part due to their participation in the Project for Intercomparison of Land-Surface Parameterization Schemes (PILPS; Henderson-Sellers et al., 1995 , 1993 and similar initiatives. Due to their lineage, LSMs typically evolve at sub-daily time steps and have a domain and resolution commensurate with the GCM. LSMs are not primarily intended to provide water resources information and are not used widely in water management. When compared to more conventional catchment models, LSMs show poorer performance in reproducing streamflow observations and other water resources related variables (Oki et al., 1999; Nijssen et al., 2001; Wood et al., 1998; Lohmann et al., 2004) . Reasons include the more elaborate parameter calibration techniques used in catchment models, and the combination of coarse resolution (of precipitation forcing in particular) and strong non-linearity in runoff generating processes. LSMs also vary in the degree to which hydrological processes important to water resources management (such as groundwater dynamics, streamflow generation and water use) are represented. The first uses of dynamic continental to global hydrological modelling for large scale water resources assessment were published between 1998 and 2000, including the landmark study of Vörösmarty et al. (2000) . Since then, several more distributed water resource models have been developed to help understand the characteristics and sensitivities of water resource systems. A distinguishing feature of these models is that they consider water resource generation and use. Initial studies manipulated tabulated data on aggregate water use, but in recent years models have been developed that include a dynamic description of in-river processes (the management and dynamics of reservoirs and other water bodies, extractions, irrigation water use) yet can still be applied for large areas or even globally (Döll et al., 2003) .
Operational monitoring systems
Arguably, the only SWRMS specifically designed for use by water resource managers is the Netherlands Hydrological modelling Instrument (NHI) that was made operational very recently . It provides daily water resources estimates and forecasts across the Netherlands (41 526 km 2 ) at 250-m resolution to support surface water allocation decisions during drought. The system integrates a grid-based vertical soil water model with surface and groundwater models that are coupled online with a regional surface water model and water distribution model to provide estimates of variables such as surface water and groundwater levels and root zone soil moisture.
In addition, a handful of systems exist that provide synoptic information about landscape hydrological variables. Some of these are described briefly below. While incomplete from a water resources perspective, they do provide information that can be relevant to water management, such as soil moisture status and streamflow in unregulated systems.
A Land Data Assimilation System (LDAS) technology was developed in the US to combine data from multiple sources within models to produce gridded maps of land surface states and fluxes. Implementations include the North America LDAS (NLDAS, http://www.emc.ncep.noaa.gov/ mmb/nldas/ and http://ldas.gsfc.nasa.gov/nldas/) and the Global LDAS (GLDAS; http://ldas.gsfc. nasa.gov/gldas/) (Rodell et al., 2004) . Both rely on the Land Information System (Kumar et al., 2008) , a software infrastructure that drives several spatial models, including Noah, Mosaic, VIC, the Community Land Model, and the Sacramento model (for details and comparison see Mitchell et al., 2004; Rodell et al., 2004) . Retrospective and updated NL-DAS model output is available with five days latency, and soil moisture percentile and anomaly maps are provided through the experimental NLDAS Drought Monitor website (http: //www.emc.ncep.noaa.gov/mmb/nldas/drought/). GLDAS output is produced as 3-hourly and monthly values and at 0.25-1 • resolution. Data are available from the NASA web site with around one month latency.
Two large-scale experimental operational hydrological monitoring and forecasting systems have been developed by Princeton University for the eastern USA (http://hydrology. princeton.edu/ ∼ luo/research/FORECAST/project.php) and by the University of Washington for the western USA (http://www.hydro.washington.edu/forecast/westwide/). Both systems evolved from NLDAS, use the VIC model, and provide near-real time (latency around one day) spatial model estimates of soil moisture and snow water equivalent, as well as weekly streamflow at gauging locations. Components of the two systems are currently being merged to provide operational seasonal forecasts for the US through NCEP (E. F. Wood, personal communication, 2010) .
The European Flood Alert System (EFAS; http://floods. jrc.ec.europa.eu/efas-flood-forecasts) uses a gridded catchment model (LISFLOOD; Van der Knijff et al., 2010) that is initialised using atmospheric conditions inferred from onground observations, near real-time satellite data and forecasts of precipitation, temperature and evaporation up to 15 days out (Thielen-del Pozo et al., 2009 ). The same system outputs are used to provide daily updates of soil moisture conditions at 0.05 • resolution through the European Drought Observatory (EDO; http://edo.jrc.ec.europa.eu/).
Apart from the discussed operational systems, some monitoring and forecasting systems exist that are not intended for water resources applications but nonetheless contain hydrological models or land surface models. An example is the experimental AWAP system (Australian Water Availability Project; Raupach et al., 2008; King et al., 2010) which provides monthly and weekly updates on soil moisture status for Australia at 0.05 • resolution (http://www.eoc.csiro.au/ awap/). Groundwater and flow routing are not represented, but the system has been shown to produce monthly estimates of runoff that show useful agreement with observed streamflow (Raupach et al., 2008) .
Finally, various monitoring and warning systems exist that have relevance to water resources but do not use a dynamic spatial hydrological model. These include flood and drought monitoring systems based on atmospheric model output, data collected by in situ networks, satellite products, or a combination of these. Examples include the US Drought Monitor (http://watermonitor.gov/), Global Flood Detection System (http://www.gdacs.org/flooddetection/), Dartmouth Flood Observatory (http://www.dartmouth.edu/ ∼ floods/) and flood warning services in many countries (including Australia; http://www.bom.gov.au/hydro/flood/). These systems are beyond the scope of this paper. scheduled water resources assessments and the annual National Water Account. The systems described in Sect. 2 provide important lessons but do not generally fulfil all requirements.
First, regulated and unregulated redistribution through surface water and groundwater systems forms the primary focus of water resources management and needs to be represented explicitly and accurately. Features that need to be described include irrigation, off-reach wetlands, floodplain inundation, surface water-groundwater exchanges, groundwater discharge to the soil, and the dynamic behaviour of water stored in public and private reservoirs and other water bodies. Except for the NHI, current SWRMS do not describe these processes and therefore additional development is required. This is achieved by coupling the spatial landscape hydrological model to lumped river models as well as lumped or distributed groundwater models, where required. In addition, surface and groundwater water extraction metering data are combined with satellite ET estimates to synthesise spatial information on water use (Fig. 1) .
Second, the system needs to achieve estimates of riverand groundwater balance terms that are as good as those achieved with "conventional" hydrological tools, and preferably better. Tools widely used in Australia include lumped rainfall-runoff tools to estimate streamflow (e.g. Sacramento; Burnash et al., 1973) ; rational methods to estimate land cover effects on ET (Zhang et al., 2001) ; and soil-vegetationatmosphere models such as WAVES (Zhang and Dawes, 1998 ) to estimate groundwater recharge. These models are often simpler than LSMs and only target specific water balance terms and time scales, but they have been more comprehensively compared against field observations and are trusted by water resource managers. Their performance sets a benchmark in system development.
Third, the on-ground hydrometric network of streamflow and water level gauges, groundwater monitoring wells and diversion and extraction meters needs to be integrated with the model. For example, lumped rainfall-runoff models tend to be amenable to optimisation of a small number of (nondistributed) parameters to observed streamflow, and these parameter sets can have predictive value in nearby catchments as well (Chiew, 2010) . Achieving similar performance in distributed models requires some of these parameterisation techniques to be used. Moreover, in water accounting hydrometric observations and model estimates will need to be reconciled. This introduces a need for model-data fusion techniques that do not only integrate satellite observations, but also on-ground observations. Fourth, the information needs to have sufficient spatial resolution for water resources applications. Some processes or features tend to occur at resolutions lower than those considered in LSMs; for example irrigation, surface water bodies, floodplains and wetlands, and residential water use. In theory, there is high resolution satellite data to provide information on these features at very high (<50 m) resolution. In practice, it is currently not feasible computationally to model at this resolution over areas as large as Australia (7.7 million km 2 ).
To address these challenges, the AWRA system has conceptually been designed as a modular system with four components ( Fig. 1): (1) a grid-based, one-dimensional landscape hydrological model (AWRA-L; Sect. 3.2) that shows similarities to both LSMs and conventional hydrological tools; (2) a lumped model describing the river and floodplain water balance and routing; (3) lumped or finite element aquifer models for regions where groundwater dynamics are not well described by the landscape model (high transmissivity regional groundwater systems, floodplain aquifers); and (4) a water use model that uses metering and gridded satellite ET estimates to spatially infer lateral inflow derived from the river and groundwater systems (Van Dijk and Renzullo, 2009b) .
The two-way coupling between these four models needs to be described in a way that is practical for operational application. This currently rules out fully-dynamic coupling. Instead, initialisation and data assimilation approaches are being developed to reconcile component models. These estimates are subsequently reconciled within the landscape and river water balance models through data assimilation in model re-analysis. These components and exchanges are currently still in development and not implemented operationally. The focus of satellite data use is in the AWRA landscape hydrological model, which is operational and described below.
AWRA Landscape model
The design of the AWRA Landscape (AWRA-L) model reflects a desire for parsimony -from a computational perspective, to achieve operational robustness (e.g., numerical model solutions requiring iteration were avoided), and from a scientific perspective, to reduce parameter uncertainty (or equifinality; Beven and Binley, 1992; Beven, 1989) . The choices made in model formulation do sometimes represent a compromise between the aim for parsimony and the need to simulate variables that can be assimilated or that are required for reporting purposes (e.g. in the National Water Accounts; Bureau of Meteorology, 2010). As all AWRA components, AWRA-L has been designed as modular software, so that process descriptions are easily included, replaced and removed.
The current model version 0.5 is described in a report (Van Dijk, 2010a) and summarised briefly here. The AWRA-L structure may be described as a hybrid between a simplified "tiled" (sensu Avissar and Pielke, 1989 ) LSM and a lumped catchment model applied at grid resolution (cf. Chiew, 2010) . Effectively, each grid cell is conceptualised as a catchment (or several identical catchments in parallel) that does not laterally exchange water with neighbouring cells. The validity of this assumption will vary as a function of model resolution, geohydrological conditions, and time scale. Grid resolution, domain and the number of sub-grid land cover classes (Hydrological Response Units; HRUs) are not prescribed but defined by the model inputs. The version implemented in the experimental AWRA system uses Australia-wide forcing data at 0.05 • resolution and considers two HRUs; deeprooted vegetation and shallow-rooted vegetation.
The model evolves on a daily time step. The water balance of a top soil, shallow soil and deep soil compartment are simulated for each HRU and groundwater and surface water dynamics are simulated at grid resolution. Simple and where available well-established equations were used to describe processes determining the radiation, energy and water balance. Evapotranspiration (ET) can be estimated following the Penman-Monteith equation or the Priestley-Taylor equation (Priestley and Taylor, 1972; Monteith, 1965) , depending mainly on the availability of wind speed data. Storm and baseflow generation equations were selected after an evaluation of alternatives against streamflow observations , 2010b . A simplified soil water hydraulics scheme that has minimal computational demands was derived empirically from simulations with a detailed model using Richards' equation. New approaches were developed to describe surface albedo dynamics and vegetation phenological response to water availability (Van Dijk, 2010a) All HRU and catchment parameters can be prescribed as uniform values or as spatially-varying grids. Prior estimates for all parameters were based on literature review or analyses carried out as part of model development. The minimum meteorological inputs are daily gridded precipitation, incoming short-wave radiation and daytime average or maximum and minimum temperature. Where daily or daytime wind speed, vapour pressure and air pressure data are available they can be used optionally.
AWRA-L simulations have been compared against various in situ and satellite observations to assess performance in the absence calibration or assimilation. Satellite observations used for model evaluation are discussed in Sect. 4.4. In situ observations included streamflow measurements from 362 small Australian catchments affected minimally by regulation and flux tower ET observations at four sites across Australia (Van Dijk and Warren, 2010) . Flux tower ET for dry canopy conditions was reproduced well; the main source of error was found to be caused by differences between tower-based precipitation measurements and grid-based estimates. Comparison of total ET was difficult due to the large uncertainty in rainfall interception evaporation estimated from the flux tower measurements. Streamflow records were reproduced with very similar accuracy to that achieved by lumped rainfall-runoff models in the absence of calibration. Simulations are likely to be improved by applying more advanced parameter calibration developed for such models (Chiew, 2010) , particularly at smaller spatial and temporal scales. 
Operational implementation
As part of operational trialling, two experimental AWRA systems have been implemented, using respectively the ICT frameworks developed for the AWAP system (King et al., 2010) and Delft-FEWS (Werner and Whitfield, 2007) . Both systems use 0.05 • resolution forcing data of daily precipitation, short-wave radiation, and minimum and maximum temperatures produced by the BoM. The precipitation fields are derived by interpolation of gauge observations only and are produced in a staged manner as observations with increasing latency become available (Jones et al., 2009 ). Minimum and maximum temperature fields are also derived by interpolation of station observations (Jones et al., 2009) . Incoming short-wave radiation is estimated by blending station observations and geostationary measurements (see Sect. 4.2).
Satellite observations were used to estimate HRU fractions and some of the parameter fields (see Sect. 4.3). The operational AWRA-L model has not yet undergone any automated parameter optimisation. Simple observational models have been implemented to facilitate data assimilation for state updating (see Sect. 4.5) but data assimilation is currently not implemented operationally.
Outputs produced include gridded fields of water storage in the three soil compartments and groundwater, ET, streamflow generation, groundwater recharge. In addition some variables are produced for diagnostic purposes and as a precursor to operational data assimilation. These include vegetation biomass and leaf area index (LAI), and "synthetic" satellite observations such as fractional cover, vegetation greenness indices, soil surface wetness, and total column terrestrial water storage. An example output is shown in Fig. 2. 
Operational use of satellite observations
Utility of satellite observations
Several papers have surveyed the potential or actual uses of satellite observations in hydrology (Schultz and Engman, 2000; Wagner et al., 2009; Fernández Prieto et al., 2009; Schmugge et al., 2002; Rango and Shalaby, 1998) . They are summarised here with a focus on use in SWRMS and compared to the ground observations currently used in hydrological modelling (Fig. 3 ).
-Atmosphere:
Conventionally, the atmospheric variables that are required as forcing for hydrological models are precipitation gauge and weather station observations or derived interpolation products. Particularly in data sparse regions, satellite observations can help improve the quality of these inputs, for example by blending precipitation gauge information with rainfall radar and multisatellite rainfall products; and combining satellite observations of cloud cover, atmospheric composition and temperature with weather station observations and/or NWP models.
-Vegetation and snow:
Optical and passive microwave observations can produce estimates of snow cover and snow water equivalent water storage, which can be used to initialise hydrological models. Optical satellite observations can be used to classify the landscape into land cover classes. Optical observations of albedo and thermal infrared (TIR) and microwave brightness temperatures or derived land surface temperatures (LSTs) can be assimilated into surface radiation and energy balance models to improve the accuracy of ET estimates. Similarly, optical observations of vegetation greenness and derived products such as the fraction of absorbed photosynthetically active radiation (FPAR) and leaf area index, and passive or active microwave derived estimates of vegetation water content, biomass and vegetation structure, can be used to estimate such variables as emissivity, canopy conductance and vegetation roughness, which affect the partitioning of radiation into ET and other terms.
-Soil: Active and passive microwave observations have been used to estimate the topsoil moisture content, and the temporal decay in soil (brightness) temperature observations has been used to estimate soil hydraulic properties. 
-Surface water:
Satellite altimetry can be used to measure water level in larger water bodies, and optical active and passive microwave remote sensing have been applied to monitor the extent of water bodies and floods, as well as volume (through combination with elevation data).
-Groundwater: While optical and microwave observations are too superficial to produce much information on groundwater dynamics, they have been used interpretatively in geohydrological mapping, and the occurrence of thermal anomalies can indicate groundwater discharge zones.
Finally, gravity measurements such as those by the Gravity Recovery and Climate (GRACE; Tapley et al., 2004) provide observations of total column water storage, which includes water in all stores mentioned above. Despite their currently coarse spatial resolution, they are a unique integrated measurement and have proven valuable for evaluation of large scale hydrological models. This brief summary shows a wealth of possibilities for satellite observations to aid in hydrological modelling, including "soft" or interpretative uses (e.g., mapping, evaluation) as well as "hard" or quantitative uses (as model input or in data assimilation). Below, we review published operational and experimental uses of these observations, making a distinction between the use of satellite products for (1) dynamic forcing; (2) a priori parameter estimation; (3) model evaluation and development; and (4) data assimilation, including both non-sequential techniques (such as parameter calibration) and sequential techniques (i.e., state updating).
Dynamic forcing
Several NWP systems routinely assimilate satellite observations and their products make their way into some of the operational systems that use weather analysis data and forecasts. For example, the NLDAS system uses daily gridded 0.25 • resolution precipitation estimated by interpolation of data from 6500 gauges measured in near-real time and 13 000 gauges with greater latency; these data are interpolated to 0.125 • resolution and subsequently disaggregated to hourly estimates using rainfall radar observations (Cosgrove et al., 2003) . Geostationary satellite observations are used to estimate incoming shortwave radiation at 0.5 • resolution. Other atmospheric variables (e.g. humidity, temperature, wind) are derived from NCEP NWP analysis (Cosgrove et al., 2003) . The GLDAS system uses 2-hourly meteorological forcing derived from the NCEP global data assimilation system (GDAS) as a default. Precipitation is estimated from global 2.5 • resolution 5-day precipitation fields derived retrospectively by blending gauge and satellite observations (CMAP; Xie and Arkin, 1997) that are disaggregated in time and space using GDAS precipitation fields. Radiation A. I. J. M. van Dijk and L. J. Renzullo: Water resource monitoring systems is based on a 0.25 • resolution global satellite cloud cover product (Rodell et al., 2004) . The two experimental seasonal forecasting systems for the USA use NLDAS forcing data for initialisation, augmented by non-operational station data for the western USA (E. F. Wood, personal communication, 2010 . EFAS uses near-real time meteorological data based on approximately 2000 weather stations around Europe and available with 1 day latency. NHI uses precipitation forcing that includes 1 km radar derived rainfall fields and observations from 325 gauges.
The AWAP and AWRA systems both use 0.05 • resolution gridded fields of daily rainfall and temperature based on interpolated station data only (Jones et al., 2009 ). Satellite observations are however used in the operational estimation of incoming shortwave radiation, by combining solar reflective measurements from imagers aboard the Japanese GMS and MTSAT-IR geostationary satellites with station-level radiation measurements (Weymouth and Le Marshall, 2001 ).
The quality and resolution of precipitation data is recognised as one of the main limitations on useful hydrological monitoring (Nijssen et al., 2001 ). An important aspect of AWRA development has been the generation of better quality precipitation fields, in terms of spatial and temporal resolution as well as in accuracy. In several regions the density of stations is very low and consequently interpolation uncertainty large (cf. Fig. 2) . The global Tropical Rainfall Measuring Mission (TRMM) Multi-satellite Precipitation Analysis (TMPA 3B42; Huffman et al., 2007 ) is a product that extends back to 1998. Only a subset of the Australian station network is used for bias correction in the product. Alternative statistical approaches to blending station data and satellite rainfall products have been explored. Li and Shao (2010) tested ordinary kriging and co-kriging with the TMPA data as a covariate, and developed a double kernel-smoothing technique to blend the two rainfall data sets. An example of the kernelbased blended rainfall estimate for Australia is given in Fig. 4 along with gauge-only analysis generated by the BoM and daily accumulation computed from the TMPA 3B42 rain rates. Cross validation suggested that among the approaches tested the double smoothing technique produced the lowest standard error and bias. The degree to which the resulting blended precipitation product improves AWRA estimates is currently being tested.
Opportunities and challenges
Opportunities for further development include the use of alternative satellite precipitation products (e.g. Joyce et al., 2004) in blending, as well as additional data sources such as NWP analysis data and rainfall radar. These data sources may facilitate the generation of informative estimates of subdaily rainfall distribution. Rainfall intensity is known to influence processes such as overland flow generation and rainfall interception losses, and there is reason to assume that a significant fraction of the differences between model es- timated and observed peak streamflow is due to these processes (Van Dijk, 2010b; Giannoni et al., 2003) .
There are also challenges to be addressed when using satellite data to generate dynamic forcing operationally. In particular, caution needs to be taken when ingesting a product for which continuity is not assured, or the quality of which relies on research missions (the TMPA product is a case in point). Another challenge is the need to understand the error in gauge records as well as satellite products, and temporal and spatial scaling between the two.
A priori parameter estimation
The adjective a priori is used here to distinguish those parameters estimated in independent data analysis or heuristics from those obtained via formal model optimisation (see Sect. 4.5).
There are several examples of the use of satellite observations and derived products to parameterise hydrological models. The most common use is for land cover classification and to prescribe vegetation canopy structural and biophysical properties. Both NLDAS and GLDAS use a 1-km resolution 13-class land cover data set derived from AVHRR (Hansen et al., 2000) . The different models in NLDAS use different approaches to prescribing an LAI or canopy fraction climatology, but all are based on AVHRR NDVI data (see Mitchell et al., 2004 for details) . GLDAS, too, uses AVHRR NDVI observations to produce gridded LAI climatologies for the various land cover classes using a procedure described in Rodell et al. (2004) and Gottschalck et al. (2002) . The LISFLOOD model in EFAS uses a classification based on a blend of AVHRR (Mucher et al., 2000) and SPOT/VEGETATION (Bartholomé and Belward, 2005 ) derived products; monthly LAI estimates are derived from SPOT/VEGETATION and ATSR/AATSR (Garrigues et al., 2008) . AWAP uses NDVI and FPAR derived from SeaWiFS (Gobron et al., 2002) .
In AWRA, grid cell fractions of deep-and shallowrooted vegetations are estimated from persistent and recurrent greenness fractions based on AVHRR NDVI observations (Donohue et al., 2009) . MODIS albedo and vegetation properties (Knyazikhin et al., 1999; Myneni et al., 2002; Schaaf et al., 2002) were also used to derive parameters describing the interrelationships between LAI, fraction canopy cover and albedo, whilst a photosynthetic capacity index was calculated from the enhanced vegetation index (EVI; Huete et al., 2002) and used to estimate surface conductance. Finally, ENVISAT ASAR GM radar (Pathe et al., 2009 ) observations were used to derive parameters describing the relationship between topsoil moisture content and soil albedo (Van Dijk, 2010a) . Canopy dynamics are explicitly simulated by the model and satellite vegetation climatology is not used operationally.
Opportunities and challenges
There are many opportunities for greater use of satellite observations to derive spatially continuous fields of soil and vegetation parameters. Examples include the use of multiand hyperspectral data to estimate canopy assimilative capacity and/or water content and thereby surface conductance (Guerschman et al., 2009; Glenn et al., 2008) ; the use of radar and microwave data to parameterise vegetation biomass or water content (Meesters et al., 2005) , height (Kellndorfer et al., 2004) and aerodynamic roughness (Prigent et al., 2005) . Satellite albedo products can improve radiation balance estimates which can help hydrological estimation. Finally, it has been shown feasible to estimate soil hydraulic properties with the aid of temporal patterns in remotely-sensed temperatures or soil moisture or ET products (Mattikalli et al., 1998) , although this is perhaps better approached through parameter optimisation techniques, given the influence of forcing on the temporal behaviour of these variables (Gutmann and Small, 2010; Pauwels et al., 2009; and references therein) .
There are also some difficult challenges in the inference of vegetation and soil parameter fields. All biophysical properties (e.g. LAI, albedo, biomass) are inferred from remote sensing and are thus subject to uncertainties in the parameters and assumptions of the retrieval model (e.g. Glenn et al., 2008) . In addition, there can be conceptual differences between variables that are superficially similar between remote sensing products and models. Examples include the difference between FPAR and fraction canopy cover, between optical depth and biomass, and between remotely-sensed surface soil properties and desired integrated soil properties.
Model evaluation and improvement
While not essential to support an operational system, satellite observations can be useful to evaluate the performance of hydrological models. Evaluation can help to (1) set a benchmark against which future modifications can be tested; (2) understand how and against which observations model estimates are most usefully compared; (3) identify processes or quantities that are not described well by the model; (4) inform the development of model-data assimilation techniques; and (5) allow the model results to be used with appropriate caveats and "fit for purpose" disclaimers.
Several SWRMS have undergone evaluation against satellite observations. Such evaluations are usually included when testing the performance of satellite data assimilation techniques (e.g. as "open loop" estimates; see Sect. 4.5). For example, NLDAS LST simulations were compared to GOES satellite LST fields and Laguardia and Niemeyer (2008) compared soil moisture simulations by the EFAS/LISFLOOD system against ERS radar derived soil moisture. There have also been numerous studies using satellite observations to evaluate results from non-operational hydrological models. For example, Kite and Droogers (2000) compared several hydrological models and satellite-based ET estimation methods, as well as field measurements. Spatial soil moisture fields derived from hydrological models have been compared to estimates derived from passive microwave observations (Liu et al., 2010) and radar (Vischel et al., 2008; Parajka et al., 2009 ). Biftu and Gan (2001) used AVHRR and Landsat LST and radar soil moisture to evaluate model results. GRACE observations have been used to evaluate simulated total water storage in several studies (see reviews by Güntner, 2008; Ramillien et al., 2008) .
AWRA simulations have been assessed against satellitederived estimates of topsoil moisture content, surface and vegetation properties (fraction cover, FPAR, EVI), total terrestrial water storage, and ET estimates. Topsoil moisture derived from ENVISAT/ASAR GM showed spatial patterns that corresponded well with independent satellite product error estimates (Pathe et al., 2009; Van Dijk, 2010a; Doubkova et al., 2010) . AVHRR-and MODIS-derived estimates of FPAR, canopy cover fraction and greenness were reproduced well for seasonal vegetation that responds dynamically to water availability, while temperature driven phenology and small variations in canopy properties for evergreen forests were not reproduced. AWRA simulated total terrestrial water storages have also been evaluated against GRACE-derived terrestrial water storage estimates (Van Dijk and Renzullo, 2009a) .This showed generally good agreement in the dynamic range and patterns (Fig. 5) and emphasised the utility of satellite gravity observations to identify errors in forcing and the model description of soil and groundwater dynamics, even if currently only at coarse scale.
More recently, evaluation against MODIS albedo (Schaaf et al., 2002) performs better than a climatology ; and evaluation against AMSR-E and TRMM derived soil moisture products (Liu, 2008) along with radar based estimates and in situ observations has helped to assess optimal soil moisture blending methods (Liu et al., 2010) . Comparison against a MODIS reflectance-based scaling ET product (Guerschman et al., 2009 ) has allowed the mapping of areas where lateral inflows of river or groundwater occur .
Opportunities and challenges
Where systematic differences are observed and can be attributed to model error, this can subsequently lead to improvements in model structure or parameterization. Several model inter-comparison experiments have been undertaken in order to assess alternative modelling approaches, although interpretation tends to be confounded by the inability to ascribe observed performance differences to forcing, parameters and model structure (e.g. Dirmeyer et al., 2006; Fox et al., 2006; Henderson-Sellers et al., 1995) . An additional challenge in using satellite retrieved data can be the uncertainty introduced by the retrieval model. It has frequently been suggested to the authors that an evaluation against satellite retrieved products is not strictly valid, as it constitutes "a comparison of models against models". While some retrieval methods indeed rely on pragmatic but, strictly speaking, wrong assumptions and/or unknown or uncertain model parameters, this ignores the fact that the estimation of biophysical fluxes from field measurements also requires processing that can equally introduce large uncertainties. Examples include the potential for large errors in the discharge rating curve to convert water level to streamflow; and the various corrections and gap-filling required to estimate ET from flux tower measurements. A distinct additional disadvantage of field observations can be the uncertainty when scaling these observations to model resolution. In fact it has been argued that satellite ET algorithms have reached an accuracy that is on par with flux tower techniques (Guerschman et al., 2009; Van Dijk and Warren, 2010) .
Data assimilation
Data assimilation here includes all computational techniques used to minimise differences between modelled and observed variables, including non-sequential techniques such as parameter calibration (or "tuning") and sequential state updating techniques.
The use of hydrometric observations to calibrate hydrological models is well established, but the use of satellite observations to estimate parameters in spatially-distributed hydrological models is less common. A challenge is the computational burden of finding an optimal parameter set for each model unit (e.g. grid cell-HRU combination). Existing examples appear to be restricted to research studies. For example, Kalma et al. (2008) reviewed some uses of LST observations to calibrate LSMs, and additional studies have been published since (Winsemius et al., 2008; Renzullo et al., 2008; Immerzeel and Droogers, 2008; Droogers et al., 2010) . Campo et al. (2006) and Parajka et al. (2009) attempted the use of radar soil moisture retrievals to calibrate hydrological models. GRACE data were included in multi-objective parameter optimization approaches to constrain groundwater hydrological parameters (Lo et al., 2010) .
In models with a large number of modelling units (e.g. grid cells), state updating can require fewer model iterations than parameter optimization and hence be more attractive for operational applications. Operational satellite-based state updating in NWP has existed since the 1970s and has improved the accuracy of short (<7 day) term forecasts remarkably (Simmons and Hollingsworth, 2002) and continues to do so (Poli, 2010) . Common approaches include optimal interpolation, three-and four-dimensional variational techniques (Bouttier and Courtier, 1999; Kalnay, 2003) . Apart from the use of remotely-sensed LAI time series, operational assimilation in hydrological models appears to be limited to the GLDAS system. GLDAS assimilates sub-daily LST from TIROS/TOVS geostationary observations (Ottlé and VidalMadjar, 1992) by optimal interpolation and assimilates a MODIS snow cover product (Hall et al., 2002 ) using a rulebased algorithm. Experiments have been done to assimilate Fig. 6 . Indicators of estimation uncertainty for alternative model-data fusion approaches for flux tower ET (the area of the circles is proportional to the unexplained variance, varying between 11-17%). The most desirable result would show a small circle in lower left corner. Note that the absolute value of bias for each site was calculated before averaging.
passive microwave derived soil moisture and GRACE observations but these have not yet been implemented operationally (Rodell et al., 2004; Zaitchik et al., 2008) . Similarly, experiments have been done to assimilate remotely-sensed snow cover and microwave brightness temperature (Pan et al., 2009; Andreadis and Lettenmaier, 2006) .
There are several more published off-line data assimilation experiments. The assimilation of satellite observations such as LST and microwave brightness temperature has typically involved LSMs rather than models with a hydrological lineage . Probably an important reason has been that assimilation of radiances and surface temperatures requires description of the diurnal surface radiation and energy balance; consideration of atmospheric transmissivity on sensor observations; and a model structure and ICT infrastructure that facilitate (gridded) data assimilation -all of which are available within NWPs but not usually in hydrological models. One of the first studies attempting assimilation of satellite observations into a conventional hydrological model was Ottlé and Vidal-Madjar (1994) , who used AVHRR-derived LST and NDVI to update a rainfallrunoff model. Houser et al. (1998) were among the first to use brightness temperature to improve soil moisture estimation in a distributed hydrological model. More straightforward in hydrological models is the assimilation of satellite derived products. So far, research results have been inconclusive as to whether assimilating remotely-sensed soil moisture products improves estimates of streamflow; some studies found improvements (Francois et al., 2003; Pauwels et al., 2002) while others obtained mixed or unsatisfactory results (Parajka et al., 2006; Crow et al., 2005) . Other assimilation experiments with distributed hydrological models have used Landsat LST-derived ET (Schuurmans et al., 2003; Qin et al., 2008) , Landsat and SPOT derived LAI (Boegh et al., 2004) , and both MODIS LAI and LST-derived ET (Vazifedoust et al., 2009 ).
AWRA currently does not assimilate satellite observations, but some assimilation experiments have been done to guide implementation. The effectiveness of assimilating MODIS Enhanced Vegetation Index (EVI) ) observations into AWRA was tested at four flux tower sites (Van Dijk and Renzullo, 2009c) . Approaches tested include non-sequential parameter optimisation of, respectively, six sensitive model parameters (calibration against EVI, and for comparison against ET or both EVI and ET) or a single rainfall scaling factor. An ensemble Kalman filter was applied for sequential updating of either LAI or soil moisture, respectively. Performance was evaluated in terms of standard error, bias and the fraction of variance left unexplained, using daily flux tower ET estimates as well as passive microwave derived soil moisture for the site (Liu et al., 2007) . The approaches are summarised and results shown in Fig. 6 .
Prior model parameter estimates already appear to produce quite good estimates of ET. For these sites, parameter estimation did not appear to provide much benefit compared to using prior parameter estimates. A combination of parameter estimation and state updating led to a small (<6%) improvements in some aspects of ET evaluation when compared to using a priori parameter estimates. However it was also about three orders of magnitude more computationally intensive, as six parameters first needed to be simultaneously optimised, and subsequently a 100-member ensemble propagated. Parameter optimisation and Kalman filtering combined also led to very small improvements in the agreement with soil moisture (Van Dijk and Renzullo, 2009c) . The quality of rainfall forcing was an important factor in the unexplained variance, which was confirmed in evaluation of offline AWRA-L model simulations against observations (Van Dijk and Warren, 2010) . It is noted that none of the sites underwent disturbances during the one-to four-year analysis period; assimilation would likely be more effective in areas undergoing vegetation change unrelated to water availability. 
Opportunities and challenges
The operational uses and published experiments of data assimilation emphasise that the greatest benefit can be expected where the model does not simulate processes well and observations are of sufficient accuracy and relevance to improve the analysis; that is, "good data can fix a bad model". The effectiveness of data assimilation hinges on the degree to which the target variables are influenced by the processes improved by assimilation. For example, satellite observations of surface radiances may not help estimate hydrological processes that occur within small areas below satellite resolution (such as runoff from saturated zones) or that are more affected by unknown precipitation characteristics (such as spatial and temporal rainfall intensities in the case of infiltration excess runoff) or forcing errors (such as rainfall in sparsely gauged areas). Dominant runoff processes vary in response to climate and catchment conditions, and this may partly explain the variable effectiveness of soil moisture assimilation reported in literature. Similarly, because of the low importance of snow in Australia's water resources, AWRA-L does not simulate snow hydrological processes, nor would assimilation of snow observations improve water balance estimates except perhaps for a small fraction of the continent. On theoretical grounds (Budyko, 1974) the constraint imparted by different satellite observations can be predicted to be a function of climate wetness: where ET is only limited by available energy, radiation and energy balance measures such as albedo and surface roughness may be informative, although precipitation uncertainty may well be the greatest source of uncertainty in streamflow and recharge estimation. Where ET is limited by water availability, observations of soil moisture and vegetation are likely to be informative, and can possibly even be used to correct errors in precipitation estimates Crow and Ryu, 2009 ). The information content of observations also varies as a function of transient vegetation and soil moisture conditions. Experiments with a precursor of AWRA-L indicated that microwave and TIR observations only impart useful information under certain conditions: microwave emissions are informative for topsoil wetness in sparsely vegetated areas, whereas TIR can constrain root-zone water content over vegetated areas (Barrett and Renzullo, 2009) .
A second challenge is the observation model required to assimilate "raw" observations (that is, radiances, brightness temperatures and backscatter) rather than derived products. While assimilation of these original observations is desirable from a theoretical point of view, hydrological models typically require considerable extensions to produce forward estimates of these variables, with associated complexity, model structural errors and parameter uncertainties. This approach can also increase computational requirements and affect system robustness, for example where observations in several bands or polarisations simultaneously need to be assimilated. Assimilation of derived hydrological products can be more straightforward but tends to introduce errors through the poor specification of observational errors required for assimilation. A promising approach would be to use the product retrieval models to generate spatially and temporally explicit uncertainty bounds.
A third challenge is the assimilation of satellite observations obtained at scales coarser than the model resolution. Given the resolution required for useful water resources monitoring this is particularly the case for GRACE and passive microwave observations. Progress towards the development of operational approaches has been made (Pan et al., 2009; Zaitchik et al., 2008) , but challenges remain, including a accurate specification of the footprint, and in the case of microwave observations, the development of methods to account for the non-linearity in scaling and the variable influence of surface water on the soil moisture retrieval.
A fourth challenge for operational application is the computational overheads that parameter optimisation and state updating can introduce. In particular, multi-dimensional parameter optimisation can require a very large number of iterations, and ensemble filtering approaches are computationally intensive (see Van Dijk and Renzullo, 2009c for an example).
Conclusions
Spatial water resource monitoring systems (SWRMS) can provide important benefits for water management. All major technological obstacles have been overcome to facilitate the development and operational deployment of such systems, and indeed some already exist, albeit as experimental services with limited scope. The Australian water resources assessment (AWRA) system is one such example and is introduced in this paper. In addition, the current state of operational SWRMS is surveyed, with an emphasis on the way in which satellite observations are used. The following conclusions are drawn:
1. Most operational SWRMS focus on the landscape component of the water cycle, in line with their heritage as land surface models (LSMs) in large scale weather and climate models. There is however convergence between these LSMs and water resource models.
2. Developments required to extend the use of current SWRMS approaches to a wider range of water management purposes include (a) explicit description of water redistribution and use in regulated and unregulated river systems and groundwater systems; (b) a performance against hydrometric observations that is equal or better than existing water resources models; (c) optimal use of these hydrometric observations to constrain estimates; and (d) higher spatial resolution. These developments require the coupling of landscape models with models describing surface water and groundwater dynamics and water use.
3. Satellite observations of the atmosphere, vegetation, snow, soil, surface water and groundwater have the potential to improve the accuracy and spatial detail in SWRMS, and can be derived from multi-spectral measurements of reflectance, thermal and microwave emissions, radar backscatter, altimetry, and gravity measurements.
4. All existing SWRMS use some form of dynamic forcing derived by blending satellite and on-ground observations, through interpolation approaches or by using analysis outputs from NWPs. Opportunities exist to develop and use more accurate and higher spatial and temporal resolution precipitation products, but precipitation scaling and the operational reliability of these products need to be considered.
5. Satellite-derived land cover classification and vegetation dynamics are commonly used in SWRMS. Many opportunities exist for greater use of remote sensing products to provide a priori model parameter estimates related to vegetation biomass, albedo, roughness and conductance and soil hydraulic properties. This requires good understanding of conceptual differences between satellite products and their model equivalents.
6. Model evaluation against satellite observations provides unique spatial information on model output uncertainty, can help guide further improvement, and are a logical precursor to the development of model-data assimilation techniques. This does require a good quantitative understanding of errors in satellite retrievals, however.
7. Assimilation of satellite observations can be achieved through non-sequential techniques (such as parameter calibration) and sequential techniques (i.e., state updating). The utility of satellite observations through data assimilation also depends on dominant hydrological processes in the model domain and transient hydrological conditions. Furthermore, hydrological models are not always well equipped to assimilate "raw" satellite observations. Assimilation of derived hydrological variables may be more attractive but requires correct and detailed specification of retrieval error. Methods are also required to deal with the coarse resolution of passive microwave and gravity observations when compared to most SWRMS. Finally, the computational implications of data assimilation techniques due to the large number of modelling units and the potentially large number of iterations required needs to be carefully considered in operational implementation.
