PT-symmetry and Schr\"odinger operators. The double well case by Mecherout, Nawal et al.
PT -symmetry and Schro¨dinger operators.
The double well case
Nawal Mecherout
Universite´ de Mostaganem
Faculte´ des science exactes et informatique
27000-Mostaganem, Alge´rie
mecheroutnawel@yahoo.fr
Naima Boussekkine
Universite´ de Mostaganem
Faculte´ des science exactes et informatique
27000-Mostaganem, Alge´rie
nboussekkine@yahoo.fr
Thierry Ramond ∗
LMO (UMR CNRS 8628)
Universite´ Paris Sud
FR 91405 Orsay, France
thierry.ramond@math.u-psud.fr
Johannes Sjo¨strand ∗
IMB, Universite´ de Bourgogne (UMR CNRS 5584)
9, Avenue Alain Savary, BP 47870
FR-21078 Dijon ce´dex
jo7567sj@u-bourgogne.fr
October 23, 2018
∗Supported by the ANR project NOSEVOL ANR 2011 BS 010119 01.
1
ar
X
iv
:1
50
2.
06
10
2v
1 
 [m
ath
.SP
]  
21
 Fe
b 2
01
5
Abstract
We study a class of PT -symmetric semiclassical Schro¨dinger oper-
ators, which are perturbations of a selfadjoint one. Here, we treat the
case where the unperturbed operator has a double-well potential. In
the simple well case, two of the authors have proved in [6] that, when
the potential is analytic, the eigenvalues stay real for a perturbation of
size O(1). We show here, in the double-well case, that the eigenvalues
stay real only for exponentially small perturbations, then bifurcate into
the complex domain when the perturbation increases and we get pre-
cise asymptotic expansions. The proof uses complex WKB-analysis,
leading to a fairly explicit quantization condition.
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1 Introduction and results
Operators that are PT -symmetric have been proposed in quantum mechan-
ics as an alternative to selfadjoint ones. From a physicist point of view, it is
of course very important to verify that the spectrum of such operators is real
and there has been a considerable activity in this area [1], [2], [3], [4], [7],
[10], [9], [11], [15], [17], [18], [19], [20], [22], [21], [25]. . . There is in particular
an issue [5] of the Journal of Physics A which is devoted to non-selfadjoint
operators in quantum physics, where the PT -symmetry property plays the
main role. In a recent paper [8], E. Caliceti and S. Graffi study qualita-
tively if, in a perturbative setting, the phenomenon called PT -symmetry
phase transition occurs for PT -symmetric polynomial potentials, that is if
the eigenvalues bifurcate from real to complex values. The reader may also
find interesting references in that paper.
It has been proved recently by two of the authors in [6] in the analytic
category, that the PT -symmetric perturbation of a semiclassical Schro¨dinger
operator with a real-valued single well potential, have real spectrum even
for perturbations of size O(1). Here we address the double-well case, where
numerical results suggest that the situation is very different. For example,
in Figure 1, we have plotted the eigenvalues of the Schro¨dinger operator
Pε,h = h
2D2 + 0.05x4 − .5x2 + iεx in a neighborhood of the barrier top, for
h = .01 and ε = k.10−m, k = 1, 2, 3, 4 and m = 2, 3, 4, 5. They have been
computed by a simple finite difference scheme using the package scipy in
python, and plotted using the package matplotlib [14]. It appears that the
eigenvalues close to E0 > 0 are real, giving a numerical illustration of the
results in [6] since we are then in a simple well situation. In the double well
case, that is for E0 < 0, the eigenvalues close to E0 seem to be non-real
except for extremely small ε, and this is the phenomenon we consider in this
paper.
We recall that an operator is said to be PT -symmetric when it commutes
with the operator PT , where P is the parity operator, and T the time-
reversal operator given by
(1.1) Pu(x) = u(−x) and T u(x) = u(x).
Here, we study small perturbations Ph,ε = Pε(x, hD) of self-adjoint semi-
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Figure 1: Eigenvalues of Pε,h = h
2D2 + 0.05x4 − .5x2 + iεx near 0, with
h = 10−2 and ε = k.10−m, k = 1, . . . , 5.
classical Schro¨dinger operators of the form
(1.2) Pε(x, hD) = −h2 d
2
dx2
+ Vε(x), Vε(x) = V0(x) + iεW (x),
where V0 and W are smooth functions on R and E0 ∈ R a fixed energy,
satisfying the following assumptions:
(A1) V0 is C∞ and real-valued on R.
(A2) There exists m0 > 0 such that, with 〈x〉 = (1 + x2) 12 ,
∀k ∈ N, ∃Ck > 0, ∀x ∈ R, |V (k)0 (x)| ≤ Ck〈x〉m0−k.
4
and
∀x ∈ R\]− C0, C0[, |V0(x)− E0| ≥ 1
C0
〈x〉m0 .
(A3) For some E0 ∈ R, the equation V0(x) = E0 has exactly four solutions
α` < β` < βr < αr, with V
′
0(α`) < 0, V
′
0(β`) > 0, V
′
0(βr) < 0, and
V ′0(αr) > 0.
Therefore, the operator Ph,0 on L
2(R) with domain
D = {u ∈ H2(R), 〈x〉m0u ∈ L2(R)},
is a self-adjoint Schro¨dinger operator with a double-well potential, and its
spectrum consists only in real eigenvalues with multiplicity 1.
x
y
y = V0(x)
α` β` βr αr
y = E0
Figure 2: The unperturbed potential V0
Concerning the perturbation iεW , we suppose that, with m0 given in
(A2),
(A4) W is a C∞, real-valued function on R, such that
∀k ∈ N, ∃Ck > 0, ∀x ∈ R, |W (k)(x)| ≤ Ck〈x〉m0−k.
Then, for any ε ∈]− ε0, ε0[ with ε0 > 0 small enough, the spectrum of the
unbounded, closed operator Ph,ε on L
2(R) with domain D, is still discrete
in a complex (h-independent) neighborhood of E0. We are interested in the
semiclassical asymptotics (i.e. as h→ 0) of the eigenvalues of Ph,ε near E0,
and we want to know whether they stay real or not for ε > 0 small, under
the following PT -symmetry assumption:
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(A5) The operator Ph,ε is PT -symmetric, that is
[Ph,ε,PT ] = 0,
where P is the parity operator, and T the time-reversal operator given
in (1.1).
In terms of the real and imaginary part of the potential Vε, this assump-
tion is equivalent to the property that V0 is even and W is odd. In particu-
lar, when ε = 0 we have a symmetric double-well potential, and the turning
points satisfy
(1.3) α` = −αr, β` = −βr.
Since we are going to use complex WKB constructions in a neighborhood
of the wells, we need to suppose also that
(A6) V0 and W have analytic extensions to a neighboorhood U in C of the
convex hull of {x ∈ R; V0(x) ≤ E0}.
Remark 1.1 In (A2), and the corresponding assumption on W , we can also
treat the case m0 = 0. Then Ph,0 is still self-adjoint, and its spectrum in
]−∞, E0 + 1/C[ consists also only in eigenvalues. Our results remain valid
in this case.
In this paper, we will first obtain a Bohr-Sommerfeld like quantization
condition for the eigenvalues of Ph,ε in D(E0, 1/C). This result does not
rely on the PT -symmetry assumption on Ph,ε.
Let us define the relevant action integrals. By the implicit function the-
orem, there exists ε0 > 0 such that the equation Vε(z)− E = 0 has exactly
four solutions for (E, ε) ∈ D(E0, ε0) × D(0, ε0), that we denote α`(E, ε),
β`(E, ε), βr(E, ε) and αr(E, ε), depending analytically on E, ε, in such a
way that,
(1.4) α•(E0, 0) = α•, β•(E0, 0) = β•, • = `, r.
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These analytic functions of (E, ε) are called turning points at energy E. The
action integrals are the functions given by
I•(E, ε) =
∫ β•(E,ε)
α•(E,ε)
(E − Vε(t)) 12dt,(1.5)
where • = `, r and the branch of t 7→ (E−Vε(t)) 12 is the one that is real and
positive for (E, ε) = (E0, 0) on the segment between α• and β•, • = `, r,
and
(1.6) J(E, ε) =
∫ βr(E,ε)
βl(E,ε)
(Vε(t)− E) 12dt,
where t 7→ (Vε(t) − E) 12 is real and positive for (E, ε) = (E0, 0) on the
segment between β` and βr. These functions I`, Ir and J are analytic with
respect to E, ε.
We shall say that a function f(z, h) defined in Ω×]0, h0], analytic with
respect to z ∈ Ω, a domain of Cd, has an asymptotic expansion
f(z, h) ∼
∑
j≥0
fj(z)h
j
in Hol(Ω), when the fj ’s are holomorphic in Ω and, for all compact subsets
K ⊂ Ω and all N ∈ N,
(1.7) ‖f(z, h)−
N∑
j=0
fj(z)h
j‖L∞(K) = O(hN+1).
For a function k(E, ε) we shall denote, for ε ∈ R,
(1.8) k∗(E, ε) = k(E,−ε) and k†(E, ε) = k(E, ε).
Theorem 1.2 Assume (A1)–(A4) and (A6). There exists a fixed neighbor-
hood Ω = Ω1×Ω2 of (E0, 0) in C×C and holomorphic functions γ`±(E, ε;h),
γr±(E, ε;h) with complete asymptotic expansions in Hol (Ω) and of the form
1 +O(h) such that if
f(E, ε;h) =
1
4
(
eiI`/hγ`− + e
−iI`/hγ`+
)(
eiIr/hγr+ + e
−iIr/hγr−
)
− 1
4
e−2J/h sin (I`/h) sin (Ir/h) ,
(1.9)
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then when h > 0 is small enough and ε ∈ Ω1 ∩ R, the eigenvalues of Pε
in Ω1 coincide with the zeros of f(·, ε;h) in the same set. The algebraic
multiplicity of each such eigenvalue E coincides with the multiplicity of E
as a zero of f(·, ε;h).
We may assume that Ω is invariant under the map (E, ε) 7→ (E, ε), and
we have
(1.10) I∗` = I`, I
∗
r = Ir, J
∗ = J,
(
γ`−
)∗
= γ`+,
(
γr−
)∗
= γr+.
Assuming also (A5), we have
f(E, ε) = ρρ† cos(I˜/h) cos(I˜†/h)− 1
4
e−2J/h sin(I/h) sin(I†/h),(1.11)
where ρ(E, ε;h), I˜(E, ε;h) have complete asymptotic expansions in Hol (Ω)
with ρ = 1+O(h), I˜ = I+O(h2). Further, I˜∗ = I˜, ρ∗ = ρ and J∗ = J = J†.
Remark 1.3 The function f in (1.9) can also be written
(1.12) f(E, ε;h) = ρ`ρr cos(I˜`/h) cos(I˜r/h)− 1
4
e−2J/h sin(I`/h) sin(Ir/h),
where
I˜` − I`, I˜r − Ir = O(h2), ρ` − 1, ρr − 1 = O(h).
These quantities have complete asymptotic expansions in powers of h and
enjoy the symmetries,
ρ∗` = ρ`, ρ
∗
r = ρr, I˜
∗
` = I˜`, I˜
∗
r = I˜r.
Under the additional assumption (A5), we have ρr = ρ
∗
` , I˜r = I˜
∗
` and we
get (1.11) with ρ = ρ`, I = I`, I˜ = I˜`.
The zeros of E 7→ cos(I˜`/h) and E 7→ cos(I˜r/h) can be thought of as
“approximate eigenvalues for the left and right potential wells respectively”.
They are given by the Bohr-Sommerfeld quantization conditions,
(1.13) 2I˜`(E, ε;h) = (2k + 1)pih, k ∈ Z,
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and
(1.14) 2I˜r(E, ε;h) = (2k + 1)pih, k ∈ Z,
respectively. The last term in (1.12) is exponentially small and represents
the tunneling interaction between the potential wells. The solutions E =
E˜•k(ε;h) of (1.13), (1.14) are situated on the curves Γ˜•(ε;h) defined by
(1.15) Im I˜•(E, ε;h) = 0,
respectively, and the distance between consecutive zeros E˜•k and E˜
•
k+1 is of
the order h. Here, we use that, for • = `, r,
∂EI• =
1
2
∫ β•
α•
(E − Vε(x))− 12dx 6= 0.
When ε = 0, Γ˜• are real neighborhoods of E0 and the E˜•k are real. We notice
that
Re E˜`k(ε) = E
`
k(0) +O(ε2).
It is clear that the set of zeros of f(·, ε;h) is (in a suitable sense) expo-
nentially close to the union of the solutions of (1.13) and (1.14). Below we
give a such a detailed result in the PT -symmetric case.
Now we adopt the assumptions (A1)–(A6) as well as the following as-
sumption:
(A7) We have ∫ β`
α`
(E0 − V0(x))− 12W (x)dx 6= 0.
Notice here that
2i∂εI`(E, ε) =
∫ β`
α`
(E − Vε(x))− 12W (x)dx.
Possibly after the substitution (ε,W ) 7→ (−ε,−W ), which does not change
Pε, we may assume that the integral in (A7) is > 0.
Under the assumption (A7), we have I˜†` = I˜r and hence for real ε, that
E˜rk = E˜
`
k.
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Theorem 1.4 We make the assumptions (A1) to (A7). The values E˜k :=
E˜`k and E˜
r
k = E˜k are situated on the curves Γ˜ = Γ˜` and Γ˜ = Γ˜r, where Γ˜ is
of the form
(1.16) ImE = g˜(ReE, ε;h).
Here
(1.17) g˜(t, ε;h) ∼ g(t, ε) + hg1(t, ε) + ... in Hol (neigh (E0, 0),C2)
is real for (t, ε) real, and we have,
(1.18) g˜(t, ε) =
(
i∂εI
∂EI
(t, 0) +O(h2)
)
ε+O(ε2).
There exists a fixed neighborhood Ω = Ω1 × Ω2 of (E0, 0) ∈ C× R, such
that for ε ∈ Ω2 and for h > 0 small enough,
(1.19) f−1(0, ε) ⊂
⋃
k
D
(
E˜k, r(E˜k, ε)
)
∪
⋃
k
D
(
E˜k, r
(
E˜k, ε
))
,
where r(E, ε) ≤ Che−Re J(E,ε)/h is given by
(1.20) r(E, ε) = Chmin
(
1,max(h/ε, 1)e−Re J(E,ε)/h
)
e−Re J(E,ε)/h.
and C > 0 is large enough. Moreover,
− when these discs are disjoint, f(·, ε) has precisely one zero in each of
D
(
E˜k, r
(
E˜k, ε
))
and D
(
E˜k, r
(
E˜k, ε
))
.
− in general f(·, ε) has precisely 2 zeros in
D
(
E˜k, r
(
E˜k, ε
))
∪D
(
E˜k, r
(
E˜k, ε
))
.
We finally discuss the more precise behaviour of the eigenvalues when |ε|
is exponentially small. The function
f/(ρρ†) = cos
(
I˜
h
)
cos
(
I˜†
h
)
− 1
4ρρ†
e−2J/h sin
(
I
h
)
sin
(
I†
h
)
,
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is real-valued on the real axis and has a sequence of local minima Ek(ε;h)
such that
Ek(0;h) = E
`
k(0;h) +O
(
he−2J(E
`
k(0;h),0)/h
)
,
where E`k(0;h) = E
r
k(0;h) is defined in (1.13), (1.14) and we know that when
|ε| ≤ e−1/(Ch), there are two eigenvalues of Pε exponentially close to Ek(0;h)
and that we obtain in this way all the eigenvalues in a fixed neighborhood
of E0. It will be convenient to introduce a “Floquet parameter” κ ∈ R and
to set
f˜(E, ε, κ;h) =
cos
(
I˜
h
− κ
)
cos
(
I˜†
h
− κ
)
− e
−2J/h
4ρρ†
sin
(
I
h
− κ
)
sin
(
I†
h
− κ
)
.
We still have a sequence of local minima Ek(ε, κ;h) satisfying Ek(ε, κ +
pi;h) = Ek+1(ε, κ;h) and the zeros of f˜(·, ε, κ;h) are now confined, two by
two, to exponentially small neighborhoods of Ek(ε, κ;h). We concentrate
on one such local minimum Ec(ε, κ;h) = Ek(ε, κ;h) and we restrict the
attention to a “window”
(1.21) E = E1 + hF, ε = hε˜, κ = κ˜+ I(E1, 0)/h,
where E1 is a real parameter ∈ neigh (E0,R). Assume that Ec(ε, κ;h) be-
longs to the window, so that
(1.22) Ec(ε, κ;h) = E1 + hFc(ε˜, κ˜;h),
where Fc is the corresponding critical point of f˜ in the variables F with
ε˜, κ˜ as the new parameters. Thanks to the rescaling, this critical point is
uniformly nondegenerate. f˜ and Fc are even functions of ε˜ and it follows
that
(1.23) Fc(ε˜, κ˜;h) = Fc(0, κ˜;h) +O(ε˜2).
We make the assumptions (A1)–(A7) and discuss the zeros of f˜ near
the critical value Ec(ε, κ;h) = E1 + hFc(ε˜, κ˜;h). The key point is that, in
this regime, we are able to write the quantization condition as a second
order polynomial (up to a non-vanishing factor), with a sharp control on
the coefficients.
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Theorem 1.5 The critical value f˜ c(ε˜, κ˜;h) = f˜(Fc, ε˜, κ˜;h) is of the form
(1.24) f˜ c(ε˜, κ˜;h) = m(ε˜, κ˜;h)(ε˜2 − ε˜c(κ˜;h)2),
where
(1.25) ε˜c = `(κ˜;h)e
−J(Ec(0,κ),1)/h.
Here, `, m are classical symbols of order 0 as in (1.7), with leading terms
satisfying
(1.26) `(κ˜; 0) =
1
2|∂εI(E1, 0)| , m(0, κ˜; 0) = |∂εI(E1, 0)|.
Further,
(1.27) f(F, ε˜, κ˜;h) = f˜ c(ε˜, κ˜;h) + q(F, ε˜, κ˜;h)(F − Fc(ε˜, κ˜, 1;h))2,
where q is a symbol of order 0 and
(1.28) q(Fc, 0, κ˜; 0) = 2(∂E I˜(Ec(0, κ, 0), 0))
2.
f˜(·, ε˜, κ˜;h) has two zeros in a small neighborhood of Fc when counted
with their multiplicity, and
− when |ε˜| < ε˜c(κ˜;h) the zeros are real and simple, given by
(1.29) q(F, ε˜, κ˜;h)
1
2 (F − Fc(ε˜, κ˜, 1;h)) = ±(−f˜ c(ε˜, κ˜;h)) 12
− when |ε˜| = ε˜c(κ˜;h) we have a double zero,
(1.30) F = Fc.
− when |ε˜| > ε˜c(κ˜;h) the zeros are simple, non-real and complex conju-
gate to each other, given by
(1.31) q(F, ε˜, κ˜;h)
1
2 (F − Fc(ε˜, κ˜, 1;h)) = ±i(f˜ c(ε˜, κ˜;h)) 12 .
When κ = κ˜ + I(E1, 0)/h belongs to piZ, these values give the eigenvalues
of Pε near Ec(ε, κ;h) via (1.21).
Eventually, we would like to mention the paper [13] by C. Ge´rard and A.
Grigis, where the authors study the eigenvalues of self-adjoint Schro¨dinger
operators with a double well potential. They also obtain a quantization
condition, using what they call the ”exact WKB method”. Our method
here is slightly different and more explicit about the connection formulas at
the turning points.
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2 The complex WKB method
We recall here briefly elements of the complex WKB method in a general
setting. Consider a Schro¨dinger equation,
(2.1) −h2u′′(z, h) + V (z)u(z, h) = 0,
in a bounded, simply connected open set U ⊂ C where the potential V is
holomorphic. We look for a solution of the type
(2.2) u(z, h) = a(z, h)eiϕ(z)/h,
where a(z, h) has a formal asymptotic expansion in a sense to be defined
later on,
(2.3) a(z, h) ∼
+∞∑
j=0
aj(z)h
j ,
and the aj ’s are holomorphic functions in U . The function ϕ is called the
phase of the solution u, and a(z, h) is called its symbol.
A function u(z, h) of the form (2.2) is a solution to (2.1) if and only if
(2.4) e−iϕ(z)/h(−h2∂2z + V (z))(eiϕ(z)/ha(z, h)) = 0,
or
(2.5) (−(h∂z)2 − 2iϕ′(z)h∂z − ihϕ′′(z) + ϕ′(z)2 + V (z))a(z, h) = 0.
If ϕ is a solution of the eikonal equation
(2.6) ϕ′(z)2 + V (z) = 0,
then (2.4) is equivalent to
(2.7)
(
ϕ′(z)∂z +
ϕ′′(z)
2
− ih
2
∂2z
)
a(z, h) = 0.
Replacing a(z, h) by its formal asymptotic expansion (2.3), and canceling
successively the powers of h, we obtain a sequence of transport equations
(2.8)

(
ϕ′(z)∂z +
1
2
ϕ′′(z)
)
a0 = 0,(
ϕ′(z)∂z +
1
2
ϕ′′(z)
)
aj =
i
2
a′′j−1, for j ≥ 1.
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Definition 2.1 A formal WKB solution uwkb of the equation (2.1) in U is
a pair (ϕ, (aj)) of an analytic function ϕ in U verifying the eikonal equation
(2.6), and of a sequence (aj) of analytic functions in U which satisfies the
transport equations (2.8). We denote it
(2.9) uwkb(z, h) = e
iϕ(z)/h
∑
j≥0
aj(z)h
j .
We suppose from now on that V (z) 6= 0 for all z ∈ U . Then we fix a
determination of z 7→ (−V (z)) 12 in U , and we solve the eikonal and transport
equations in U .
Proposition 2.2 The solutions of the eikonal equation (2.6) are analytic
functions in U , and they can be written
(2.10) ϕ(z) = ±
∫ z
z0
(−V (w)) 12dw + C
for some z0 ∈ U , and some C ∈ C.
Now we fix a such a solution ϕ in U . It is then easy to prove by induction
that, given an initial data, the system of transport equations has a unique
solution. Therefore we have the
Proposition 2.3 Let (a0j )
∞
j=0 be any sequence of complex numbers. Then
the Schro¨dinger equation (2.1) has a unique formal WKB solution in U , such
that
∀j ∈ N, aj(z0) = a0j .
Moreover, the function a0 is given in U , for some suitable constant C ∈ C,
by
a0(z) = C(ϕ
′(z))−1/2.
We want now to associate true solutions of the Schro¨dinger equation (2.1)
to the formal ones we have constructed above. It is convenient to introduce
the notion of Stokes line for the potential V .
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Definition 2.4 Let U be a simply connected open set in C where V is
holomorphic. A Stokes line is a C1 curve σ : I → U such that
Im
∫ t
s
(−V (σ(τ))) 12σ′(τ)dτ = 0,
for all s, t ∈ I. Here, I is any interval starting at 0 and ending at 1.
Notice that
Im
∫ t
s
(−V (σ(τ))) 12σ′(τ)dτ = Im(ϕ(σ(t)))− Im(ϕ(σ(s))),
where ϕ is a solution of the eikonal equation. Thus, a Stokes line is nothing
else than a level curve in U of the imaginary part of the phase ϕ.
The following proposition is well known (see for example [23] for a proof),
and can be considered as the fundamental rule of the complex WKB method:
always move in a direction where the modulus of the phase factor increases,
thus in particular transversely to the Stokes lines.
Proposition 2.5 Let U be a simply connected bounded open subset of C,
such that V (z) 6= 0 for all z ∈ U . Let ϕ be a solution of the eikonal equation
in U . Let also γ :]0, 1[→ U be a C1 curve in U such that
(2.11) ∀t ∈]0, 1[, d
dt
(− Imϕ(γ(t))) > 0,
Then there exists a neighborhood Ω ⊂ U of γ such that, for any formal
WKB solution uwkb(z, h) = e
iϕ(z)/h
∑
j≥0 aj(z)h
j , there exists a solution u
of the Schro¨dinger equation (2.1) in Ω such that
(2.12) u(z, h) = eiϕ(z)/ha(z, h),
where a is holomorphic with respect to z ∈ Ω, and
(2.13) a(z, h) ∼
∑
k≥0
aj(z)h
j in Hol(Ω).
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3 WKB analysis near a simple turning point
In this section we follow closely the presentation in [23]. Let Ω ⊂ C be open
and simply connected, and V ∈ Hol (Ω). We suppose that V has a unique
zero z0 in Ω, and that it is a simple one:
(3.1) V (z0) = 0, V
′(z0) 6= 0.
We are interested in solutions u in Ω of the general Schro¨dinger equation
(2.1) of the form
(3.2) u(z, h) = a(z, h)eϕ(z)/h.
Notice that, contrary to (2.2), here we have chosen not to put the factor i
in the exponent to simplify the notations. For the same reason, we will also
assume that z0 = 0.
As in Section 2, we obtain first the eikonal equation
(3.3) ϕ′(z) = V (z)
1
2 ,
in Ω. By assumption there exists a function F , holomorphic in Ω, such that
V (z) = zF (z)
and F (z) 6= 0 for z ∈ Ω (we may decrease Ω whenever necessary). It is
therefore clear that ϕ(z) is multi-valued in general, and to better understand
the structure of this singularity we pass to the double covering Ω˜ of Ω \ {0},
setting z = w2. Then
∂
∂z
=
1
2w
∂
∂w
,
and if we set {
V˜ (w) = V (z) = w2F (w2),
ϕ˜(w) = ϕ(z),
the eikonal equation becomes
∂wϕ˜(w) = 2w
2F (w2)
1
2 .
Notice that the right hand side is an even holomorphic function. If we also
require that ϕ(0) = ϕ˜(0) = 0, we see that ϕ˜(w) is an odd holomorphic
function of the form
ϕ˜(w) =
2
3
F˜ (w2)w3, where F˜ (0) = F (0)
1
2 = V ′(0)
1
2 .
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In the original coordinates, we get the double-valued solution,
(3.4) ϕ(z) =
2
3
F˜ (z)z
3
2 .
Now we study the Stokes and anti-Stokes lines having 0 as a limit point.
Since, with respect to Section 2, we have removed the factor i in the exponent
in (3.2), Stokes lines are now level curves of the real part of ϕ, and level
curves of Imϕ are called anti-Stokes lines. On such curves we have Reϕ = 0
or Imϕ = 0, which is equivalent to Imϕ2 = 0, and to Im z3F˜ (z)2 = 0. In
other words, these curves are given by
(3.5) {z ∈ Ω, ∃t ∈ R, z3F˜ (z)2 = t3}.
Taking the cubic root, we see that Stokes and anti-Stokes lines reaching 0
in the limit, are contained in three curves γk given by
(3.6) γk = {z ∈ Ω, ∃t ∈ R, zF˜ (z)
2
3 = e2piik/3t}, k ∈ {0, 1, 2} ' Z/3Z.
In the case where V ′(0) > 0, the situation is as shown in Figure 3. Each
curve γk\{0} is divided into a Stokes line γ−k (plain lines) and an anti-Stokes
line γ+k (dashed lines). The three Stokes lines delimit three closed Stokes
sectors Σk, k ∈ Z/3Z, where Σk is the sector that contains γ+k . In Figure 3,
we have also drawn a Stokes line inside each sector.
γ+0
γ+1
γ+2
0
γ−0
γ−1
γ−2
Σ0
Σ1
Σ2
Figure 3: Stokes lines close to a simple turning point
For k ∈ Z/3Z, we denote by ϕk the branch of ϕ in Ω \ γ−k such that
ϕk(0) = 0, and Reϕk < 0 in Σ˚k. Notice that ϕk+1 and ϕk are both well
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defined in Σk ∪ Σk+1 and satisfy
(3.7) ϕk+1 = −ϕk in Σk ∪ Σk+1.
According to Proposition 2.5, there are solutions u = uk, k ∈ Z/3Z, of the
Schro¨dinger equation (2.1) in Ω such that, in Σ˚k,
(3.8)

uk(z, h) = ak(z, h)e
ϕk(z)/h,
ak(z, h) ∼
∑
j≥0
ak,j(z)h
j in Hol(Σ˚k).
This asymptotic description extends to Ωk, the complement of an arbitrarily
small neighborhood of γ−k ∪{0}, that can be reached from Σk by crossing the
Stokes lines transversally. We also recall that ak,0 is unique up to a constant
factor and that we can choose
(3.9) ak,0(z) = (ϕ
′
k(z))
− 1
2 ,
for any branch of the square root.
Recall that if u, v are solutions to the Schro¨dinger equation, then the
Wronskian
Wh(u, v) = (h∂zu)v − u(h∂zv).
is constant, and vanishes precisely when u, v are collinear. Let j, k ∈ Z/3Z.
Applying the asymptotics of uj and uk at some point in the interior of
Σj∪Σk, we see that, recalling (3.9), Wh(uj , uk) has an asymptotic expansion
in powers of h, whose first term is given by
(3.10) Wh(uj , uk) = 2aj,0ak,0ϕ
′
j +O(h) =
2(ϕ′j)
1
2
(ϕ′k)
1
2
+O(h).
We fix a branch of (ϕ′k)
1
2 in Σk for each k ∈ Z/3Z. For two different Stokes
sectors, Σj 6= Σk, we have in the interior of Σj ∪ Σk, that
(3.11) (ϕ′j)
1
2 = iνj,k(ϕ′k)
1
2 ,
for some νj,k ∈ Z/4Z which are odd, and such that νj,k = −νk,j . Thus,
starting from Σ0, we can make a tour around 0 in the positive direction and
we get that
(ϕ′1)
1
2 = iν1,0(ϕ′0)
1
2 in Σ1,
(ϕ′2)
1
2 = iν2,1(ϕ′1)
1
2 in Σ2,
(ϕ′0)
1
2 = iν0,2(ϕ′2)
1
2 in Σ0.
(3.12)
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This means that if we follow a continuous branch of (ϕ′0)
1
2 around 0 in the
positive direction, then after a turn, we obtain the new branch
(3.13) i−(ν0,2+ν2,1+ν1,0)(ϕ′0)
1
2 .
But (ϕ′0)
1
2 = V 1/4 for a suitable branch of the fourth root, and if one follows
this function around 0 once in the positive direction, we obtain iV 1/4. This
gives the co-cycle condition
(3.14) ν0,2 + ν2,1 + ν1,0 ≡ −1 mod 4.
(3.10) and (3.11) imply that
Wh(uj , uk) = 2i
νj,k +O(h).
Now we describe the linear space of solutions of the Schro¨dinger equation
(2.1) in Ω. It is of course of dimension 2, and any two of u−1, u0, u1 are
linearly independent, so we have a relation
(3.15) α−1u−1 + α0u0 + α1u1 = 0,
where the vector (α−1, α0, α1)T ∈ C3 \ {0} is well defined up to a scalar
factor. Applying W (uj , ·) to this relation, we get
(3.16) (W (uj , uk))j,k
α−1α0
α1
 = 0,
which is a system of the form
(3.17)
 0 a b−a 0 c
−b −c 0
α−1α0
α1
 = 0.
The triplet (α−1, α0, α1) = (c,−b, a) is a solution, so up to a common factor,
we have
(3.18) αj = ±i+O(h).
More precisely, the values of a, b and c are given by the equation (3.15), and
we get, after inserting a factor 1/2,
(3.19)
α−1α0
α1
 =
 iν0,1−iν−1,1
iν−1,0
+O(h) =
 iν0,1iν1,−1
iν−1,0
+O(h).
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Remark 3.1 Sometimes it is more natural to change the notation, writing
iϕj in (3.8) instead of ϕj so that uj(z;h) = aj(z;h)e
iϕj(z)/h with Imϕj ≥ 0
in Σj . Then (3.9) becomes aj,0(z) = (iϕ
′
j)
−1/2 = V (z)−1/4 and in (3.11),
(3.12), ϕ′j must be replaced by iϕ
′
j .
4 WKB solutions near the wells
From now on, we consider the equation Ph,εu = Eu, that is
(4.1) −h2u′′ + (Vε(x)− E)u = 0,
where Vε = V0 + iεW satisfies (A1) to (A4) and (A6). For the moment we
do not assume the PT -symmetry property (A5).
Let us now define some formal WKB solutions to the Schro¨dinger equation
(4.1) near the wells. For (E, ε) ∈ D(E0, ε0)×D(0, ε0), the equation Vε(x) =
E has exactly four solutions in U , the domain of holomorphy of Vε, that are
called turning points at energy E. We have denoted them α`(E, ε), β`(E, ε),
βr(E, ε) and αr(E, ε), with,
(4.2) α•(E0, 0) = α•, β•(E0, 0) = β•, • = `, r.
We have drawn in Figure 4 a typical configuration of the Stokes lines starting
at each of the turning points, when E 6= E0 and ε 6= 0.
We shall work in the cut complex plane along [α`, β`] ∪ [βr, αr], or more
precisely in the cut version U˜ of U , so that we have two determinations of
x 7→ (Vε(x)− E) 12 in U˜ . We denote
x 7→ (Vε(x)− E)
1
2
` , (resp. x 7→ (Vε(x)− E)
1
2
m, x 7→ (Vε(x)− E)
1
2
r ),
the determination which is real and positive for ε = 0, E = E0 and x ∈
]−∞, α`[ (resp. x ∈]β`, βr[, x ∈]αr,+∞[). Notice that
∀x ∈ U˜ , (Vε(x)− E)
1
2
` = (Vε(x)− E)
1
2
r = −(Vε(x)− E)
1
2
m.
First, we concentrate on the situation near the left well. We denote Σ`0,
Σ`1 and Σ
`−1 the three Stokes sectors near α`, and S`0, S`1 and S`−1 those near
20
α`
αrβ`
βr
Σr1
Σr−1
Σ`−1
Σ`1
Σ`0
S`1
S`−1
Sr1
Sr−1
Σr0S`0
Sr0
Figure 4: Stokes lines and Stokes sectors
β`. For each sector Σ
`
k (resp. S
`
k), k ∈ Z/3Z, we choose a solution u`k (resp.
v`k) of (4.1) such that
u`k(z, E, ε, h) = a
`
k(z, E, ε, h)e
iϕ`k(z,E,ε)/h in Σ`k
v`k(z, E, ε, h) = b
`
k(z, E, ε, h)e
iψ`k(z,E,ε)/h in S`k.
(4.3)
Here ϕ`k (resp. ψ
`
k) is a solution of the eikonal equation
(4.4) (iϕ′(x))2 = Vε(x)− E,
vanishing at z = α`(E, ε) (resp. at β`(E, ε)) for (E, ε) ∈ D(E0, ε)×D(0, ε0),
such that
∀z ∈ Σ`k, Re(iϕ`k(z, E, ε)) < 0,
∀z ∈ S`k, Re(iψ`k(z, E, ε)) < 0.
(4.5)
The amplitudes a`k and b
`
k in (4.3) have asymptotic expansions in Hol (Σ˚
`
k)
and Hol (S˚`k) respectively, in the sense of (1.7) The phase functions ϕ
`
k and
ϕ`k+1 are well defined in Σ
`
k∪Σ`k+1, and ψ`k, ψ`k+1 are well defined in S`k∪S`k+1,
where they satisfy
(4.6) ϕ`k = −ϕ`k+1, ψ`k = −ψ`k+1.
We choose the functions u`k (resp. v
`
k) so that they are holomorphic also
with respect to (E, ε) in D(E0, ε0) × D(0, ε0). The asymptotic expansions
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of the amplitudes a`k and b
`
k extend to Ω
`
k ×D(E0, ε0)×D(0, ε0) and O`k ×
D(E0, ε0)×D(0, ε0) respectively, where Ω`k (resp. O`k) is the complement of
an arbitrarily small neighborhood of γ−α`,k (resp. γ
−
β`,k
) in U (see Figure 3).
We fix now a choice for the principal symbols a`k,0 and b
`
k,0 of these six
solutions u`k and v
`
k, k ∈ Z/3Z.
By (4.4) and (4.5) we have
(4.7)

iϕ`0(x,E, ε) =
∫ x
α`
(Vε(t)− E)
1
2
` dt,
iϕ`−1(x,E, ε) = −
∫ x
α`
(Vε(t)− E)
1
2
` dt,
iϕ`1(x,E, ε) = −
∫ x
α`
(Vε(t)− E)
1
2
` dt.
Then we choose the principal symbol a`0,0 of a
`
0 to be
(4.8) a`0,0(x,E, ε) = [(iϕ
`
0)
′]−
1
2 = (Vε(x)− E)−
1
4
` .
In order to fix the principal symbol of u`1 and u
`−1, we have to choose
ν0,1, ν1,−1 and ν−1,0 in Z/4Z, odd, such that (3.14) holds. We take
(4.9) ν0,1 = 1, ν1,−1 = −1, and ν−1,0 = 1.
Then by (3.12) we have,
(4.10) a`−1,0(x,E, ε) =
1
iν−1,0
a`0,0(x,E, ε) = −i(Vε(x)− E)
− 1
4
` ,
and,
(4.11) a`1,0(x,E, ε) =
1
iν1,0
a`0,0(x,E, ε) = i(Vε(x)− E)
− 1
4
` .
With these choices, we have
(4.12) u`0 = τ+(h)u
`
−1 + τ−(h)u
`
1,
for some symbols τ±(h) with τ±(h) = 1 + O(h). Without changing the
leading asymptotics, we can replace u`∓1 by τ `±u`∓1 and we get
(4.13) u`0 = u
`
−1 + u
`
1.
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Let us now consider the solutions v`k, k ∈ Z/3Z, near β`. By (4.4) and
(4.5) we have
(4.14)

iψ`0(x,E, ε) = −
∫ x
β`
(Vε(t)− E)
1
2
mdt,
iψ`−1(x,E, ε) =
∫ x
β`
(Vε(t)− E)
1
2
mdt,
iψ`1(x,E, ε) =
∫ x
β`
(Vε(t)− E)
1
2
mdt.
We here consider −z as the basic variable for the Schro¨dinger equation and
correspondingly, we choose the principal symbol b`0,0 of b
`
0 to be
(4.15) b`0,0(x,E, ε) = [(−iψ`0)′]−
1
2 = (Vε(x)− E)−
1
4
m ,
and we fix the principal symbol of v`1 and v
`−1, choosing ν0,1, ν1,−1 and ν−1,0
as in (4.9):
(4.16) ν0,1 = 1, ν1,−1 = −1, and ν−1,0 = 1.
We get,
(4.17) b`−1,0(x,E, ε) =
1
iν−1,0
b`0,0(x,E, ε) = −i(Vε(x)− E)
− 1
4
m ,
and
(4.18) b`1,0(x,E, ε) =
1
iν1,0
b`0,0(x,E, ε) = i(Vε(x)− E)
− 1
4
m .
We further fix a choice of v`±1. The principle of the WKB method ensures
that we can choose v`1 to be proportional to u
`−1, and v`−1 to be proportional
to u`1. Notice first that
iψ`1(x,E, ε)− iϕ`−1(x,E, ε) =
∫ β`
α`
(Vε(t)− E)
1
2
` dt = −iI`(E, h),
where we have set
(4.19) I`(E, ε) =
∫ β`
α`
(E − Vε(t))
1
2
w dt
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where (E − Vε(t))
1
2
w is real and positive for ε = 0, E ∈ R close to E0 and
t ∈]α`, β`[. The same way, we see that
iψ`−1(x,E, ε)− iϕ`1(x,E, ε) = iI`(E, h).
Concerning the principal symbols, we have first
(Vε(x)− E)
1
4
`+ = −i(Vε(x)− E)
1
4
m,
(Vε(x)− E)
1
4
`− = i(Vε(x)− E)
1
4
m.
(4.20)
Here we have denoted (Vε(x)−E)−
1
4
l+ (resp. (Vε(x)−E)
− 1
4
l− ) the determination
of (Vε(x)−E)− 14 obtained on ]β`, βr[ by extending (Vε(x)−E)−
1
4
` on U˜ along
a path in the upper (resp. lower) half plane. Thus we see that
(4.21) b`1,0 = ia
`
−1,0 and b
`
−1,0 = −ia`1,0,
and we can assume that u
`
−1 = −ieiI`(E,ε)/hσ`+v`1,
u`1 = ie
−iI`(E,ε)/hσ`−v
`
−1,
for some symbols σ`± such that σ`± = 1 + O(h). After replacing v`±1 by
σ`±v`±1 (which does not change the leading asymptotics) we may assume
that σ`± = 1:
(4.22)
 u
`
−1 = −ieiI`(E,ε)/hv`1,
u`1 = ie
−iI`(E,ε)/hv`−1,
The same discussion applies to the solutions associated to the well to the
right. The main rule is simply that the right well becomes the left well of
the operator P˜ε = −h2∂2x˜ + Vε(−x˜) under the change of variables x = −x˜,
and we let urk, v
r
k be obtained from the corresponding null solutions u˜
`
k, v˜
`
k
of P˜ε − E. Note that the Stokes sectors Σrk, Srk correspond to the sectors
Σ˜`k, S˜
`
k to the left, defined exactly as Σ
`
k, S
`
k. (Cf. Figure 4.)
This means that we have the 6 solutions urk, v
r
k, k ∈ Z which satisfy (4.3)
with “`” replaced by “r” and ϕrk, ψ
r
k are solutions to the eikonal equation
(4.4), vanishing at z = αr(E, ε), z = βr(E, ε) respectively, satisfying (4.5)
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with “`” replaced by “r”. The principal parts ark,0, b
k
k,0 are given by (4.8),
(4.10), (4.11), (4.15), (4.17), (4.18) with “`” replaced by “r”. Here (Vε(x)−
E)
1
4
r is the branch which is ≥ 0 to the right of αr, when ε = 0 and E is real
and close to E0. Again, we can modify the choice of u
r± by constant factors
1 +O(h), so that the analogue of (4.13) holds:
(4.23) ur0 = u
r
−1 + u
r
1.
Then we can modify vr±1 by constant factors 1 +O(h) so that (4.22) holds
with “`” replaced by “r”:
(4.24)
{
ur−1 = −ieiIr(E,ε)/hvr1,
ur1 = ie
−iIr(E,ε)/hvr−1,
where now (cf. (4.19)
(4.25) Ir(E, ε) =
∫ αr
βr
(E − Vε(t))
1
2
wdt
and (E − Vε)
1
2
w is now defined near the right well ]βr, αr[ as the branch of
the square root which is positive on ]βr, αr[ when ε = 0 and E is real and
close to E0.
Notice that this fits with the principle of transforming everything from
the right to the left by putting V˜ε(x˜) = Vε(−x˜). V˜ε has the left turning
points α˜` = −αr, β˜` = −βr and∫ β˜`
α˜`
(E − Vε(x˜)) 12dx˜ = −
∫ βr
αr
(E − Vε(x)) 12dx = Ir,
with the natural branches of the square root.
Now we build two convenient independent formal WKB solutions w`0 and
wr0 near the barrier. We set
(4.26) w`0 =
1
2i
(v`1 − v`−1).
Since
v`1 = i(Vε − E)
− 1
4
m e
iψ`1/h(1 +O(h)) = i(Vε − E)−
1
4
m e
−iψ`0/h(1 +O(h)),
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and
v`−1 = −i(Vε − E)
− 1
4
m e
iψ`1/h(1 +O(h)) = −i(Vε − E)−
1
4
m e
−iψ`0/h(1 +O(h)),
we have
w`0 = (Vε − E)
− 1
4
m e
−iψ`0/h(1 +O(h)).
On the other hand, we have
vr0 = (Vε − E)
− 1
4
m e
iψr0/h(1 +O(h)),
so that
w`0 = δ`,re
J(E,ε)/hvr0,
where δ`,r = 1 +O(h) is a symbol, and
(4.27) J(E, ε) = −iψr0 − iψ`0 =
∫ βr
β`
(Vε(t)− E) 12dt.
We now replace vr0 by δ`,rv
r
0 (which does not modify the leading asymptotics)
so that
(4.28) w`0 = e
J(E,ε)/hvr0,
Notice that (4.28) fixes a choice for the formal WKB solution vr0.
In the same way, we set
(4.29) wr0 =
1
2i
(vr1 − vr−1).
and we have
wr0 = δr,`e
J(E,ε)/hv`0,
then replace v`0 by δr,`v
`
0 and get
(4.30) wr0 = e
J(E,ε)/hv`0,
which we take as the definition of v`0.
In analogy with the equation prior to (4.11) we have
(4.31) v`0 = γ
`
+(h)v
`
1 + γ
`
−(h)v
`
−1,
(4.32) vr0 = γ
r
+(h)v
r
−1 + γ
r
−(h)v
r
1,
where γ•± = 1+O(h). Having already adjusted v•± by factors 1+O(h), there
is no place for further adjustments, so we have to refrain from the possibility
of replacing γ•± by 1.
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5 WKB expansions of L2 solutions outside the well
In this section we focus on solutions of the Schro¨dinger equation (4.1) that
are L2 in a neighborhood of +∞ or −∞ respectively. The existence of such
solutions follows from the general theory of partial differential equations
since Ph,ε − E is elliptic at infinity for E ∈ D(E0, ε0). We are interested in
their asymptotic behavior as h→ 0.
Let δ0 > 0. We consider the eikonal (2.6) and transport equations (2.7)
on the half-line ]αr + δ0,+∞[. There exists ε0 = ε0(δ0) small enough, such
that for all (E, ε) ∈ D(E0, ε0) × D(0, ε0), and for x ∈]αr + δ0,+∞[, the
function
(5.1) ϕ+(x,E) = i
∫ x
αr(E,ε)
(Vε(t)− E)
1
2
r dt,
is a smooth function of x, and an analytic function of (E, ε), which solves
the eikonal equation. We recall that t 7→ (Vε(t) − E)
1
2
r is real and positive
in ]αr + δ0,+∞[ when ε = 0, so that
(5.2) Re(iϕ+(x,E)) < 0.
It is then straightforward to obtain the existence of the solutions of the
corresponding transport equations, and we get the
Proposition 5.1 For all δ0 > 0, there exists ε0 > 0 such that, for all
(E, ε) ∈ D(E0, ε0)×D(0, ε0), the equation (4.1) has a formal WKB solution
u˜+ in ]αr + δ0,+∞[,
(5.3) u˜+(x, ε, E, h) = e
iϕ+(x,E)/h
∑
j≥0
aj(x,E, ε)h
j ,
where aj is C
∞ with respect to x ∈]α2 + δ0,+∞[, and is holomorphic with
respect to (E, ε) ∈ D(E0, ε0)×D(0, ε0). Moreover we can choose a0 so that,
(5.4) a0(x,E, ε) = (−i∂xϕ+)− 12 ,
and we have the estimates, for all j ≥ 0 and all k ≥ 0,
(5.5) |a(k)j (x,E, ε)| = O(〈x〉−
m0
4 −j(
m0
2 +1si.5)−k).
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Proof: We prove (5.5). Differentiating the eikonal equation
ϕ′+(x)
2 = E − Vε(x),
and using (A2), we easily obtain by induction that, for k ≥ 1,
(5.6) (ϕ′+)
(k)(x) = O(〈x〉m02 −k).
Of course we also have, by (A4),
〈x〉m02 . |ϕ′+(x)|,
so that (5.4) gives
(5.7) 〈x〉−m04 . |a0(x,E, ε)| . 〈x〉−
m0
4 .
Then, differentiating the first transport equation
(5.8) ϕ′+(x)a
′
0(x,E, ε) +
ϕ′′+(x)
2
a0(x,E, ε) = 0,
we obtain by induction that, uniformly for (E, ε) ∈ D(E0, ε0)×D(0, ε0),
(5.9) |a(k)0 (x,E, ε)| . 〈x〉−m0/4−k,
which proves the estimates for j = 0 and all k ∈ N. Now suppose that (5.5)
holds for some j and all k ∈ N. The (j + 1)-st transport equation is,
(ϕ′+(x)∂x +
i
2
ϕ′′+(x))aj+1 =
i
2
a′′j ,
and, setting
(5.10) aj+1 = fj+1a0,
we get, using also (5.8),
(5.11)
(
a0(x)ϕ
′
+(x)
)
f ′j+1(x) =
i
2
a′′j (x).
Thus we have first
(5.12) fj+1(x) =
i
2
∫ x
+∞
a′′j (t)
ϕ′+(t)a0(t)
dt = O(〈x〉−(j+1)(m02 +1)),
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and, differentiating (5.11), we obtain by induction
(5.13) f
(k)
j+1(x) = O(〈x〉−(j+1)(
m0
2
+1)−k).
Then (5.5) follows by differentiating (5.10) and using Leibniz formula.
To the formal series
∑
j≥0 ajh
j defined in Proposition 5.1, we can associate
a function a by means of a Borel construction, setting
(5.14) a(x,E, ε, h) =
∑
j≥0
aj(x,E, ε)h
jχ(λjh)
for some plateau function χ ∈ C∞0 (R) over {0}, and a suitable sequence (λj)
of real numbers such that λj → +∞ as j → +∞ (see e.g. [12, Chapter 2]).
Then, for all N ∈ N and any k ≥ 0,
(5.15) |a(k)(x, h)−
N−1∑
j=0
a
(k)
j (x)h
j | = O(hN 〈x〉−m04 −N(m02 +1)−k).
Moreover u+,wkb = e
iϕ+/ha is an approximate solution to the Schro¨dinger
equation (4.1), in the sense that
(5.16) Ph,εu+,wkb(x,E, ε, h) = e
iϕ+(x,E,ε)/hr(x,E, ε, h),
where, for all N ∈ N,
(5.17) r(x,E, ε, h) = O(hN 〈x〉−N ).
Now we build a solution u+ that has the formal WKB solution constructed
above as an asymptotic expansion in ]αr + δ0,+∞[. To do so, we estab-
lish first some estimates for the solutions of the inhomogeneous Schro¨dinger
equation
(5.18) −h2u′′ + (Vε − E)u = v,
on intervals of the form Iλ = [
λ
2
,
3λ
2
], for large λ. For simpler notations we
write
(5.19) Q(x) = QE,ε(x) = Vε − E,
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and we set
(5.20) x = λ+ λx˜,
so that x˜ ∈ [−12 , 12 ]. Multiplying also by λ−m0 , the equation (5.18) on Iλ is
equivalent to the equation
(5.21) (h˜2D2x˜ + Q˜(x˜))u˜ = v˜,
on [−12 , 12 ], where
(5.22) h˜ =
h
λ1+m0/2
, Q˜(x˜) = λ−m0Q(x), v˜(x˜) = λ−m0v(x).
Notice in particular that Q˜  1, and that Q˜(k) = O(1) for all k ≥ 1. As in
[23, Chapter 7], we write (5.21) as the first order system,
(5.23)
(h˜Dx˜ +A(x˜))U = V, A(x˜) =
(
0 −1
Q˜(x˜) 0
)
, U =
(
u˜
h˜Dx˜u˜
)
, V =
(
0
v˜
)
,
and we denote E˜ = (E˜(i,j)) ∈ C∞(I × I,M2(C)) the fundamental solution of
this system. One can prove that (see [23, Theorem 7.1.3]), for any j, k ∈ N ,
(5.24) ‖(h∂x˜)j(h∂x˜)kE˜(x˜, y˜)‖ ≤ Cj,k exp( 1
h˜
| Im ϕ˜(x˜)− Im ϕ˜(y˜)|),
for some Cj,k > 0, where ϕ˜ is the solution of the eikonal equation associated
to (5.21) such that eiϕ˜(x˜)/h is decaying as x˜ increases. Now the solution u˜
of (5.21) satisfies, for any x˜, y˜ ∈ [−12 , 12 ],
(5.25)
(
u˜(x˜)
h˜Dx˜u(x˜)
)
= E˜(x˜, y˜)
(
u˜(y˜)
h˜Dx˜u(y˜)
)
.
Since iϕ˜(x˜)/h = iϕ(x)/h, where ϕ is the solution of the eikonal equation
associated to (5.18) which decays when x increases, we also have, with
u(x) = u˜(x˜),
(5.26)
(
u(x)
h
λm0Dxu(x)
)
= E˜(x˜, y˜)
(
u(y)
h
λm0Dyu(y)
)
,
with
(5.27) ‖E˜(x˜, y˜)‖ ≤ C exp( 1
h
| Imϕ(x)− Imϕ(y)|.
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Replacing λ by |x| we get
(5.28)
(
u(x)
hDu(x)
)
= E(x, y)
(
u(y)
hDu(y)
)
,
where
(5.29) E(x, y) =
(
1 0
0 |x|m0/2
)
Eˆ(x, y)
(
1 0
0 |y|−m0/2
)
,
and Eˆ satisfies the estimate (5.27) possibly with another constant C > 0.
For general αr+δ0 ≤ x ≤ y, we can cover [x, y] with 1+O(ln( yx)) intervals
of the type Iλ. Thus, writing
E(x, y) = E(x, x1)E(x1, x2) . . . E(xn, y),
where each of the intervals [xj , xj+1] is contained in one of the chosen Iλ’s,
we obtain
(5.30) ‖E(x, y)‖ ≤ C1+O(ln( yx )) exp( 1
h
| Imϕ(x)− Imϕ(y)|y−m0/2.
In particular we have, for all αr + δ0 ≤ x ≤ y,
(5.31) |E12(x, y)| = O(1)
h
yC−m0/2
xC
exp(
1
h
Im(ϕ(y)− ϕ(x))),
where we have used the fact that for x ≤ y, Imϕ(y) ≥ Imϕ(x).
Now we consider again the function u+,wkb, and we denote uλ the unique
solution of the Schro¨dinger equation (4.1) such that
(5.32)
{
uλ(λ,E, ε, h) = u+,wkb(λ,E, ε, h),
hDuλ(λ,E, ε, h) = hDu+,wkb(λ,E, ε, h).
We have
(5.33) Ph,ε(1]αr+δ0,λ](uλ − u+,wkb)) = 1]αr+δ0,λ]r,
so that, for x ∈]αr + δ0, λ],
(5.34) uλ(x)− u+,wkb(x) = − i
h
∫ λ
x
E(1,2)(x, y)r(y)dy.
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Then, noticing that we can take C > 0 arbitrarily large in (5.31) , we get,
for all N ∈ N and all k ∈ N,
(5.35) u
(k)
λ (x)− u(k)+,wkb(x) = O(hN 〈x〉−Ne− Imϕ(x)/h),
and, for λ1 < λ2 ∈ R+ large enough,
(5.36) u
(k)
λ2
(x)− u(k)λ1 (x) = O(hN 〈x〉−Nλ−N1 e− Imϕ(x)/h),
Thus, the family (uλ) converges to some function u+, which is an exact
solution to (4.1), and (5.35) gives that, for all N ∈ N and all k ∈ N,
(5.37) u
(k)
+ (x)− u(k)+,wkb(x) = O(hN 〈x〉−Ne− Imϕ(x)/h).
We have proved the main part of the
Proposition 5.2 Let δ0 > 0, and ε0 > 0 be small enough. Let u˜ =
eiϕ+/h
∑
j≥0 ajh
j be a formal WKB solution in ]αr+δ0,+∞[ satisfying (5.1)
and (5.4). Then, for any (E, ε) ∈ D(E0, ε0) × D(0, ε0), the equation (4.1)
has a unique solution u+ on ]αr + δ0,+∞[ such that,
(5.38) u+(x,E, ε, h) = a+(x,E, ε, h)e
iϕ+(x,E,ε)/h
with
(5.39) a+(x,E, ε, h) ∼
∞∑
j=0
a+j (x,E, ε)h
j ,
in the sense that
∀N ∈ N∗,∀k ∈ N,∃CN,k > 0 such that
|∂kx
(
a+(x, h)−
N−1∑
j=0
a+j (x)h
j
)
| ≤ CN,khN 〈x〉−
m0
4
−N(m0
2
+1)−k.(5.40)
Moreover u+ belongs to L
2(]αr + δ0,+∞[, and it is analytic with respect to
(E, ε) ∈ D(E0, ε0)×D(0, ε0).
Proof: It only remains to prove that the solution u+ belongs to L
2(]αr +
δ0,+∞[). Assumption (A2) implies that there exists C > 0 such that
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Re(Vε(x)− E) > 1C2 for all x large enough. Thus we have, for x ∈]α2,+∞[
large enough,
(5.41) Re(iϕ+(x)) = −Re
∫ x
αr
(Vε(t)− E) 12dt ≤ − x
C
+ C.
On the other hand, the estimate (5.40) for N = 0, k = 0, gives a+(x,E, ε) =
O(〈x〉−m0/4), so that u+ ∈ L2(]αr + δ0,+∞[).
It is clear that we have the same result for the existence of a solution
u− ∈ L2(R−) that has, for any δ0 > 0, a WKB asymptotic expansion in
]−∞, α` − δ0[ of the form
(5.42) u−(x,E, ε, h) = a−(x,E, ε, h)eiϕ−(x,E,ε)/h,
where the phase ϕ− is defined by
(5.43) iϕ−(x,E, ε) =
∫ x
α`(E,ε)
(Vε(t)− E)
1
2
` dt
where we recall that the determination of t 7→ (Vε(t)− E)
1
2
` is fixed in such
a way that, for x ∈]−∞, α` − δ0[,
(5.44) Re(iϕ−(x,E, ε)) < 0.
We also have, in the same sense as in (5.40),
(5.45) a−(x,E, ε, h) ∼
∞∑
j=0
a−j (x,E, ε)h
j ,
where uwkb = e
iϕ−/h
∑∞
j=0 a
−
j h
j is a formal WKB solution. It is of course
also analytic with respect to (E, ε) ∈ D(E0, ε0)×D(0, ε0).
6 The quantization condition
To start with, we derive the quantization condition, using only the double
well structure but not yet the PT -symmetry nor the symmetry following
from the fact that P0 is real and self-adjoint.
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In Section 5 we have introduced the two null solutions u+, u− of (Pε −
E)u = 0 that decay exponentially near +∞ and −∞ respectively, and we
know that E is an eigenvalue of Pε precisely when W (u+, u−) = 0 or equiv-
alently when u+ and u− are colinear. It is clear that we can choose u± and
u`0, u
r
0 of the preceding section, so that
u`0 = u−, u
r
0 = u+.
By (4.13), (4.22) we have
(6.1) u`0 = −ieiI`/hv`1 + ie−iI`/hv`−1.
Similarly, by (4.23), (4.24),
(6.2) ur0 = −ieiIr/hvr1 + ie−iIr/hvr−1.
Here, we recall (4.26), (4.28), implying
(6.3) vr0 = e
−J/h 1
2i
(
v`1 − v`−1
)
and (4.29), (4.30), that give
(6.4) v`0 = e
−J/h 1
2i
(
vr1 − vr−1
)
.
(4.31) and (6.3) form a system that allows to express v`±1 in terms of vr0, v`0.
Similarly, (4.32) and (6.4) allow us to express vr± in terms of vr0, v`0. After
some straightforward calculations, we get,
(6.5)
(
v`1
v`−1
)
=
1
γ`− + γ`+
(
1 2ieJ/hγ`−
1 −2ieJ/hγ`+
)(
v`0
vr0
)
,
(6.6)
(
vr1
vr−1
)
=
1
γr− + γr+
(
2ieJ/hγr+ 1
−2ieJ/hγr− 1
)(
v`0
vr0
)
.
Combining (6.1) and (6.5), we get after a straightforward calculation,
(6.7)
u`0 =
1
γ`− + γ`+
(
1
i
(
eiI`/h − e−iI`/h) 2eJ/h (eiI`/hγ`− + e−iI`/hγ`+))(v`0vr0
)
.
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Combining (6.2), (6.6), we get
(6.8)
ur0 =
1
γr− + γr+
(
2eJ/h
(
eiIr/hγr+ + e
−iIr/hγr−
)
1
i
(
eiIr/h − e−iIr/h))(v`0
vr0
)
.
Since v`0, v
r
0 are linearly independent, we see that E is an eigenvalue of
Pε precisely when the two row matrices in (6.7) and (6.8) are colinear or
equivalently when the determinant of the matrix, formed by these two rows,
is equal to 0. We then get the quantization condition
0 =
1
i
(
eiI`/h − e−iI`/h
) 1
i
(
eiIr/h − e−iIr/h
)
− 4e2J/h
(
eiI`/hγ`− + e
−iI`/hγ`+
)(
eiIr/hγr+ + e
−iIr/hγr−
)
,
which we rewrite as
(6.9) f(E, ε) = 0,
where
f(E, ε) =
1
4
(
eiI`/hγ`− + e
−iI`/hγ`+
)(
eiIr/hγr+ + e
−iIr/hγr−
)
− 1
4
e−2J/h sin (I`/h) sin (Ir/h) .
(6.10)
We shall now take into account the various symmetry properties. For
functions u(x,E, ε), where x,E vary in some domains in C and ε in some
real domain, we put,
(6.11) Co (u)(x,E, ε) = u∗(x,E, ε) = u(x,E,−ε),
(6.12) Pt (u)(x,E, ε) = u†(x,E, ε) = u(−x,E, ε),
so that Pt is equal to PT in the introduction. Notice that Pt and Co are
idempotent anti-linear operators that commute: Co ◦ Pt = Pt ◦ Co .
Using only that Vε = V0+iεW with V0, W real-valued on the real domain,
we see that
V ∗ε (x) = V−ε(x) = Vε(x), Pt (Vε)(x) = Vε(−x) = V0(−x)− iεW (−x),
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and if we make the PT -symmetry assumption (A5), we get Pt(Vε) = Vε and
hence that
(6.13) (Pε − E) ◦ Pt = Pt ◦ (Pε − E).
Without (A5), we still have
(6.14) (Pε − E) ◦ Co = Co ◦ (Pε − E).
To verify this quickly, we observe that Co (uv) = Co (u)Co (v) for products of
functions and similarly for Pt , and that Pt ◦∂x = −∂x◦Pt , Co◦∂x = ∂x◦Co .
Recall that to leading order,
u`0 ≡ u`0,0 := (Vε − E)
− 1
4
` e
1
h
∫ x
α`
(Vε−E)
1
2
` dt.
By straightforward calculations, oberving that α`(E,−ε) = α`(E, ε) (i.e.
α∗` = α`), we obtain,
(6.15) Co (u`0,0) = u
`
0,0.
In view of (6.14), we know that Co (u`0) is a null solution of Pε − E and
using also (6.15), we conclude that 12
(
u`0 + Co (u
`
0)
)
is a null solution with
leading asymptotics u`0,0 which is invariant under Co , so if we replace u
`
0 by
this function we gain the property,
(6.16) Co (u`0) = u
`
0.
Similarly, in the discussion leading to (4.12) we see that we can choose
u`±1 so that
(6.17) u`1 = Co (u
`
−1).
Since u`−1, u`1 form a basis for the space of null solutions of Pε − E, we get
from (4.12), (6.15), that Co (τ+) = τ−, so after replacing u`∓1 by τ±u`∓1, we
still have (6.17) for the new functions u`∓1 in (4.13).
Next, notice that I` in (4.19) satisfies
(6.18) I∗` = I`.
This means that
(6.19) v`1 = Co (v
`
−1),
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for v`±1 in (4.22).
The whole discussion so far applies with “`” replaced by “r” and we get
(6.20) Co (ur0) = u
r
0, I
∗
r = Ir, u
r
1 = Co (u
r
−1), v
r
1 = Co (v
r
−1).
Moreover, we check that
(6.21) J∗ = J.
From (4.26), (4.28) we now get
(6.22) Co (vr0) = v
r
0.
Similarly,
(6.23) Co (v`0) = v
`
0.
Then in (4.31), (4.32) we must have
(6.24) Co (γ`+) = γ
`
−, Co (γ
r
+) = γ
r
−.
It follows that f in (6.9), (6.10) satisfies
(6.25) f∗ = f.
Let us finally use the PT -symmetry assumption (A5) or equivalently
(6.13). We then check that
(6.26) I†` = Ir,
and
(6.27) J† = J,
and that we can choose
(6.28) ur0 = Pt (u
`
0), u
r
1 = Pt (u
`
−1), u
r
−1 = Pt (u
`
1),
(6.29) vr±1 = Pt (v
`
∓1).
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Then by (6.3), (6.4),
(6.30) vr0 = Pt (v
`
0),
and from (4.31), (4.32) we infer that
(6.31) γr± = Pt (γ
`
±).
It follows that
(6.32) f † = f.
We have seen that the zeros of f(·, ε) coincide with the eigenvalues of Pε in
a neighborhood of E0. We end this section by showing that the multiplicities
agree also.
Recall (6.7), (6.8) that we write as
u`0 = a
`v`0 + b
`vr0,
ur0 = a
rv`0 + b
rvr0.
Taking the Wronskians, we get
W (u`0, u
r
0) = det
(
a` b`
ar br
)
W (v`0, v
r
0).
Here the last Wronskian is non-vanishing, so up to a non-vanishing holomor-
phic factor f is equal to W (u`0, u
r
0) and the zeros of f , counted with their
multiplicity coincide with those of W (v`0, v
r
0).
Hence it remains to identify eigenvalues of Pε counted with their multi-
plicity with the zeros of the Wronskian W (u`0, u
r
0). For that we can widen
the perspective slightly and apply a general discussion:
Let a ∈ R. Let λ vary in neigh (E0,C). (The symbol “E” will temporarily
be used to denote operators.) Using the ellipticity of Pε − λ near +∞, we
see that the right Dirichlet problem
(Pε − λ)u = v, u(a) = v+
has a unique solution u ∈ H2(]a,+∞[) for every (v, v+) ∈ H0(]a,+∞[)×C.
Similarly, by using the ellipticity near −∞ we see that the corresponding
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left Dirichlet problem has a unique solution u ∈ H2(] − ∞, a[) for every
(v, v+) ∈ H0(] −∞, a[) × C. Denote the solutions to the two problems by
u = Erv + E
+
r v+ and u = E`v + E
+
` v+ respectively.
It follows that the Grushin problem{
(Pε − λ)u+R−u− = v,
R+u = v+,
has a unique solution
(u, u−) ∈
((
H2(]−∞, a[)⊕H2(]a,+∞[)) ∩H1(R))× C
for every (v, v+) ∈ H0(R)× C, where
R+u := u(a), R−u− = u−δa,
and δa denotes the delta function at x = a. Indeed, the solution is given by
u(x) =
{
E`v + E
+
` v+, x < a
Erv + E
+
r v+, x > a,
u− = (h2∂zu)(a− 0)− (h2∂zu)(a+ 0).
We write this solution,(
u
u−
)
=
(
E E+
E− E−+
)(
v
v+
)
.
It is a standard fact for the Grushin reduction (see [16, Section 6, Appendix
A], or [24]) that the eigenvalues counted with their multiplicity, coincide
(near E0) with the zeros of E−+(z) counted with their multiplicity (ε is here
fixed and suppressed from the notation most of the time). For completeness,
we recall the proof. Let z0 be an eigenvalue of P . Its multiplicity m(z0) is
equal to the rank, and hence to the trace of the spectral projection
m(z0) = tr
1
2ipi
∫
γ
(z − P )−1dz,
where γ is the oriented boundary of a small disc centered at z0. Now
(z − P )−1 = −E(z) + E+(z)E−1−+(z)E−(z),
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and E(z) is holomorphic near z0, so
m(z0) = tr
1
2ipi
∫
γ
E+(z)E
−1
−+(z)E−(z)dz
=
1
2ipi
∫
γ
tr(E+(z)E
−1
−+(z)E−(z))dz
=
1
2ipi
∫
γ
tr(E−1−+(z)E−(z)E+(z))dz
=
1
2ipi
∫
γ
E−1−+(z)E−(z)E+(z)dz.
(6.33)
Finally, since E−(z)E+(z) = ∂zE−1−+(z), we see that m(z0) is equal to the
multiplicity of z0 as a zero of E−+.
Denoting u− = E+` (1), u+ = E
+
r (1), we notice that
E−+ = h2(∂zu−(a)− ∂zu+(a)) = hW (u−, u+),
since u∓(a) = 1. Thus, in a neighborhood of E0, the eigenvalues of Pε
counted with their multiplicity can be identified with the zeros of λ 7→
W (u−(λ), u+(λ)).
If neigh (E0,C) 3 λ 7→ u˜∓(z, λ) are holomorphic families of null solutions
to Pε−λ, exponentially decaying near ∓∞ and 6≡ 0, ∀λ, then u˜∓ = σ∓(λ)u∓,
where σ∓ are holomorphic in λ and non-vanishing. Thus the zeros of
W (u˜−, u˜+) = σ−(λ)σ+(λ)W (u−, u+) coincides with those of W (u−, u+) and
we have completed the identification.
7 The behaviour of the eigenvalues
In order to study the zeros of f(·, ε), we first recollect the various symmetries:
(7.1) J∗ = J = J†, I∗` = I`, I
∗
r = Ir, I
†
` = Ir,
and
(7.2)
(
γ`−
)∗
= γ`+,
(
γr−
)∗
= γr+,
(
γ`±
)†
= γr±,
40
where we recall that γ•± = 1 +O(h).
Let us first look at the factor
(7.3) g = g`(E, ε) =
(
e
i
h
I`γ`− + e
− i
h
I`γ`+
)
and drop the super/subscript ` when convenient to do so. From (7.1), (7.2),
we infer that
(7.4) g∗ = g
Write
γ`− =
(
γ`−γ
`
+
) 1
2
(
γ`−/γ
`
+
) 1
2
=: ρ`e
iθ`
γ`+ =
(
γ`−γ
`
+
) 1
2
(
γ`−/γ
`
+
)− 1
2
=: ρ`e
−iθ` ,
(7.5)
where we choose the branches of the square roots close to 1 and the logarithm
close to 0, so that ρ = 1 +O(h), θ = O(h). Then
(7.6) ρ∗ = ρ,
so
(
eiθ
)∗
= e−iθ and hence
(7.7) θ∗ = θ.
We write
(7.8) g` = ρ`(e
i
h
I˜` + e−
i
h
I˜`), I˜` = I` + hθ` = I` +O(h2) = I˜∗` .
Similarly, we consider
(7.9) g = gr(E, ε) =
(
e
i
h
Irγr+ + e
− i
h
Irγr−
)
.
and again we have (7.4), now with g = gr. Write
γr+ =
(
γr−γ
r
+
) 1
2
(
γr+/γ
r
−
) 1
2 =: ρre
iθr
γr− =
(
γr−γ
r
+
) 1
2
(
γr+/γ
r
−
)− 1
2 =: ρre
−iθr .
(7.10)
again with ρ = 1 +O(h), θ = O(h) satisfying (7.6), (7.7).
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We write
(7.11) gr = ρr(e
i
h
I˜r + e−
i
h
I˜r), I˜r = Ir + hθr = Ir +O(h2) = I˜∗r .
We now take into account the PT symmetry. Clearly,
(7.12) ρ†` = ρr
and from
(
γ`−
)†
= γr−, we get ρre−iθ
†
` = ρre
−iθr , so
(7.13) θ†` = θr and hence I˜
†
` = I˜r.
Using also that I†` = Ir, we can rewrite f in (6.10) as
f(E, ε) =
ρρ†
4
(
e
i
h
I˜ + e−
i
h
I˜
)(
e
i
h
I˜† + e−
i
h
I˜†
)
− 1
4
e−2J/h sin(I/h) sin(I†/h)
=ρρ† cos(I˜/h) cos(I˜†/h)− 1
4
e−2J/h sin(I/h) sin(I†/h)
where I˜ = I˜`, I = I`, ρ = ρ`. Dividing this function with ρρ
† will not
modify the zeros and we get the new (slightly modified) function that we
shall denote by the same symbol,
f(E, ε) = cos(I˜/h) cos(I˜†/h)− 1
4
e−2J˜/h sin(I/h) sin(I†/h),(7.14)
where
(7.15) J˜ = J + h ln(ρρ†) = J +O(h2).
We know that
(7.16) f † = f = f∗.
From
(7.17) I(E, ε) =
∫ β`
α`
(E − Vε(x)) 12dx,
we get,
(7.18) ∂EI(E, ε) =
1
2
∫ β`
α`
(E − Vε(x))− 12dx,
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and
(7.19) ∂εI(E, ε) =
1
2i
∫ β`
α`
(E − Vε(x))− 12W (x)dx.
It follows that
(7.20) ∂EI(E, 0) > 0, i∂εI(E, 0) ∈ R when E ∈ neigh (E0,R).
We now adopt the assumption (A7) so that the integral in (7.19) is non-
vanishing for (E, ε) = (E0, 0) and in order to fix the ideas (possibly after
replacing (ε,W ) by (−ε,−W )) that
(7.21)
∫ β`
α`
(E0 − V0(x))− 12W (x)dx > 0,
so that
(7.22) i∂εI(E, 0) > 0 for E ∈ neigh (E0,R).
Let I0 = I(E0, 0) ∈ R. In view of the first part of (7.20), the map I(·, ε) :
neigh (E0,C)→ neigh (I0,C) is bijective for ε ∈ neigh (0,R) with an inverse
K(·, ε) : neigh (I0,C) → neigh (E0,C) such that K(ι, ε) is holomorphic in
(ι, ε). We also know that K(ι, 0) is real when ι is real. The property I˜∗ = I˜
implies that I˜(E, ε) is real when ε = 0 and since I˜ = I + O(h2), we see
that I˜(·, ε) has a local inverse K˜ with the same properties as K. Further,
K˜ = K +O(h2) has a complete asymptotic expansion in powers of h in the
space of holomorphic functions defined in a neighborhood of (I0, 0).
The zeros of the factor cos(I˜/h) are given by
(7.23) I˜(E, ε) =
(
k +
1
2
)
pih,
for k ∈ Z such that (k + 12)pih belongs to a neighborhood of I0. (The
classical action for the left potential well is equal to 2I, so we recognize the
Bohr-Sommerfeld quantization condition 2I˜(E, ε) = (k + 1/2)2pih.) They
are situated on the real-analytic curve
(7.24) Γ˜(ε) = {E ∈ neigh (E0,C); I˜(E, ε) ∈ R}.
Alternatively, the zeros are of the form
(7.25) E˜k = K˜((k + 1/2)pih, ε),
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and the curve (7.24) is of the form Γ˜(ε) = K˜(neigh (0,R), ε).
The curve Γ˜ can also be represented in the form
Γ˜ : ImE = g˜(ReE, ε),
where
g˜(t, ε) ∼ g(t, ε) + hg1(t, ε) + ...,
and
Γ : ImE = g(ReE, ε)
is the curve, determined by the condition I(E, ε) ∈ R. We know that Γ˜, Γ
are real segments when ε = 0, so
g˜, g = O(ε).
Writing
Im I(ReE + ig(ReE, ε), ε) = 0,
and differentiating with respect to ε at ε = 0, we get
∂εg(ReE, 0) =
i∂εI
∂EI
(ReE, 0) > 0.
Hence, by Taylor expansion,
g(ReE, ε) =
i∂εI
∂EI
(ReE, 0)ε+O(ε2).
It follows that
g˜(ReE, ε) =
(
i∂εI
∂EI
(ReE, 0) +O(h2)
)
ε+O(ε2).
Similarly, by differentiating the equation I˜(E˜k(ε), ε) = (k + 1/2)pih with
respect to ε, we get
∂εE˜k(ε) = i
i∂εI˜
∂E I˜
(
E˜k(ε), ε
)
,
and again by Taylor expansion at ε = 0,
E˜k(ε) = E˜k(0) + i
i∂εI˜
∂E I˜
(
E˜k(0), 0
)
ε+O(ε2)
= (Ek(0) +O(h2)) + i
(
i∂εI
∂EI
(
E˜k(0), 0
)
+O(h2)
)
ε+O(ε2)
(7.26)
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Here E˜k(0) and Ek(0) are real and given by the Bohr-Sommerfeld conditions
I˜(E˜k(0), 0) = (k + 1/2)pih, I(Ek(0), 0) = (k + 1/2)pih.
The zeros of the second factor
cos(I˜†/h)(E, ε) = cos(I˜/h)(E, ε),
are given by E = E˜k(ε) and they are situated on the complex conjugate
curve
ImE = −g˜(ReE, ε).
We next make an exponential localization of the zeros of f . We have,
| cos z|  min(dist (z, (Z+ 1/2)pi), 1)e| Im z|,
so for E ∈ neigh (E0,C),
| cos(I˜/h)|  min
(
1
h
dist (E, {E˜k}), 1
)
e| Im I˜|/h.
Since I˜ = I +O(h2), we get
(7.27) | cos(I˜/h)|  min
(
1
h
dist (E, {E˜k}), 1
)
e| Im I|/h.
Similarly,
(7.28) | cos(I˜†/h)|  min
(
1
h
dist (E, {E˜k}), 1
)
e| Im I
†|/h,
(7.29) | sin I/h| ≤ 2e| Im I|/h,
and
(7.30) | sin I†/h| ≤ 2e| Im I†|/h.
We conclude that f(E, ε) 6= 0 when
| cos(I˜/h) cos(I˜†/h)|  e−2Re J/h| sin(I/h) sin(I†/h)|
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and that this holds when
(7.31)
min
(
1
h
dist (E, {E˜k}), 1
)
min
(
1
h
dist (E, {E˜k}), 1
)
 e−2Re J(E,ε)/h.
Thus if C > 0 is large enough, then f(E, ε) 6= 0 when
(7.32) E 6∈
⋃
k
D(E˜k, Che
−Re J(E,ε)/h) ∪
⋃
k
D(E˜k, Che
−Re J(E,ε)/h).
Now we observe that for any Ê ∈ neigh (E0,C),
E ∈ D(Ê, Che−Re J(E,ε)/h) =⇒ E ∈ D(Ê, 2Che−Re J(Ê,ε)/h),
E ∈ D(Ê, 2Che−Re J(E,ε)/h)⇐= E ∈ D(Ê, Che−Re J(Ê,ε)/h).
After doubling the constant in (7.32), we conclude that
(7.33)
f−1(0, ε) ⊂
⋃
k
D(E˜k, Che
−Re J(E˜k,ε)/h) ∪
⋃
k
D(E˜k, Che
−Re J(E˜k,ε)/h).
If E ∈ D
(
E˜k, Che
−Re J(E˜k)/h)
)
and if
(7.34) ε he−Re J(E˜k)/h,
then dist (E, {E˜n})  ε, and from (7.31) we conclude that f(E, ε) 6= 0 if
(7.35)
1
h
dist (E, E˜k) min
( ε
h
, 1
)
 e−2Re J(E˜k,ε)/h.
Thus, the zeros of f in D(E˜k, Che
−Re J(E˜k)/h) are contained in
D
(
E˜k,
Ch
min(ε/h, 1)
e−2Re J(E˜k,ε)/h
)
.
If we drop the assumption (7.34), we have
f−1(0, ε)
⋂
D
(
E˜k, Che
−Re J(E˜k,ε)/h
)
⊂ D
(
E˜k, Chmin
(
1,max(h/ε, 1)e−Re J(E˜k,ε)/h
)
e−Re J(E˜k,ε)/h
)
.
(7.36)
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The same discussion is valid with E˜k replaced by E˜k and we get the following
improvement of (7.33):
(7.37) f−1(0, ε) ⊂
⋃
k
D
(
E˜k, r(E˜k, ε)
)
∪
⋃
k
D
(
E˜k, r
(
E˜k, ε
))
,
where
(7.38) r(E, ε) = Chmin
(
1,max(h/ε, 1)e−Re J(E,ε)/h
)
e−Re J(E,ε)/h.
By inserting a deformation parameter θ ∈ [0, 1] in front of the second
term in the last expression for f in (7.14), we will not change the local-
ization (7.37) of the zeros and the number of such zeros in each connected
component of the set in the right hand side of that inclusion is independent
of θ. It follows that
− when these discs are disjoint, f(·, ε) has precisely one zero in each of
D
(
E˜k, r
(
E˜k, ε
))
and D
(
E˜k, r
(
E˜k, ε
))
.
− in general f(·, ε) has precisely 2 zeros in
D
(
E˜k, r
(
E˜k, ε
))
∪D
(
E˜k, r
(
E˜k, ε
))
.
From the first of these observations, (7.33), (7.26) and the fact that
(7.39)
i∂εI
∂EI
(E, 0) > 0 when E is real,
we get
Proposition 7.1 Assume (7.21) for E ∈ neigh (E0,R) and that ε is real
and
1 |ε| ≥ he−(Re J(E0)−1/C)/h
for some positive constant C. Then the eigenvalues in neigh (E0,C) are
simple and non-real of the form zk(ε;h), zk(ε;h), k ∈ Z, where
zk = E˜k(ε;h) +O(h)e−Re J(E˜k,ε)/h
and we recall (7.26), (7.25). The term O(h)e−Re J(E˜k,ε)/h can be replaced by
O(r(E˜k, ε)), where r(E, ε) is defined in (7.38).
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It remains to make a more detailed study, when
|ε| ≤ he−(Re J(E0)−1/C)/h,
and for that we shall view E˜k(0;h) as the nondegenerate local minima of
f0(E, 0), E ∈ neigh (E0,R), where we put for 0 ≤ θ ≤ 1,
(7.40) fθ(E, ε) = cos(I˜/h) cos(I˜
†/h)− θ
4
e−2J˜/h sin(I/h) sin(I†/h),
so that f1 = f in (7.14). Using that f
∗
θ = fθ and f
†
θ = fθ we see that for
real E
− fθ is real-valued,
− fθ is an even function of ε.
Write
f0 = g(E, ε)g
†(E, ε), g(E, ε) = cos(I˜/h) = g∗(E, ε).
Let Ec(0) be a (real) zero of g(E, 0), so that Ec(0) = E˜k(0) for some k ∈ Z.
For ε = 0, we have f0 = g(E, 0)
2 ≥ 0 and Ec(0) is therefore a nondegenerate
local minimum of f0 with f0(Ec(0), 0) = 0. Extend Ec(0) to an analytic
family Ec(ε) of critical points of f0(·, ε):
(7.41) ∂Ef0(Ec(ε), ε) = 0.
We have for real E:
∂Ef0(E, ε) = 2 Re(∂Eg(E, ε)g(E, ε)),
and differentiating this once more and putting ε = 0, E = Ec(0), we get
∂2Ef0(Ec(0), 0) = 2∂Eg(Ec(0), 0)∂Eg(Ec(0), 0) = 2 (∂Eg(Ec(0), 0))
2 ,
i.e.
h2∂2Ef0(Ec(0), 0) =2
(
sin(I˜(Ec(0), 0)/h)
)2 (
∂E I˜(Ec(0), 0)
)2
=2
(
∂E I˜(Ec(0), 0)
)2
,
(7.42)
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where the last identity follows from the fact that cos I˜(Ec(0), 0)/h = 0.
Differentiating (7.41), we get(
∂2Ef0
)
∂εEc + ∂ε∂Ef0 = 0.
Here we recall that when E is real, f0(E, ε) and ∂Ef0(E, ε) are even functions
of ε and hence ∂ε∂Ef0(E, 0) = 0. It follows that
(∂ε∂Ef0) (Ec(0), 0) = 0,(7.43)
∂εEc(0) = 0.(7.44)
Using this, we get
(∂ε)
2
ε=0(f0(Ec(ε), ε))
= (∂ε)ε=0
(∂Ef0) (Ec(ε), ε)︸ ︷︷ ︸
=0
∂εEc(ε) + (∂εf0) (Ec(ε), ε)

= (∂ε)
2 f0(Ec(0), 0) + (∂E∂εf0) (Ec(ε), ε)︸ ︷︷ ︸
=0
∂εEc(0)︸ ︷︷ ︸
=0
= 2 |∂εg(Ec(0), 0)|2 .
Thus,
h2 (∂ε)
2
ε=0 (f0(Ec(ε), ε)) =2
(
sin I˜(Ec(0), 0)/h
)2 ∣∣∣(∂εI˜) (Ec(0), 0)∣∣∣2
=2
∣∣∣(∂εI˜) (Ec(0), 0)∣∣∣2 .(7.45)
We next extend Ec(ε) to an analytic function Ec(ε, θ) determined by the
conditions Ec(ε, 0) = Ec(ε),
(7.46) ∂Efθ(Ec(ε, θ), ε) = 0.
It will be convenient to restrict the attention to a window of size O(h):
(7.47) E = E1 + hF, ε = hε˜,
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where E1 ∈ neigh (E0,R) is a parameter and F ∈ neigh (0,C), ε˜ ∈ neigh (0,R)
are rescaled variables. It will also be convenient to have a “Floquet param-
eter” κ ∈ R and introduce the following extension of (7.40):
fθ(E, ε, κ) =
cos
(
I˜
h
− κ
)
cos
(
I˜†
h
− κ
)
− θ
4
e−2J˜/h sin
(
I
h
− κ
)
sin
(
I†
h
− κ
)
,
(7.48)
which coincides with fθ(E, ε), when κ ∈ piZ. Again, fθ is real-valued when
E is real and an even function of ε. If we let Ec(ε, κ, θ) denote a local
minimum of fθ(·, ε, κ), then (7.42), (7.43), (7.44) extend naturally to the
case θ = 0. Writing
κ = κ˜+ I(E1, 0)/h,
we get
(7.49) fθ = f˜θ(F, ε˜, κ˜;h) = a(F, ε˜, κ˜;h) + θe
−2J(E1,0)/hb(F, ε˜, κ˜;h),
where a, b are classical symbols of order 0 in h:
a ∼ a0 + ha1 + ..., b ∼ b0 + hb1 + ...
The critical points with respect to F are nondegenerate and their number
is uniformly bounded. They have asymptotic expansions in powers of h of
the form,
Fc(ε˜, κ˜, θ;h) ∼ F 0c (ε˜, κ˜, θe−2J(E1,0)/h)) + hF 1c (ε˜, κ˜, θe−2J(E1,0)/h)) + ...
which gives
(7.50) Fc(ε˜, κ˜, θ;h) = F
1
c (ε˜, κ˜;h) + θe
−2J(E1,0)/hF 2c (ε˜, κ˜, θ;h),
where F kc are classical symbols of order 0 in h and also holomorphic func-
tions. Notice that the terms in the asymptotic expansion of F 2c in powers of
h are independent of θ. Ec = E1 + hFc will be a critical point of fθ(·, ε) in
(7.40) when κ ∈ piZ, i.e. when
(7.51) κ˜ ≡ −I(E1, 0)
h
mod piZ.
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It follows from (7.50) that
Fc(ε˜, κ˜, θ;h) = Fc(ε˜, κ˜, 0;h) +O(1)θe−2J(E1,0)/h,
and hence that
(7.52) Ec(ε, κ, θ) = Ec(ε, κ, 0) +O(h)θe−2J(E1,0)/h.
To evaluate the critical value fθ(Ec(ε, κ, θ), ε, κ) =: f
c
θ (ε, κ) for θ = 1, we
notice that
∂θ(fθ(ε, κ)) = (∂θfθ)(Ec(ε, κ, θ))
=− 1
4
(
e−2J˜/h sin
(
I
h
− κ
)
sin
(
I†
h
− κ
))
(Ec(ε, κ, θ), ε, κ)
=− 1
4
e−2J˜(Ec(0,κ,0),0)×[(
sin
(
I
h
− κ
))2
(Ec(0, κ, 0), 0, κ)) +O(1)
(
θe−2Re J(E1,0)/h +
|ε|
h
)]
.
Here, we use that
sin
(
I˜
h
− κ
)
(Ec(0, κ, 0), 0, κ) = ±1, sin
(
I
h
− κ
)
= sin
(
I˜
h
− κ
)
+ h
and integrate from θ = 0 to θ = 1, to get
f c1(ε, κ) = f
c
0(ε, κ)
− 1
4
e−2J(Ec(0,κ,0),0)/h
(
1 +O
(
e−2Re J((E1,0),0)/h +
|ε|
h
+O(h)
))
.
(7.53)
Now, return to the window (7.47), where fθ = f˜θ(F, ε˜, κ˜;h) is given by
(7.49) and the critical point Fc is as in (7.50). We have with θ = 1 (and
suppressing the corresponding subscript 1)
(7.54) f c(ε, κ;h) = f˜ c(ε˜, κ˜;h) = g1(ε˜, κ˜;h) + g2(ε˜, κ˜;h)e
−2J(Ec(0,κ,0),0)/h,
where gj are classical symbols of order 0 in h. (We first get this with
J(E1, 0)/h in the exponent, but the replacement by J(Ec(0, κ, 0), 0) does
not modify the general structure of the formula.) (7.53) shows that
(7.55) g1(0, κ˜;h) = 0, g2(0, κ˜) = −1
4
,
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where gj,0 is the leading term in the asymptotic expansion of gj .
From (7.45), we deduce that
(7.56) ∂2ε˜g1,0(0, κ˜) = 2|∂εI(E1, 0)|2 > 0.
Combining (7.54), (7.55), (7.56), we get by Taylor expansion,
(7.57) f˜ c(ε˜, κ˜;h) = g2(0, κ˜;h)e
−2J(Ec(0,κ,0),0)/h + k(ε˜, κ˜;h)ε˜2,
where k is a symbol of order 0 in h, holomorphic in the other variables, even
in ε˜ and satisfying k(0, κ˜; 0) = |∂εI(E1, 0)|2. f˜ c(·, κ;h) has precisely two
zeros in a neighborhood 0 which are real and of the form ±ε˜c(κ;h), where
(7.58) ε˜c(κ;h) = `(κ˜;h)e
−J(Ec(0,κ,0),0)/h,
and ` is a symbol of order 0 with leading term
`0(κ˜) =
1
2|∂εI(E1, 0)| ·
Using that our functions are holomorphic in ε˜, κ˜, we see that
(7.59) f˜ c(ε˜, κ˜;h) = m(ε˜, κ˜;h)(ε˜2 − ε˜c(κ˜;h)2),
where m is holomorphic in ε˜, κ˜ and a symbol of order 0 in h with leading
term m0(ε˜, κ˜), satisfying
(7.60) m0(0, κ˜) = |∂εI(E1, 0)|.
(7.42) can be extended to the κ-dependent case:
(7.61) (h2∂2Ef0)(Ec(0, κ, 0), κ, 0) = 2(∂E I˜(Ec(0, κ, 0))
2.
This implies that
(7.62) (∂2F f˜1)(Fc, ε˜, κ˜;h) = (∂EI(Ec(0, κ, 0), 0))
2 +O(h),
where the remainder has a complete asymptotic expansion in powers of h.
By Taylor expansion,
(7.63) f˜1(F, ε˜, κ˜;h) = f˜
c(ε˜, κ˜;h) + q(F, ε˜, κ˜;h)(F − Fc(ε˜, κ˜, 1;h))2,
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where q > 0 is a symbol of order 0 and
(7.64) q(Fc, 0, κ˜; 0) = 2(∂E I˜(Ec(0, κ, 0), 0))
2.
f˜(·, ε˜, κ˜;h) has two zeros in a small neighborhood of Fc when counted
with their multiplicity:
− When |ε˜| < ε˜c(κ˜;h) the zeros are real and simple, given by
(7.65) q(F, ε˜, κ˜;h)
1
2 (F − Fc(ε˜, κ˜, 1;h)) = ±(−f˜ c(ε˜, κ˜;h)) 12
− When |ε˜| = ε˜c(κ˜;h) we have a double zero,
(7.66) F = Fc.
− When |ε˜| > ε˜c(κ˜;h) the zeros are non-real and simple and complex
conjugate to each other, given by
(7.67) q(F, ε˜, κ˜;h)
1
2 (F − Fc(ε˜, κ˜, 1;h)) = ±i(f˜ c(ε˜, κ˜;h)) 12 .
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