Operational disruptions can have serious repercussions for firms over extended periods of time. In this work, we develop a multi-period model of operational risk. We define the loss process of operational disruptions as a sum of events triggering single and multiple losses.
Introduction
Operational risk is considered to be one of the most material risks incurred by financial institutions. According to the latest Basel II/III disclosures, regulatory capital requirements for operational risk currently account for 10-30% of the total risk exposure of banks, a share that is recognized as being due to increase further in the future (Ames et al. 2015) . The heterogeneity in the risk disclosures of the firms is not only due to different underlying risk exposures, but also due to the adoption of different models for the measurement and management of operational risk (Chorafas 2004; Chavez-Demoulin et al. 2006; . In practice, the dominant approach to managing operational risk is the Loss Distribution Approach (LDA), which relies on the assumption that both the frequency and severity of losses are identically and independently distributed (Aue and Kalkbrener 2006) . This assumption is, however, challenged by the following exemplary cases The main aim of this paper is to quantify the impact of prolonged losses from operational disruptions on multi-period risk measures. In particular, we use multi-period extensions of
Value-at-Risk (VaR) and Expected Shortfall (ES) -two risk measures that are proposed in the literature and extensively used in practice. We develop a multi-period model of operational risk which allows the integration of operational risk events that lead to multiple losses over time. Multi-period risk measurement is well established in the financial services sector (Pfister et al. 2015) and it has also been widely explored in the production and operations research literature (e.g., Tomlin 2006; Nickel et al. 2012) . Especially in the manufacturing sector, multi-period risk measurement has equally if not more important implications, since investment decisions typically have longer time-horizons in capital-intensive industries. For instance, financing a new factory site is a decision in which return on investment tends to be measured in decades as opposed to loans issued by banks which typically mature in less than 10 years. Moreover, transaction costs for investing in new machinery are usually high and such assets are held for a long time. In order to achieve sustainable growth, firms in both industry sectors have to rely on risk models that take into account the extended planning periods and the costs arising from lead times (De Treville et al. 2014) .
Using a comprehensive database of operational losses, we calibrate our model for the financial and manufacturing industries. In a next step, we compare our model to a parsimonious LDA model and find that operational risk is significantly underestimated if the events leading to multiple losses are not accounted for appropriately. These results can have serious implications for firms' capital planning and budgeting processes, since a misinterpretation of the underlying risk of a project can lead to suboptimal investment decisions.
The rest of this paper is organized as follows. In Section 2, we review the relevant literature. Section 3 elaborates on the model definition. Next, in Section 4, we describe the data, which is used in Section 5 to calibrate the model. The simulation setup, results from the simulations as well as structural results from the model are presented in Section 6.
Finally, in Section 7, we conclude with implications for theory and managerial practice, and discuss limitations and future research.
Literature Review
Our research is anchored in the operations-finance interface literature (Birge 2015; Mizgier et al. 2015a; Zhao and Huchzermeier 2015) . While the literature is rather scarce,
there are a few papers that recognize the possibility of prolonged losses in operational risk. Chernobai and Yildirim (2008) propose a shot-noise process to simulate the arrival of operational disruptions triggered by an initial event. Under the assumption that the events decay exponentially or follow a power law, they found that a one-period VaR could be underestimated if multiple loss effects are neglected. Bardoscia and Bellotti (2011) introduce a dynamic operational risk model, which incorporates the evolution of the losses in time and takes into account different time-correlations among the processes. Guegan and Hassani (2013) study the possibility of multiple losses triggered by one event by capturing autocorrelation and large losses simultaneously.
Our approach broadens the results of existing studies in several directions. First, we introduce a multi-period measure of operational risk which accommodates the prolonged impact of aftershocks more appropriately. The application of multi-period risk measures is especially desirable for capital allocation purposes (Pfister et al., 2015) , in which the evolution of risk during the lifespan of a project is essential. While the multi-period approach 4 is well established in the management of other types of risk (such as credit or market risk), it has not yet received such attention in the operational risk literature. Second, we do not impose any restrictions on the loss generating process. We fit and calibrate the distribution of the aftershocks of an event and explicitly model the length and severity of the loss chains.
Thus, if the data suggests a distribution of aftershocks that is not exponential, it can be readily incorporated into our general model formulation. Third, we empirically demonstrate the existence of differences in operational risk measures between the financial services and the manufacturing sector. In contrast to Chernobai and Yildirim (2008) , we use data that spans the entire industry sectors which makes our results more generalizable.
In the remainder of this section, we first detail one-and multi-period approaches to risk modeling. Then we compare operational risk management practices in the financial and manufacturing industry sectors.
One and multi-period risk models
While various one-period risk measures such as Value-at-Risk (VaR) were proposed in the late 20th century, a rigorous analysis of the properties of such measures commenced with the seminal work of Artzner et al. (1999) . They define a coherent risk measure to inhibit four desirable properties, in particular monotonicity, sub-additivity, positive homogeneity, and translation invariance. Later on, some authors proclaim a relaxation of the notions of sub-additivity and positive homogeneity to the notion of convexity (Föllmer and Schied, 2002) , whereas others proclaim the use of spectral risk measures, which form a tightening of coherent risk measures (Acerbi, 2002) .
From a mathematical viewpoint, all such one-period risk measures are a map from a random variable (representing the risky cash flows, for instance the losses from operational disruptions) to a real number (representing the risk). When lifting one-period risk measurement to a multi-period setting, the input for the risk measure function becomes a stochastic process (representing the cash flows of future periods). The output of multi-period risk measures can either be a random process representing the (today unknown) risk in future periods (see Pfister et al., 2015 , for an overview), or a real number aggregating the risk 5 of all future periods into a single term (Frittelli and Scandolo, 2006; Artzner et al., 2007) .
For practical purposes, the latter type of multi-period risk measures is more relevant. Melo et al. (2009) showed that this approach can be used to the facility location problem in which parameters change over time. Moreover, an overview of multi-period supply chain design decisions can be found in Klibi et al. (2010) .
Operational risk measurement in financial services and manufacturing
In particular in the field of financial literature, operational risk measurement has received significant attention (Embrechts et al. 2003; De Fontnouvelle et al. 2006) and is closely followed in practice (Frachot et al. 2007; . The main approach to quantifying operational risk is related to the calculation of VaR and Conditional VaR (CVaR) which is also termed Expected Shortfall (ES) by banks and insurance companies (Rockafellar and Uryasev 2002) . One common method used to calculate VaR is the LDA which draws on the mathematics of actuarial science (Bühlmann 1970 , ChavezDemoulin et al. 2015 . Flow at Risk is used to measure losses due to industrial activities (Turner 1996) . The (2009) study one-and multi-period optimal inventory control models with risk-averse constraints.
Another class of VaR models in inventory control has been proposed by Borgonovo and Peccati (2009) who offer a quantitative measurement of the similarity/discrepancy of policies reflecting different risk attitudes. In Borgonovo and Peccati (2011) , the authors extend the proposed model and introduce a comprehensive approach to the sensitivity analysis of riskcoherent inventory models. A comprehensive overview of the current state of knowledge about the applications of VaR to supply chain risks can be found in Chiu and Choi (2013) .
In this study different areas of supply chain management research are addressed, including single-echelon, multi-echelon supply chains, both in single and multi-period settings. In the context of firms' industry affiliation, Mizgier et al. (2015a) investigate statistical properties of operational disruptions not only in the financial services but also in the manufacturing industry. The authors propose to manage operational risk through capital adequacy and/or process improvement contingent upon the risk event type and industry sector.
Model Specification
Building upon the insights from the literature in the previous section, we specify our model for estimating the risk from operational disruptions. To this end, first we need to define a loss process capturing the distribution of the losses. Afterward, we need to specify a risk measure that translates the loss process to an interpretable figure. In order to remain as general as possible, we do not impose any distributional assumption for our model in this section.
Loss process
The point of debarkation for our model relies on the observation that a significant portion of operational risk losses cannot be characterized as being independent. Instead, as highlighted in the examples of Figures 1 and 2, there are triggering events which are followed 7 by a number of subsequent losses. In particular, the SAS OpRisk Global Data database characterizes a total amount of $US 735B as operational losses from single event, multiple losses (SEML) type. Given a total amount of operational risk losses of $US 2,901B, SEML type losses account for more than 25% of all losses in this database. As pointed out by Chernobai and Yildirim (2008) , such SEML type losses do not occur independent in time and thus cannot be modeled by a traditional LDA model. Let l t be the total loss amount from operational risk of a firm incurred in period t and L T = ∑ T t=1 l t be the cumulative loss until period T . We split the total loss into two classes with distinct stylized characteristics.
Single event, single loss (SESL)
SESL type events form the typical losses in operational risk. The main assumption is that both the frequency and the severity of the losses are identically and independently (iid) distributed, respectively. Let l SESL t denote the total loss from such events in period t. Let F t denote the number of losses incurred in period t and S t,i denote the severity of the ith loss in period t.
Then, the total loss of all SESL type losses in period t is the sum of all losses occurring in the same period, i.e.,
and the cumulative loss until period T is
where F t ∼ iid for all t and S t,i ∼ iid for all t and i.
Single event, multiple losses (SEML)
In this case, we relax the iid assumption for the loss frequency distribution. Instead of modeling the amount of losses incurred in each period directly, we consider triggering events. Each triggering event is the head of an event chain that can induce losses in a certain number of periods (the length of the chain). Let the random variable E t denote the number of triggering events in period t (i.e., event chains starting in period t) and let e . Finally, the random
, denotes number of losses induced by event e
in the lth period of the event chain (i.e., in period t + l) and the random variable S
l , denotes the severity of the jth loss of that event chain in period t + l.
Equipped with the above notation, the cumulative loss from all SEML type losses up to period T can be computed as
where . The event induces losses in the two subsequent periods, i.e., L 3,2 = 2. In the first subsequent period (period 4), there are two losses, i.e., 
Risk measures
Once a proper loss process has been specified, the next step is to find an adequate risk 
Let us briefly illustrate the motivation for the two multi-period risk measures by means of the latter. For each period t = 1, . . . , T , there is a certain capital requirement ES α (L t ) which depends on the accumulated losses up to that period. However, not all the capital ES α (L T ) needs to be reserved today. Today, only ES α (L 1 ) needs to be available. In the next period,
will be required. The present value of this additional capital is added to today's risk. One period later, an additional capital of ES α (L 3 ) − ES α (L 2 ) will be required. Again, the present value is added to today's risk. This process iterates until the time horizon T is reached.
Using such a multi-period risk measure is decisive for many capital allocation applications, in which the time structure of the required risk capital during the lifespan of a project may vary.
Data
In order to calibrate the above model, our primary source is the SAS OpRisk Global Data database. This database is one of the largest, most comprehensive, and most accurate repository of information on publicly reported operational losses in excess of US$ 100,000 (SAS 2014). As of September 2014, the database has comprised more than 31,000 operational loss events covering all industry sectors globally. Among the information provided for each loss event are date of loss, loss severity, name of firm, industry of firm, and a classification on whether it is a SESL or SEML type loss. In the latter case, there is a code assigned to each triggering event so that subsequent losses can be related to it.
We split our database into four subsamples, namely SESL and SEML type losses in two separate industry sectors: financial services and manufacturing. This resulted in 20,880 observations that we used in our analysis. These observations stem from 6,397 different firms from the financial services sector and from 3,897 different firms from the manufacturing sector. The loss severities have been scaled using the 2014 Consumer Price Index. All figures are represented in US$ million.
Descriptive statistics-Single event single losses
The SESL severity distributions are characterized by relatively low mean values and high skewness and kurtosis pointing to heavy-tailed distributions. This observation is consistent with other empirical studies (e.g., Chavez-Demoulin et al. 2006). As Table 1 reports, higher mean and higher maximum values can be observed in the manufacturing than in the financial industry.
Descriptive statistics-Single event multiple losses
There are 1,136 different SEML triggering events recorded in the database. Each triggering event induced several losses. Therefore, when aggregating, we wind up with 2,905 losses of which 1,160 losses belong to the financial services sector and 814 to the manufacturing sector. The remaining 931 losses belong to the other sectors such as mining, retail trade, construction, etc. and have been excluded from the analysis. As summarized in Table 2 , the mean severity in both sectors is higher than in the SESL case, whereas the skewness and kurtosis are lower. There are 480 different firms from the financial services and 326 different firms from the manufacturing sector in the SEML data sample. . Table 3 reports upon the best-fitting distribution and second best fitting distribution and the calibrated parameters for the financial industry sector. Table 4 reports upon the same results for the manufacturing industry sector. In both industry sectors, the best fitting distributions are the same for all parameters-Inverse Gaussian for severity, Poisson for frequency in the SEML model, and negative binomial in all other instances. Our choice of distributions is in line with the guidance provided by the relevant literature (Klugman et al. 2012) . Moreover, the existing applications in the financial services industry further confirm the validity of our approach (Boucher et al. 2008; McNeil et al. 2015) .
Results
Note that while we are eventually interested in calculating the risk on a firm level, our calibration of the number of yearly SESL losses (SEML triggering events) was on an industry sector level. Hence, we alter our model from Section 3.1 in such a way that instead of of taking the distribution for the frequency F t (SESL) and for the triggering events E t from Section 5 directly, we use a compound distribution Bin(N t , 1/n) for these distributions, 2 A ranking according to the Akaike information criterion or Log Likelihood does not alter the best fit. and n is the total numbers of firms in the respective industry (n = 6397 and n = 3897 for the financial and manufacturing sector, respectively). This assumes that each firm in an industry is equally prone to the losses (given the regulatory-driven unification of risk management practices, this is a fairly justified assumption (De Luna-Martinez and Rose 2003) , which could however be altered by adjusting the probability parameter 1/n in the binomial distribution).
In the following, we use two different approaches to derive estimates for the multi-period risk measures as detailed in Section 3.2. The first is Monte Carlo simulations, the second builds upon structural results derived from our model of Section 3.1. In both approaches, we use a relatively high confidence level α = 99.9%, which is predominant with respect to operational losses.
Monte Carlo simulations
Since high impact losses are relatively scarce, we use Monte Carlo simulations with 500 million iterations to compute our risk measures with the calibrated model and a timehorizon of 20 years. Figure 4 displays the multi-period VaR and ES for financial and manufacturing firms with an annual discount rate of 5%. All risk measures are computed using a 99.9% confidence level and a discount rate of r = 5%.
To gain more insight, we partition the SESL plus SEML risk into its two components, the SESL risk and the SEML risk and plot these proportions in Figure 5 . For instance, the solid line in the left plot shows that when considering the first year, only 0.7% of the total VaR stems from SEML losses. When considering twenty years, this figure increases to 38.9%. Generally, the proportion of SEML risk is higher in the financial industry sector than in the manufacturing sector. The most pronounced influence of SEML losses can be observed for the ES in the financial sector when considering time horizons of 4 years and more, when the proportion of the SEML component reaches 44.5-63.4%.
Structural results
In this section, we analytically compute the first four moments of the loss of SESL and SEML type. Afterward, we compare analytical VaR and ES estimates using both normal and Johnson distributions to the VaR and ES computed via Monte Carlo simulations in the previous section.
SESL
With the adaption to a firm level described in Section 6, the cumulative loss from SESL events from Equation (1) can be expressed as
∼ NegBin(r, p) are the fitted distributions with the respective parameters from Section 5. The probability generating function ψ Ft of the compound random variable F t can be computed as
Using these moments, we compute two different analytic estimates for the VaR and ES.
The first ones are the canonical estimates assuming a normal distribution and are computed as 
The two upper graphs in Figure 6 compare the two analytic VaR and ES estimates with the results from our previous Monte Carlo simulation for the financial firms. Clearly, the normal estimator heavily underestimates both risk measures, as it does not take the high skewness and kurtosis of the loss distribution into account. The Johnson estimate, however, works reasonable well for the VaR estimate at an 99.9% level. Yet, it overestimates the true risk according to the ES measure by a factor of 2-4.
SEML
After switching sums and changing variables of the second sum, Equation (2) for the SEML process becomes 
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second and the third summation need special care. The third is a random sum of a compound distribution E t . The moments of E t , however, can be computed using the probability generating functions similarly to the SESL case. The second is a random sum of a truncated random variable. Since L t,i is a discrete random variable and the truncation is from above, the moments of min{L t,i , t} can be computed directly using the discrete probabilities
Similar to the SESL case, we compute the normal and Johnson VaR and ES, respectively, with the first four moments of L SEML T for the financial firms. The results are plotted in the two lower graphs in Figure 6 . In general, the analytic Johnson VaR and ES overestimate the true risk, whereas the analytic normal ES underestimates the true risk. In the case of the normal VaR, the true risk is overestimated for short time horizons (up to 9 years) and underestimated for longer time horizons.
Implications for capital allocation
The different outcomes for the risk of the total loss process (cf. Figure 4) can have serious implications for the capital allocation in firms with different lines of business. Generally, capital allocations principles, such as gradient allocation introduced by Tasche (2004) , can be used to compute the marginal capital requirement of each line of business. A multiobjective capital allocation problem was proposed by Mizgier and Pasia (2015) . Buch and Dorfleitner (2008) introduce the notation of coherent capital allocation and note that it is desirable to use a coherent risk measure in the allocation principle. Therefore, let A ES be an expected shortfall-based allocation principle so that
, where L denotes the loss process of the entire firm. In particular, gradient allocation is given by
where L n denotes the total loss of the nth line of business. To illustrate the potential impacts, consider a large automotive manufacturing group. Such groups typically have two major lines of business, the traditional manufacturing arm and a financial services arm. When allocating operational risk capital to the two arms, it becomes evident from Equation (3) 22 that a precise estimation of the operational loss processes for each arm is critical. Now, as illustrated in Section 6.1, a traditional SESL only process may underestimate the true risk especially for the financial services arm. In turn, the financial services arm is being allocated more risk capital than appropriate.
Conclusions, limitations and future research
Our research has important contributions both to the literature and managerial practice. To our knowledge this is the first study to formally propose a multi-period model for operational risk. As opposed to other studies which tackle the issue of prolonged losses (e.g., Chernobai and Yildirim 2008), we do not assume any structural model formulation or suggest a priori any distributional loss properties. Our contribution to the literature is also to provide analytical estimates of VaR and ES using both normal and Johnson distributions. Therefore, our model generalizes the existing approaches and extends them to a multi-period setting. Moreover, we show that, due to the possibility of prolonged disruptions, multi-period risk measures reveal the true impact of multiple losses over longer planning horizons. Our approach can be utilized by firms in the financial services and in the manufacturing sector to better manage their capital allocation decisions.
By investigating a large dataset of operational disruptions, we observe substantial differences in the reported risk figures between the two industry sectors. The proportion of SEML risk is generally higher in financial services than in manufacturing firms. Moreover, the impact of SEML losses becomes particularly relevant when risk calculations are extended over several years. Driven by the insights of our model, risk managers can assess the impact of prolonged losses on their long-term strategic decisions.
As computational power increases, we could run 500 million Monte Carlo simulations in an acceptable run-time (approximately six hours on a personal computer). By doing so, we could circumvent the problem of small samples for heavy-tailed distributions, making our results more robust. We demonstrate that operational risk can be severely underestimated when SEML losses are treated in the same manner as SESL losses, which is the current best practice. This implication is particularly important for policy-makers and regulators aiming to impose more realistic capital requirements on the regulated firms.
The limitation of our study lies in the granularity of data resulting from the event recording mechanism. As operational losses are rather infrequent, we had to aggregate the losses into yearly counts, leading to the loss of some information. Nonetheless, since our model is mainly used for long-term capital planning, this limitation does not affect the degree to which our results can be generalized.
Future research could focus on incorporating the multi-period view of operational risk into the general capital allocation framework. The aggregation of operational risk with other types of risk in the multi-period setting is also an interesting research path to be explored in the future. Our proposed method directly impacts the firms' capital planning activities, but it is also noteworthy that regulators could benefit from this approach as well. The design of stress-tests, which include our proposed methodology in order to support the sustainable growth of the regulated firms, is a promising future research path. 
