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Abstract
We apply the topology of convergence on compact sets to define unpredictable functions [5, 6]. The topology is
metrizable and easy for applications with integral operators. To demonstrate the effectiveness of the approach,
the existence and uniqueness of the unpredictable solution for a delay differential equation is proved. As a
corollary of the theorem, a similar assertion for a quasilinear ordinary differential equation is formulated.
Examples with simulations illustrate the obtained results.
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1 Introduction and preliminaries
From the applications point of view, the theory of differential equations focuses on equilibria, periodic, and
almost periodic oscillations. They meet the needs of any real world problem related to mechanics, electronics,
economics, biology, etc., if one searches for regular and stable dynamics of an isolated motion. However,
they are not sufficient for many modern and perspective demands of robotics, computer techniques, and the
internet, and chaotic dynamics comprise constructive properties for applications. This is the reason why it is
important to join the power of deterministic chaos with the immensely rich source of methods for differential
equations. We contributed to this in our papers [1, 2] and the book [3], where a method of replication of
chaos has been developed. It consists of the verification of ingredients of chaos such as sensitivity, transitivity,
proximality and existence of infinitely many unstable regular motions [7, 12, 13, 17] for solutions of an equation
with chaotic perturbation. This approach gives a very effective instrument for application of the accumulated
knowledge in chaos research. Nevertheless, we are not glad with the necessity to check the presence of several
ingredients. Therefore, in our opinion, unpredictable functions have become a panacea for simplification of
chaos analysis through differential equations.
In this paper, another step in adaptation of unpredictable functions to the theory of differential equations
has been made. We apply convergence on compact subsets of the real axis to determine unpredictable functions
for two reasons. The first reason is that the topology is easily metrizable, in particular, to the metric for
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Bebutov dynamical system [14], and consequently, the unpredictable functions and solutions immediately
imply the Poincaré chaos presence according to our results in [4]. The second one is the easy verification of
the convergence. Thus, the present study is useful for the theory of differential equations as well as chaos
researches. For the construction of unpredictable functions we have applied the significant results on the
equivalence of discrete dynamics obtained in papers [15, 16].
Let us introduce the following definition.
Definition 1.1 A uniformly continuous and bounded function ϕ : R→ Rm is unpredictable if there exist posi-
tive numbers ǫ0, δ, and sequences {tn} , {un} both of which diverge to infinity such that ‖ϕ(t+ tn)− ϕ(t)‖ → 0
as n→∞ on compact subsets of R, and ‖ϕ(t+ tn)− ϕ(t)‖ ≥ ǫ0 for each t ∈ [un − δ, un + δ] and n ∈ N.
To create Poincaré chaos [4], uniform continuity is not a necessary condition for an unpredictable function
ϕ(t), and instead of the condition ‖ϕ(t+ tn)− ϕ(t)‖ ≥ ǫ0 for each t ∈ [un − δ, un + δ] and n ∈ N, one can
request that ‖ϕ(tn + un)− ϕ(un)‖ ≥ ǫ0 for each n ∈ N. For the needs of verification of theorems on the
existence of unpredictable solutions of differential equations we apply Definition 1.1, but for the future studies
the following definition may also be beneficial.
Definition 1.2 A continuous and bounded function ϕ : R → Rm is unpredictable if there exist positive
numbers ǫ0, δ, and sequences {tn} , {un} both of which diverge to infinity such that ‖ϕ(t+ tn)− ϕ(t)‖ → 0 as
n→∞ on compact subsets of R, and ‖ϕ(tn + un)− ϕ(un)‖ ≥ ǫ0 for each n ∈ N.
The main object of the present study is the following system of delay differential equations,
x′(t) = Ax(t) + f(x(t− τ)) + g(t), (1.1)
where τ is a positive number, the eigenvalues of the matrix A ∈ Rm×m have negative real parts, f : Rm → Rm
is a continuous function, and g : R → Rm is a uniformly continuous and bounded function. Our purpose is
to prove that system (1.1) possesses a unique unpredictable solution which is uniformly exponentially stable,
provided that the function g(t) is unpredictable in accordance with Definition 1.1.
2 Unpredictable solutions
In the remaining parts of the paper, we will make use of the usual Euclidean norm for vectors and the norm
induced by the Euclidean norm for square matrices [11].
Since the eigenvalues of the matrix A in system (1.1) have negative real parts, there exist numbers K ≥ 1
and ω > 0 such that
∥∥eAt∥∥ ≤ Ke−ωt for t ≥ 0.
The following conditions are required.
(C1) There exists a positive number Mf such that sup
x∈Rm
‖f(x)‖ ≤Mf ;
2
(C2) There exists a positive number Lf such that ‖f(x1)− f(x2)‖ ≤ Lf ‖x1 − x2‖ for all x1, x2 ∈ Rm;
(C3) ω − 2KLfeωτ/2 > 0.
The next theorem is concerned with the existence of an unpredictable solution of system (1.1).
Theorem 2.1 Suppose that conditions (C1) − (C3) are valid. If the function g(t) is unpredictable, then
system (1.1) possesses a unique uniformly exponentially stable unpredictable solution.
Proof. Under the conditions (C1)− (C3), one can verify using the techniques for delay differential equations
[8] that there exists a unique solution φ(t) of (1.1) which is bounded on the whole real axis and satisfies the
relation
φ(t) =
∫ t
−∞
eA(t−s)[f(φ(s− τ)) + g(s)]ds.
It is clear that sup
t∈R
‖φ(t)‖ ≤ Mφ, where Mφ = K(Mf +Mg)
ω
and Mg = sup
t∈R
‖g(t)‖ . According to results of
[8], the solution φ(t) is uniformly exponentially stable. We will show that the solution φ(t) is unpredictable.
Since g(t) is an unpredictable function, there exist a positive number ǫ0 and sequences {tn} , {un} both
of which diverge to infinity such that ‖g(t+ tn)− g(t)‖ → 0 as n → ∞ on compact subsets of R, and
‖g(tn + un)− g(un)‖ ≥ ǫ0 for each n ∈ N.
Fix an arbitrary ǫ > 0, and denote R1 =
2ωMφK
ω − 2KLfeωτ/2 , R2 =
K
ω −KLf . Condition (C3) implies that
both R1 and R2 are positive numbers. Take a positive number γ satisfying γ <
1
R1 +R2
, and suppose that
E is a positive number such that E ≥ 2
ω
ln
(
1
γǫ
)
.
Let [α, β] be a compact subset of R, where β > α. There exists a natural number n0 such that for each
n ≥ n0 the inequality ‖g(t+ tn)− g(t)‖ < γǫ holds for t ∈ [α− E, β].
Fix an arbitrary natural number n ≥ n0, and define the function z(t) = φ(t) − φ(t + tn). For t ≥ α − E,
z(t) satisfies the relation
z(t) = eA(t−α+E)[φ(α − E)− φ(tn + α− E)]
+
∫ t
α−E
eA(t−s)[f(z(s− τ) + φ(s+ tn − τ)) − f(φ(s+ tn − τ))]ds
+
∫ t
α−E
eA(t−s)[g(s)− g(s+ tn)]ds.
Let us denote by C the set of continuous functions z(t) defined on R such that
‖z(t)‖ ≤ R1e−ω(t−α+E)/2 +R2γǫ
for α− E − τ ≤ t ≤ β and ‖z‖∞ ≤ 2K
(
Mφ +
Mf +Mg
ω
)
, where ‖z‖∞ = sup
t∈R
‖z(t)‖.
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Define on C the operator Π as
Πz(t) =

φ(t)− φ(t+ tn), t < α− E,
eA(t−α+E) [φ(α − E)− φ(tn + α− E)] +
∫ t
α−E
eA(t−s)[g(s)− g(s+ tn)]ds
+
∫ t
α−E
eA(t−s)[f(z(s− τ) + φ(s + tn − τ)) − f(φ(s+ tn − τ))]ds, t ≥ α− E.
First of all, we will show that Π(C ) ⊆ C . If z(t) belongs to C , then we have for t ∈ [α− E, β] that
‖Πz(t)‖ ≤ Ke−ω(t−α+E) ‖φ(α − E)− φ(tn + α− E)‖+
∫ t
α−E
Kγǫe−ω(t−s)ds
+
∫ t
α−E
KLfe
−ω(t−s) ‖z(s− τ)‖ ds
<
(
2MφK +
2KLfR1e
ωτ/2
ω
)
e−ω(t−α+E)/2 +
Kγǫ(1 + LfR2)
ω
= R1e
−ω(t−α+E)/2 +R2γǫ.
The inequality ‖Πz(t)‖ < R1e−ω(t−α+E)/2 + R2γǫ is valid also for t ∈ [α − E − τ, α − E) since R1 > 2Mφ.
On the other hand, if z(t) belongs to C , then one can confirm that ‖Πz‖∞ ≤ 2K
(
Mφ +
Mf +Mg
ω
)
. Hence,
Π(C ) ⊆ C .
Now, let us take two functions z(t), z(t) ∈ C . Clearly, Πz(t) − Πz(t) = 0 for each t < α − E. It can be
verified for t ≥ α− E that
‖Πz(t)−Πz(t)‖ ≤
∫ t
α−E
KLfe
−ω(t−s) ‖z(s− τ)− z(s− τ)‖ ds
≤ KLf
ω
(
1− e−ω(t−α+E)
)
sup
t≥α−E−τ
‖z(t)− z(t)‖ .
The last inequality yields ‖Πz −Πz‖∞ ≤
KLf
ω
‖z − z‖∞ . Thus, the operator Π is contractive by means of
condition (C3).
According to the uniqueness of solutions, z(t) = φ(t) − φ(t+ tn) is the unique fixed point of the operator
Π. Therefore, ‖φ(t+ tn)− φ(t)‖ ≤ R1eω(t−α+E)/2 +R2γǫ for t ∈ [α− E, β].
Since the number E is sufficiently large such that E ≥ 2
ω
ln
(
1
γǫ
)
, we have for t ∈ [α, β] that
‖φ(t+ tn)− φ(t)‖ ≤ (R1 +R2)γǫ < ǫ.
Thus, ‖φ(t+ tn)− φ(t)‖ → 0 as n→∞ for t ∈ [α, β].
In the remaining part of the proof, we will show the existence of a sequence {ηn} , ηn → ∞ as n → ∞,
and positive numbers ǫ0, δ such that ‖φ(t + tn)− φ(t)‖ ≥ ǫ0 for t ∈
[
ηn − δ, ηn + δ
]
.
Fix a natural number n. Since the function g(t) is uniformly continuous, there exists a positive number δ˜,
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which is independent of tn and un, such that both of the inequalities
‖g(t+ tn)− g(tn + un)‖ ≤ ǫ0
4m
and
‖g(t)− g(un)‖ ≤ ǫ0
4m
hold for t ∈ [un − δ˜, un + δ˜].
Suppose that g(t) = (g1(t), g2(t), . . . , gm(t)), where each gi(t), 1 ≤ i ≤ m, is a real valued function. One
can confirm that there exists an integer jn, 1 ≤ jn ≤ m, such that
|gjn(tn + un)− gjn(un)| ≥
ǫ0
m
.
Therefore, using the last inequality, we obtain for t ∈ [un − δ˜, un + δ˜] that
|gjn(t+ tn)− gjn(t)| ≥ |gjn(tn + un)− gjn(un)| − |gjn(t+ tn)− gjn(tn + un)|
− |gjn(t)− gjn(un)|
≥ ǫ0
2m
. (2.2)
There exist numbers sn1 , s
n
2 , . . . , s
n
m ∈
[
un − δ˜, un + δ˜
]
such that
∥∥∥∥∥
∫ un+δ˜
un−δ˜
(g(s+ tn)− g(s)) ds
∥∥∥∥∥ = 2δ˜
[
m∑
i=1
(gi(s
n
i + tn)− gi(sni ))2
]1/2
.
Accordingly, the inequality (2.2) implies that
∥∥∥∥∥
∫ un+δ˜
un−δ˜
(g(s+ tn)− g(s)) ds
∥∥∥∥∥ ≥ 2δ˜ ∣∣gjn(snjn + tn)− gjn(snjn)∣∣ ≥ δ˜ǫ0m .
Now, using the relation
φ
(
tn + un + δ˜
)
− φ
(
un + δ˜
)
= φ
(
tn + un − δ˜
)
− φ
(
un − δ˜
)
+
∫ un+δ˜
un−δ˜
A[φ(s + tn)− φ(s)]ds
+
∫ un+δ˜
un−δ˜
[f(φ(s+ tn − τ)) − f(φ(s− τ))]ds
+
∫ un+δ˜
un−δ˜
[g(s+ tn)− g(s)]ds,
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one can verify that
∥∥∥φ(tn + un + δ˜)− φ(un + δ˜)∥∥∥ ≥ δ˜ǫ0
m
−
(
1 + 2δ˜ ‖A‖
)
sup
t∈[un−δ˜,un+δ˜]
‖φ(t+ tn)− φ(t)‖
−2δ˜Lf sup
t∈[un−δ˜−τ,un+δ˜−τ ]
‖φ(t+ tn)− φ(t)‖ .
Hence, we have
sup
t∈[un−δ˜−τ,un+δ˜]
‖φ(t+ tn)− φ(t)‖ ≥ δ˜ǫ0
2m
(
1 + δ˜ ‖A‖+ δ˜Lf
) .
Let ηn be a point that belongs to the interval
[
un − δ˜ − τ, un + δ˜
]
satisfying
sup
t∈[un−δ˜−τ,un+δ˜]
‖φ(t+ tn)− φ(t)‖ = ‖φ(tn + ηn)− φ(ηn)‖ .
Define the numbers
ǫ0 =
δ˜ǫ0
4m
(
1 + δ˜ ‖A‖ + δ˜Lf
)
and
δ =
δ˜ǫ0
8m
(
1 + δ˜ ‖A‖+ δ˜Lf
)
(Mφ ‖A‖+MφLf +Mg)
.
If t belongs to the interval [ηn − δ, ηn + δ], then it can be obtained that
‖φ(t + tn)− φ(t)‖ ≥ ‖φ(tn + ηn)− φ(ηn)‖ −
∣∣∣∣∫ t
ηn
‖A‖ ‖φ(s+ tn)− φ(s)‖ ds
∣∣∣∣
−
∣∣∣∣∫ t
ηn
Lf ‖φ(s+ tn − τ) − φ(s− τ)‖ ds
∣∣∣∣
−
∣∣∣∣∫ t
ηn
‖g(s+ tn)− g(s)‖ ds
∣∣∣∣
≥ δ˜ǫ0
2m
(
1 + δ˜ ‖A‖+ δ˜Lf
) − 2δ (Mφ ‖A‖ +MφLf +Mg)
= ǫ0.
Hence, ‖φ(t+ tn)− φ(t)‖ ≥ ǫ0 for each t from the intervals [ηn − δ, ηn + δ], n ∈ N. Clearly, ηn → ∞ as
n→∞. Consequently, the bounded solution φ(t) is unpredictable. 
Remark 2.1 The result of Theorem 2.1 is valid also for the case τ = 0. More precisely, if (C1), (C2) are
valid and ω −KLf > 0, then the system
x′(t) = Ax(t) + f(x(t)) + g(t),
possesses a unique uniformly exponentially stable unpredictable solution provided that g(t) is an unpredictable
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function.
3 Unpredictable sequences
The definition of an unpredictable sequence is as follows.
Definition 3.1 A bounded sequence {κi} in a metric space (X, d) is called unpredictable if there exist a
positive number ǫ0 and sequences {jn} , {kn} of positive integers both of which diverge to infinity such that
d(κi+jn , κi)→ 0 as n→∞ for each i in bounded intervals of integers and d(κjn+kn , κkn) ≥ ǫ0 for each n ∈ N.
Let us consider the space Σ2 = {s = (s0s1s2 . . .) | sj = 0 or 1} of infinite sequences of 0’s and 1’s with the
metric
d(s, t) =
∞∑
k=0
|sk − tk|
2k
,
where s = (s0s1s2 . . .), t = (t0t1t2 . . .) ∈ Σ2. The Bernoulli shift σ : Σ2 → Σ2 is defined as σ(s0s1s2 . . .) =
(s1s2s3 . . .). The map σ is continuous and Σ2 is a compact metric space [7, 17].
Through the proof of Lemma 3.1. [6], we constructed an element s∗∗ = (s∗∗0 s
∗∗
1 s
∗∗
2 . . .) of Σ2 which is
unpredictable in the sense of Definition 3.1 by placing all blocks of 0’s and 1’s in a specific order without any
repetitions and extending it to the left hand side by appropriately choosing the terms s∗∗i for negative values
of i.
Now, we take into account the logistic map
ζi+1 = Fµ(ζi), (3.3)
where i ∈ Z and Fµ(s) = µs(1 − s). The interval [0, 1] is invariant under the iterations of (3.3) for µ ∈ (0, 4]
[9].
It was proved by Shi and Yu [16] that for each µ ∈ [3 + (2/3)1/2, 4], there exist a natural number h0 > 4
and a Cantor set Λ ⊂ [0, 1] such that the map Fh0µ on Λ is topologically conjugate to the Bernoulli shift σ on
Σ2. This gives immediately the proof of the following theorem.
Theorem 3.1 For each µ ∈ [3 + (2/3)1/2, 4], the logistic map (3.3) possesses an unpredictable solution.
The next section is devoted to examples.
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4 Examples
4.1 Example 1
Let {ζ∗i }, i ∈ Z, be an unpredictable solution of the logistic map (3.3) with µ = 3.91 inside the unit interval
[0, 1], and consider the differential equation
v′(t) = −2v(t) + p(t), (4.4)
where the function p(t) is defined as p(t) = ζ∗i for t ∈ [i, i+ 1), i ∈ Z. Equation (4.4) is a hybrid system since
its dynamics is governed by both a differential equation and a discrete one.
It can be confirmed that the function
ψ(t) =
∫ t
−∞
e−2(t−s)p(s)ds (4.5)
is the unique global exponentially stable solution of (4.4) which is bounded on the whole real axis such that
sup
t∈R
|ψ(t)| ≤ 1
2
. Moreover, ψ(t) is uniformly continuous, since its derivative is bounded.
Because the sequence {ζ∗i }, i ∈ Z, is unpredictable, there exist a positive number ǫ0 and sequences {jn},
{kn} both of which diverge to infinity such that
∣∣ζ∗i+jn − ζ∗i ∣∣ → 0 as n → ∞ for each i in bounded intervals
of integers and
∣∣∣ζ∗jn+kn − ζ∗kn ∣∣∣ ≥ ǫ0 for each n.
Fix an arbitrary positive number ǫ, take an arbitrary compact subset [α, β] ⊂ R. Suppose that N is a
sufficiently large positive integer satisfying N ≥ 1
2
ln
(
3
2ǫ
)
. There exists a natural number n0 such that for
each n ≥ n0 the inequality ∣∣ζ∗i+jn − ζ∗i ∣∣ < 2ǫ3
is valid for i = ⌊α⌋ − N, ⌊α⌋ − N + 1, . . . , ⌊β⌋, where ⌊α⌋ and ⌊β⌋ denote the largest integers which are not
greater than α and β, respectively.
Fix a natural number n ≥ n0. Using the relation
ψ(t+ jn)− ψ(t) = e−2(t−⌊α⌋+N)(ψ(⌊α⌋ −N + jn)− ψ(⌊α⌋ −N))
+
∫ t
⌊α⌋−N
e−2(t−s)[p(s+ jn)− p(s)]ds,
one can verify for t ∈ [⌊α⌋, ⌊β⌋+ 1) that |ψ(t+ jn)− ψ(t)| < ǫ. Hence, ψ(t+ jn)→ ψ(t) as n→∞ on [α, β].
On the other hand, one can show that sup
t∈[kn,kn+1]
|ψ(t+ jn)− ψ(t)| ≥ ǫ0
4
for each n ∈ N. The last inequality
implies that the function ψ(t) is unpredictable.
We depict in Figure 1 the solution of (4.4) with initial data v(0) = 0.37 and ζ0 = 0.4. The choice of the
parameter µ = 3.91 of the logistic map (3.3) and the value of ζ0 = 0.4 are considered for shadowing in the
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paper [10]. It is seen in Figure 1 that the dynamics of (4.4) is chaotic, and this supports that the bounded
solution ψ(t) is unpredictable.
0 10 20 30 40 50 60 70 80 90 100
0.1
0.2
0.3
0.4
0.5
t
v
Figure 1: Chaotic behavior of equation (4.4). The figure represents the solution of (4.4) with v(0) = 0.37 and
ζ0 = 0.4.
4.2 Example 2
In this example, we take into account the retarded differential equation
x′′(t) + 4x′(t) + 1.5x(t) + 0.02x2(t− 0.1) = ψ(t), (4.6)
where ψ(t) is the unpredictable solution of (4.4) defined by equation (4.5).
Using the variables x1(t) = x(t) and x2(t) = x
′(t), equation (4.6) can be written as
x′1(t) = x2(t),
x′2(t) = −1.5x1(t)− 4x2(t)− 0.02x21(t− 0.1) + ψ(t). (4.7)
System (4.7) is in the form of (1.1) with τ = 0.1, f(x1, x2) =
(
0,−0.02x21
)
, and A =
 0 1
−1.5 −4
 .
The eigenvalues of the matrix A are −2 +√10/2 and −2−√10/2. One can show that
eAt = P
 e(−2+
√
10/2)t 0
0 e(−2−
√
10/2)t
P−1,
where P =
 1 (−4 +√10)/3
(−4 +√10)/2 1
 . Thus, the inequality ∥∥eAt∥∥ ≤ Ke−ωt is valid for t ≥ 0 with
K = ‖P‖∥∥P−1∥∥ ≈ 2.0685 and ω = 2−√10/2.
One can verify numerically that the solutions of (4.7) eventually enter the compact region
D =
{
(x1, x2) ∈ R2 : 0.14 ≤ x1 ≤ 0.26, −0.06 ≤ x2 ≤ 0.05
}
as t increases. Therefore, it is reasonable to consider the conditions (C1) and (C2) inside the region D .
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Conditions (C1) − (C3) are valid for system (4.7) with Mf = 0.001352 and Lf = 0.0104. According to
Theorem 2.1, system (4.7) possesses a unique uniformly exponentially stable unpredictable solution.
To demonstrate the chaotic dynamics of (4.7), let us consider the system
x′1(t) = x2(t),
x′2(t) = −1.5x1(t)− 4x2(t)− 0.02x21(t− 0.1) + v(t), (4.8)
where v(t) is the solution of (4.4) represented in Figure 1. The x1 and x2−coordinates of the solution of (4.8)
corresponding to the initial conditions x1(t) = 0.18, x2(t) = 0.01, t ∈ [−0.1, 0] are shown in Figure 2. The
figure supports the result of Theorem 2.1 such that (4.7) possesses an unpredictable solution, and it reveals
that the dynamics of (4.8) is chaotic. Moreover, the trajectory of the same solution is depicted in Figure 3,
and this simulation also confirms the presence of chaos in system (4.8).
0 50 100 150
0.15
0.2
0.25
t
x 1
0 50 100 150
−0.04
−0.02
0
0.02
0.04
t
x 2
Figure 2: The time series of x1 and x2−coordinates of system (4.8). Chaotic behavior in both coordinates is
observable in the figure.
0.15 0.2 0.25
−0.04
−0.02
0
0.02
0.04
x1
x 2
Figure 3: The trajectory of system (4.8). The figure manifests that the dynamics of (4.8) is chaotic.
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5 Conclusion
Recently, we have introduced the concept of unpredictable points and motions for dynamical systems [4].
Next, an unpredictable function was defined as an unpredictable point of the Bebutov dynamics, and first
theorems on the existence of unpredictable solutions were proved in [5, 6]. The metric of the Bebutov dynamics
is not convenient for applications, since it is hard to verify. For this reason, in the present study, we apply
the topology of convergence on compact sets to define unpredictable functions. The topology is metrizable
and easy for applications with integral operators. Thus, one can accept that we lay a corner stone to the
foundation of differential equations theory related to unpredictable solutions, and consequently, chaos.
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