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Abstract: Reliance on Internet and online procedures increased the potential of attacks launched over the Internet. Therefore, network
security needs to be concerned to provide secure information channels. Intrusion Detection System (IDS) is a valuable tool for the
defense-in-depth of computer networks. However, building an efficient IDS faces a number of challenges. One of the important
challenges is dealing with data containing high number of features. This paper is devoted to solve this challenge by proposing
an effective PSO-Discritize-HNB intrusion detection system. The proposed PSO-Discritize-HNB IDS combines Particle Swarm
Optimization (PSO) and Information Entropy Minimization (IEM) discritize method with the Hidden Naı̈ve Bayes (HNB) classifier.
To evaluate the performance of the proposed network IDS several experiments are conducted on the NSL-KDD network intrusion
detection dataset. A comparative study of applying Information Gain (IG) which is a well known feature selection algorithm with
HNB classifier was accomplished. Also, to validate the proposed PSO-Discritize-HNB network intrusion detection; it is compared with
different feature selection methods as Principal Component Analysis (PCA) and Gain Ratio. The results obtained showed the adequacy
of the proposed network IDS by reducing the number of features from 41 to 11, which leads to high intrusion detection accuracy
(98.2%) and improving the speed to 0.18 sec.
Keywords: Network Security, Intrusion Detection System, Feature Selection, Particle Swarm Optimization, Information Gain,
Discritization, Hidden Naı̈ve Bayes

1 Introduction
According to rapid development and popularity of
Internet, the potential of network attacks has increased
substantially in recent years. Therefore, much attention
has been paid to provide secure information channels.
However, it is not easy to distinguish the attacks from the
normal network actions. To overcome this problem,
Anderson in 1980 [1] proposed the concept of Intrusion
Detection (ID). ID is a security measure based on the
assumption that the behavior of malicious actions is
different from a legal user [2]. ID helps to identify a set of
actions that compromise the integrity, confidentiality, and
availability of information resources [3]. Intrusion
Detection System (IDS) becomes an essential key of
computer networks security. IDS aim to recognize and
notify the unusual access or attack to secure the networks
channels, by looking for potential attacks in network
∗ Corresponding

traffic and raise an alarm whenever a suspicious activity is
detected [4, 5].
IDS systems can be divided into two techniques:
misuse detection and anomaly detection [6]. Misuse
detection can detect the attacks based on well-known
vulnerabilities and patterns of intrusions (attacks
signatures) stored in a database. It matches the current
behavior against the previous knowledge of those known
attack patterns [7]. Therefore, this technique may not able
to alert the system administrator in case of a new attack.
On the other hand, Anomaly detection creates a normal
behavior profile and detects the intrusions based on
significant deviations from this normal profile [8]. Thus,
anomaly detection techniques can detect new types of
attack.
Many challenges need to be consider when building
an IDS, such as data collection, data preprocessing and
classification accuracy. Classification is the prediction of
the category labels of instances that are typically

author e-mail: elngar 7@yahoo.co.uk
c 2013 NSP
Natural Sciences Publishing Cor.

Published by Arab Journals Platform, 2013

1

Information Sciences Letters, Vol. 2 [2013], Iss. 2, Art. 1

50

described by a set of features (attributes) in a dataset.
Several classification techniques have been proposed for
the development of IDS; including Fuzzy Logic (FL) [9],
Neural Networks (NN) [10], Support Vector Machines
(SVM) [7, 8] and Decision Tree (DT) [11].
Another important problem for constructing an IDS is
dealing with data containing large number of features.
Data in high dimensional space may lead to decrease the
classification accuracy of the IDS. Therefore, feature
selection is required as a preprocessing phase for high
dimensional data before solving the classification
problems. Feature selection aims to reduce the number of
irrelevant and redundant features. Different feature
selection methods are used to enhance the performance of
IDS, including Genetic Algorithm (GA) [9, 12], Principal
Component Analysis (PCA) [13], Gain Ratio and
Information Gain (IG) [14].
This paper proposes an anomaly network intrusion
detection system using Particle Swarm Optimization
(PSO) feature selection method and Information Entropy
Minimization (IEM) discritization with Hidden Naı̈ve
Bays (HNB) classifier. The effectiveness of the proposed
network IDS is evaluated by conducting several
experiments on NSL-KDD network intrusion dataset. The
results show that the proposed PSO-Discritize-HNB IDS
increases the accuracy and speeds up the detection time.
The rest of this paper is organized as follows: Section 2
presents a background of the used methods, including
Feature Selection (FS), Information Gain (IG), Particle
Swarm Optimization (PSO), Hidden Naı̈ve Bays (HNB).
Section 3 describes The NSL-KDD network intrusion
4
introduces
the
proposed
dataset.
Section
PSO-Discritize-HNB IDS system. Section 5 gives the
implementation results and analysis. Finally, Section 6
contains the conclusion remarks.
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features [19]. Frequently used filter methods include
Principal Component Analysis (PCA)[13], Gain Ratio
and Information Gain (IG)[14]. While, wrapper methods
use the classification performance of a machine learning
algorithm as the evaluation criterion to select the set of
best features [20]. Wrapper methods include PSO
algorithm [21] and Genetic Algorithm (GA) [22].

2.2 Information Gain (IG)
The Information Gain (IG) is very easily accessible feature
selection method. IG of a given attribute X with respect to
the class Y is the reduction in uncertainty about the value
of Y, when we know the value of X. It is denoted as IG(Y |
X).
Let Y and X are discrete variables that take values Y =
{y1 , ..., yk } and X = {x1 , ..., xn }. The uncertainty about the
value of Y is measured by its entropy, denoted as H(Y ).
The uncertainty about the value of Y after observing values
of X is given by the conditional entropy of Y given X,
H = (Y | X). Therefore
IG(Y | X) = H(Y ) − H(Y | X)

(1)

Where,
k

H(Y ) = − ∑ P(Y = yi )log2 (P(Y = yi ))

(2)

i=1

P(Y = yi ) is the prior probabilities for all values of Y .
and
n

H(Y | X) = − ∑ P(X = x j )
j=1

2 Background

k

∑ P(Y = yi | X = x j )log2 (P(Y = yi | X = x j ))

(3)

i=1

This section gives an overview of Feature Selection (FS),
Information Gain (IG), Particle Swarm Optimization
(PSO) and Hidden Naı̈ve Bays (HNB).

2.1 Feature Selection (FS)
Feature Selection(FS) is one of the data preprocessing
techniques used before classification in IDS [15]. Its
purpose is to improve the classification detection accuracy
through the removal of irrelevant, noisy and redundant
features. FS methods generate a new set of features by
selecting only a subset of the original features[16].
There are two main feature selection methods: filter
methods [17] and wrapper methods [18]. Filter methods
evaluate the relevance of the features depending on the
general characteristics of the data, without using any
machine learning algorithm to select the new set of

where,
P(Y = yi | X = x j ) is the posterior probabilities of Y
given the values of X.
According to this measure, an attribute X is regarded
more correlated to class Y than attribute Z, if IG(Y | X) >
IG(Y | Z). By calculating information gain, we can select
key features based on the correlation rank of each feature
to the class [23].

2.3 Particle Swarm Optimization (PSO)
Particle Swarm Optimization (PSO) was developed by
Kennedy and Eberhart in 1995 [24]. PSO is an
evolutionary computation technique which simulates the
social behavior of organisms, such as bird flocking. PSO
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is initialized with a random population (swarm) of
individuals (particles), where each particle of the swarm
represents a candidate solution in the d-dimensional
search space. To find the best solution, each particle
changes its searching direction according to: The best
previous position of its individual memory (pbest),
represented by Pi = (pi1 , pi2 , ..., pid ); and the global best
position
gained
by
the
swarm
(gbest)
Gi = (gi1 , gi2 , ..., gid ) [25].
The d-dimensional position for the particle i at
iteration t can be represented as:
xti = xti1 , xti2 , ..., xtid

51

intractable computational complexity for learning and
takes the influences from all attributes into account. The
HNB classifier creates additional layer that represents a
hidden parent of each attribute; this hidden parent
combines the influences from all of the other attributes.

(4)

While, the velocity (The rate of the position change)
for the particle i at iteration t is given by
vti = vti1 , vti2 , ..., vtid

(5)

All of the particles have fitness values, which are
evaluated based on a fitness function:
Fitness = α .γR (D) + β

|C| + |R|
|C|

(6)

Where, γR (D) is the classification quality of condition
attribute set R relative to decision D and |R| is the length
of selected feature subset. |C| is the total number of
features. While, the parameters α and β are correspond to
the importance of classification quality and subset length,
α = [0, 1] and β = 1 − α .
The particle updates its velocity according to:
t
t
t
t
t
vt+1
id = w × vid + c1 × r1 (pid − xid ) + c2 × r2 (gid − xid ) (7)

d = 1, 2, ..., D
Where, w is the inertia weight and r1 and r2 are
random numbers distributed in the range [0, 1]. positive
constant c1 and c2 denotes the cognition learning factor
(the private thinking of the particle itself) and the social
learning factor (the collaboration among the particles).
ptid denotes the best previous position found so far for the
ith particle and gtid denotes the global best position thus
far [26].
Each particle then moves to a new potential position
based on the following equation:
t
t+1
xt+1
id = xid + vid

(8)

Fig. 1: Hidden Naı̈ve Bays structure

Figure 1 gives the structure of HNB. In this figure C is
the class node, and is also the parent of all attribute nodes.
Each attribute Ai has a hidden parent Ahpi is represented
by a dashed circle; where i = 1, 2, ..., n . The arc from Ahpi
to Ai is also represented by a dashed directed line, to
differentiate it from regular arcs. Assume an instance E is
represented by E = (a1 , a2 , ..., an ), where ai is the value
of Ai . The joint distribution represented by an HNB is
defined as follows:
n

P(A1 , ..., An ,C) = P(C) ∏ P(Ai | Ahpi ,C)

(9)

i=1

where
n

P(Ai | Ahpi ,C) =

∑

Wi j ∗ P(Ai | A j ,C)

(10)

j=1, j6=i

and
n

d = 1, 2, ..., D

∑

Wi j = 1

(11)

j=1, j6=i

2.4 Hidden Naı̈ve Bays (HNB)
Hidden Naı̈ve Bays (HNB) was proposed by Jiang et al
[27] . HNB is an extended version of the Naı̈ve Bayes
(NB) classifier, which relaxes the conditional
independence assumption imposed. HNB can avoid the

The weights Wi j , where i, j = 1, 2, ..., n and i 6= j, is
compute from the conditional mutual information between
two attributes Ai and A j
Wi j =

I p (Ai ; A j | C)
n
∑ j=1, j6=i I p (Ai ; A j | C)

(12)
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where I p (Ai ; A j | C) is the conditional mutual
information given by:
P(ai , a j | c)
P(ai | c)P(a j | c)
ai ,a j ,c
(13)
The classifier corresponding to an HNB is defined as
follows:
I p (Ai ; A j | C) =

∑

P(ai , a j , c)log

n

c(E) = arg max P(c) ∏ P(ai | ahpi , c)
c∈C

(14)

i=1

3 Network Intrusion Dataset: NSL-KDD
NSL-KDD dataset [28] is a benchmark used for
evaluating network intrusion detection systems. It
consists of selected records of the complete KDD’99
dataset [29]. Where, KDD’99 train dataset is five million
record of compressed binary TCP dump data from seven
weeks of network traffic. Each NSL-KDD connection
record contains 41 features (e.g., protocol type, service,
and flag) and is labeled as either normal or an attack. The
training set contains a total of 22 training attack types,
with additional to 17 types of attacks in the testing set.
The attacks belong to four categories:
1.DoS (Denial of Service ) e.g Neptune, Smurf, Pod and
Teardrop.
2.U2R (user-to-root: unauthorized access to root
privileges) e.g Buffer-overflow, Load-module, Perl
and Spy
3.R2L (remote-to-local: unauthorized access to local
from a remote machine)e.g Guess-password,
Ftp-write, Imap and Phf
4.Probe (probing:information gathering attacks) eg.
Port-sweep, IP-sweep, Nmap and Satan.

4 The Proposed Network Intrusion Detection
System
The proposed network intrusion detection system is
hybrid the Particle Swarm Optimization (PSO) feature
selection and (IEM) discritization with Hidden Naı̈ve
Bayes (HNB) classifier to detect the network intrusions
into five outcomes: normal and four anomaly intrusion
types. As shown in Fig 2, the proposed network intrusion
detection system consists of four phases.

Fig. 2: The structure of the proposed network intrusion detection
system

2.Convert Attack names to its category, 0 for Normal, 1
for DoS (Denial of service) , 2 for U2R (user-to-root),
3 for R2L (remote-to-local) and 4 for Probe.
3.Normaliza the features values, since the data have
significantly varying resolution and ranges. The
features values are scaled to the range [0, 1], using the
following equation:
Xn =

X − Xmin
−1
(Xmax − Xmin )

(15)

where, Xmin , Xmax are the minimum and maximum
value of a specific feature. Xn is the normalized
output.

4.2 Particle Swarm Optimization(PSO)Feature
Selection Phase
PSO feature selection method efficiently reduced the
dimensionality of the NSL-KDD dataset from 41 features
to 11 features, which reduces 73.1% of the feature
dimension space. At every iteration of the PSO algorithm,
each particle Xi is updated by the two best values pbest
and gbest. Where, pbest denotes the best solution the
particle Xi has achieved so far, and gbest denotes the
global best position so far. Algorithm 1 shows the main
steps of the PSO algorithm-based feature selection.

4.1 Preprocessing Phase
The following three preprocessing stages has been done on
NSL-KDD dataset:
1.Convert Symbolic features to numeric value.

4.3 IEM Discritization Phase
Discretization is a process of converting the continuous
space of feature into a nominal space [30]. The goal of
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Algorithm 1 PSO algorithm-based feature selection
Input:
m: the swarm size.
c1 , c2 : positive acceleration constants. w: inertia weight.
MaxGen: maximum generation.
MaxFit: fitness threshold.
Output:
Global best position (best features of NSL-KDD
dataset)
1: Initialize a population of particles with random positions
and velocities on d=1,...,41 NSL-KDD features dimensions
pbesti =0, Gbest=0, Iter=0.
2: while Iter < MaxGen or gbest < MaxFit do
3:
for i = 1 to number of particles m do
4:
Fitness(i)=Evaluate(i)
5:
if fitness(i) > fitness (pbesti ) then
6:
fitness (pbesti )= fitness(i)
7:
Update pid = xid
8:
end if
9:
if fitness(i) > Gbest then
10:
Gbest=Fitness(i)
11:
Update gbest = i
12:
end if
13:
for each dimension d do
14:
Update the velocity vector.
15:
Update the particle position.
16:
end for
17:
end for
18:
Iter= Iter+1
19: end while
20: Return the Global best position.

discretization process is to find a set of cut points, these
cut points partition the range into a small number of
intervals [31].
In this model, the 11 features output from the PSO
where discritized by the Information Entropy
Minimization (IEM) discretization method. The IEM
discretization method was proposed by Fayyad et al. [32],
where the cut points should be set between points with
different class labels.
Let T partition set S into subsets S1 and S2 , for k classes
C1 , ...,Ck the class entropy of a subset S is given by
k

Ent(S) = − ∑ P(Ci , S)log(P(Ci , S))

4.4 HNB Intrusion Detection Phase
The dataset which has been reducted by PSO method and
discritized by IEM method is passed to the HNB classifier
to be classified. The algorithm of HNB classifier is
described in algorithm 2.
Algorithm 2 Hidden Naı̈ve bayes Algorithm
Input:a set D of training examples
Output:a hidden naive bayes for D
1: for each c ∈ C do
2:
compute P(c) from training set.
3: end for
4: for each pair of attributes Ai and A j do
5:
for each assignment ai , a j and c to Ai , A j and C do
6:
compute P(ai | a j , c ) from training set
7:
end for
8: end for
9: for each pair of attributes Ai and A j do
10:
compute I p (Ai ; A j | C) and Wi j from training set
11: end for

5 Implementation Results and Analysis
The proposed hybrid network intrusion detection system
is evaluated using the NSL- KDD dataset, where 59586
records are randomly taken. All experiments have been
performed using Intel Core i3 2.13 GHz processor with 2
GB of RAM. The experiments have been implemented
using Java language environment with a ten-fold
cross-validation.

5.1 Performance Measure
The detection effectiveness of the proposed
PSO-Discritize-HNB IDS are measured in term of TP
Rate, FP Rate and F-measure; which are calculated based
on the Confusion Matrix (CM). The CM is a square
matrix where columns correspond to the predicted class,
while rows correspond to the actual classes. Table 1 gives
the confusion matrix, which shows the four possible
prediction outcomes [33].

(16)

i=1

where P(Ci , S) is the proportion of examples in S that have
class Ci .
For an attribute A, the class information entropy of the
partition induced by partition T is defined as
E(A, T ; S) =

|S2 |
|S1 |
Ent(S1 ) +
Ent(S2 )
|S|
|S|

(17)

Table 1: Confusion Matrix
Predicted Class
Actual Class
Normal
Attake
Normal
TN
FP
FN
TP
Attake

where, True negatives (TN): indicates the number of
normal events are successfully labeled as normal.
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False positives (FP): refer to the number of normal
events being predicted as attacks.
False negatives (FN): The number of attack events are
incorrectly predicted as normal.
True positives (TP): The number of attack events are
correctly predicted as attack.
T PRate =

TP
T P + FN

(18)

FPRate =

FP
FP + T N

(19)

F − measure =

2∗TP
(2 ∗ T P) + FP + FN

(20)

5.2 Results and Analysis
–Experiments One: HNB vs. PSO-Discritize-HNB
vs. IG-Discritize-HNB
Table 2 shows the accuracy measurements achieved
by the HNB classifier using the 41 full dimension
features of the NSL-KDD dataset. While, Table 3
gives the accuracy measurements for the proposed
anomaly PSO-Discritize-HNB network intrusion
detection system with redacted 11 dimension features.

Table 2: HNB accuracy measurements (41-dimension feature)
Class name TP Rate FP Rate F-Measure
Normal
0.965
0.01
0.975
DoS
0.991
0.002
0.993
U2R
0.984
0.005
0.948
R2L
0.973
0.007
0.927
Probe
0.98
0.004
0.974

Table 4 shows the classification accuracy of combinig
IG feature selection algorithm and IEM discritization
with the HNB classifier.

Table 4: IG-Discritize-HNB accuracy measurements (24dimension feature)
Class name TP Rate FP Rate F-Measure
Normal
0.967
0.007
0.978
DoS
0.99
0.002
0.993
U2R
0.991
0.006
0.948
R2L
0.983
0.007
0.933
Probe
0.988
0.004
0.981

–Experiments Two: Proposed PSO-Discritize-HNB
vs. different feature selection methods
To validate the proposed PSO-Discritize-HNB
system; the testing accuracy, feature numbers and
timing speed of the proposed system is compared with
different feature selection methods. Table 5 shows the
results
of
the
proposed
comparison
PSO-Discritize-HNB
system
with
HNB,
IG-Discritize-HNB, PCA-Discritize-HNB and the
Gain Ratio-Discritize-HNB network intrusion
detection systems. Table 5 illustrate that, the proposed
PSO-Discritize-HNB network intrusion detection
systems gives the best accuracy performance (98.2%).
Also the proposed PSO-Discritize-HNB network
intrusion detection systems reduced the feature space
to 11, which leads to enhance the timing speed to 0.18
sec which is very important for real time network
applications.

Table 5: Testing accuracy, Features Number and Timing
comparison

Table 3: The proposed PSO-Discritize-HNB accuracy
measurements (11-dimension feature)
Class name TP Rate FP Rate F-Measure
Normal
0.98
0.014
0.981
DoS
0.993
0.004
0.993
U2R
0.96
0.002
0.964
R2L
0.952
0.004
0.942
Probe
0.973
0.003
0.975

From table 2 and 3, it is clear that the classification
accuracy achieved by combining the PSO feature
selection and IEM discritization with the HNB
classifier is improved than using HNB as a standalone
classifier.
To facilitate the comparison, in this paper, we use IG a
well known filter based methods of features selection.

System
HNB
IG-Discritize-HNB
PCA-Discritize-HNB
Gain Ratio-Discritize-HNB
Proposed PSO-Discritize-HNB

Test accuracy
97.7%
97.9%
97.1%
97.4%
98.2%

Features no.
41
24
25
19
11

Building Time
2.47 sec.
1.09 sec.
0.68 sec
0.44 sec
0.18 sec.

6 Conclusions
In this paper we proposed a real-time network intrusion
detection system (PSO-Discritize-HNB) with high
accuracy.The proposed network intrusion detection
system combines PSO feature selection method and IEM
discritization with HNB classifier. The NSL-KDD
network intrusion benchmark was used for conducting
several experiments to test the effectiveness of the
proposed network intrusion detection system. Also, a
comparative study with applying IG feature selection and
IEM discritization with HNB classifier was accomplished.
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To validate the proposed PSO-Discritize-HNB network
intrusion detection; it is compared with different feature
selection methods as PCA and gain ratio. The results
obtained showed the adequacy of the proposed network
IDS by reducing the number of features from 41 to 11,
which leads to high detection accuracy (98.2%) and speed
up the time to 0.18 sec.
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