We formulate a numerical method to solve the porous medium type equation with fractional diffusion ∂u ∂t
Introduction
In this paper we discuss a numerical method to solve the Cauchy problem for exponents m ≥ 1, space dimension N ≥ 1, and fractional exponent σ ∈ (0, 2). After presenting the numerical method, we prove existence and uniqueness of solution to the method. Moreover, we establish the convergence of the method to the theoretical solution of the problem. In the limit σ → 2 we recover the standard Porous Medium Equation ∂u ∂t + ∆(|u| m−1 u) = 0, for which the numerical solution has been studied by many authors, either in itself of as part of the study of the class degenerate parabolic equations, see e.g. [1, 3, 11, 13, 15, 16, 18, 20, 21, 24] for the earlier literature.
We recall that the fractional Laplacian operator (−∆) σ/2 , 0 < σ < 2, is probably the best known example in the class of nonlocal diffusion operators that are studied because of their interest both in theory and applications, cf. [17, 22] . Indeed, fractional diffusions have a long history in modeling problems in physics, finance, mathematical biology and hydrology. The fractional Laplacian operator is usually defined via Fourier transform for any function f in the Schwartz class as the operator such that For an equivalence of both formulations see for example [25] .
The numerical analysis of Problem (1.1) was started in paper [23] where the case σ = 1 was studied. The extension method that we use to implement the fractional Laplacian has a number of specific difficulties for σ = 1 that we address here. Previous works dealing with the numerical analysis of nonlocal equations of this type are due to Cifani, Jakobsen, and Karlsen in [4] , [5] , [6] . In particular, they formulate some convergent numerical methods for entropy and viscosity solutions.
One of the main differences of our work is that we do not directly deal with the integral formulation of the fractional Laplacian; instead of this, we pass through the CaffarelliSilvestre extension [2] , which replaces the calculation of the singular integral (1.2) by the calculation of a convenient extension in one more space dimension. While in the case σ = 1 the extension of u m (x, t) is just a function w(x, y, t) which is harmonic in (x, y) for every t fixed, in the cases σ = 1 the extension is a so-called σ-harmonic function, i. e., the solution of an elliptic equation with a weight that is either degenerate or singular at y = 0. The numerical analysis of the elliptic PDE (−∆) s u = f in a bounded domain with zero boundary data via the extension method has been recently studied by Nochetto and collaborators using finite elements, [19] .
The paper is organized as follows. In Section 2 we give a brief description of the problem we are concerned with. We present an equivalent way of expressing the problem avoiding the nonlocal operator formulation. For numerical reasons it is convenient to start by posing the problem in a bounded domain. In Section 3 we propose a two-points approximation formula for the weighted derivative that appears in the extension formulation, as well as a proof of the order of convergence; besides, a numerical experiment is given for this approximation. In Section 4 we present the numerical scheme and prove convergence towards the theoretical solution. In Sections 5 and 6 we study the optimal and minimal rates of convergence that we can reach with the proposed numerical scheme. Finally, in Section 7 we show how the numerical solution posed in a bounded domain Ω converges to the theoretical solution posed in R N as Ω → R N .
2 Local formulation of the non-local problem 2.1 Problem in R N Our aim is to find numerical approximations for the solutions of the Cauchy Problem for the porous medium equation with fractional diffusion, stated in (1.1). We will take m ≥ 1, σ ∈ (0, 2), and the initial function f ∈ L 1 ∩ L ∞ (R N ) and nonnegative. The general theory for existence, uniqueness and regularity of the solution of problem (1.1) can be found in [8] . In particular, it is shown that problem (1.1) is equivalent to the so-called extension formulation,
where the extension is defined in terms of the elliptic operator:
while the normalized σ-derivative operator ∂ ∂y σ is defined, for any σ ∈ (0, 2), as
where µ σ = 2 σ−1 Γ(σ/2)/Γ(1 − σ/2). The equivalence between (1.1) and (2.1) holds in the sense of trace and L σ -harmonic extension operators, that is, u(x, t) = T r(w 1/m (x, y, t)), w(x, y, t) = E σ (u m (x, t)).
2) can also be written as
where ∆ is the N + 1 dimensional Laplacian operator.
The problem in a bounded domain. Notations
In order to construct a numerical solution to Problem (2.1), we perform a monotone approximation of the solution in the whole space by the solutions of the problem posed in a bounded domain.
We consider positive numbers X 1 , . . . , X N , Y, T . We define the bounded domain Ω = (−X 1 , X 1 ) × ... × (−X N , X N ) × (0, Y ), and set Γ = ∂Ω. For convenience we also divide the boundary in two parts:
(the base), and Γ h = ∂Ω\Γ d (the lateral boundary of the extended domain). With these notations, we formulate the corresponding problem in the bounded domain as
Notice that we have imposed homogeneous boundary conditions on Γ h .
In the sequel, we will consider the problem with N = 1 in order to simplify de notation, but all the arguments are also valid for N > 1 without much effort.
Let us announce at this point some other notations that will appear in the sequel: Λ = max i,k,j |(τ j ) k i | will be the local truncation error of the numerical method, while a will be the discretization order for the numerical implementation L D σ of the extended operator L σ , cf. Section 4; E j and F j are the two options for the total error of the numerical method at time t j , which are used in the convergence proofs of Subsection 4.4. We will use the Landau notation O(.) for the order of a function relative to another one. Some constants appear: µ σ is defined after (2.2), and ν σ = σµ σ 3 Discretization of the σ-derivative Given the σ-harmonic extension problem
x ∈ R N , the explicit solution is given by a convolution of the boundary condition with the kernel
, that is,
In view of this, we introduce the discretized σ-derivative at y = 0 as follows:
With this definition, we have
Notice that the operator
Summing up, it seems that µ σ F (x, y) could be a good candidate to be used as the discretization of ∂v ∂y σ (x, 0). We are interested in the order of the discretization. For that we have to compute the difference
Theorem 3.1. Consider F and ∂v ∂y σ as above, and g ∈ C 2 (R N ). Then,
that is,
Proof. We want to have an estimate in terms of y of the expression
We split the integral into I R + I C , where I R is the above integral computed in B R (x) and I C the integral computed in B c R := R N \B R (x). For simplicity, we are going to estimate all the integrals when x = 0, but the calculation for a general x is analogous.
Let us first estimate the integral outside the origin, I C :
We first use the change of variables ξ = yz and then a change to polar coordinates. We also define, for a fixed r the function
. Now we need to consider two separate cases.
• If N + σ ≥ 2, then,
In this way,
• If N + σ < 2, that is, N = 1 and σ < 1 then,
This means that for every N ≥ 1 and σ ∈ (0, 2),
And now, we estimate the integral inside de ball of radius R, I R : since
and ∇g(0)·ξ |ξ| N +σ are both odd functions with respect to ξ, they integrate zero in any ball centered in the origin. In this way,
With the same trick with the function f defined above, we need to split the calculation in two cases again.
ds.
where we have used the change of variables r = sy and the integrability of the function
for every σ ∈ (0, 2).
where again we have used the change r = sy and the integrability of the function
for every σ > 0.
Note 2. Notice that the case σ = 1 generalizes the usual result of the order of discretization of the forward Euler discretization for a first derivative.
Numerical experiments. Let us show that the results given in Theorem 3.1 are in fact optimal, i. e., that we could not expect to have an order better than 2 − σ with the discretization given by F (x, y) in (3.4). We choose as test function the following function that does not depend on x,
It is easy to see that for every σ ∈ (0, 2) we have that
The error E for the discretization F will be
The result of Theorem 3.1 says that we have an error lower than O(y 2−σ ), that is
for some K > 0 and α = 2 − σ. In the next table we show the experimental results for different σ's and y's. The variable σ e denotes the 2 − α, that is, the σ given by the experiments.
The way of computing α is the usual: Given two errors E(y 1 ) and E(y 2 ),
The results are shown in Table 1 . 
Discrete formulation
In order to solve problem (2.3) for t ∈ [0, T ], we first perform a time and space discretization. For the time discretization we choose J uniformly spaced steps, and then ∆t = T /J and 0 ≤ j∆t ≤ T, j = 0, ..., J, t j = j∆t.
We also need to discretize the space domain Ω 
We use the notation
for the values of the theoretical solution w to Problem (2.3) at the points of the mesh, and
for the solution of the numerical method.
Numerical Method
Let us assume that ∆y = ∆x. We consider a discretization L D σ of the operator L σ with a specified order a to be chosen later. This means that the following estimate holds
for every regular enough function v, where we use the shortened form ∆x a to denote (∆x) a . For each time step j = 1, ..., J, we have to solve the following linear system of equations
Recall that ν σ = σµ σ and note that the second equation is explicit in the sense that all the terms in the right-hand side of the equation are known from the previous step. To start the numerical method we will use the solution of
Local truncation error
We define the local truncation error (τ j ) k i as the error that comes from plugging the solution w to Problem (2.3) into the numerical method (4.4). Let us also write
Theorem 4.1. Let w be the solution to Problem (2.3). Then,
where a is the order of discretization of L D σ .
Proof. Of course, the local truncation error in the boundary nodes situated on the part Γ h of the boundary is zero since we have imposed that the solution is zero in Γ h and equal to f m (x) in Γ d as in Problem (2.3).
If 0 < i < I and 0 < k < K (the interior nodes), then
If 0 < i < I and k = 0 (i. e., at the boundary nodes Γ h ), the local truncation error is calculated as
The preceding calculation is done on the assumption that the theoretical solution is smooth, more precisely we use that u is C 2 w.r.t. t and u m is C 2 w.r.t. x.
Existence and uniqueness of the numerical solution
The quantity
appears below in the application of the maximum principle. In the sequel we will often denote the power function u m by ϕ(u). When m ≥ 1 then ϕ (u) = mu m−1 is a locally bounded function for u ≥ 0. 
Then for every i, k, j we have
that is, the maximum is always attained on the boundary Γ d .
Proof. We recall that we are using the following extension operator,
In two dimensions, the lowest order discretization we can consider is,
Assume that there exists an interior node (i, k) such that
that is, the maximum is attained there. Note that, since we are talking about an interior node, k ≥ 1 and we can write
and so,
We recall that k + 1 − σ > 0, so we conclude that
At this point we proceed by induction on k to get
But by hypothesis, W K i = 0, so we get a contradiction.
Proof of Theorem 4.2 . Using the result of the previous lemma, we only need to prove the maximum principle at the boundary Γ d nodes. We will do the proof by induction on each time step. It is trivial that
At this point , thanks to our induction hypothesis and the value of the constant (4.7), it follows that ϕ (ξ)ν σ ∆t ∆x σ ≤ 1 and therefore
The same argument holds for (U j ) 0 i ≥ 0. We are a bit sketchy with these rather standard proofs of Theorem 4.2 and Corollary 4.4, the reader can consult a more detailed exposition in in the paper [23] where the case σ = 1 is covered. Basically, two solutions (V j ) k i and (W j ) k i with the same initial condition are considered. Then (
is also a solution with zero initial condition. By the maximum principle we have (
Since, for a linear system of equations with the same number of unknowns and equations, existence is equivalent to uniqueness, the required result is proved.
Error of the numerical method and convergence to the solution
Since we are originally interested in the values of the numerical solution at the boundary,
, we have two options in order to define the error of the numerical method. The first option is through the w variables:
Anyway, if we are able to control (4.13) we have also a control of (4.12) because ϕ (x) is locally bounded and ∆t ≤ C(m, f )∆x σ .
Then,
for j = 1, ..., J. Therefore, if ∆x a /∆t → 0, then the numerical solution (W j ) k i converges to the theoretical solution w as ∆x, ∆t → 0.
To prove this theorem we will first study how the errors are propagated from the boundary to the interior on each time step. We consider the solution of the numerical scheme (W j ) k i and the theoretical one (w j ) k i on time t = j∆t, and we will call them for simplicity W k i and w k i . Moreover, in the following lemma we will use the notation h = ∆x. 
This means that the error is propagated to the interior of the domain as O(h a ).
Proof. Note that this a calculation in the space variables for fixed time. Since the problem is linear we may split it in two contributions, and consider only the nontrivial part of the influence of the right-hand side of the equation.
(i) Consider a function f ∈ C ∞ (Ω) such that f ≥ 0. Assume that f is a strict supersolution of L in the sense that there exists a constant D > 0 such that
Since f ∈ C ∞ (Ω), also w ∈ C ∞ (Ω) and L h is a discretization of order a, we have
for some constants
Consider also the function g = 3C
By (4.17) we have,
Consider now e k i = w k i − W k i as usual. In this way,
where we have use that (ii) We still have to find an explicit positive strict supersolution f ∈ C ∞ (Ω) of the operator L = −∇ · (y 1−σ ∇w).
In case σ ∈ (0, 1) we consider the function f (x, y) = Y − y, where Y is the vertical length the domain
It is clear that f ≥ 0 and f ∈ C ∞ (Ω) so it is under the regularity assumptions of our lemma. Then
Proof of Theorem 4.5. As in the local truncation error, the choice of the boundary conditions on the lateral boundary Γ h for our numerical method gives us zero error there.
Lets us denote (E B ) j and (E I ) j the maximum errors in the boundary nodes and in the interior nodes at time t j = j∆t, that is
As a consequence of Lemma 4.6 we have
If 0 ≤ i ≤ I, we have the following equations in terms of u and (U j ) k i ,
Subtracting them, and using the Mean Value Theorem we get, for some
By assumption, all the coefficients that come with (e j−1 ) k i are positive, therefore
We now need to control the difference between ϕ (ξ 1 ) and ϕ (ξ 0 ). Assuming enough regularity of the solution u, there exists a constant K ≥ 0 such that
end then |ϕ (ξ 1 ) − ϕ (ξ 0 )| ≤ R∆x σ , where R ≥ 0 is a constant depending only on m, K, σ and b max . The proof is only based in the idea of that the function
Remember also that we have
and Λ = O(∆x a + ∆t(∆t + ∆x 2−σ )). Then (recalling that J = T /∆t), we have the following recurrence equation for the error in terms in J ,
for some constant C > 0. Of course, it is enough to bound E J to ensure the convergence of the method. In this way,
Practical application
At this point, the best we can expect is to have an error of the form
Let us look for a discretization of the extension operator which will not include any extra error to the scheme. Relation (4.21) gives two possible conditions to impose on a:
Note that both inequalities are only required to be true up to some constant. We need also these two conditions to be compatible with ∆t ≤ C(m, f )∆x σ .
Note 4. The function g(σ) = ∆x σ is monotone decreasing for small fixed ∆x, that is, is α ≥ β > 0 then ∆x α ≤ ∆x β .
Condition 1: ∆x a 2 ≤ ∆t. We need a for which there exists a ∆t such that
that is, a/2 ≥ σ. So if a ≥ 2σ this condition is compatible.
Condition 2: ∆x a+σ−2 ≤ ∆t.
We need a for which there exists a ∆t such that
We choose the less restrictive for each case, that is, if σ ∈ (0, 1] then a ≥ 2σ and if σ ∈ (1, 2) then a ≥ 2. Summing up, we have Corollary 4.7. Under the assumptions of Theorem 4.5, we also assume that σ ∈ (0, 1] and D∆x
or σ ∈ (1, 2) and
where D > 0 is a constant. Then, F J = O(∆t + ∆x 2−σ ).
Optimal rate of convergence
Once convergence is established, we could ask ourselves which values of the discretization order a will produce the best rate of convergence with the least computational effort. The best we could expect is to have an error going to zero as O(∆x 2−σ ), because even if we choose ∆t ∼ ∆x α with α < 2 − σ, there is an error term that goes like O(∆x 2−σ ).
To start, we point out that when we apply the Corollary with a = 2σ and D∆x σ ≤ ∆t ≤ C∆x σ , we get the error estimate
This is an explicit convergence result, and in fact it is optimal for σ = 1. In the other cases we can do better, as we show next.
we have
The same conclusion is reached if σ ∈ (1, 2) by choosing a = 2 and
• If σ ∈ (0, 1], we argue as follows. We want to find values of a that produce the optimal rate of convergence. It is clear that the best error we can get is O(∆x 2−σ ). Since D∆x a 2 ≤ ∆t, and we want ∆t ≤ K∆x 2−σ , any value of a ≥ 2(2 − σ) allows us to take ∆t = ∆x a 2 and get the conclusion. The minimal value is a = 2(2 − σ). Notice that, since σ ∈ (0, 1), then ∆x 2−σ ≤ ∆x σ
• If σ ∈ (1, 2), restriction ∆t ≤ C(m, f )∆x σ gives optimal regularity because σ > 2 − σ and so ∆t ∼ ∆x σ ≤ ∆x 2−σ , and so, we have only to ask for ∆x a+σ−2 = ∆x σ , that is, a = 2. 
Order of discretization of L σ for optimal rate of convergence
Let us examine the required order of discretization of the extension operator to reach the optimal rate of convergence se have just studied. We recall that the operator L σ v = ∇ · (y 1−σ ∇v) can also be written as
Let ∆ c be a discretization of order c of the laplacian ∆, that is,
Let also D d y be a discretization of order d of the first derivative, that is,
Now, a natural way of the defining the discretization L
and then,
• Case σ ∈ (0, 1]. Then, y
and
Then, for any problem posed in a bounded domain (Y < +∞), we have
As we have seen in the previous section, for optimal rate of convergence in this case σ ∈ (0, 1] we need a discretization of L σ of order greater than a = 2(2 − σ), which implies (5.5) c = 2(2 − σ) and d = 4 − σ.
• Case σ ∈ (1, 2). Then,
and y
Then, for any problem, we have
In the case σ ∈ (1, 2), the optimal regularity is obtained with a discretization of L σ of order greater than or equal to 2, which implies (5.7) c = 1 + σ and d = 2 + σ.
Corollary. Using discretizations of integer order for derivatives of integer order, we arrive at the following required order of discretization depending on σ:
(i) If σ ∈ (0, 1/2), then c = 4 and d = 4.
(ii) If σ ∈ (1/2, 1), then c = 3 and d = 4.
(iii) If σ = 1, the we do not have the second term in L σ and so we only need c = 2.
(iv) If σ ∈ (1, 2), then c = 3 and d = 4.
We observe that, except in the case σ = 1, the computational cost of the proposed higher order discretization can be rather expensive in order to obtain the optimal rate of convergence. Moreover, this higher order discretization has to be adapted to their position in the mesh. For example, if we want to have a third order discretization of ∂ ∂y we will need a four points rule. This rule can not be the same if we are close to the boundaries Γ h or the Γ d , because there will not be enough points in the direction of the boundary.
We think that some improvements in this section could be obtained. One possibility passes through obtaining direct discretizations of the extension operator L σ . One may also think of using an adapted scheme where higher order discretizations are used only near the boundary. This kind of higher order discretizations are well presented by Ciarlet in [3] . This reference also gives sufficient and necessary conditions on the finite difference matrix for the discretizations to be compatible with the discrete maximum principle.
Of course, we are not forced to look for the optimal rate of convergence in order to have the best numerical convergence. In this case, we can of course relax the requirements on the discretization order of the extension operator.
Lower order convergence
We have been concerned with obtaining optimal rates of convergence. Frequently, this will imply higher order discretizations and consequently higher computational cost. Here we will study the minimal order of discretization needed to have convergence, even if this convergence may be very slow. We recall that, according to Theorem 4.5 the error of the numerical method is estimated as
where a is the order of discretization of the extension operator. We obtain convergence by requiring that either ∆x a ≤ ∆t∆t , or ∆x a ≤ ∆t∆x δ for some , δ > 0.
≤ ∆t. We need this condition to be compatible with the CFL condition ∆t ≤ ∆x σ , that is,
So, in this case we need, a > σ.
Condition 2: ∆x a ≤ ∆t∆x δ , that is, ∆x a−δ ≤ ∆t. We need this condition to be compatible with the CFL condition ∆t ≤ ∆x σ , that is,
So, we again need, a > σ (the precise condition is the same if δ = σ).
Corollary 6.1. Under the statements of Theorem 4.5, assume also that, for a fixed δ > 0 and some constant D > 0:
Using the notation of the discretization (5.3), the condition of the Corollary implies the following orders of discretization:
-If σ ∈ (0, 1), c = σ + δ and d = 2σ + δ.
-If σ ∈ [1, 2), c = 2σ − 1 + δ and d = 2σ + δ.
Corollary 6.2. As in the previous sections, we only use discretizations of integer order for derivatives of integer order. These are the orders of discretization that we need, depending on σ: 7 The problem in the whole space
We have been comparing solutions of the numerical scheme (4.4) with theoretical solutions of (2.3), with both problems posed in a bounded domain. The proofs presented in this paper require a certain regularity of the theoretical solutions. This kind of results are already known for solutions of the problem posed in R N +1 + with quite general data, ( [10] ). Similar results are under study for bounded domains. In this section we propose an application of our previous results. Indeed, we will compare the solution to the numerical scheme The comparison can only be done in the domain where the numerical scheme is defined. A difficulty appears with this kind of comparison, since from now on we assume that the theoretical solution w = 0 at Γ h in view of the property of strict positivity of all nonnegative solutions proved in [7, 8] . This implies that an extra error will be introduced to the numerical solution, coming from the lateral boundary. Since we want a convergence result from the numerical solution in the bounded domain to the problem posed in R N +1 + , we will make Ω → R N +1 + as ∆x → 0.
We need to control the error coming from the lateral boundary. In [26] , an upper bound for the solution with compactly supported initial data is found by passing through the Barenblatt solutions of problem (1.1). The upper bound is, and so Λ = O (∆t(∆x 2−σ + ∆t) + ∆x a ) as before.
In Theorem 4.5, again the only change is that the error in Γ h is not zero. But, if
and so E J = O(∆t + ∆x 2−σ + ∆x a ∆t ).
We thus get the following result. Note 5. Condition 2 says that as ∆x → 0 we need |X| → ∞ and so Ω → R N .
Extensions and comments
• As a natural extension of the results of this paper we can consider the same equation with data of any sign, and also the equation with exponent 0 < m < 1 (the fast diffusion case). The method we use here does not directly apply to such cases. For instance, in the case of signed data, the solutions are not supposed to be classical, so a different approach is needed.
