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Nuclear Magnetic Resonance Spectroscopy
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Over the past fifty years, nuclear magnetic resonance spectroscopy (NMR) has gained popularity
in a wide variety of research areas. Its non-invasive character makes it ideal for the study of
biomolecules and tissue samples. The possibility of determining the solution structure of molecules
with the use of NMR has led to important advances in many areas including pharmacy, biology, botany,
medicine, sensor design, study of polymers and more. The technology used in spectrometer and probe
design have advanced to allow the study of molecules in solids, liquids, and gels. Additionally, data in
the form of images, multidimensional spectra, or relaxation profiles can be obtained to study systems
from different fronts. The possibility of detecting multiple nuclei allows intimate examination and
characterization of a wide variety of materials.
This Special Issue devoted to NMR, and the associated Special Issue reprint, contain papers
covering some of the most innovative and exiting NMR applications to different systems.
(1) Aiken, K. et al. Nuclear Magnetic Resonance Spectroscopy Investigations of Naphthalene-Based
1,2,3-Triazole Systems for Anion Sensing. Deals with the use of NMR to characterize and study
the fluoride binding of 2-(4-(naphthalen-2-yl)-1H-1,2,3-triazol-1-yl)phenol (NpTP). The capability
of NpTP to recognize anions makes it an asset in logic gate systems as well as molecular switches,
dual detection systems, and in biological environments [1].
(2) Klemm, R. Towards a Microscopic Theory of the Knight Shift in an Anisotropic, Multiband Type-II
Superconductor. In this contribution, a method is proposed to extend the zero-temperature
Hall-Klemm microscopic theory of the Knight shift K in an anisotropic and correlated, multi-band
metal to calculate K(T) at finite temperatures T both above and into its superconducting
state. A procedure to obtain a microscopic theory of the Knight shift in an anisotropic Type-II
superconductor is outlined [2].
(3) Daigle, J.-C. et al. Solid-State NMR Study of New Copolymers as Solid Polymer Electrolytes.
Deals with the use of solid-state NMR to characterize comb-like copolymers, which could be
used in the future in the batteries of electrical vehicles [3].
(4) Makulski, W. The Radiofrequency NMR Spectra of Lithium Salts in Water; Reevaluation of
Nuclear Magnetic Moments for 6Li and 7Li Nuclei. In this contribution, the dipole moments
of 6Li and 7Li were determined through NMR in the presence of dissolved 3He atoms, used as
a shielding reference in salt water solutions. The values obtained for the 6Li and 7Li magnetic
moments are more reliable than those determined in water solvents [4].
(5) Brass, M. et al. Spatially Resolved Measurements of Crosslinking in UV-Curable Coatings
Using Single-Sided NMR. This paper describes the extent of crosslinking in UV-curable coatings
quantified through single-sided NMR. This method can be applied in evaluating systems whose
crosslinking properties are intentionally varied throughout its thickness [5].
(6) Follett, S. et al. Structural Changes of Zn(II)bleomycin Complexes When Bound to DNA
Hairpins Containing the 5′-GT-3′ and 5′-GC-3′ Binding Sites, Studied through NMR Spectroscopy.
Describes the use of one- and two-dimensional NMR spectroscopy to determine the conformations
adopted by Zn(II)bleomycin-A2, -A5, -B2, and Zn(II)peplomycin in the presence of two different
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DNA fragments. The results of the investigation indicate that the bleomycin C-termini and the
DNA base sequence have an impact on the conformation of the different drugs in the target-drug
complexes [6].
(7) Furihata, K. et al. Application of NMR Screening Methods with 19F Detection to Fluorinated
Compounds Bound to Proteins. The NMR-based screening methods with 19F-detection were
applied to the human serum albumin (HSA)-diflunisal complex [7].
(8) Krishnarjuna, B. et al. Accelerating NMR-Based Structural Studies of Proteins by Combining
Amino Acid Selective Unlabeling and Fast NMR Methods. Involves the application of fast
NMR methods, G-matrix Fourier transform (GFT) and non-uniform sampling (NUS), to proteins
samples prepared using a specific labeling scheme. The spectral simplification obtained combined
with rapid data collection can help in reducing the time required for data analysis [8].
(9) Springer, T. et al. Calcium-Dependent Interaction Occurs between Slow Skeletal Myosin Binding
Protein C and Calmodulin. The conformation of a recombinant N-terminal fragment of slow
skeletal myosin binding protein (ssC1C2) is characterized using differential scanning fluorimetry,
nuclear magnetic resonance, and molecular modeling. The differential molecular regulation of
contractility that exists between skeletal and cardiac muscle are outlined [9].
(10) Price, L. et al. Local and Average Structural Changes in Zeolite A upon Ion Exchange. Solid
state NMR was used to study the changes to the local structure of the Linde Type A framework
of Zeolite A. This study confirms that using a local probe such as solid state NMR alongside
powder diffraction and other long-range methods to study zeolites can reveal an extra level of
information about the structure of those useful minerals, which will further their use as potential
catalysts and ion exchange materials [10].
(11) Cantarutti, C. et al. Short-Chain Alkanethiol Coating for Small-Size Gold Nanoparticles
Supporting Protein Stability. The interaction of the 3-mercaptopropionic acid coating of
AuNPs (MPA-AuNPs) with β2-microglobulin (β2m) was investigated to probe protein structure
perturbations. NMR and fluorescence spectroscopies were useful in determining that β2m
interacts with MPA-AuNPs through a highly localized patch maintaining its overall native
structure with minor conformational changes [11].
(12) Vyalikh, A. et al. Early Stages of Biomineral Formation—A Solid-State NMR Investigation of the
Mandibles of Minipigs. This contribution describes the changes in the mineral phase upon new
tissue formation and maturation in the bone blocks surrounding dental implants in minipigs.
Solid-state NMR spectroscopy allowed for the identification of inorganic species during the
biomineral formation at very early stages, when crystallite particles visible in direct imaging
techniques have not yet been formed [12].
(13) Yamanoi, T. et al. Separation of the α- and β-Anomers of Carbohydrates by Diffusion-Ordered
NMR Spectroscopy. This article describes the successful use diffusion-ordered spectroscopy
(DOSY) for the separation and analysis of the α- and β-anomers of carbohydrates with different
diffusion coefficients. The individual diffusion coefficients were determined. Additionally, DOSY
was also used to separate two kinds of glucopyranosides having similar aglycon structures from
a mixture [13].
(14) Poirier, D. et al. NMR-Assisted Structure Elucidation of an Anticancer Steroid-β-Enaminone
Derivative. The unknown product of the fortuitous modification of a quinoline-proline-piperazine
side chain linked to a steroid in the presence of lithium (trimethylsilyl) acetylidethe was identified
to be the β-enaminone steroid derivative through two-dimensional NMR spectroscopy [14].
(15) Nam, A.-M. et al. Quantification of Squalene in Olive Oil Using 13C Nuclear Magnetic Resonance
Spectroscopy. A method for direct quantification of squalene using 13C-NMR spectroscopy
without saponification, extraction, or fractionation of the investigated samples was developed
by these authors. The method led to reliable quantitative determination of squalene in olive oil
samples from Corsica with an analysis time of less than three hours using a medium field NMR
spectrometer (9.4 T) [15].
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(16) Zivkovic, A. et al. Low Field NMR Determination of pKa Values for Hydrophilic Drugs for
Students in Medicinal Chemistry. A bench top NMR spectrometer was used for the determination
of pKa values of different drugs. The pKa values obtained showed to be in agreement with the
literature data for the compounds [16].
(17) Aulikki, M. et al. The NMR2 Method to Determine Rapidly the Structure of the Binding Pocket
of a Protein–Ligand Complex with High Accuracy. A NMR Molecular Replacement (NMR2)
method was developed. It is shown how NMR2 very quickly provides the complex structure of a
binding pocket in a protein as measured by solution-state NMR, circumventing the long process
of signal assignment [17].
(18) Proietti, N. et al. Nuclear Magnetic Resonance, a Powerful Tool in Cultural Heritage. The use
of diverse NMR techniques in the monitoring and diagnosis of artworks, in order to prevent or
delay their degradation, is described in this work. The development of portable NMR sensors
suitable for non-destructive and non-invasive analysis in situ has made possible the investigation
of precious and unmovable artefacts, and their monitoring over time [18].
(19) Porion, P. et al. Multi-Quanta Spin-Locking Nuclear Magnetic Resonance Relaxation
Measurements: An Analysis of the Long-Time Dynamical Properties of Ions and Water Molecules
Confined within Dense Clay Sediments. Multi-quanta spin-locking NMR relaxometry of
quadrupolar nuclei was tested, in order to investigate the dynamical properties of confined
fluids. This technique was shown to be a powerful tool to quantify the average residence time of
molecular and ionic probes confined within the interlamellar space of clay lamellae inside dense
sediments. The developed protocols are expected to be easily extended to study other interfacial
systems, including porous silicate, zeolites, and cements [19].
(20) Sullivan, N. et al. Orientational Glasses: NMR and Electric Susceptibility Studies. The results of a
wide range of NMR measurements of the local order parameters and the molecular dynamics
of solid ortho-para hydrogen mixtures and solid nitrogen–argon mixtures are reviewed in this
account. These mixtures form novel molecular orientational glass states at low temperatures.
Additionally, studies of the dielectric susceptibilities of the nitrogen-argon mixtures are reviewed,
in terms of replica symmetry breaking analogous to that observed for spin glass states. It is
shown that this wide set of experimental results is consistent with orientation or quadrupolar
glass ordering of the orientational degrees of freedom [20].
(21) Ciancaleoni, G. Characterization of Halogen Bonded Adducts in Solution by Advanced NMR
Techniques. This review shows how crucial information about halogen bonding adducts can be
obtained by advanced NMR techniques. It is proposed that advanced NMR techniques could be
used increasingly in the near future in the consolidated, but still fruitful and rapidly evolving,
field of halogen bonding in solution [21].
Conflicts of Interest: The author declares no conflict of interest.
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Abstract: We have previously investigated the diverse levels of disruption caused by Zn(II)BLMs with
different C-termini to DNA hairpins containing 5′-GC-3′ and 5′-GT-3′ binding sites. The results of this
investigation indicated that both the DNA-binding site and the bleomycin C-termini have an impact
on the final conformation of the aforementioned hairpins in the drug-target complexes, as suggested
by the different sets of intramolecular NOEs displayed by both oligonucleotides when bound to each
Zn(II)BLM. The NMR signals elicited by 1H nuclei in the oligonucleotide bases and sugar moieties
were also affected differently (shifted upfield or downfield in various patterns) depending on the
BLM C-termini and the binding site in the oligonucleotides. The overall conclusion derived from
the precedent research is that the spatial conformation of target DNA segments in DNA-Zn(II)BLM
complexes could be forged by interactions between drug and DNA that are guided by the DNA
binding site and the BLM C-termini. The present study focuses on the structural alterations exhibited
by Zn(II)bleomycin-A2, -B2, -A5 and Zn(II)peplomycin molecules upon binding to the previously
studied hairpins. Our main goal is to determine if different spatial conformations of the drugs in
their DNA-bound forms are found in drug-DNA complexes that differ in the oligonucleotide binding
site and BLM C-termini. Evidence that suggest that each Zn(II)bleomycin is structurally affected
depending these two factors, as indicated by different sets of intramolecular NOE connectivities
between drug protons and diverse patterns of shifting of their 1H-NMR signals, is provided.
Keywords: DNA; NMR; pulmonary fibrosis; anticancer drug; structure-function
1. Introduction
Bleomycins (BLMs) compose a family of glycopeptide-derived antibiotics produced by
Streptomyces verticillus [1]. BLMs have been used as chemotherapeutic agents in the clinical treatment
of a wide spectrum of cancers, and their antitumor activity is generally proposed to be related to
cleaving single-stranded or double-stranded DNA in carcinoma cells [2–4]. The overall structure of
these agents can be thought of as containing four distinct regions (Figure 1): the metal binding domain
(D1), which is responsible for metal binding [5,6], oxygen activation [5,7–9], and site-selective DNA
cleavage [6,10]; the peptide linker (D2); the DNA binding domain (D3), containing a bithiazole
moiety and the C-terminus, which provides the majority of the DNA binding affinity [11,12];
and the disaccharide moiety (D4), which influences metal ion binding [6,13–24] and is proposed to be
a tumor-targeting unit [25].
Magnetochemistry 2018, 4, 4 5 www.mdpi.com/journal/magnetochemistry
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Figure 1. Structures BLM-A2, -A5, -B2, and PEP showing the breakdown of the different domains,
residues, and C-termini.
Although successful in the treatment of certain cancers, BLMs are associated with pulmonary
toxicity, and extensive research is required to lower this risk to patients [16]. Biological studies
performed by Raisfeld et al. [26–31] have linked the cause of pulmonary toxicity to the BLM C-termini
(tails). Blenoxane, introduced in 1972, is the clinically used combination of BLMs, with the major
components being BLM-A2 and -B2. Over 300 BLM analogs have since been developed with the hope
of lowering the risk of pulmonary toxicity and achieving high levels of antitumor activity [32–34].
Research work on the interactions of various metallo-BLMs (MBLMs) with DNA fragments have
generated abundant evidence indicating that the mode of binding of MBLMs to DNA is sensitive
to various factors. These factors could include the DNA binding site, the DNA base sequence,
the metal center bound to BLM, and the C-terminus of the drug. Different specific binding interactions
between drug and target have been reported [35–44]; and various modes of binding of the bithiazole
unit to different DNA fragments have been described including minor groove binding [35,37,45],
and partial [40,42,43] or total [46] intercalation.
Most of the available research on MBLMs bound to DNA fragments focus on the structure of
the full drug-target complex, and briefly mention how the MBLM molecule is affected upon binding
to DNA. Manderville et al. showed that there are differences between the structural changes of
Zn(II)BLM-A2 and Zn(II)BLM-A5 upon complexation with a DNA fragment with a 5′-GC-3′ binding
site, and that the structure of Zn(II)BLM-A5 was more disrupted than that of Zn(II)BLM-A2 after
binding [37]. Vanderwall et al. showed that when HOO-Co(III)BLM-A2 was bound to DNA fragments
with either the 5′-GC-3′ and 5′-GT-3′ binding sites there were little differences in the structural changes
to the Zn(II)BLM [38]. Some of the available studies have briefly examined the influence DNA has on
the MBLM structure, focusing almost exclusively on the bithiazole (Bit) and the β-hydroxyhistidine
(Hist) moieties in BLM [35–39,47,48]. Additionally, the BLMs used in these studies are limited,
with the majority using MBLM-A2 [35–43,47], and some investigating MBLM-A5 [37], MBLM-B2 [46]
and metallo-PEP [49]. Although the precedent work has provided the scientific community with
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important information regarding DNA-MBLM interactions, the multiplicity of DNA fragments,
metal centers, and BLM C-termini used makes it difficult to generalize the findings.
We have previously performed two studies to determine the significance of various factors that
could influence the final conformation of target DNA segments in Zn(II)BLM-DNA triads, using DNA
hairpins of sequences 5′-AGCCTTTTGGCCT-3′ (OL1) containing a 5′-GC-3′ binding site [50] and
5′-CCAGTATTTTTACTGG-3′ (OL2) containing 5′-GT-3′ binding site [51]. The first study entailed
investigating the effect that the BLM tails have on the binding of Zn(II)BLMs to a DNA hairpin of
containing the 5′-GC-3′ binding site. The second study tested the role of the DNA binding site (5′-GC-3′
or 5′-GT-3′) in the relative spatial arrangement of the Zn(II)BLM-target complexes. The results of
this work indicated that both the DNA-binding site and the bleomycin C-termini have an impact on
the final conformation of the aforementioned hairpins in the drug-target complex, as suggested by
the different sets of intramolecular NOEs displayed by both oligonucleotide (OLs) when bound to
each Zn(II)BLM. The NMR signals elicited by 1H nuclei in the OL bases and sugar moieties were also
affected differently (shifted upfield or downfield in various patterns) depending on the BLM C-termini
and the binding site in the OLs. The work presented herein has the goal of determining if the BLM
chemical structure and the DNA binding site affect the conformation of Zn(II)BLM molecules in their
OL1- and OL2-bound states. These studies all involve a Zn2+ metal center. Zn(II)BLMs maintain
the same ligands that participate in chelation as Fe(II)BLMs [14,15,20–23] which, in the presence of
oxygen, becomes HOO-Fe(III)BLM, the activated form of the MBLM proposed to cleave DNA in vivo.
Due to the potential for DNA cleavage and paramagnetic nature of MBLMs containing the Fe(III) ion,
Zn(II)BLMs are, in our opinion, the best diamagnetic inactive models for Fe(II)BLM, which is the next
MBLM to be studied in our laboratory to determine the relevance of the metal center in MBLM-DNA
interactions. The DNA base sequences were selected to be very similar to those used on studies of
MBLMs bound to various DNA fragments with the aim of comparing our results to those of other
researchers on the field. Due to the short lengths of various oligonucleotide previously reported in
the available literature, and their self-complementarity, we decided to use DNA hairpins in order to
guarantee that the BLM-binding site was located in a double-stranded region of the DNA segment,
while keeping the OL at minimum complexity for the sake of NMR data analysis. The selected hairpins
still contain the important inter-strand interactions found in double-stranded DNA, and therefore are
a valid test models. In our previous work on the conformational changes exhibited by OL1 [50] and
OL2 [51] in the presence of various Zn(II)BLMs we confirmed that the free OLs display sets of inter-
and intra-strand NOEs that indicate normal double-stranded structures crowned by loops. We present
here the structural changes the Zn(II)BLM molecules suffer upon binding to these hairpins.
2. Results
The 1H-NMR signals elicited by free Zn(II)BLM-A2, -A5, -B2, and Zn(II)PEP were assigned
using COSY, TOCSY, and NOESY spectra acquired in H2O at 5 ◦C. These assignments are collected
in Supplementary Table S1. The NOESY spectra of these Zn(II)BLMs bound to OL1 and OL2
(Supplementary Figures S1–S4) acquired in H2O at 5 ◦C previously examined [50,51] were analyzed
this time to identify the signals generated by the bound Zn(II)BLMs, and investigate the effects
that OL complexation has on the conformation of each Zn(II)BLMs. The spectra acquired for all
Zn(II)BLM-DNA triads in D2O at both 5 ◦C and 25 ◦C and in H2O at 25 ◦C [50,51] were also used
for confirmation of some of the peak assignments. The work described herein looks at the structural
changes of the entire Zn(II)BLM molecule upon binding to the OLs, and allows for comparability
between the different Zn(II)BLMs studied and the preferential binding sites in DNA.
Our previous studies on the Zn(II)BLM-DNA triads [50,51] show that Zn(II)BLMs are bound to
both OLs through the analysis of one-dimensional (1D) 1H-NMR spectra at both 5 ◦C in H2O and 25 ◦C
in D2O. The proton signals in the imino region for the OLs are significantly affected in both studies,
exhibiting downfield shifting and broadening for both OLs. The bithiazole (Bit) and β-hydroxyhistidine
(Hist) ring protons of the Zn(II)BLMs also shift and broaden upon binding, and are essential when
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investigating the potential binding mode of the drugs to DNA [50,51]. As previously reported and
shown in Table 1, the Bit aromatic signals in each Zn(II)BLM exhibit changes upon complexation
to the OL1. In all cases, there is broadening and shifting of these signals for each Zn(II)BLM-OL1
triad indicating binding to OL1. However, there are differences in their behavior depending on the
Zn(II)BLM bound. The Zn(II)BLM-A5-OL1 triad exhibits large downfield shifting for the CH5 and CH5′
protons, with the -A2-OL1, -B2-OL1, and PEP-OL1 triads displaying upfield shifts in decreasing order,
respectively [50]. Upon complexation of Zn(II)BLM-A2 and Z n(II)PEP to OL2, the Bit ring protons also
experience broadening and shifting. Examination of the Δδ values shown in Table 1 indicates that the
Bit signals have a greater upfield shift in OL2-bound Zn(II)PEP than in the Zn(II)BLM-A2-OL2 triad [51].
This trend is opposite to that exhibited by the same signals in the OL1 triads.
Table 1. Chemical shift differences (Δδ) between free and OL-bound Zn(II)BLM for spectra acquired in














Val CαH 0.17 a −0.07 0.21 −0.06 0.21 0.33
Val CβH −0.03 −0.06 −0.03 −0.29 −0.03 −0.07
Val CγH −0.02 −0.06 −0.02 −0.08 −0.02 −0.03
Val CαCH3 0.03 0.00 0.04 −0.04 0.03 0.02
Val CγCH3 −0.01 −0.02 −0.01 0.19 −0.01 −0.01
Val NH 0.05 −0.10 0.05 b - 0.08 0.09
Thr CαH −0.02 −0.05 −0.03 −0.04 −0.04 −0.05
Thr CβH −0.03 −0.05 −0.04 −0.05 −0.04 −0.09
Thr CH3 −0.01 −0.02 −0.02 −0.01 −0.02 −0.04
Thr NH 0.15 −0.02 0.19 - 0.18 0.28
Bit CαH2 0.05 0.08 0.06 0.12 0.07 0.10
Bit CβH2 0.02 0.05 0.03 0.09 0.02 0.05
c Bit C5′H 0.19 0.19 0.37 0.07 0.09 −0.19
c Bit C5H - - 0.36 - −0.37
Bit NH −0.02 −0.03 −0.03 0.01 −0.04 −0.05
Ala CαH −0.01 0.00 −0.01 0.04 −0.01 0.00
Ala CβH2b 0.00 −0.01 −0.01 −0.05 −0.01 0.00
Ala NH - - 0.05 - - -
Ala NH2a 0.00 0.01 −0.01 −0.04 −0.01 −0.01
Ala CONH2a −0.01 −0.01 −0.02 −0.14 −0.01 0.00
Ala CONH2b 0.00 0.02 0.00 0.04 0.00 0.02
Pyr NH2 −0.03 −0.04 −0.04 −0.05 −0.03 −0.02
Hist C2H −0.05 −0.23 −0.01 −0.11 −0.03 −0.03
Hist C4H −0.02 −0.04 −0.01 −0.03 −0.03 −0.04
Hist CαH 0.00 0.06 −0.03 0.01 0.00 −0.01
Hist CβH 0.00 0.05 −0.01 −0.01 −0.01 0.00
Mann C1H 0.03 0.07 0.01 - 0.01 -
Mann C6H - - - −0.06 - -
Mann C6H′ - - - −0.04 - -
Mann NH2a −0.01 −0.07 −0.01 −0.07 −0.01 −0.01
Gul C2H 0.00 −0.01 0.01 −0.04 0.01 0.00
d A2 CβH2 0.01 0.06
A2 CγH2 0.05 0.16
A2 NH 0.09 0.23
PEP CαH2 0.03 0.13
PEP CγH2a −0.01 0.04
PEP CδH 0.01 0.04
PEP NH (2) 0.10 -
B2 CαH2a 0.05
B2 CγH2a −0.04
B2 NH (1) 0.13
A5 CαH2 0.08
A5 NH2a 0.24
a Calculated as [(Free Zn(II)BLM)–(Bound Zn(II)BLM)]; b Unassignable; c Reported in [50,51]; d Red labels indicate
tail protons for each Zn(II)BLM.
Table 1 also displays the Δδ values between the free and OL-bound forms of Zn(II)BLM for
protons in other moieties of the BLM molecules that experience significant shifts (Δδ ≥ 0.04 ppm)
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upon complexation to OL1 and OL2. It is clear from this table that, when bound to the OLs,
each Zn(II)BLM experiences a wide range of significant shifts from their original positions in the free
forms. Additionally both upfield and downfield shifts are observed. For some protons, the preferential
binding site (5′-GC-3′ (OL1) vs. 5′-GT-3′ (OL2)) influences the direction and magnitude of the shift
(Table 1, columns 2–5). Another interesting result is that some of the signals experience a significant
shift for only one of the triads. Additionally, the Methylvalerate (Val) CαH and the CαH2 aliphatic
protons in Bit exhibit significant shifts for all triads. Most of the available structural work on MBLM
triads formed with DNA fragments focus on the Bit and Hist moieties. Our results show that most
of the Bit moiety protons shift upfield, with the exception of the Bit NH proton, for all complexes.
However, the degree and direction of this shifting is dependent upon the triad. The Hist ring protons,
C2H and C4H, move downfield for all complexes with different degrees of shifting. These shifts
show that although all Zn(II)BLMs studied share the same D1, D2, and D4, each of them is impacted
differently, in terms of Δδ, based on the chemical structure of the C-terminus and the binding site in
the OLs.
Using schematic diagrams, we illustrate which Zn(II)BLM protons experience significant shifts
upon binding to OL1 and OL2, based on the results shown in Table 1. Figure 2 shows the Zn(II)BLM
protons that experience significant shifts (red circles) in the OL1 triads. Figure 3 shows the Zn(II)BLM
protons that experience significant shifts (green circles) in the OL2 triads. The protons circled in
purple were assigned in the free form of the Zn(II)BLMs, but could not be assigned in their OL-bound
forms. Figures 2 and 3 schematically show that both, the BLM tail and the binding site in DNA
have an effect on the magnetic and/or chemical environment experienced by some protons in the
Zn(II)BLMs. It is important to indicate that the NMR signals of most of the Zn(II)BLM sugar protons
could not be assigned due to significant overlap with the signals coming from the sugar moieties in
OL1 and OL2.
 
Figure 2. Protons exhibiting significant shifts in their OL1-bound forms. (red circles) and protons that
could not be assigned in the bound forms (purple circles) for spectra acquired in H2O at 5 ◦C.
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Figure 3. Protons exhibiting significant shifts in their OL2-bound forms (green circles) and protons that
could not be assigned in the bound forms (purple circles) for spectra acquired in H2O at 5 ◦C.
Analysis of Figure 2 shows that in the OL1 triads, Zn(II)BLM-A2 and Zn(II)PEP are the least
affected Zn(II)BLMs after binding, compared to Zn(II)BLM-B2 and -A5. In general terms, the significant
shifts are contained within D2 and D3. The OL1 triads with Zn(II)BLM-A2 and -A5 experience
significant downfield shifts of the Hist C2H and C4H protons, respectively. The Ala NH protons is
affected in all OL1 triads, however, this signal in the bound Zn(II)BLMs could only be assigned in the
Zn(II)PEP-OL1 complex. Additionally, one of the Pyr NH2 protons experiences significant downfield
shifts in the Zn(II)PEP-OL1 triad and in both OL2 triads (Figure 3).
Comparison of Figures 2 and 3 shows that when the Zn(II)BLMs are complexed with the same
OL, the chemical and/or magnetic environment of some protons vary based on the C-termini in
BLM. However, when the same Zn(II)BLM is bound to both OLs, OL2 has a greater effect on the new
environments of the protons in that Zn(II)BLMs than OL1. Specifically, for Zn(II)BLM-A2 and Zn(II)PEP
complexed with OL2, many additional protons experience significant shifts, and the affected protons
are no longer limited to D2 and D3. For both OL2 triads, many of the D1 protons experience significant
shifts. Additionally, the Hist and Ala moieties are greatly shifted in Zn(II)BLM-A2 and Zn(II)PEP,
respectively in the OL2 triads. These results indicate that the metal binding domain experiences
different environments upon complexation dependent upon the chemical structure of the BLM tail
and the BLM-binding site in the OLs.
The spectra acquired for the Zn(II)BLM-DNA triads exhibit signals for the three ligands to the
metal center containing protons: Ala NH, Ala NH2, and Mann NH2. The Ala NH proton signal could
not be identified for the OL-bound forms of the Zn(II)BLM, except in the Zn(II)PEP-OL1 complex.
This result indicates that this ligand is somehow affected by the binding to the OLs, and exhibits
a significant Δδ in Zn(II)PEP upon binding to OL1. Furthermore for both of the OL2 triads under
study, one of the Mann NH2 protons shows a significant Δδ after binding to OL2, in addition to both
protons in Ala NH2 for the Zn(II)PEP-OL2 triad. The Hist N1 and NH (deprotonated upon metal
coordination) ligands do not generate 1H-NMR signals, however, the Hist CαH and Hist C2H protons
are in close proximity to these ligands. The Hist C2H proton displays significant Δδs for both OL2
triads, and the Zn(II)BLM-A2-OL1 complex. Additionally, the Hist CαH proton is significantly shifted
for the Zn(II)BLM-A2-OL2 triad. These results suggest that there are diverse possibilities for the
magnetic and/or chemical environments experienced by the metal coordination cage dependent upon
the BLM C-terminus and the DNA binding site.
We continued our analysis of DNA-bound Zn(II)BLMs by looking at how the intra-residue and
inter-residue intramolecular NOEs for each of them are affected upon binding to the OLs. Figure 4
shows the inter-residue intramolecular NOEs for each Zn(II)BLM before complexation with the OLs
for samples in H2O at 5 ◦C (these NOEs are collected in: Zn(II)BLM-A2, Supplementary Table S2;
Zn(II)PEP, Supplementary Table S4; Zn(II)BLM-B2, Supplementary Table S6; and Zn(II)BLM-A5,
Supplementary Table S8). This figure shows how each Zn(II)BLM is folded with complex through-space
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connections, however, each of them is different regarding their native conformations. Both Zn(II)PEP
and Zn(II)BLM-A2 have inter-residue intramolecular NOEs connecting the BLM tails to residues in D1,
D2, and D4, indicating a more compact folded structure than Zn(II)BLM-B2 and -A5. Also indicative of
a folded structure are the inter-residue intramolecular NOEs between D1 and D2, as well as between
D4 and D2 observed for all Zn(II)BLMs.
 
Figure 4. Inter-residue intramolecular NOEs for each Zn(II)BLM under study in their native forms.
Data taken from spectra acquired in H2O at 5 ◦C for Zn2+:BLM samples in a 1:1 molar ratio. Dashed
and continuous lines all represent NOE connectivities, they are used to avoid confusion in busy sectors
of the figure.
Some of the inter-residue intramolecular NOEs present in the free Zn(II)BLMs (native NOEs) are
also detected in their OL-bound forms. These NOEs, together with inter-residue intramolecular NOEs
that arise in the Zn(II)BLMs upon binding to the OLs (new NOEs), are presented in Figures 5 and 6 for
Zn(II)BLMs bound to OL1 and OL2, respectively. Supplementary Tables S2, S4, S6, and S8 show these
NOEs for each OL-bound Zn(II)BLM. Supplementary Tables S3, S5, S7, and S9 display the intra-residue
intramolecular NOEs for each free and OL-bound Zn(II)BLM.
Examination of these tables and Figures 4–6 leads to some interesting facts regarding the
differences in conformation of the Zn(II)BLMs between their native and OL-bound forms. Comparison
of Figures 4 and 5 shows that Zn(II)BLM-A5 and Zn(II)BLM-B2 lose more of their native NOEs than
Zn(II)BLM-A2 and Zn(II)PEP after complexation with OL1. This result suggest that there is a greater
degree of unfolding of these Zn(II)BLMs in their OL1-bound forms. A multitude of new NOEs are
connecting D1 and D2 protons in the OL1-bound Zn(II)BLMs, and suggest refolding of the Zn(II)BLMs
around D2. One of these NOEs connects Hist C2H to Threonine (Thr) CH3, which interestingly is
present for all OL1 triads, but neither of the OL2 triads (Figures 5 and 6). Comparison of Figures 5
and 6 shows many substantial differences in the conformations of the Zn(II)BLMs when bound to the
two OLs. This fact based on the number and differences in the native and new NOEs that each bound
Zn(II)BLM displays. Some of the new NOEs in the two OL2 triads are connecting D1 and D3, which is
also observed in the Zn(II)BLM-A5-OL1 complex. Examination of Zn(II)PEP bound to both OLs shows
that there is a greater reduction in the number of native NOEs when this Zn(II)BLM is complexed with
OL2, which is significant around D1. In the free Zn(II)BLMs there is a multitude of NOEs connecting
Ala protons with D4 and Hist protons. These NOEs suggest that D1 and D4 are involved in metal ion
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coordination. The limited number of these connections that remain after the Zn(II)BLMs bind to the
OLs provide evidence suggesting that this segment has rearranged upon complexation to the OLs and
each Zn(II)BLM-OL triad displays different conformations for it.
 
Figure 5. Inter-residue intramolecular NOEs for each OL1-bound Zn(II)BLMs. Samples of
Zn(II)BLMs:OL1 are in a 1:1 molar ratio in H2O at 5 ◦C. Dashed and continuous lines all represent NOE
connectivities, they are used to avoid confusion in busy sectors of the figure.
 
Figure 6. Inter-residue intramolecular NOEs for each OL2-bound Zn(II)BLM for samples of
Zn(II)BLM:OL2 in a 1:1 molar ratio in H2O at 5 ◦C. Dashed and continuous lines all represent NOE
connectivities, they are used to avoid confusion in busy sectors of the figure.
The Pyr and Hist moieties show NOEs with the D4 in the free Zn(II)BLMs. Upon complexation to
the OLs, changes to these NOEs appear that are diverse for each triad. This fact indicates that there
is possible rearrangement of the metal coordination cage upon triad formation. The aforementioned
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results can be summarized to argue in favor of molecular rearrangement of the Zn(II)BLMs after triad
formation. The NOE connections (native and new) present in the triads indicate that OL complexation
impact the folding of the Zn(II)BLMs diversely depending on both the preferential binding site in the
DNA fragment and the chemical structure of the BLM tail.
Table 2 displays a summary of the changes exhibited by the Zn(II)BLMs upon binding to the OLs.
Examination of this table indicates that there is a significant difference between the conformations of
Zn(II)PEP when complexed with OL1 and OL2. Only 44% of the native inter-residue intramolecular
NOEs remain when bound to OL1, but that percentage decreases to 13% when bound to OL2. This trend
is not displayed by bound Zn(II)BLM-A2, the percentages being 43% for OL1 and 38% for OL2.
The finding that there is a difference between the parameters shown in Table 1 when Zn(II)BLMs
are bound to different OLs are compared indicates that the DNA-binding site has an impact on the
final conformation of the drug. When comparing OL2 triads, it can be seen that Zn(II)PEP conserves
a significantly smaller amount of connections than Zn(II)BLM-A2, with the percentages being 13%
and 38%, respectively. This result could be interpreted to suggest that the chemical structure of the
BLM-tail has an effect on the final conformation of the bound drug.
Table 2. Comparison of the overall changes in significant signal shifts and native and new NOEs
displayed by the Zn(II)BLMs after binding to the indicated OL.
OL1 Triads OL2 Triads
A2 PEP B2 A5 A2 PEP
% Overall native NOEs detected 51 48 56 50 43 26
Number of new intra-residue NOEs 3 2 2 1 0 0
% Native inter-residue NOEs 43 44 42 38 38 13
Number of new inter-residue NOES 6 3 2 6 10 2
Number of intermolecular NOEs 1 3 0 0 4 8
Number of significantly shifted BLM residues 8 8 11 14 19 25
3. Discussion
We have previously investigated the diverse levels of disruption caused by Zn(II)BLMs with
different C-termini to DNA hairpins containing 5′-GC-3′ (OL1) [50] and 5′-GT-3′ (OL2) [51] binding
sites. The results of this investigation indicated that, in the presence of different Zn(II)BLMs, both OLs
display different patterns of intramolecular NOE connectivities and 1H-NMR signal shifting suggesting
that they exhibit different solution conformations in their Zn(II)BLM-bound forms. The overall
conclusion derived from the precedent research is that the spatial conformation of target DNA segments
in DNA-Zn(II)BLM complexes could be forged by interactions between drug and DNA, that are guided
by the DNA binding site and the BLM C-termini.
The information presented herein is focused on the structural disturbances displayed by
the same four Zn(II)BLMs that take place after these molecules bind to the aforementioned OLs.
We have found that globally, OL2 causes a greater degree of disturbance to the Zn(II)BLM structures
than OL1, just as the structure of OL2 was more disturbed upon binding to the Zn(II)BLMs than
that of OL1 [50,51]. Additionally when complexed with OL1, the shifts of the protons and the
inter-residue NOE network of Zn(II)PEP were affected the least followed by Zn(II)BLM-A2 and
-B2, with Zn(II)BLM-A5 being the most affected; which is in direct correlation to the effects of these
Zn(II)BLMs on the OL1 structure [50]. We separate our discussion of the structural changes observed
in the different Zn(II)BLMs based on the BLM domains indicated in Figure 1.
3.1. Bithiazole (D3)
The DNA-binding domain (D3) in MBLMs has been the focal point of the investigation of many
MBLM-DNA triads, due to its ability to closely interact with the DNA bases. The interactions between
the Bit moiety and various DNA fragments have been interpreted to highlight a particular binding
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mode of different MBLMs to DNA [36]. Examination of Figure 4 shows that all Zn(II)BLMs described
herein exhibit NOEs connecting the Bit CαH2 and NH protons to other residues in the metal complex
before DNA binding occurs. After triad formation, the number of inter-residue intramolecular NOEs
displayed by these protons is notably reduced, with the greatest effect occurring in the Zn(II)BLM-OL2
triads, suggesting that the DNA-binding site has an effect on the location of D3 relative to the rest of
the BLM molecule. The NOE networks for the Zn(II)BLM-A2, -B2, and Zn(II)PEP in the OL1 triads
show that the Bit CαH2 protons remain in close contact with the Ala NH2 protons, one of the ligands
involved in metal ion coordination. Meanwhile, Bit CαH2 protons are in close contact with a couple
of the sugar protons in the Mann moiety for the Zn(II)BLM-A5-OL1 complex, suggesting a different
conformation of the linker. The Mann NH2 protons are involved in metal ion coordination as well,
and thus the Bit CαH2 protons are in a different location with respect to the coordinated metal center
in this triad. These results suggest that the relative locations of D1 and D3 change upon triad formation,
depending on the C-terminus in BLM.
In its OL1 triad, the Bit CαH2 in Zn(II)PEP exhibit NOEs with Ala NH2 and Pyr CαH2, while the
Bit NH shows NOEs with two Thr protons. The aforementioned Bit CαH2 NOEs have disappeared
in the OL2 triad for this Zn(II)BLM, and the Bit NH to Thr NOEs are different. Previously we have
shown that the binding affinity of Zn(II)PEP is greater for OL2 than for OL1 [51] and thus the binding
interaction of the Bit moiety is likely different when involving the two preferential binding sites.
For both Zn(II)BLM-A2 triads, the Bit CαH2 protons are in close contact with the Ala NH2 protons.
On the other hand the NOEs between Bit NH and Thr CαH and CβH, and Val CγCH3 in the OL1
triad are missing in the OL2 triad for this Zn(II)BLM. Based on these results we can propose that the
conformation of the linker in BLM is also affected by the DNA-binding site.
3.2. C-termini (D3)
Before complexation to the OLs (Figure 4), Zn(II)BLM-A2 displays one inter-residue intramolecular
NOE between Bit CαH2 and the CγH2 protons of the tail, and Zn(II)PEP has multiple NOE connections
connecting the metal binding domain and the tail. On the other hand, Zn(II)BLM-B2 and -A5 do not
exhibit any inter-residue intramolecular NOEs involving tail protons. These results seem to indicate
a high level of flexibility in solution for this region of the free Zn(II)BLM molecules. Upon complexation
with OL1, the inter-residue intramolecular connections of the tails in Zn(II)PEP and Zn(II)BLM-A2
are no longer detected. However, there are two new NOEs for Zn(II)BLM-A5 with the metal binding
domain (Figure 5). Complexation of Zn(II)BLM-A2 and Zn(II)PEP to OL2 (Figure 6) leads to multiple
NOEs involving the tail protons in the A2 triad, and one of these NOEs for the PEP triad. These results
suggest that after the Zn(II)BLMs bind OL1 and OL2, the BLM tails are positioned differently with
respect to the rest of the BLM moieties depending on the OL available and possibly their chemical
structures. In our previous studies involving the conformational changes of OL1 and OL2 in the
presence of the Zn(II)BLMs discussed herein [50,51], we proposed that the conformation of each
Zn(II)BLM-bound OL will be affected depending on the C-terminus of each Zn(II)BLM and the binding
site present in each OL (5′-GC-3′ vs. 5′-GT-3′). If the tail location in bound Zn(II)BLMs is a consequence
of the final conformation of the corresponding OL, or the interactions of D3 with the DNA helix
remains to be demonstrated.
3.3. Linker (D2)
The linker region has previously been identified to contribute to the efficiency of DNA cleavage
by bleomycin, and is necessary for promoting a compact structure [52]. In the present study, we have
shown that the linker region is greatly affected upon binding to both DNA hairpins. For all OL-bound
Zn(II)BLMs, the protons in the linker region exhibit some of the most significant Δδs calculated
(Table 1), with Zn(II)BLMs bound to OL2 showing the greater effect on their chemical shifts. As it
can be seen in Table 1, the Val CαH proton displays upfield shifts for Zn(II)BLMs bound to OL1.
On the other hand the Δδs calculated for this proton for Zn(II)BLMs bound to OL2 show downfield
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shifting. The Val CβH and CγH protons all shift downfield upon OL complexation, with the most
significant shifts observed for drugs complexed with OL2. Significant changes in the chemical shifts
of the linker protons are expected upon OL complexation, due to the different roles attributed to
D1 (metal binding) and D3 (DNA binding) in the presence of DNA. However, it is clear from the
results presented herein that the chemical and/or magnetic environment experienced by these protons
depends on the C-terminus of each drug and the binding site available. Previous studies have reported
that the Val CαH has a significant upfield shift for MBLMs when complexed with DNA, and it is
most likely indicative of a structural change in the BLM molecule rather than being involved in DNA
base pair stacking [36,53]. Although, studies involving HOO-Co(III)BLM-A2 complexed to DNA
fragments containing 5′-GC-3′ and 5′-GT-3′ binding sites report a significant downfield shift for this
proton [38,41]. It is possible that the metal center (Co(III) vs. Zn(II)) also has an effect on the chemical
and/or magnetic environment this proton is exposed to after DNA binding.
The network of inter-residue intramolecular NOEs displayed by the free Zn(II)BLMs for the
linker region is also modified upon binding. Only a few of the native NOEs are detected in the
OL-bound forms of most Zn(II)BLMs, with OL1-bound Zn(II)PEP exhibiting the highest number of
these NOEs. Simplification of the NOE network of the linker is expected if the Zn(II)BLM molecules
refold upon DNA complexation. Our results suggest that the Zn(II)BLM molecule adopts a more
open conformation as a consequence of DNA binding. As shown in Figures 5 and 6, new NOEs are
detected for the OL-bound forms of the Zn(II)BLMs. For the linker region, the number of native
NOEs conserved and the new NOEs detected for each OL1-bound Zn(II)BLM are different. The same
conclusion regarding these factors can be drawn from a comparison of Zn(II)BLM-A2 and Zn(II)PEP
bound to OL1 and OL2. NOEs connecting the linker protons to protons in other BLM residues have
been detected in previous studies of MBLM-DNA triads, and were interpreted to indicate that the
MBLM molecule is folded compactly [35,37,54]. Our results show that the folding of OL-bound
Zn(II)BLMs seem to depend on the C-termini in BLM and the DNA-binding site.
3.4. Metal Binding Domain (D1)
The metal binding domain is of great interest due to its chemical interaction with DNA during
DNA cleavage by MBLMs [9]. Examination of Table 1 shows interesting differences between OL1- and
OL2- bound Zn(II)BLMs. OL1-bound Zn(II)BLM-A2, Zn(II)PEP, and Zn(II)BLM-A5 display significant
downfield shifts of the Hist C2H, Pyr NH2 and Ala NH, and Hist C4H, respectively. When the same
Zn(II)BLMs are bound to OL2, the Hist C2H downfield shift increases, and other protons in the Hist,
Pyr, and Mann moieties show significant shifts for Zn(II)BLM-A2. For Zn(II)PEP, additional protons in
the Ala and Hist units are significantly shifted, together with Mann and Gul protons. Comparison
of the significant shifts generated when all four Zn(II)BLMs bind to OL1 indicated that just a few
protons change their shifts among OL1-bound Zn(II)BLMs. On the other hand, comparison of the
Δδs calculated for OL2-bound Zn(II)BLM-A2 and Zn(II)PEP present a different picture for these two
Zn(II)BLMs in terms of the chemical and/or magnetic environment their D1 protons experience.
Based on these results we can propose that OL2 has a stronger influence on the environment of D1 than
OL1. Additionally, we can see that binding to OL2 significantly affects the shifts of the Hist moiety in
Zn(II)PEP, and the disaccharide unit in Zn(II)BLM-A2, which could be interpreted to indicate that each
BLM anchor itself differently to the same DNA-binding sites.
Before binding to the OLs, D1 in the free Zn(II)BLMs displays a multitude of NOEs connecting it
to the disaccharide, linker, and, in some cases, the BLM tail. This fact indicates that the Zn(II)BLMs are
folded in solution. Comparison of Figures 4–6 shows that the network of NOEs displayed by D1 is
greatly simplified (only a few native NOEs remain) after the Zn(II)BLMs bind to the OLs, with OL2
causing more extensive simplification than OL1. The remaining native and the new NOEs that arise
after OL binding are different for each Zn(II)BLM (Figures 5 and 6). Additionally, comparison of
the OL1 and OL2-bound Zn(II)BLMs indicates that the binding site in OL also has an effect on the
folding of the Zn(II)BLM molecule. The Pyr and Ala moieties remain connected to each other in the
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OL-bound forms of the drug, although through less NOEs than in the free forms, possibly due to their
closeness in the chemical structure of the BLM molecule. On the other hand, the NOE connectivities of
these moieties to the disaccharide and Hist units are more tenuous, hinting slight distortions of the
metal-coordination cage that are different depending on the Zn(II)BLM and the DNA-binding site.
Connections between D1 and the BLM tails are scarce in OL1-bound forms of the drug (only observed
for Zn(II)BLM-A5), and are found in both forms of the OL2-bound drugs. The extensive simplification
of the NOE network in the OL2-bound Zn(II)BLMs is consistent with more protons in Zn(II)BLM triads
exhibiting significant shifts.
Based on the results of the investigation discussed herein, we are prone to propose that the
different anchors (DNA-binding domains) used by each BLM to bind DNA, and the available
DNA-binding site can produce different folding of the rest of the BLM molecule around the OLs.
It is possible that the interactions of each BLM with specific DNA-binding sites could change upon
binding, to arrange the MBLM molecule to achieve the best conformation for optimal DNA binding
and cleavage.
Previous studies of Zn(II)BLM-A2 and -A5 bound to a DNA fragment of sequence
d(CGCTAGCG)2 [37] reported to observe more structural disturbance of the Zn(II)BLM-A5 structure
than that of Zn(II)BLM-A2. These findings are corroborated by the results described herein.
On the other hand, Vanderwall et al. investigated the deviations to the HOO-Co(III)BLM-A2 structure
when complexed with both 5′-GC-3′ and 5′-GT-3′ binding sites, and concluded that the binding site
did not significantly affect the MBLM structure [38,43]. The evidence provided here shows dramatic
differences of the Zn(II)BLM structure upon complexation with both binding sites. It is possible that the
metal ion coordinated to the BLM could be causing the differences in the results of both investigations,
and the influence of the metal center on the structure of the DNA-bound MBLM is a task worth taking.
In our series of studies on the conformational changes exhibited by OLs [50,51] and Zn(II)BLMs
upon the formation of Zn(II)BLM-OL triads, we have provided molecular information on the deviations
of the DNA and Zn(II)BLM structures upon triad formation with consistency and comparability.
We have found that the C-termini and the DNA-binding site have an effect on the conformations
of both the OL and the BLM molecule, with the 5′-GT-3′ binding site showing the most dramatic
changes. At this point in our investigation, we cannot directly correlate the degree of disturbance
in the Zn(II)BLM and DNA structures to the level of pulmonary toxicity produced by each of the
BLMs considered. However, it is interesting that when comparing the effect of the C-substituents on
the conformations of OL1 (5′-CG-3′ binding site), Zn(II)PEP and Zn(II)BLM-A5 produced the lowest
and highest levels of disturbance to this OL, respectively. Additionally when complexed with OL1,
the shifts of the protons and the inter-residue NOE network of Zn(II)PEP were affected the least
followed by Zn(II)BLM-A2 and -B2, with Zn(II)BLM-A5 in order of increasing disturbance. PEP and
BLM-A5 are in the opposite ends of the toxicity spectrum of BLMs, with PEP reported to have a lower
degree of pulmonary toxicity [32,34,55,56], and BLM-A5 with a high level of toxicity [26–31]. Based on
these results, it is tempting to propose a possible connection between the level of disturbance of both
target and drug upon triad formation, and that of pulmonary toxicity resulting from the use of different
BLMs in cancer chemotherapy. A better understanding of the molecular mechanism of MBLM-DNA
complexes is necessary to advance the development of analogs of bleomycin with lower pulmonary
toxicity levels and higher therapeutic activity.
4. Materials and Methods
BLM-A2 and -B2 were purchased from TOKU-E (Bellingham, WA, USA). BLM-A5 was
purchased from LKT Laboratories, Inc. (St. Paul, MN, USA). PEP was a generous gift from
Nippon Kayaku Co., Ltd. (Tokyo, Japan). Zinc sulfate hexa-hydrate was purchased from VWR
(Radnor, PA, USA). Deuterated water (99.9%, d), sodium hydroxide, and sodium chloride were
purchased from Sigma-Aldrich (St. Louis, MO, USA). The oligonucleotides: 5′-AGCCTTTTGGCCT-3′
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(OL1), and 5′-CCAGTATTTTTACTGG-3′ (OL2) used for binding to Zn(II)BLMs were purchased from
Integrated DNA Technologies, Inc. (Coralville, IA, USA).
4.1. NMR Sample Preparation
BLM samples, 1.95 μmol, were dissolved in 650 μL of D2O. A 0.12 M aqueous solution of
ZnSO4·7H2O was mixed with the BLM solution to achieve a 1:1 molar ratio of Zn(II):BLM. The pH
(meter reading uncorrected for the deuterium isotope effect) was adjusted to 6.5 with a 0.1 M NaOD
solution. DNA, 0.335 μmol, was dissolved in 603 μL D2O, and 67 μL of a 200 mM NaCl solution was
added. The pH adjusted to 6.5 for the DNA samples. The Zn(II)BLM solutions were titrated with the
DNA samples until a 1:1 molar ratio for the Zn(II)BLM:DNA complex was achieved. 1D 1H-NMR
spectra were used to monitor the changes in the complex formation. No additional changes in the
1D spectra were observed once a 1:1 molar ratio was achieved. Zn(II)BLM and DNA samples in 90%
H2O/10% D2O (referred to as spectra in H2O) were prepared by analogous procedures.
4.2. NMR Spectra Collection
NMR spectra were acquired at 600 MHz on a Bruker AVANCE III 600 spectrometer
(Bruker BioSpin Corp, Billerica, MA, USA) with a 5.0 mm multi-nuclear broad-band observe probe.
Spectra were acquired at both 278 K and 298 K for all samples, and were referenced to HDO and
H2O as internal standards. Two-dimensional experiments including correlation spectroscopy (COSY),
totally correlated spectroscopy (TOCSY) and nuclear Overhauser effect spectroscopy (NOESY) were
acquired utilizing solvent suppression achieved by excitation sculpting with gradients. The mixing
times for the experiments were as follows: TOCSY 40 ms, and NOESY 200 ms. The spectral
width was set to 10 ppm for D2O samples and 20 ppm for H2O samples in both dimensions,
and 512 t1 points were acquired with 2048 complex points for each free induction decay (FID).
The number of scans for t1 point for the experiments were as follows: 48 for COSY, 32 for
TOCSY, and 48 for NOESY. All spectra were Fourier transformed using Lorentzian-to-Gaussian
weighting and phase-shifted sine-bell window functions. NMR spectra were processed and
analyzed using Topspin3.0 (Bruker BioSpin Corp., Billerica, MA, USA) and NMR ViewJ software
(One Moon Scientific, Inc., Westfield, NJ, USA).
5. Conclusions
We have examined the structural changes of Zn(II)BLM-A2, -A5, -B2, and Zn(II)PEP upon
complexation with DNA hairpins of sequences 5′-AGGCCTTTTGGCCT-3′ and 5′-CCAGTATTTTT
ACTGG-3′. The information here complements the findings we have presented on) how both the BLM
C-termini and DNA binding site cause diverse conformational changes to the same DNA hairpins
upon complexation with Zn(II)BLMs. These studies provide consistency and comparability missing in
the field of BLM research. We have found that after Zn(II)BLM-DNA triad formation, not only is the
DNA structure diversely affected, but the BLM structure is also disturbed, possibly to accommodate
to that of the corresponding OL. When comparing the effect of different Zn(II)BLMs bound to the
same OL, we found that the C-termini has an effect on both the shifting of protons in the OL and
Zn(II)BLM, and the network of native NOEs present in each molecule. Additionally, binding of the
same Zn(II)BLMs to OL2 (5′-GT-3′ binding site) indicates that the binding site in DNA has an effect on
the conformations of the OL and BLM molecules.
The work presented herein and that discussed in our studies of the conformation of MBLM-DNA
triads containing the 5′-GC-3′ and 5′-GT-3′ binding sites [50,51] will be used as the diamagnetic
analogs in future studies to be performed in our laboratory to investigate the structural changes to
both the DNA hairpins and Fe(II)BLM. The mentioned studies have to goal of probing the effect of
the metal center in MBLM-DNA interactions. Extensive detailed research on the mode of binding
of MBLMs to DNA will hopefully provide direction for designing studies to result in correlations
between pulmonary toxicity and the MBLM-DNA interaction.
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Abstract: The combinational use of one-dimensional (1D) NMR-based screening techniques with 1H
and 19F detections were applied to a human serum albumin–diflunisal complex. Since most NMR
screening methods observe 1H spectra, the overlapped 1H signals were unavailable in the binding
epitope mapping. However, the NMR experiments with 19F detection can be used as an effective
complementary method. For the purpose of identifying the 1H and 19F binding epitopes of diflunisal,
this paper carries out a combinatorial analysis using 1H{1H} and 19F{1H} saturation transfer difference
experiments. The differences of the 1H-inversion recovery rates with and without target irradiation
are also analyzed for a comprehensive interpretation of binding epitope mapping.
Keywords: NMR-based screening; fluorinated compound; diflunisal; 19F NMR
1. Introduction
Protein–ligand interactions can provide useful insights for understanding the molecular
recognition system. However, arriving at such understandings requires the developments of useful
methods for selectively observing the ligand. Although X-ray analyses can determine such interactions
of the complex at the atomic level, difficulties in crystallization often interfere with the process of X-ray
studies. In some cases, NMR spectroscopy can be a useful alternative for analyzing macromolecular
complexes and screening compounds with an affinity to target proteins. Various NMR-based
screening methods to observe the ligand signals have been proposed. It has been shown that
NOE-pumping [1], saturation transfer difference (STD) [2], water–ligand observed via gradient
spectroscopy (WaterLOGSY) [3,4], and reverse NOE-pumping [5] experiments could directly detect 1H
of the bound ligands. Recently, the NMR-based methods have been extended to fluorine detection [6–8].
Since the spectral elucidation in the aforementioned experiments [1–5] depends on the dispersion of 1H
signals, its signal degeneracy leads to a lack of information for the target molecules. Considering these
difficulties, the NMR-based screening methods with 19F-detection were applied to the human serum
albumin (HSA)-diflunisal complex. HSA is an abundant plasma protein that binds to a wide range of
drugs. Diflunisal contains two fluorine atoms in a molecule, and is a nonsteroidal anti-inflammatory
drug that is effective in treating fever, pain, and inflammation. Since the X-ray crystal structure of a
diflunisal-HSA complex has been determined (pdb: 2BXE), this complex could be a suitable model
system for studying the molecular interactions of 1H and 19F using NMR spectroscopy. Information of
the binding epitopes can be obtained for 19F as well as 1H of the fluorinated compound.
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2. Results and Discussion
To investigate the 1H binding epitopes of ligands, two representative methods—the 1H{1H} STD
method acquired with various saturation times [9], or the difference of inversion recovery rates with
and without target irradiation (DIRECTION) [10] method—were generally used. In the present study,
the binding epitopes of diflunisal (Figure 1) were investigated using both methods. In the 1H{1H}
STD experiments, the STD build-up curves were obtained at various saturation times. The slope of
the STD build-up curve at a saturation time of 0 s was obtained by fitting to the monoexponential
equation: STD = STDmax(1 − e(−ksat × t)), where STD stands for the STD signal intensity at saturation
time t, STDmax is the maximal STD intensity at long saturation times, and ksat stands for the observed
saturation constant. The values of ksat × STDmax correspond to the slope of the curve at zero saturation
time with an elimination of T1 bias. In the DIRECTION experiments, 1H-T1 were measured with and
without the selective irradiation of protein, and its reciprocals, corresponding to the inversion recovery
rates, were calculated for each separated 1H signal.
Figure 1. Structure and 1H NMR spectrum of diflunisal.
The values of the STD effect were normalized by referencing the signal of H6 with the largest STD
effect. The relative values are shown in Figure 2a. The values of the STD effect were larger in H5 and
H6, indicating that these protons contributed as the binding epitopes. The smallest value was obtained
in H2, which made less contact with the protein. The binding epitopes were also investigated using
the DIRECTION method, evaluating the difference between the 1H-inversion recovery rates with and
without the irradiation of protein [10]. The large differences reflect the proximity to the protein surface.
H6 and H6′ showed relatively large values (Figure 2b). Since the H3′ and H5′ signals overlapped,
H6’ was the only signal available for analysis in a 2′,4′-difluoro ring (Figure 1), indicating that the
incomplete information was obtained in the 1H-detection NMR methods. To obtain more detailed
information of the binding epitopes for the 2′,4′-difluoro ring, the 19F{1H} STD spectra were acquired
with the arrayed saturation times (Figure 3). The 19F{1H} STD experiment was more insensitive than
the 1H{1H} STD experiment. It can be considered that the saturation transfer from 1H to 19F is much
less effective than that from 1H to 1H. However, the 19F{1H} STD experiment provided the useful
information regarding the 19F binding epitopes. The normalized values of the STD effect of F2′ and F4′
were 100% and 41.9%, respectively, and the values of 19F-T1 were 0.82 s and 1.6 s in the aforesaid order.
This result indicated that F2′ made more close contact to HSA than F4′. It can be considered that a
portion comprising H6, H6′, and F2′ could play a key role as the binding portion of diflunisal. The H2
made less close contact, which could be caused by an interruption of the carboxyl group at position
3. In the X-ray crystal structure of HSA complexed with diflunisal (pdb: 2BXE), three molecules of
23
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diflunisal were bound with one molecule of HSA, where various close contacts were made in each
binding site between two fluorine atoms of diflunisal, and protons of HSA. Since information from
an epitope mapping that was obtained by the NMR experiments revealed average contacts in three
HSA binding sites, some differences in the close contacts need to be considered between crystal and
solution states.
Figure 2. (a) The values of the saturation transfer difference (STD) effect of diflunisal. The values were
normalized by referencing the signal of H6 with the largest STD effect; (b) The difference of inversion
recovery rate with and without target irradiation.
Figure 3. The 19F{1H} STD spectra acquired with the arrayed saturation times. The normalized values
of the STD effect (%) and the values of 19F-T1 (s) are shown.
3. Materials and Methods
3.1. Instrumentation and Chemicals
All of the NMR spectra were recorded at 20 ◦C on a Varian 600 MHz NMR system (Vaian,
Palo Alto, CA, USA) or JEOL ECA-500 MHz spectrometer (JEOL Ltd., Tokyo, Japan). Diflunisal and
HSA were purchased from Sigma-Aldrich (Tokyo, Japan). A 600-μL of solution containing 0.05 mM
HSA and 5.0 mM diflunisal was prepared in 100% 2H2O.
3.2. NMR Spectroscopy
The experimental parameters of the 1H{1H} STD experiment were as follows: data points = 16,384,
spectral width of 1H = 8012 Hz, number of scans = 1024, recycle time = 1.0 s. The saturation times for
24
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the selective excitation of proteins were arrayed in the range of 0.2–3.5 s, and the arrayed spectra were
acquired five times. The on and off resonance frequencies of 1H were 0.6 and −20 ppm, respectively.
Those of the 19F{1H} STD experiment were as follows: data points = 8192, spectral width of 19F = 6012 Hz,
number of scans = 10,240, recycle time = 1.0 s. The saturation times for the selective excitation of
protein were arrayed in the range of 0.2–2.0 s. The on and off resonance frequencies of 1H were 0.6 and
−20 ppm, respectively. The values of the initial slope in the STD build-up curves were obtained by the
least-square fitting in both of the STD experiments [9]. The experimental parameters for measuring
19F-T1 were as follows: data points = 8192, spectral width of 19F = 6012 Hz, number of scans = 128,
recycle time = 5.0 s. The inversion recovery pulse sequence was used. In measurements of 1H-T1 with
and without the selective excitation of protein resonance (DIRECTION method) [10], the measurements
were repeated five times, and the program in the JEOL Delta software (JEOL Ltd., Tokyo, Japan) was
used for calculation of 1H-T1. The on and off resonance frequencies of 1H were 0.6 and −20 ppm,
respectively. The exponential window function was used with zero-filling by a factor of 2. The 1H and
19F chemical shifts were relative to 3-(Trimethylsilyl)-1-propanesulfonic acid sodium salt (DSS) and
trichlorofluoromethane, respectively, as external standards.
4. Conclusions
Although the sensitivity of the 19F{1H} STD experiment was lower than that of the 1H{1H}
STD experiment, the obtained information was useful for the fluorinated compounds with the
degenerated 1H signals. Comprehensive interpretations for the binding epitope mapping are essential,
while considering some discrepancies in the results of various NMR experiments. The 19F{1H} STD
experiment can be a complimentary method for the 1H detection methods.
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Abstract: In recent years, there has been a growing interest in fast acquisition and analysis of nuclear
magnetic resonance (NMR) spectroscopy data for high throughput protein structure determination.
Towards this end, rapid data collection techniques and methods to simplify the NMR spectrum such
as amino acid selective unlabeling have been proposed recently. Combining these two approaches
can speed up further the structure determination process. Based on this idea, we present three
new two-dimensional (2D) NMR experiments, which together provide 15N, 1HN, 13Cα, 13Cβ, 13C′
chemical shifts for amino acid residues which are immediate C-terminal neighbors (i + 1) of residues
that are selectively unlabeled. These experiments have high sensitivity and can be acquired rapidly
using the methodology of G-matrix Fourier transform (GFT) NMR spectroscopy combined with
non-uniform sampling (NUS). This is a first study involving the application of fast NMR methods
to proteins samples prepared using a specific labeling scheme. Taken together, this opens up new
avenues to using the method of selective unlabeling for rapid resonance assignment of proteins.
Keywords: selective unlabeling; GFT NMR; non-uniform sampling; fast NMR methods; protein
resonance assignments
1. Introduction
During the last decade, there has been a growing emphasis on speeding up the structure
determination process of proteins by NMR spectroscopy, especially in the context of structural
genomics projects, which require high throughput structure determination [1–4]. This is due to
the fact that the conventional approaches for NMR data acquisition and analysis are time consuming.
Typically, protein samples enriched uniformly with 13C and/or 15N isotopes are prepared and a suite
of 2D and 3D heteronuclear spectra are acquired for sequence specific resonance assignments [5].
With the conventional approach of data collection (e.g., linear sampling) this requires a few days
to weeks of measurement time. Acquiring data in two different ways can accelerate this. One
involves the rapid collection of multidimensional data using the recently proposed methods for fast
data acquisition [1–4,6–9]. These methods reduce the time taken for data collection by an order of
magnitude or more. The second approach involves augmenting the data acquired using uniformly 13C,
15N labeled protein sample with those acquired with selectively labeled/unlabeled samples [10–12].
Selective unlabeling or ”reverse” labeling involves the 13C/15N enrichment of all but specific chosen
amino acids in a protein, which are rendered unlabeled (12C/14N) [11,13–17]. This helps in simplifying
the NMR spectrum by reducing the number of peaks in the spectrum, and thereby, aiding unambiguous
resonance assignments.
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We propose here a novel approach, which combines different methods for fast data acquisition
with amino acid selective unlabeling to accelerate NMR data collection and analysis. Three new
NMR experiments are proposed, two of which involve G-matrix Fourier transform (GFT) NMR
spectroscopy [18,19] applicable to a selectively unlabeled protein sample. The experiments together
provide the chemical shifts of 15N, 1HN, 13Cα, 13Cβ, 13C′ nuclei of the C-terminal neighbor (‘i + 1’)
of amino acid residue, ‘i’, which is selectively unlabeled. The experiments, namely, 2D HN(CA)(i +
1), GFT (3,2)D HNCACB(i + 1) and GFT (3,2)D HNCACO(i + 1) are further accelerated by employing
non-uniform sampling (NUS) [20–26]. The methodology is demonstrated on a selectively unalabeled
protein sample of ubiquitin. Its application to larger proteins is discussed.
2. Results
2.1. Implementation of NMR Experiments
All the experiments proposed are “HNCA” [5] based and involve the transfer of 15N magnetization
of residue i + 1 (15Ni+1) to 13Cαi+1 or 13COi+1. They, however, detect selectively the resonances
(1H/13C/15N) of residue i + 1 corresponding to the selectively unlabeled residue, i. This selection is
achieved by tuning the delay periods in the radio frequency (r.f.) pulse sequence appropriately such
that the magnetization on 15Ni+1 is attenuated by coupling to both 13COi and 13Cαi by one-bond and
two-bond scalar couplings, 1JNCO (~15 Hz) and 2JNCα (~7 Hz), respectively. For this purpose, a delay
period of 1/2J (J is the scalar coupling) is used which converts an in-phase magnetization of a nuclei
to anti-phase magnetization with respect to its J-coupled partner. This is depicted schematically in
Figure 1a. In the case where both residues i and i + 1 are 13C, 15N labeled, 15Ni+1 magnetization is
attenuated by the scalar coupling evolution to 13COi and 13Cαi (passive coupling via 2JNCα). Thus, if
residue i is a labeled (13C/15N) residue the chemical shift correlations from its neighbor: i + 1 are not
detected. However, if the residue i among a given pair (i, i + 1) is unlabeled (i.e., 12C/14N), 15Ni+1 is
coupled only to 13Cαi+1 and hence the delay period of 1/2J corresponding to 1JNCO and 2JNCα has no
effect and 15Ni+1 magnetization gets selected (product operator treatment is discussed below).
The delay periods used in the r.f. pulse schemes are thus optimized to achieve minimal selection
of labeled (i, i + 1) pair while maximizing the intensity of unlabeled (i)-labeled (i + 1) pair. Since the
experiments are “HNCA” type, the transfer function for the desired or selected 15Ni+1 magnetization
(from unlabeled i-labeled i + 1 pair) and undesired or suppressed 15Ni+1 magnetization (in case of
labeled i, i + 1 pair) during the filter element ‘a’ shown in Figure 1a can be expressed (ignoring
relaxation) as:
Г(selected): sin(π 1JNCα τNCα) (1)
Г(suppressed): sin(π 1JNCα τNCα) × cos(π 2JNCα τNCα) (2)
where τNCα is the delay period during which 15Ni+1 is coupled passively to 13Cαi via 2JNCα if residue
i is labeled. Next, during this period the 15Ni+1 is also allowed to couple with 13COi (for labeled i–i + 1
pair) for the duration τHNC′ (~1/2
1JNCO) and the transfer function above gets modified as:
Г(selected): sin(π 1JNCα τNCα) (3)
Г(supressed): sin(π 1JNCα τNCα) × cos(π 2JNCα τNCα) × cos(π 1JNCO τNCO) (4)
where τNCO is the delay period during which 15Ni+1 is coupled to 13COi via 1JNCO. Figure 1b depicts a
plot of the transfer function as a function of τNCα delays. Also shown in the figure is a plot of ratio of
Г(selected)/Г(suppressed), which is maximum for τNCα ~43 ms and τNCO ~33 ms (assuming 1JNCO
= 15 Hz, 1JNCα = 11 Hz and 2JNCα = 7 Hz). Variations in 1JNCO, 1JNCα and 2JNCα among different
secondary structural elements has been ignored.
28
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Figure 1. (a) Schematic illustration of the selection of magnetization in all the filter experiments
employing one-bond and two-bond scalar couplings, 1JNCO (~15 Hz) and 2JNCα (~7 Hz), respectively;
(b) Figure 1b shows a plot of the transfer function as a function of τNCα delays. Panels (I), (II) and (III)
shows variation of Г(selected), Г(suppressed) the ratio of Г(selected)/Г(suppressed) as a function of
τNCα delays respectively.
The above selection scheme was implemented in the 2D HN(CA)(i + 1), GFT (3,2)D HNCACB(i
+ 1) and GFT (3,2)D HN(CA)CO(i + 1) the r.f. pulse schemes of which are shown in Figure 2. The
first experiment, 2D HN(CA)(i + 1) provides a 2D [15Ni+1, 1Hi+1] correlation spectrum analogues
to a 2D [15N, 1H] HSQC spectrum. The delay periods τNCα and τNCO in Equations (1)–(4) above
correspond to 2 * τ3 and 2 * (τ3 − τ4) and, respectively. In the (3,2)D GFT experiments, for nuclei
shown underlined (e.g., N and CO in (3,2)D HN(CA)CO(i + 1)), chemical shifts are jointly sampled.
That is, the chemical shift evolution periods of 15N and 13CO are co-incremented resulting in sums and
differences of chemical shifts [1,2,18]. Thus, the following shift correlations are detected in the GFT
(ω1) dimension: (i) Ω(15Ni+1 ± κ * 13Cαi+1), Ω(15Ni+1 ± κ * 13Cβi+1) in (3,2)D HNCACB(i + 1) and (ii)
Ω(15Ni+1 ± κ * 13COi+1) in (3,2)D HN(CA)CO(i + 1). The factor, κ, scales the relative shifts of 13Cαi+1,
13Cβi+1 in (3,2)D HNCACB(i + 1) and COi+1 in (3,2)D HN(CA)CO(i + 1) with respect 15Ni+1 (Figure 2).
In all spectra acquired in the present study κ = 0.5 was used. The 15Ni+1 serves as the center shift and
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Figure 2. Radio frequency (r.f.) pulse sequences of (a) 2D HN(CA)(i + 1); (b) GFT (3,2)D HN(CA)CO(i + 1)
and (c) GFT (3,2)D HNCACB(i + 1). Rectangular 90◦ and 180◦ hard pulses on 1H and 15N channel are
indicated by thin and thick vertical bars, respectively and the same thin and thick notations are used for
90◦ and 180◦ shape pulses in 13C channel. The representative 90◦ pulse widths are 11.5 μs, 37.5 μs and
9.8 μs for 1H, 15N and 13C channels respectively. The corresponding phases of the applied pulses are
indicated above and in places where no r.f. phase is marked, the pulse is applied along x. The 1H offset
is placed at the position of the solvent line at 4.7 ppm and the 15N carrier was adjusted according to the
spectral width observed in 15N dimension which was 119.5 ppm for Ubiquitin. The 13Cα r.f. carrier was
placed at 54 ppm throughout the sequence and 13C′ carrier frequency was set at 176.0 ppm. The shaped
pulse on 13Cα are of Gaussian cascade type with a pulse width of 240 μs and 196 μs, respectively, for
90◦ and 180◦ on resonance. The 180◦ off resonance pulse (Gaussian cascade) on 13C′ was applied for
duration of 192 μs. In (a) DIPSI-2 is employed for decoupling 1H during 15N shift evolution periods
and in other cases (b,c), 15N and 13C chemical shifts were jointly incremented. GARP was employed to
decouple 15N during acquisition (r.f. strength = 3 kHz) all the sequences. All pulsed z-field gradients
(PFGs) are sinc shaped with gradient recovery delay of 200 μs. The duration of gradient was 1.0 ms
each and the strengths of the PFGs were G1: 16 G/cm, G2: 43 G/cm, G3: 4.3 G/cm. The delays and the
phase cycling employed were as follows: For (a) 2D HN(CA)(i + 1), delays employed were τ1 = 2.3 m,
τ2 = 5.5 m, τ3 = 21.5 m, τ4 = 4.5 m, τ5 = 12 m and Phase cycling: ϕ2 = 2(x), 2(−x); ϕ3 = 2(−y), 2(y); ϕ4 =
4(x), 4(−x); ϕ5 = 8(x), 8(−x) and ϕrec = 2(x,−x,−x,x), 2(−x,x,x,−x). For (b) GFT (3,2)D HN(CA)CO(i +
1), same delays were employed and Phase cycling: ϕ1 = x, −x; ϕ2 = 2(x), 2(−x); ϕ3 = 2(−y), 2(y); ϕ4 =
4(x), 4(−x) and ϕrec = 2(x,−x,−x,x), 2(−x,x,x,−x). For GFT NMR: two data sets with phase cycle ϕ1
= (x), (−x) and (y), (−y) were acquired, in conjunction with quadrature detection in 15N which were
linearly combined later employing a G-matrix transformation. For (c) GFT (3,2)D HNCACB(i + 1),
delays employed were τ1 = 2.3 m, τ2 = 5.5 m, τ3 = 21.5 m, τ4 = 1 m, τ5 = 12.5 m and τ6 = 3.6 m. Phase
cycling: ϕ1 = x; ϕ2 = 2(x), 2(−x); ϕ3 = 2(−y), 2(y); ϕ4 = 2(x), 2(−x) and ϕrec = 2(x,−x,−x,x), 2(-x,x,x,−x).
For GFT NMR: two data sets with phase cycle ϕ5 = (−y), (y) along with ϕ6 = 2(x,−x), 2(−x,x) and ϕ5 =
(x), (−x) along with ϕ6 = 2(y,−y), 2(−y,y) were acquired, in conjunction with quadrature detection in
15N and later were linearly combined employing a G-matrix transformation. Quadrature detection in
t2(15N) is accomplished using the sensitivity enhanced scheme by inverting the sign of gradient G2 in
concert with phases ϕ3. Chemical shift evolution in 15N channel (t2) is achieved in a constant manner
‘κ’ is the scaling factor. For GFT experiments, at the same time 13C chemical shift evolution period is
co-incremented leading to the linear combination: (b) Ω(15Ni+1 ± κ * 13COi+1) in (3,2)D HN(CA)CO(i
+ 1) and (c) Ω(15Ni+1 ± κ * 13Cαi+1), Ω(15Ni+1 ± κ * 13Cβi+1) in (3,2)D HNCACB(i + 1) respectively. In
all spectra acquired in the present study κ = 0.5 was used.
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2.2. Resonance Assignment Strategy
Using the above set of experiments, resonance assignment is carried out as follows. For each
[15Ni+1, 1Hi+1] chemical shifts identified in 2D HN(CA)(i + 1), the amino acid type corresponding
to residue i + 1 (self) is identified using (3,2)D HNCACB(i + 1) based on 13Cαi+1, 13Cβi+1 values.
Similarly using the (3,2)D HN(CA)CO(i + 1) the COi+1 shifts are identified. Once the identity of
the amino acid type corresponding to i + 1 is identified, and given that the amino acid type of i is
known which is selectively unlabeled, the dipeptide pair i–i + 1 can be mapped onto the primary
sequence for sequence-specific resonance assignment. Note that this is approach, that is different from
the conventional strategy where the di-peptide pairs i–i − 1 are identified using 3D HNCACB and
3D CBCA(CO)NH for given residue i. Thus, the GFT experiments using selectively unlabeling can
augment the conventional assignment approach resulting in a tri-peptide stretch (i − 1, i, i + 1) around
a selectively unlabeled residue i. This is depicted in Figure 3. The experiments presented here thus
increase the assignment speed compared to the approach presented earlier which did not yield directly
the 13Cαi+1, 13Cβi+1 shifts.
 
Figure 3. Schematic illustration of the sequential assignment strategy used with selective unlabeling.
In a given sample, more than one amino acid type can be chosen for simultaneous selective
unlabeling so that the number of samples to be prepared is minimized. Two or more amino acid
types are chosen for selectively unlabeling such that their 13Cβi+1 shifts lie in distinct spectral regions
enabling their type identification. For instance, in the current study, Arg and Asn were used for
selective unlabeling in the same sample due to their distinct 13Cβi+1 shifts. However, in such cases the
[15Ni+1, 1Hi+1] pair of shifts obtained from 2D HN(CA)(i + 1) do not provide any information directly
on the type of amino acid residue i. Hence, a 3D CBCA(CO)NH spectrum acquired on the uniformly
13C, 15N labeled sample is needed. In the 3D CBCA(CO)NH spectrum, at a given [15Ni+1, 1Hi+1] pair
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of shifts, the amino acid type corresponding to residue i can be identified based on 13Cαi, 13Cβi values
(Figure 3).
2.3. Data Acquisition Using Non-Uniform Sampling (NUS)
The measurement time required for acquiring the GFT spectra can be reduced further by using the
non-uniform sampling (NUS) approach [24–26]. The NUS approach is based on the premise that the
conventional method involving linear sampling of interferogram in the inderct dimension requires a lot
more number of points although the number of frequencies encoded in the interferogram is much less.
Thus, by reducing the number of sampling points in the indirect dimensions the total measurement
time can be proportionately reduced. The dataset obtained using NUS is then reconstructed either
in the time domain using the multiway decomposition method (MDD) or directly in the frequency
domain using the maximum entropy reconstruction (MER) approach. The sampling points are chosen
based on the decay of the Free Induction Decay (FID). In case of a constant time experiment, the
NUS points can be chosen randomly. In the present study, the MDD approach was used for spectral
reconstruction in the time domain. The data were acquired a random sampling of 25% of the points
(i.e., the omission of 75% of the time domain points) in the GFT dimension.
Figure 4a shows an overlay of the 2D [15N, 1H] HSQC spectrum of the uniformly 13C, 15N labeled
(shown in red) and Arg, Asn selectively unlabeled (in blue) ubiquitin. The resonances, which are
absent in the selectively unlabeled sample, corresponding to Arg and Asn residues as indicated. No
other residues were observed to be absent indicating minimal mis-incorporation of 14N isotope of
Arg and Asn (also referred to as ‘isotope scrambling’). Figure 4b shows 2D HN(CA)(i + 1) spectrum
acquired on the Arg, Asn selectively unlabeled sample. All expected [15Ni+1, 1Hi+1] correlations are
observed in the spectrum as indicated.
 
Figure 4. (a) overlay of the 2D [15N, 1H] HSQC spectrum of the uniformly 13C, 15N labeled ubiquitin
as shown in red and Arg, Asn selectively unlabeled sample as shown in blue; (b) 2D HN(CA)(i + 1)
spectrum acquired on the Arg, Asn selectively unlabeled sample. Assignments are indicated on the
spectra. The sequence is shown above and the unlabeled residues are highlighted in red.
Figures 5 and 6 show the (3,2)D HNCACB(i + 1) and (3,2)D HN(CA)CO(i + 1) of Arg, Asn
selectively unlabeled sample of ubiquitin acquired in 54 and 35 min with 8 scans each for both datasets,
respectively. All expected 13Cαi+1, 13Cβi+1 and 13COi+1 correlations except that of 55T are observed.
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The correlation of 55T is presumably absent due to its weak intensity in the HSQC spectrum and shorter
transverse relaxation time of its 13C nuclei. The 13Cαi+1, 13Cβi+1 and 13COi+1 chemical shifts values
are obtained by linearly combining the sums and differences of the chemical shifts observed in the two
GFT sub-spectra of each experiment and taking into account the appropriate scaling factor. Note that a
3D spectrum with an equivalent resolution would have taken more than 3 days of measurement time
(2 days 7 h 9 min for 3D HNCACB(i + 1) and 19 h 23 min for 3D HN(CA)CO(i + 1)). Thus, the GFT
experiments potentially reduce the measurement time by about an order of magnitude.
Figure 5. (a,b) shows the different linear combinations of (3,2)D HNCACB(i + 1) of Arg, Asn selectively
unlabeled sample of ubiquitin. Total measurement time for two spectra was 54 min with 8 scans each.
Peaks shown in blue and green correspond to Ω(15Ni+1 ± κ * 13Cαi+1) and Ω(15Ni+1 ± κ * 13Cβi+1),
respectively. The scaling factor κ was set to 0.5.
Figure 6. (a,b) shows the different linear combinations of (3,2)D HN(CA)CO(i + 1) of Arg, Asn
selectively unlabeled sample of ubiquitin. Total measurement time for two spectra was 35 min with 8
scans each. Peaks shown in blue in figure (a,b) correspond to Ω(15Ni+1 + κ * 13C
′
i+1) and Ω(15Ni+1-κ *
13C
′
i+1), respectively. The scaling factor κ was set to 0.5.
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The acquisition of GFT spectra is further accelerated using the NUS approach. Figures 7 and 8
show the 25% NUS spectrum of (3,2)D HNCACB(i + 1) and (3,2)D HN(CA)CO(i + 1) experiments
acquired in less than 14 and 9 min respectively. All expected correlations as observed in the non-NUS
counterparts are observed without any spectral distortions or artifacts. The signal-to-noise ratio (S/N)
by NUS is not compromised as shown in Figure 7c,d and Figure 8c,d which compares the 1D traces
from the non-NUS and NUS GFT data.
Figure 7. (a,b) shows the different linear combinations of non-uniformly sampled (3,2)D HNCACB(i +
1) of Arg, Asn selectively unlabeled sample of ubiquitin. Total measurement time for two spectra was
14 min with 8 scans each. Peaks shown in blue and green correspond to Ω(15Ni+1 ± κ * 13Cαi+1) and
Ω(15Ni+1 ± κ * 13Cβi+1), respectively. The scaling factor κ was set to 0.5. The NUS time increments
in the shared dimension which was actually acquired in the experiment are shown in blue bars; (c,d),
represents the overlay of 1D projection of linearly acquired data (red) and non-uniformly acquired data
(blue) along ω1 for Ω(15Ni+1 + κ * 13Cαi+1/13Cβi+1) and Ω(15Ni+1 – κ * 13Cαi+1/13Cβi+1) respectively.
There is 28% reduction in signal to noise (SNR) ratio ongoing from linearly acquired data to NUS data
as measured by the SNR of the projections. We also have calculated SNR of G75 (highlighted in red)
individually and there also we have seen ~30% decrease in SNR on going from linearly acquired data
to NUS data.
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Figure 8. (a,b) shows the different linear combinations of non-uniformly sampled (3,2)D HN(CA)CO(i
+ 1) of Arg, Asn selectively unlabeled sample of ubiquitin. Total measurement time for two spectra
was ~9 min with 8 scans each. Peaks shown in blue in figure (a,b) correspond to Ω(15Ni+1 + κ * 13C
′
i+1)
and Ω(15Ni+1 − κ * 13C′ i+1), respectively. The scaling factor κ was set to 0.5. The NUS time increments
in the shared dimension which was actually acquired in the experiment are shown in blue bars; (c,d),
represents the overlay of 1D projection of linearly acquired data (cyan) and non-uniformly acquired
data (blue) along ω1 for Ω(15Ni+1 + κ * 13C
′
i+1) and Ω(15Ni+1 − κ * 13C′ i+1) respectively. There is 27%
reduction in signal to noise ratio ongoing from linearly acquired data to NUS data as measured by the
SNR of the projections.
3. Discussion
Amino acid selective unlabeling has been shown to be a robust, easy and cost-effective method
for simplifying NMR spectrum and obtaining useful structural information in proteins [11,15,27–30].
On the other hand, GFT NMR is a powerful technique for speeding up NMR data acquisition and has
been shown to be useful in various applications [2,18,19,31–46]. In the present study, the application of
two fast NMR methods, namely GFT NMR and non-uniform sampling to selectively unlabeled protein
samples expands the repertoire of applications possible with selective unlabeling. In our previous
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study, we reported an experiment for identification of [15Ni+1, 1Hi+1] shifts based on a 2D 12CO-filtered
[15N, 1H] HSQC. The new experiment proposed herein, namely, 2D HN(CA)(i + 1) improves upon
the selection of unlabeled (i)-labeled (i + 1) pair by incorporating two filters simultaneously. That
is, attenuating the 15Ni+1 magnetization by allowing its scalar coupling to both 13COi and 13Cαi.
The delay periods used in the r.f. pulse sequences are appropriately tuned to achieve the desired
selection. The only limitation of the approach is the additional sample requirement. Additionally,
not all the amino acids can be used for unlabeling as cross metabolism is an issue. However, we
have extensively studied on the cross metabolism issue and came up with excellent solutions of many
different combinations of amino acids which can be used as starting point. These combinations greatly
cover a large percentage of residues in the sequences and the resonance assignment strategies can be
simplified to a large extent. Considering the cost-effective solution this approach is much better than
selective labeling as the cross metabolism is also an issue there.
Having thus achieved a selection of [15Ni+1, 1Hi+1] resonances, the application of GFT NMR
and NUS methodology helps to provide high dimensional spectral information, namely 13Cαi+1,
13Cβi+1 and 13COi+1 correlations, rapidly. The two (3,2)D GFT experiments proposed thus augment
the conventional assignment strategy involving 3D HNCACB and 3D CBCA(CO)NH without severely
increasing the overall measurement time. Further, the information obtained can be used for automated
resonance assignment strategies to speed up data analysis. Since the experiments are based on the
“HNCA” based approach, the methodology can be extended in a straightforward manner to detect
1Hα or measure scalar/dipolar couplings, which involve HNCA type editing.
4. Materials and Methods
4.1. Sample Preparation
The plasmid (PGLUB) coding for ubiquitin was transformed into E. coli BL21 cells (New England
Biolabs, Ipswich, MA, USA). Cells were grown at 37 ◦C in M9 medium containing 1 g/L of 15NH4Cl
(Cambridge Isotope Laboratories, Tewksbury, MA, USA) and 4 g/L of 13C-Glucose (Cambridge Isotope
Laboratories, Tewksbury, MA, USA). For selective unlabeling, 1.0 g/L each of desired unlabeled amino
acid(s): Arg and Asn (stock solution of 1.0 g in 50 mL of H2O was prepared and filter sterilized) was
added to the growth medium. To induce protein expression, 1.0 mM isopropyl β-D-thiogalactoside
(IPTG) (Sigma-Aldrich, St. Louis, MO, USA) was added at midlog phase (O.D600 ~0.6). Cells were
harvested by centrifugation and suspended in acetate buffer (5 mM EDTA (Sigma-Aldrich, St. Louis,
MO, USA), 50 mM Na acetate (Sigma-Aldrich, St. Louis, MO, USA), pH 5) and taken up for sonication.
Following sonication, the supernatant containing the protein was loaded on to a pre-equilibrated ion
exchange column (SP Sepharose fast flow from GE) and the protein eluted with a salt gradient of
0–0.6 M NaCl. The protein sample was further purified using size-exclusion chromatography with
Superdex 75 (Sigma-Aldrich, St. Louis, MO, USA). For NMR data acquisition, a sample containing
~1.0 mM of protein in 50 mM phosphate buffer (10% 2H2O, pH 6.0) was prepared.
4.2. NMR Data Collection
All NMR data were acquired at 298 K on a Bruker Avance 800 MHz NMR spectrometer (Billerica,
MA, USA) equipped with a room temperature triple resonance probe with a z-axis shielded gradient.
Data were processed with NMRPipe [47] and analyzed using XEASY [48].
5. Conclusions
Three new NMR experiments are presented which are applicable to protein samples prepared
with amino acid selective unlabeling. The experiments provide 15N, 1HN, 13Cα, 13Cβ, 13C′ chemical
shifts for amino acid residues which are immediate C-terminal neighbors (i + 1) of selectively unlabeled
residues. Two of the experiments provide 3D shift correlations rapidly using the methodology of
GFT NMR and non-uniform sampling. The data acquisition time can be further reduced using
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the method of longitudinal 1H relaxation optimization [19]. The spectral simplification obtained
combined with rapid data collection will help in reducing the time required for data analysis. In
addition to resonance assignments, the proposed methodology can also be used for studies such
as protein-ligand and protein-protein interactions, which involve monitoring the changes in shifts
of certain residues against a background of unshifted resonances. Taken together, the proposed
methodology expands the repertoire of applications possible with amino acid selective unlabeling for
rapid protein structural studies.
Acknowledgments: The facilities provided by NMR Research Centre at IISc supported by Department of Science
and Technology (DST), India is gratefully acknowledged. K.C. acknowledges support from DST Inspire Faculty
Scheme (IFA 13-CH 106). H.S.A. acknowledges support from DBT and DAE-BRNS research awards.
Author Contributions: H.S.A. and K.C. conceived and designed the experiments; B.K. and K.C. performed the
experiments and analyzed the data; B.K., K.C. and H.S.A. wrote the paper.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Atreya, H.S.; Szyperski, T. Rapid NMR data collection. Methods Enzymol. 2005, 394, 78–108. [PubMed]
2. Szyperski, T.; Atreya, H.S. Principles and applications of GFT projection NMR spectroscopy.
Magn. Reson. Chem. 2006, 44, S51–S60. [CrossRef] [PubMed]
3. Schanda, P. Fast-pulsing longitudinal relaxation optimized techniques: Enriching the toolbox of fast
biomolecular NMR spectroscopy. Prog. NMR Spectrosc. 2009, 55, 238–265. [CrossRef]
4. Felli, I.C.; Brutscher, B. Recent Advances in Solution NMR: Fast Methods and Heteronuclear Direct Detection.
ChemPhysChem 2009, 10, 1356–1368. [CrossRef] [PubMed]
5. Cavanagh, J.; Fairbrother, W.J.; Palmer, A.G.; Skelton, N.J. Protein NMR Spectroscopy; Academic Press:
San Diego, CA, USA, 1996.
6. Pudakalakatti, S.; Chandra, K.; Thirupathi, R.; Atreya, H.S. Rapid Characterization of Molecular Diffusion
by NMR. Chem. Eur. J. 2014, 20, 15719–15722. [CrossRef] [PubMed]
7. Mulleti, S.; Singh, A.; Brahmkhatri, V.P.; Chandra, K.; Raza, T.; Mukherjee, S.P.; Seelamantula, C.S.;
Atreya, H.S. Super-resolved nuclear magnetic resonance spectroscopy. Sci. Rep. 2017, 7, 9651.
8. Khaneja, N.; Dubey, A.; Atreya, H.S. Ultra broadband NMR spectroscopy using multiple rotating frame
technique. J. Magn. Reson. 2016, 265 (Suppl. C), 117–128. [CrossRef] [PubMed]
9. Atreya, H.S. Isotope labeling in Biomolecular NMR. In Advances in Experimental Medicine and Biology; Springer:
Amsterdam, The Netherlands, 2012; pp. 1–219.
10. Krishnarjuna, B.; Jaipuria, G.; Thakur, A.; D’Silva, P.; Atreya, H.S. Amino acid selective unlabeling for
sequence specific resonance assignments in proteins. J. Biomol. NMR 2011, 49, 39–51. [CrossRef] [PubMed]
11. Prasanna, C.; Dubey, A.; Atreya, H.S. Amino acid selective unlabeling in protein nmr spectroscopy. In Methods
in Enzymology; Kelman, Z., Ed.; Academic Press: Cambridge, MA, USA, 2015; pp. 167–189.
12. Vuister, G.W.; Kim, S.J.; Wu, C.; Bax, A. 2D and 3D NMR-Study of Phenylalanine Residues in Proteins by
Reverse Isotopic Labeling. J. Am. Chem. Soc. 1994, 116, 9206–9210. [CrossRef]
13. Shortle, D. Assignment of amino acid type in 1H-15N correlation spectra by labeling with 14N-amino acids.
J. Magn. Reson. 1994, 105, 88–90. [CrossRef]
14. Atreya, H.S.; Chary, K.V.R. Amino acid selective ‘unlabelling’ for residue-specific NMR assignments in
proteins. Curr. Sci. 2000, 79, 504–507.
15. Atreya, H.S.; Chary, K.V.R. Selective ‘unlabeling’ of amino acids in fractionally 13C labeled proteins: An
approach for stereospecific NMR assignments of CH3 groups in Val and Leu residues. J. Biomol. NMR 2001,
19, 267–272. [CrossRef] [PubMed]
16. Dubey, A.; Kadumuri, R.V.; Jaipuria, G.; Vadrevu, R.; Atreya, H.S. Rapid NMR assignments of proteins by
using optimized combinatorial selective unlabeling. ChemBioChem 2016, 17, 334–340. [CrossRef] [PubMed]
17. Kim, S.; Szyperski, T. GFT NMR, a new approach to rapidly obtain precise high-dimensional NMR spectral
information. J. Am. Chem. Soc. 2003, 125, 1385–1393. [CrossRef] [PubMed]
18. Atreya, H.S.; Szyperski, T. G-matrix Fourier transform NMR spectroscopy for complete protein resonance
assignment. Proc. Natl. Acad. Sci. USA 2004, 101, 9642–9647. [CrossRef] [PubMed]
37
Magnetochemistry 2018, 4, 2
19. Orekhov, V.Y.; Ibraghimov, I.V.; Billeter, M. MUNIN: A new approach to multi-dimensional NMR spectra
interpretation. J. Biomol. NMR 2001, 20, 49–60. [CrossRef] [PubMed]
20. Orekhov, V.Y.; Ibraghimov, I.; Billeter, M. Optimizing resolution in multidimensional NMR by three-way
decomposition. J. Biomol. NMR 2003, 27, 165–173. [CrossRef] [PubMed]
21. Rovnyak, D.; Frueh, D.P.; Sastry, M.; Sun, Z.Y.J.; Stern, A.S.; Hoch, J.C.; Wagner, G. Accelerated acquisition of
high resolution triple-resonance spectra using non-uniform sampling and maximum entropy reconstruction.
J. Magn. Reson. 2004, 170, 15–21. [CrossRef] [PubMed]
22. Hoch, J.C.; Stern, A.S. Maximum entropy reconstruction, spectrum analysis and deconvolution in
multidimensional nuclear magnetic resonance. In Nuclear Magnetic Resonance of Biologica Macromolecules;
Academic Press: Cambridge, MA, USA, 2001; Part A, pp. 159–178.
23. Hoch, J.C.; Maciejewski, M.W.; Filipovic, B. Randomization improves sparse sampling in multidimensional
NMR. J. Magn. Reson. 2008, 193, 317–320. [CrossRef] [PubMed]
24. Jaravine, V.A.; Orekhov, V.Y. Targeted acquisition for real-time NMR spectroscopy. J. Am. Chem. Soc. 2006,
128, 13421–13426. [CrossRef] [PubMed]
25. Tugarinov, V.; Kay, L.E.; Ibraghimov, I.; Orekhov, V.Y. High-resolution four-dimensional H-1-C-13 NOE
spectroscopy using methyl-TROSY, sparse data acquisition, and multidimensional decomposition. J. Am.
Chem. Soc. 2005, 127, 2767–2775. [CrossRef] [PubMed]
26. Rasia, R.M.; Brutscher, B.; Plevin, M.J. Selective isotopic unlabeling of proteins using metabolic precursors:
Application to NMR assignment of intrinsically disordered proteins. ChemBioChem 2012, 13, 732–739.
[CrossRef] [PubMed]
27. Kelly, M.J.S.; Krieger, C.; Ball, L.J.; Yu, Y.; Richter, G.; Schmieder, P.; Bacher, A.; Oschkinat, H. Application of
amino acid type-specific 1H and 14N labeling in a 2H-, 15N-labeled background to a 47 kDa homodimer:
Potential for NMR structure determination of large proteins. J. Biomol. NMR 1999, 14, 79–83. [CrossRef]
[PubMed]
28. Mohan, P.M.K.; Barve, M.A.; Chatteljee, A.; Ghosh-Roy, R.V. Hosur, NMR comparison of the native energy
landscapes of DLC8 dimer and monomer. Biophys. Chem. 2008, 134, 10–19. [CrossRef] [PubMed]
29. Tugarinov, V.; Kay, L.E. Stereospecific NMR assignments of prochiral methyls, rotameric states and dynamics
of valine residues in malate synthase G. J. Am. Chem. Soc. 2004, 126, 9827–9836. [CrossRef] [PubMed]
30. Mukherjee, S.; Mustafi, S.M.; Atreya, H.S.; Chary, K.V.R. Measurement of 1J(Ni,Cαi), 1J(Ni,C′ i−1),
2J(Ni,Cαi−1), 2J(HNi,C′ i−1) and 2J(HNi,Cαi) values in 13C/15N-labeled proteins. Magn. Reson. Chem.
2005, 43, 326–329. [CrossRef] [PubMed]
31. Rout, M.; Mishra, P.; Atreya, H.S.; Hosur, R.V. Reduced dimensionality 3D HNCAN for unambiguous HN,
CA and N assignments in proteins. J. Magn. Reson. 2012, 216, 161–168. [CrossRef] [PubMed]
32. Chandra, K.; Jaipuria, G.; Shet, D.; Atreya, H.S. Efficient sequential assignments in proteins with reduced
dimensionality 3D HN(CA)NH. J. Biomol. NMR 2011, 52, 115–126. [CrossRef] [PubMed]
33. Franks, W.T.; Atreya, H.S.; Szyperski, T.; Rienstra, C.M. GFT projection NMR spectroscopy for proteins in
the solid state. J. Biomol. NMR 2010, 48, 213–223. [CrossRef] [PubMed]
34. Jaipuria, G.; Thakur, A.; D’Silva, P.; Atreya, H.S. High-resolution methyl edited GFT NMR experiments for
protein resonance assignments and structure determination. J. Biomol. NMR 2010, 48, 137–145. [CrossRef]
[PubMed]
35. Swain, M.; Atreya, H.S. CSSI-PRO: A method for secondary structure type editing, assignment and estimation
in proteins using linear combination of backbone chemical shifts. J. Biomol. NMR 2009, 44, 185–194.
[CrossRef] [PubMed]
36. Barnwal, R.P.; Atreya, H.S.; Chary, K.V.R. Chemical shift based editing of CH3 groups in fractionally
C-13-labelled proteins using GFT (3,2)D CT-HCCH-COSY: Stereospecific assignments of CH3 groups of Val
and Leu residues. J. Biomol. NMR 2008, 42, 149–154. [CrossRef] [PubMed]
37. Barnwal, R.P.; Rout, A.K.; Atreya, H.S.; Chary, K.V.R. Identification of C-terminal neighbours of amino
acid residues without an aliphatic C-13(gamma) supercript stop as an aid to NMR assignments in proteins.
J. Biomol. NMR 2008, 41, 191–197. [CrossRef] [PubMed]
38. Barnwal, R.P.; Rout, A.K.; Chary, K.V.R.; Atreya, H.S. Rapid measurement of pseudocontact shifts in
paramagnetic proteins by GFT NMR spectroscopy. Open Magn. Reson. J. 2008, 1, 16–28. [CrossRef]
38
Magnetochemistry 2018, 4, 2
39. Zhang, Q.; Atreya, H.S.; Kamen, D.E.; Girvin, M.E.; Szyperski, T. GFT projection NMR based resonance
assignment of membrane proteins: Application to subunit c of E. coli F1F0 ATP synthase in LPPG micelles.
J. Biomol. NMR 2008, 40, 157–163. [CrossRef] [PubMed]
40. Atreya, H.S.; Garcia, E.; Shen, Y.; Szyperski, T. J-GFT NMR for precise measurement of mutually correlated
nuclear spin-spin couplings. J. Am. Chem. Soc. 2007, 129, 680–692. [CrossRef] [PubMed]
41. Barnwal, R.P.; Rout, A.K.; Chary, K.V.R.; Atreya, H.S. Rapid measurement of 3J(HN-Hα) and 3J(N-Hβ)
coupling constants in polypeptides. J. Biomol. NMR 2007, 39, 259–263. [CrossRef] [PubMed]
42. Atreya, H.S.; Eletsky, A.; Szyperski, T. Resonance assignment of proteins with high shift degeneracy based
on 5D spectral information encoded in G2FT NMR experiments. J. Am. Chem. Soc. 2005, 127, 4554–4555.
[CrossRef] [PubMed]
43. Eletsky, A.; Atreya, H.S.; Liu, G.H.; Szyperski, T. Probing structure and functional dynamics of (large)
proteins with aromatic rings: L-GFT-TROSY (4,3)D HCCHNMR spectroscopy. J. Am. Chem. Soc. 2005, 127,
14578–14579. [CrossRef] [PubMed]
44. Liu, G.H.; Aramini, J.; Atreya, H.S.; Eletsky, A.; Xiao, R.; Acton, T.; Ma, L.C.; Montelione, G.T.; Szyperski, T.
GFT NMR based resonance assignment for the 21 kDa human protein UFC1. J. Biomol. NMR 2005, 32, 261.
[CrossRef] [PubMed]
45. Liu, G.H.; Shen, Y.; Atreya, H.S.; Parish, D.; Shao, Y.; Sukumaran, D.K.; Xiao, R.; Yee, A.; Lemak, A.;
Bhattacharya, A.; et al. NMR data collection and analysis protocol for high-throughput protein structure
determination. Proc. Natl. Acad. Sci. USA 2005, 102, 10487–10492. [CrossRef] [PubMed]
46. Shen, Y.; Atreya, H.S.; Liu, G.H.; Szyperski, T. G-matrix Fourier transform NOESY-based protocol for
high-quality protein structure determination. J. Am. Chem. Soc. 2005, 127, 9085–9099. [CrossRef] [PubMed]
47. Delaglio, F.; Grzesiek, S.; Vuister, G.W.; Zhu, G.; Pfeifer, J.; Bax, A. NMRpipe—A Multidimensional Spectral
Processing System Based on Unix Pipes. J. Biomol. NMR 1995, 6, 277–293. [CrossRef] [PubMed]
48. Bartels, C.; Xia, T.H.; Billeter, M.; Güntert, P.; Wüthrich, K. The Program Xeasy for Computer-Supported
NMR Spectral-Analysis of Biological Macromolecules. J. Biomol. NMR 1995, 6, 1–10. [CrossRef] [PubMed]
© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution




Calcium-Dependent Interaction Occurs between Slow
Skeletal Myosin Binding Protein C and Calmodulin
Tzvia I. Springer 1,†, Christian W. Johns 2, Jana Cable 1, Brian Leei Lin 3, Sakthivel Sadayappan 4
and Natosha L. Finley 1,2,*
1 Department of Microbiology, Miami University, Oxford, OH 45056, USA; tspringer@mcw.edu (T.I.S.);
cablejm@miamioh.edu (J.C.)
2 Cell, Molecular, and Structural Biology Program, Miami University, Oxford, OH 45056, USA;
johnscw@miamioh.edu
3 Department of Cardiology, Johns Hopkins University, Baltimore, MD 21205, USA; blin29@jhmi.edu
4 Department of Internal Medicine, Heart Branch of the Heart, Lung and Vascular Institute,
University of Cincinnati College of Medicine, Cincinnati, OH 45267, USA; SADAYASL@ucmail.uc.edu
* Correspondence: finleynl@miamioh.edu; Tel.: +1-513-529-0950
† Present affiliation Department of Biophysics, Medical College of Wisconsin, 8701 W. Watertown Plank Road,
Milwaukee, WI 2042, USA.
Received: 1 November 2017; Accepted: 15 December 2017; Published: 21 December 2017
Abstract: Myosin binding protein C (MyBP-C) is a multi-domain protein that participates in the
regulation of muscle contraction through dynamic interactions with actin and myosin. Three primary
isoforms of MyBP-C exist: cardiac (cMyBP-C), fast skeletal (fsMyBP-C), and slow skeletal (ssMyBP-C).
The N-terminal region of cMyBP-C contains the M-motif, a three-helix bundle that binds Ca2+-loaded
calmodulin (CaM), but less is known about N-terminal ssMyBP-C and fsMyBP-C. Here, we
characterized the conformation of a recombinant N-terminal fragment of ssMyBP-C (ssC1C2) using
differential scanning fluorimetry, nuclear magnetic resonance, and molecular modeling. Our studies
revealed that ssC1C2 has altered thermal stability in the presence and absence of CaM. We observed
that site-specific interaction between CaM and the M-motif of ssC1C2 occurs in a Ca2+-dependent
manner. Molecular modeling supported that the M-motif of ssC1C2 likely adopts a three-helix
bundle fold comparable to cMyBP-C. Our study provides evidence that ssMyBP-C has overlapping
structural determinants, in common with the cardiac isoform, which are important in controlling
protein–protein interactions. We shed light on the differential molecular regulation of contractility
that exists between skeletal and cardiac muscle.
Keywords: calcium; calmodulin; molecular model; MyBP-C; NMR; protein
1. Introduction
Myosin binding protein C (MyBP-C) is a modular protein composed of immunoglobulin (Ig)
domains and fibronectin type III (FN3) repeats. It is reported to span between thin and thick
filaments [1] while participating in the regulation of actin–myosin association. The N-terminal domains
of MyBP-C interact with actin [2–8], myosin S2 [9,10], and the regulatory light chains [11], while the
C-terminal domains are tethered to titin [12] and the myosin rod [13–15]. There are three different
isoforms of MyBP-C expressed in striated muscles: cardiac (cMyBP-C), fast skeletal (fsMyBP-C), and
slow skeletal (ssMyBP-C). Primarily, fsMyBP-C expression is localized to fast skeletal muscle, whereas
ssMyBP-C is expressed in both slow and fast skeletal muscle [16]. The expression of cMyBP-C is
localized to the heart, where its role as a dynamic regulator of cardiac contractility is established.
Mutations in the genes encoding for each MyBP-C isoforms are associated with the development
diseases such as distal arthrogryposis and hypertrophic cardiomyopathy. Interestingly, expression
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of mutant cMyBP-C appears to be associated with the progression of skeletal myopathies, but the
molecular basis is poorly understood. Ablation of cMyBP-C leads to increased expression of fsMyBP-C
in heart muscle, but its presence does not restore cardiac contractility in heart failure (HF) models [17].
While there seems to be a link between spatial and temporal expression of MyBP-C isoforms in normal
and diseased muscles, the functional consequences of isoform switching remain unclear. Certainly,
the fact that skeletal and cardiac MyBP-C preferentially interact with their isoform-specific variants of
actin and myosin [18] suggests that each protein may be structurally and functionally distinct.
Although skeletal and cardiac MyBP-C isoforms have approximately 50–70% sequence homology
at the amino acid level, there are global differences in protein architecture that potentially impact control
of contractility. Unlike fsMyBP-C and ssMyBP-C, cMyBP-C has a cardiac specific N-terminal domain
denoted C0 and an additional loop in the C5 domain [19,20]. The presence of unique phosphorylation
sites in the M-motif of cMyBP-C influences the force and frequency of contraction in the heart.
In addition to association with myosin S2, the M-motif of cMyBP-C exerts its regulatory effects through
actin [3,21–24] and calcium-calmodulin (Ca2+-CaM) interactions [25]. The Ca2+-dependent CaM
protein kinase (CaMK) covalently modifies S282, which in turn promotes phosphorylation by protein
kinase A (PKA) or protein kinase C (PKC) at sites S273 and S302 [8,10]. PKA phosphorylation sites
have been identified in ssMyBP-C [26], but phosphorylation in fsMyBP-C is largely uncharacterized.
Considerably less is known about the role of phosphorylation in regulating contraction in fast and
slow skeletal muscles. However, there is a critical link between Ca2+-signaling and cardiac function
that is mediated in part by the interaction of the M-motif with CaM.
CaM is composed of two globular lobes connected by a flexible tether. Each N- and C-terminal
domain has two EF-hand motifs that coordinate Ca2+ in the presence of saturating intracellular Mg2+
concentrations. In response to ligating Ca2+, the globular domains undergo conformational transitions
that expose the hydrophobic pockets necessary for target recognition. CaM exhibits a great degree of
conformational plasticity, facilitated by dynamic motion in the linker region. One mode of interaction
involves the formation of an extended complex, whereby both lobes of CaM are held apart by binding
to protein targets, as is observed in numerous biological systems [27,28]. Alternatively, the lobes of
CaM can engage a target protein by collapsing around it in a fashion similar to the complex formed
with CaM-dependent kinases [29]. Although there is no single canonical CaM-binding motif, protein
targets involved in its interaction typically have hydrophobic and positively charged amino residues
involved in CaM recognition. Lu et al. report that CaM mostly associates with the M-motif of cMyBP-C
through the insertion of a tryptophan residue into the hydrophobic pockets of Ca2+-loaded CaM.
Moreover, basic amino acid residues mapping to the M-motif are conformationally perturbed in the
presence of CaM, further supporting the idea that this region is involved in protein–protein association.
Comparison of amino acid sequence alignments reveals that M-motif residues are highly conserved in
MyBP-C, including the skeletal isoforms, but the structural and functional significance remain to be
determined [30].
Based on previous animal model studies [17], skeletal and cardiac MyBP-C are proposed to
have functionally disparate roles in regulating contractility, but the molecular and structural bases
are unknown. In this study, we use biophysical techniques to structurally characterize slow skeletal
MyBP-C (ssMyBP-C). The conformation and protein binding properties of an N-terminal recombinant
fragment of ssMyBP-C (ssC1C2) were examined by differential scanning fluorimetry (DSF), nuclear
magnetic resonance (NMR) spectroscopy, and molecular modeling. The conformation of ssC1C2 was
modulated in the presence of Ca2+-loaded CaM as evidenced by the detection of altered protein thermal
stability. NMR binding experiments were performed to demonstrate that site-specific interactions
between ssC1C2 and Ca2+-CaM are mediated through hydrophobic surfaces. Using protein homology
modeling, we examined the tertiary structure of the M-motif, a region of ssMyBP-C known to be
of importance in protein binding. Our findings support that ssC1C2 associates with CaM in a
Ca2+-dependent manner through hydrophobic interaction mediated by the M-motif, which may
have significance in the differential regulation of skeletal and cardiac muscle contractility.
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2. Results
2.1. Analysis of Amino Acid Conservation Provides Clues about Regulatory Functions in MyBP-C Isoforms
Using the CLUSTAL Omega server, we aligned the primary sequences corresponding to the
N-terminal fragments of MyBP-C [31]. Analyses of primary structure of amino acid sequences
corresponding to the N-terminal domains of MyBP-C revealed that significant amino acid similarities
exist between the skeletal and cardiac isoforms (~50%) (Figure 1). Most notably, the regions known
to be involved in actin and myosin binding in cMyBP-C domains (C0C2) [2], exhibited the highest
degree of amino acid conservation between the isoforms. Overlapping binding determinants for
actin and myosin were located in the C1 domain for skeletal and cardiac isoforms, suggesting that
ssC1C2 and fsC1C2 associates with cardiac filament proteins in manner similar to that observed for
cMyBP-C. Similarly, many amino acid residues in the M-motif of cMyBP-C that are known to experience
conformational perturbations in the presence of CaM [25] were also conserved in ssC1C2 and fsC1C2.
While other studies report PKA and PKC sites in ssMyBP-C [32], the structural and functional roles
of CaMK phosphorylation in skeletal MyBP-C remain to be determined. Using bioinformatics tools,
we identified phosphorylation sites for CaMK located at specific regions in the C1 and C2, near the
M-motif, of both ssC1C2 and fsC1C2 (Table S1). Interestingly, these predicted phosphorylation sites in
ssMyBP-C and fsMyPB-C proteins are proximal to highly conserved actin, CaM, and myosin binding
motifs in cMyBP-C. Taken together, these observations suggest that the skeletal proteins might have
similar target recognition sites as compared to cMyBP-C and that post-translational modifications
within these regions may modulate protein–protein interactions.
 
Figure 1. Clustal Omega alignments reveal conservation of amino acid residues in the N-terminal
regions containing domains C1-C2 consisting of determinants for myofilament protein interaction
in MyBP-C isoforms. The amino acid residues for mouse MyBP-C are aligned using Clustal Omega,
demonstrating conservation from Jalview (ClustalX coloring). The corresponding domains are
illustrated by a green line (C1), a gold line (M-motif), and a purple line (C2). Known regions of
actin binding (red boxes), myosin binding (blue boxes), and overlapping CaM/actin binding sites
(black line) for cC0C2 are depicted.
2.2. The Thermal Stability of ssMyBP-C Is Impacted by Ca2+-CaM
Recombinant N-terminal His-tagged ssC1C2 was produced using a T7 expression system and
purified with HisTrap columns. CaM was produced and purified as previously described [28].
Following purification, protein samples were visualized by SDS-PAGE and determined to be
homogenous. We examined the thermal stability of ssC1C2 in the presence and absence of Ca2+-CaM
using DSF experiments. Proteins are subjected to thermal denaturation during DSF, exposing the
hydrophobic protein core, which allows for SYPRO Orange dye to interact [33]. Upon binding to
hydrophobic environments, the fluorescence of the dye increases relative to the degree of exposed
hydrophobic surface area. This permits the protein unfolding to be monitored and the midpoint
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of this thermal transition is considered to be the apparent melting temperature (Tm). Changes
in Tm occur upon ligand or protein–protein binding, which can increase or decrease the thermal
stability of proteins depending on the nature of the binding [33,34], are detected as shift changes in
peaks. Given that the N- and C-lobes of CaM have exposed hydrophobic patches, high intrinsic
fluorescence was observed for Ca2+-CaM free, which precluded determining its Tm (Figure 2a).
To monitor complex formation, MyBP-C proteins were combined with CaM in a final molar ratio of
[ssMyBP-C:CaM][1.0:0.5]. The ssC1C2 protein exhibited an apparent Tm 52.4 ◦C in the absence of CaM,
but two Tm measurements of 48.7 ◦C and 58.0 ◦C were observed in the presence of Ca2+-CaM (Figure 2;
see Figure S1 for derivative data), which suggests that interaction with bilobal CaM may impact the
structure in multiple ways. Increased thermal stability upon the addition of Ca2+-CaM is indicative of
complex formation. However, the decrease in thermal stability suggests that Ca2+-CaM binding might
destabilize a region of ssC1C2.
 
(a) (b) 
Figure 2. Differential scanning fluorimetry experiments show that ssC1C2 has altered thermal stability
in the presence of Ca2+-CaM. Normalized fluorescence versus temperature plots are shown for ssC1C2
(red), ssC1C2/CaM (red dash), and free CaM (yellow) (a). The Tm determined for ssC1C2 in the
presence (hatched and pink bars) and absence (solid red bar) of Ca2+-CaM are shown (b).
2.3. CaM-Induced Conformational Modulation of ssC1C2 Is Ca2+-Dependent and Localized Primarily to
the M-Motif
NMR binding experiments were performed to monitor conformational changes in [15N]ssC1C2
in the presence of unlabeled Ca2+-CaM. NMR chemical shift values for [15N]ssC1C2 were similar
to those reported in the literature [25,30,35–37]. Amide proton nitrogen chemical shift assignments,
in particular for indole peaks corresponding to W95, W100, W212, and W286 (W191, W196, W318,
and W396 in mouse cMyBP-C), were determined by direct comparison to BMRB accession numbers
6015, 5591, and 17,867. Assessment of 2D 1H-15N spectra for [15N]ssC1C2 free and bound to unlabeled
CaM revealed that Ca2+-CaM induced conformational perturbations in numerous peaks (Figure 3a).
In particular, M-motif residues V211, W212, E213, K216, N217, A218, Y223, E224, R236, G237, K240,
L242, and K243 showed reduced intensities upon the addition of CaM suggesting that Ca2+-CaM
interacts with this region. Furthermore, the indole peak for W212, also mapping to the M-motif,
experienced significant broadening upon saturation with Ca2+-CaM. After the addition of an excess
of CaM, W212 in the M-motif broadened beyond detection while the indole peaks mapping to the
C1 (W95 and W100) and C2 (W286) domains did not experience conformational changes. Modest
conformational perturbations were detected in residues A253 and A254, suggesting a limited role
for the C2 domain in Ca2+-CaM binding. The dissociation constant was determined to be 15–30 μM
(data not shown), which is similar to that previously reported [25]. When the binding was repeated
in the presence of the Ca2+ chelator EDTA (Figure 3b), no detectable conformational changes were
observed in ssC1C2, which suggests that Ca2+ plays a significant role in mediating this interaction.
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Figure 3. CaM binding is mediated through hydrophobic interaction with primarily the M-motif
of ssC1C2. Protein interaction is monitored by comparison of 2D 1H-15N TROSY-HSQC spectra of
[15N]ssC1C2 free and bound to unlabeled CaM. Protein interaction is monitored by comparison of 2D
1H-15N TROSY-HSQC spectra of [15N]ssC1C2 free and bound to unlabeled CaM in the presence of
10 mM CaCl2 at 600 MHz. TROSY-HSQC spectra of labeled ssC1C2 (cyan) following the binding with
an equimolar amount of Ca2+-loaded CaM (magenta) are superposed (a). Multiple resonances mapping
to the M-motif and a few mapping to the C2 domain experience conformational perturbation upon
the addition of Ca2+-CaM. Select resonances that experience broadening in the presence Ca2+-CaM
and the indole resonances for W100, W212, and W286 are labeled. Overlay of spectra of [15N]ssC1C2
free and bound to unlabeled CaM collected in the presence of 5 mM EDTA at 850 MHz. TROSY-HSQC
spectra of labeled ssC1C2 (cyan) following the binding with an equimolar amount of CaM (magenta)
are superposed in the absence of Ca2+-saturation (b). The absence of observable chemical shift
perturbations suggests that CaM binding to ssC1C2 is Ca2+-dependent.
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The reverse binding experiment was performed where unlabeled ssC1C2 was added to
[15N, 13C, 2H]Ca2+-CaM and complex formation was monitored by 1H-15N 2D correlation spectra.
Amide proton-nitrogen resonances in [15N, 13C, 2H]Ca2+-CaM shifted or decreased in intensity during
ssC1C2 binding. The chemical shift differences were calculated and plotted versus CaM amino
acid sequence number (Figure 4a). The following resonances mapping to both the N-terminal and
C-terminal domains of CaM experienced significant chemical shift differences in the presence of
ssC1C2: S17, L18, F19 D22, D24, V35, I52, D56, D58, M73, Y99, D131, N137, T146. When these residues
were colored onto a surface representation of Ca2+-CaM (PDB 1CLL), it is clear that ssC1C2-dependent
conformational perturbations are localized to the lobes of CaM (Figure 4b). As predicted, the structural
changes occur predominantly in the hydrophobic clefts of CaM, indicating that nonpolar residues,
such as methionine, are important in binding ssC1C2. Lu et al. report that cMyBP-C preferentially
associates with the C-terminal domain of CaM. More recently, Trewhella and colleagues report that




Figure 4. The association of ssC1C2 M-motif perturbs both lobes of CaM. Composite amide-proton
nitrogen chemical shift differences were calculated between labeled CaM and ssC1C2-bound CaM
and plotted versus CaM amino acid residue. The horizontal line is indicative of the average chemical
shift difference plus one standard deviation (a). The amino acid residues that experience significant
chemical shift perturbations in the presence of ssC1C2 are colored pink on the surface representation of
Ca2+-loaded CaM (PDB 1CLL) (b).
2.4. A Molecular Model Sheds Light on How the M-Motif of MyBP-C Engages Protein Targets
To better understand how the M-motif of ssMyBP-C is folded, we used the SWISS-MODEL to
predict 3D structures of this region [39]. The M-motif of mouse cMyBP-C (PDB 2LHU) was used as a
template structure. A minimum of 86% sequence coverage was attained and a valid model was chosen
based on QMEAN score and PROCHECK analysis [40,41]. Molecular models may be assessed using the
QMEAN score, which examines global and local structural qualities. QMEAN scores range from 0 to 1,
with a score of 1 being indicative of a high-quality model. The selected ssC1C2 model had a QMEAN
score of 0.76, which is considered to be acceptable. In the PROCHECK analysis, the stereochemical
quality of a structure was assessed, and we found that the M-motif structure had greater than 90%
of residues in the most favored regions, which confirms that the model quality is high. The global
fold of M-motif structure for ssC1C2 was similar to the three-helix bundle reported for cMyBP-C
(Figure 5a). Both skeletal and cardiac isoforms were comprised of three-helix bundle containing
M-motifs and ssC1C2 exhibits similar presentations of exposed charged and nonpolar surface areas
(Figure 5b). Furthermore, comparison of M-motif exposed surfaces revealed that positively charged
residues such as R236, which have been shown to be involved in CaM and actin binding in cardiac, are
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conformationally similar in both isoforms. While the M-motif of ssC1C2 has similarities in accessible
hydrophobic surface areas, providing further evidence that this region might engage hydrophobic
targets such as Ca2+-CaM in a similar way, a slight difference in polar surfaces is noted (Figure 5b). This
reflects the presence of N219 in ssC1C2, which is a P residue in C0C2 cMyBP-C (Figure 1 and Table S2).




Figure 5. Comparison of M-motif structural features in mouse MyBP-Cs. Ribbon structures of the
average solution NMR structure of the M-motif from cMyBP-C (PDB 2LHU) (C0C2) (blue) and the
molecular model of the M-motif of ssC1C2 (fuchsia) show the triple helix bundle reported to be
involved in actin and CaM interactions (a). The conserved tryptophan residues from the M-motif
of each isoform are indicated in yellow and the helices are numbered from α-helix 1(α-1) through
α-helix 3(α-3). Electrostatic surface representations of mouse cardiac and skeletal M-motif structures
are shown for C0C2 (PDB 2LHU) and ssC1C2 (molecular model) (b). Surfaces are colored according
to amino acid type: basic (blue), acidic (red), nonpolar (gray), and polar (yellow). Select amino acid
residues W318, R322, R342, K346 for mouse cardiac (blue), which were identified by Lu et al. to be
involved in CaM binding to M-motif of cMyBP-C, are labeled. In this study, we found that these key
conserved residues labeled W212, K216, R236, K240, and K243 (fuchsia), are also perturbed in ssC1C2
in the presence of Ca2+-CaM.
3. Discussion
In this study, we provide the first known evidence demonstrating that Ca2+-CaM interacts with
the M-motif of ssC1C2. We performed DSF and NMR experiments to examine the interaction between
ssC1C2 and Ca2+-CaM. We found that ssC1C2 experiences conformational changes in the presence of
CaM as evidenced by distinct thermal transitions measured using DSF. Our DSF experiments found
that in the presence of Ca2+-CaM, there are both stabilizing and destabilizing binding events occurring,
as evidenced by the measurement of two Tm values. These findings might be explained by the
differential interactions occurring between ssC1C2 and the N- and C-lobes of Ca2+-CaM. For example,
it is possible that association with Ca2+-CaM stabilizes a region of ssC1C2 at or near the M-motif, which
would increase the thermal stability. However, binding CaM might promote a structural rearrangement
in ssC1C2 that favors unfolding, which would result in reduced thermal stability. Interestingly, Michie
and Trewhella report on the modular nature of the M-motif, the C2 domain, and the flexible tether
connecting these regions of cMyBP-C [38]. In that same study, they indicate that the tri-helix bundle of
the M-motif undergoes changes in helical content, including destabilization of helices in the M-motif,
and tertiary organization upon Ca2+-CaM association. However, their data support the idea that
stabilizing interactions involving insertion of W318 (W322 in Human cMyBP-C) into the hydrophobic
cleft of Ca2+-CaM occur. Our findings in the current study of ssC1C2 are in good agreement with the
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observations that Ca2+-CaM binding induces both stabilization and destabilization within the modular
regions of N-terminal cMyBP-C. We propose that, in the presence of Ca2+-CaM, these conformational
changes result from either direct intermolecular association with ssC1C2 or indirectly through allosteric
mechanisms, common regulatory mechanisms by which modular proteins function.
Our NMR binding studies revealed that the M-motif of ssC1C2 engages in site-specific interactions
with the hydrophobic lobes of CaM. In the presence of ssC1C2, we found conformational perturbations
in the hydrophobic clefts of Ca2+-CaM, indicating its involvement in multi-domain interactions
with CaM. We observed conformational perturbation largely localized to the M-motif of ssC1C2
in the presence of CaM, while residues mapping to the C1 and C2 domains remain unchanged.
Most notably, we found that W212, which broadens beyond detection in the presence of Ca2+-CaM,
is most likely involved in site-specific hydrophobic interactions occurring between these proteins.
The Ca2+-CaM-induced exchange broadening of residues mapping to the M-motif of ssC1C2 is likely
the consequence of highly dynamic interactions at the binding interface. This exchange broadening
phenomenon and conformational fluctuations have been reported in other muscle proteins [42,43].
The NMR observation of conformational plasticity in the M-motif and the C2 linker in ssC1C2 is also
consistent with our DSF data showing partial destabilization in the ssC1C2/CaM complex as evidenced
by the lowered Tm. Our structural modeling supports that ssC1C2 has an exposed hydrophobic surface
area consisting of W212 which would provide a binding surface for Ca2+-CaM. The M-motif W212 is
conserved across isoforms and species (Figure 1 and Table S2), which further indicates its importance
in MyBP-C structure and function. Moreover, our NMR studies revealed no detectable conformational
perturbations in ssC1C2 in the presence of CaM and EDTA, which is in agreement with reports of
Ca2+-dependent interaction between CaM and cMyBP-C [25]. This is likely the result of a reduction in
hydrophobic surface area in CaM in the presence of EDTA, which disrupts W212 association, further
emphasizing the importance of hydrophobic binding in this system. In ssC1C2, the W212R mutation
was identified in distal arthrogryposis patients [44]. While the W212R mutant protein localized to the
sarcomere, it was predicted to result in dysfunctional regulation of contractility in these patients [44].
Based on our findings, we predict that the M-motif of ssC1C2 may be capable of switching between
CaM, actin, and myosin interactions, which would allow it to be an important mediator in interpreting
Ca2+ signaling in muscle.
Our work provides compelling evidence that ssC1C2 interacts with CaM in a Ca2+-dependent
manner. It is possible that interaction with Ca2+-CaM facilitates recruitment of CaMK to this region.
Because Ca2+-CaM has a moderate affinity for MyBP-C, it would be possible to rapidly reverse this
interaction in the muscle so that Ca2+-CaM may activate CaMK and promote phosphorylation in this
region, which may facilitate its dynamic interaction with other muscle regulatory proteins. This finding
is significant because it provides justification for pursuing more detailed studies into the role of CaMK
and Ca2+-CaM in molecular regulation of skeletal contractility. Previously, CaMK phosphorylation
was shown to modulate cMyBP-C conformation, which plays a role in normal contractile function [8].
Lu et al. demonstrated the M-motif of cMyBP-C contains the molecular determinants for Ca2+-CaM
binding and its association is not phosphorylation-dependent [25], suggesting that another mechanism
must account for CaM’s dissociation. However, the conformation of cMyBP-C has been shown to be
affected by its phosphorylation state [45], which is directly linked to functional adaption in muscles.
In fact, phosphorylation of myofibrillar proteins is a well-known mechanism for modulating
skeletal and cardiac muscle activity, including MyBP-C. In skeletal muscles, CaMK2 activity is
affected by cellular [Ca2+], which provides a conduit for fine-tuning Ca2+-responsiveness through
Ca2+-CaM-dependent interactions, but the molecular targets are not completely characterized [46].
Phosphorylation-induced modulation of troponin structure in cardiac muscle provides a molecular
switch by which the force and frequency of muscle contraction is controlled [47–52]. In previous
studies, we have shown that protein kinase A (PKA) phosphorylation of S273, S282, S302, S307 in
mouse MyBP-C are critical to the regulation of normal muscle function [8,53]. Phosphorylation of
cMyBP-C was demonstrated to modulate its association with actin [54]. A region of importance
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in phosphorylation-dependent modulation of motility is the N-terminal region of the M-motif [55].
In addition to PKA, both protein kinase C (PKC) [56] and CaMK2 phosphorylation of cMyBP-C [57]
were demonstrated to influence muscle contraction. There is evidence that phosphorylation of the
N-terminal region in ssMyBP-C may be critical in skeletal muscle health and disease. In ssMyBP-C,
site-specific phosphorylation sites at residues S6 and T84 have been identified as functionally
important [26,32], but the role of phosphorylation in fsMyBP-C remains to be determined. Based on
the importance of phosphorylation in muscle structure and function, we wanted to look for predicted
phosphorylation sites in skeletal MyBP-C, in particular those that might be near the CaM binding
site we found in ssC1C2. We used the Group-based Prediction System V3.0 (GPS) software [58] to
examine ssC1C2 and fsC1C2 protein sequences for CaMK phosphorylation sites. We found that
CaMK phosphorylation sites are predicted at residues S55, T92, T125, T166, S252, S296, S316, and
S333 in ssMyBP-C and at positions T81, T110, and S250, and S294 in fsMyBP-C (Table S1). We used
GPS to identify known CaMK phosphorylation sites at positions S328, S402, S423, and S440 C0C2.
In agreement with other studies, we identified similar CaMK sites that were previously reported in
cMyBP-C [53]. These data suggest that functionally relevant CaMK phosphorylation sites are likely to
be found in ssMyBP-C and fsMyBP-C. However, more solution structure studies are needed to better
understand whether or not phosphorylation of skeletal MyBP-C modulates its target binding.
The current evidence in the field supports that MyBP-C proteins have overlapping structural
determinants that modulate target recognition. Even though ssMyBP-C, fsMyBP-C, and cMyBP-C
proteins preferentially associate with myofilament proteins in an isoform-dependent manner, these
homologous proteins retain the core determinants necessary for myofibrillar association [10,18,59,60].
Conserved amino acid residues in regions mapping to actin and myosin binding sites suggests
that MyBP-C proteins share common determinants for interactions with key myofilament proteins
(Table S2). Overlapping regions of myosin and actin interaction in N-terminal MyBP-C strongly
suggest that it alternates between thin and thick filament binding during the contraction cycle [4].
Dynamic movement between thin and thick filament association would require that MyBP-C’s
structure be extended in such a way so as to permit it to traverse this conformational space in
muscle fibers. Jefferies et al. demonstrated that N-terminal fragments of cMyBP-C, in particular C0C2,
are elongated in solution, which would be consistent with the ability to switch between thin and
thick interactions. In addition to MyBP-C, other muscle proteins, such as the troponin complex, are
known to modulate the force–frequency relationship in muscles by alterations in global conformation
propagated through overlapping protein–protein binding motifs. In response to Ca2+-signaling,
troponin I alternates between actin and troponin C association, and its interaction with these proteins
can be modified by changes cardiac troponin I structure [47,48,52]. Conformational transitions of
muscle proteins in response to Ca2+-flux and hormonal stimulation are key regulatory features of
fine-tuning muscle performance.
Conformational plasticity has also been reported for MyBP-C. The N-terminal region has been
reported to switch between actin and myosin binding, which underscores its regulatory importance in
muscles. Hypertrophic mutations in the M-motif (R322Q, E334K, V338D, and L348P in human) are
known to impact function and organization of the sarcomere [61]. Corresponding mutations in ssC1C2
(K216Q and E224K) differentially altered sarcomeric localization and regulatory functions of this
protein [44]. In a recent report, Michie et al. determined that the C-terminal region of the M-motif and
the N-terminal region of the C2 domain are critical in CaM association [38]. In this study we also found
that the M-motif is conformationally perturbed in the presence of Ca2+-CaM, with modest changes
in residues mapping to the C2 linker region occurring. We found that K216, R236, K240, and K243 in
the M-motif and A254 in the C2 linker are perturbed in the presence of Ca2+-CaM. These findings are
significant because a number of mutations mapping to M-motif and the region connecting it to C2 in
both skeletal and cardiac MyBP-C have been identified as pathogenic in humans, emphasizing that it
likely plays a critical role in muscle regulation. Our findings are in agreement with the proposal that
this region of MyBP-C is likely involved in dynamic interactions that utilize switching between CaM,
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actin, and myosin association as a means by which to modulate contractility. Taken together, these
data hint that highly conserved structural determinants are present in skeletal and cardiac isoforms of
MyBP-C, which are necessary for maintaining core muscle functions, but structural variations outside
of these conserved regions may provide the basis for unique isoform-specific features that participate
in controlling structure and function is a tissue-dependent manner.
In summary, we have shown that in solution ssC1C2 has distinct conformation and thermal
stability in the presence and absence of Ca2+-CaM. We believe that this is the first report indicating
that ssC1C2 interacts with Ca2+-CaM by associating with the M-motif, a finding that is relevant
given that this region of cMyBP-C is known to contain the core components necessary for actin,
myosin, and CaM interactions. Using NMR binding studies, we show that site-specific interaction
occurs between the M-motif of ssC1C2 and Ca2+-CaM in a manner that is similar to cMyBP-C, which
suggests that Ca2+-CaM-regulated phosphorylation of MyBP-C may also be relevant in skeletal muscle
function. Based on these observations, we propose that a critical link between Ca2+-signaling and
phosphorylation-induced modulation of contractility may exist for skeletal isoforms of MyBP-C
as well. Other studies demonstrate that PKA and PKC phosphorylation of ssMyBP-C impacts
normal and diseased states [26,32], but considerably less is known about the role of CaMK-dependent
phosphorylation of MyBP-C in skeletal muscle. Current studies in our lab are focused on determining
the structural mechanisms of interaction between N-terminal MyBP-C and muscle associated proteins
such as actin, myosin, and CaM and what potential role Ca2+ has in modulating these interactions.
We are using biophysical and biochemical techniques to examine how unphosphorylated and
phosphorylated MyBP-C N-terminal fragments associate with myofibrillar proteins. An improved
understanding of the molecular mechanisms by which ssMyBP-C, fsMyBP-C, and cMyBP-C regulate
muscle contraction offers the potential to develop novel therapeutic and diagnostic approaches to treat
muscle diseases.
4. Materials and Methods
4.1. Recombinant Protein Expression and Purification
The mouse gene encoding for ssC1C2 (domains C1C2 for slow skeletal MyBP-C; Uniprot Q6P6L5)
was cloned into the pET-28a+ vector (EMD Millipore, Burlington, MA, USA) and recombinant
proteins were overproduced in Escherichia coli BL21(DE3) cells (Lucigen, Middleton, WI, USA). Briefly,
the transformed cells were inoculated in Luria-Bertani (LB) media with the appropriate antibiotic
selection and grown at 37 ◦C with shaking (250 rpm). When the optical density (OD600) reached 1.0–1.5,
recombinant protein expression was induced with the addition of isopropyl-1-thiogalactopyroside
(IPTG) and growth was continued for 20 h at 15 ◦C. Stable isotope enrichment of ssC1C2 was achieved
using the protocol described above, except the cells were grown in M9 media supplemented with
15NH4Cl (1.0 g/L) or 15NH4Cl and [13C6]-glucose. Recombinant MyBP-C proteins were extracted from
cell pellets by sonication in the presence of a lysis buffer containing 500 mM NaCl, 20 mM imidazole,
20 mM Tris-HCl pH 8.0, 5 mM 2-mercaptoethanol (βME), and 1 mM phenylmethanesulfonylfluoride
(PMSF). N-terminal fragments of MyBP-C were resolved using HisTrapTM HP Nickel-Sepharose
resin (GE Healthcare, Little Chalfont, UK). The isoforms were eluted from columns with increasing
concentrations of imidazole. Recombinant proteins were identified as homogenous as analyzed
by sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE). Samples containing
MyBP-C were dialyzed against 1X phosphate buffered saline (PBS) supplemented with 1.0 mM
tris(2-carboxyethyl)phosphine (TCEP). Protein concentrations were calculated by Bradford assay and
UV-absorbance at 280 nm based on molecular extinction coefficients for each recombinant MyBP-C.
Stable isotope-labeled and unlabeled CaM were expressed, purified, and quantified as previously
described [28]. ApoCaM was prepared by dialyzing purified recombinant proteins against 4 L of
buffer containing 250 mM NaCl, 20 mM EDTA, 20 mM EGTA, 20 mM Hepes pH 7.3, and 1 mM PMSF.
Following preparation, the metal bound state of CaM was monitored by 1H-NMR.
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4.2. Differential Scanning Fluorimetry (DSF) Experiments
For DSF analyses, stock solutions ssC1C2 and CaM were suspended at 20 μM in 1X PBS
supplemented with 1.0 mM TCEP. A master mix was prepared by adding 50 μL of protein (5 μM final
concentration), 2 μL of SYPRO® Orange (final concentration was 5×), and the volume was adjusted
to 200 μL using buffer solution supplemented with tris(2-carboxyethyl)phosphine and 1 mM CaCl2.
For protein complexes, master mix samples consisting of 5 μM of ssC1C2 was combined with 2.5 μM
of CaM in the presence of 5× SYPRO orange. All samples of free ssC1C2 and CaM-containing MyBP-C
mixtures were incubated for 1 h at room temperature. Allotments of 40 μL were loaded into 96-well
0.2 mL thin-wall PCR plates and sealed with iCycler optical quality sealing tape (BioRad, Hercules,
CA, USA). Three independent measurements were collected in triplicate for each reaction on a Bio-Rad,
Hercules, CA, USA iCycler iQ Real-Time Detection System. Thermal denaturation experiments were
performed from 25 ◦C to 95 ◦C (0.5 ◦C/min using 5 s equilibration intervals) with fluorescence
excitation and detection at 490 to 575 nm respectively, with the HEX filter. Fluorescence data were
normalized over the temperature range with respect to differences in molar ratios. The midpoint for
each MyBP-C thermal transition was calculated by taking the first order derivative of the melt curve
for each independent measurement (see Figure S1 for derivative data). The average Tm and standard
deviation were calculated for ssC1C2 in the presence and absence of Ca2+-CaM.
4.3. Nuclear Magnetic Resonance Spectroscopy (NMR)
NMR experiments were performed on Bruker Avance (Bruker BioSpin, Billerica, MA, USA) III
600 MHz and 850 MHz spectrometers equipped with conventional 5-mm probes. Two-dimensional
(2D) Heteronuclear Single Quantum Coherence (1H-15N-HSQC) or Transverse Relaxation Optimized
(1H-15N TROSY-HSQC) spectra were collected for all samples at 298 K. For NMR analyses, a sample
consisting of [15N]ssC1C2 or [15N, 13C]ssC1C2 was suspended in NMR buffer composed of 1X PBS
buffer supplemented with 1.0 mM TCEP and 10% 2H2O at a final concentration of 130 μM–500 μM
in the presence of 10 mM CaCl2 or 5 mM EDTA. The backbone chemical shift assignments for stable
isotope-labeled ssC1C2 were determined in part by direct comparison to the previously known values
(BMRB accession numbers 17,867, 11,212 and 5591). The following suite of triple-resonance experiments
were used to confirm assignments: 15N edited NOESY-HSQC, CβCαCONH, HNCA, TROSY-HNCO,
and TROSY-HNCA [28]. Samples of [15N, 13C, 2H]Ca2+-CaM were also suspended at 130 μM in NMR
buffer in the presence of 10 mM CaCl2. Based on our previous NMR studies [28], the chemical shifts for
[15N, 13C, 2H]Ca2+-CaM were readily assigned in the current NMR buffer. NMR data were processed
using NMRPipe [62] and analyzed using Sparky [63].
For NMR binding experiments, 2D 1H-15N-HSQC or TROSY-HSQC spectra of free [15N, 13C]ssC1C2
and free [15N, 13C, 2H]Ca2+-CaM were separately collected. NMR binding studies were performed
by adding allotments of unlabeled CaM to [15N, 13C]ssC1C2 to a final CaM:ssC1C2 molar equivalent
of [1.5:1.0] in the presence of 10 mM CaCl2 or 5 mM EDTA. Following addition, samples were
mechanically mixed, incubated at ambient temperature, and 2D 1H-15N correlation spectra were
collected. In the reverse experiment, samples consisting of [15N, 13C, 2H]Ca2+-CaM were analyzed
for ssC1C2 binding by NMR. The interaction of [15N, 13C, 2H]Ca2+-CaM with unlabeled ssC1C2
was monitored after addition ssC1C2 to a final molar ratio of [15N, 13C, 2H]Ca2+-CaM:ssC1C2] at
[1:1]. Changes in NMR spectra were monitored by measuring peak intensities and the calculation of
amide-proton nitrogen chemical shift differences, which were determined as described [28].
4.4. Homology Modeling and Bioinformatics
Protein homology models were generated for the M-motif of ssMyBP-C using the SWISS-MODEL
Workspace [39]. The amino acid sequences corresponding to the M-motif of ssMyBP-C were used as
the target, and mouse template structures (PDB 2LHU) were used for tertiary structure prediction.
The quality of each model was estimated based on QMEAN scores [40] followed by PROCHECK
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evaluation using the PBDsum server [41]. The amino acid sequences of mouse C0C2, fsC1C2, and
ssC1C2 were aligned using CLUSTAL Omega [31]. To examine protein sequences for putative
phosphorylation sites, we used the GPS 3.0 software [58].
Supplementary Materials: The following are available online at www.mdpi.com/2312-7481/4/1/1/s1, Table S1.
Predicted CaMK phosphorylation sites of MyBP-C N-terminal fragments identified using GPS 3.0 (medium
threshold); Table S2. Amino acid sequences show conservation between mouse and human M-motif regions;
Figure S1. The derivatives of DSF curves are shown with minima revealing the Tm: (a) ssC1C2; (b) ssC1C2 in the
presence of Ca2+-CaM.
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Abstract: The application of gold nanoparticles (AuNPs) is emerging in many fields, raising the need
for a systematic investigation on their safety. In particular, for biomedical purposes, a relevant issue
are certainly AuNP interactions with biomolecules, among which proteins are the most abundant ones.
Elucidating the effects of those interactions on protein structure and on nanoparticle stability is a major
task towards understanding their mechanisms at a molecular level. We investigated the interaction of
the 3-mercaptopropionic acid coating of AuNPs (MPA-AuNPs) with β2-microglobulin (β2m), which is
a paradigmatic amyloidogenic protein. To this aim, we prepared and characterized MPA-AuNPs with
an average diameter of 3.6 nm and we employed NMR spectroscopy and fluorescence spectroscopy
to probe protein structure perturbations. We found that β2m interacts with MPA-AuNPs through
a highly localized patch maintaining its overall native structure with minor conformational changes.
The interaction causes the reversible precipitation of clusters that can be easily re-dispersed through
brief sonication.
Keywords: amyloidogenic protein-nanoparticle systems; nanoparticle stability; protein unfolding
1. Introduction
Proteins play a fundamental role in biological processes. Their activity, indeed, on one hand
supports the correct operation of an organism, but on the other, could be responsible for disease
onset. Many protein functions are affected by their interaction with other molecules e.g., other
proteins, oligonucleotides, hormones, and so on. The fact that the interaction profile can highlight
the functions a protein performs implies that understanding the behaviour of a protein at the
molecular level is a valuable strategy to get deep insights into the functional role and possibly into
the design of new tools to master the protein activity. The spreading application of nanomaterials in
different fields such as biomedicine, food, environmental, and material sciences [1,2], has stressed
the relevance of understanding at a molecular level protein-nanoparticle interaction, because any
contact of nanomaterials with a biological fluid is suddenly followed by the adsorption of proteins [3].
However, the challenging investigation of protein-nanomaterial interface also proved so intriguing
that no general trends could be drawn so far. For example, it has been reported that some enzymes,
e.g., lysozyme, chymotrypsin, and fibrinogen [4,5], lose their catalytic activity upon interacting with
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gold nanoparticles (AuNPs), other ones, e.g., pepsin [6], retain their functionality and some other ones,
e.g., bovine catalase [7], show a higher stability in harsh conditions in presence of AuNPs. On the
other hand, when Aβ peptide, the amyloidogenic fragment from Amyloid Precursor Protein (APP),
whose fibril deposition has been related to Alzheimer’s disease onset [8], was incubated with different
nanoparticles (NPs), various effects on fibrillogenesis were observed. While titanium oxide NPs
promote Aβ aggregation [9], silica NPs leave it unaffected [9], and fullerene even inhibited it [10].
Thus, the interaction between proteins and nanomaterials and the ensuing effects appear to be highly
dependent both on the specific protein and on the nanomaterial physico-chemical properties.
Here, we present a NMR and fluorescence-based study of the interaction between
3-mercaptopropionic acid-coated AuNPs (MPA-AuNPs) and β2-microglobulin (β2m).
Gold nanoparticles have been widely used in biomedical research because of their optical features,
large surface to volume ratio, gold inertness, ease of production, and surface functionalization [11].
MPA-AuNPs were synthesized through a one-phase direct synthesis that proceeds through three
steps [12].
β2m is an amyloidogenic protein responsible for dialysis related amyloidosis (DRA) [13], and it
is considered a model for amyloidogenic proteins since it recapitulates the typical features of this
class of proteins. β2m is the light chain of class I major histocompatibility complex and in healthy
organisms, after its detachment from the heavy chain, it is removed from the blood through the kidneys.
In patients that are affected by chronic renal failure, it accumulates in the blood and precipitates into
amyloid deposits in correspondence of the joints. In literature, the interaction between β2m and
citrate-stabilized AuNPs (Cit-AuNPs) was reported for both the wild-type and D76N variants [14,15].
In both of the cases, a labile interaction was observed that does not affect the overall folding and is
mainly located at the N-terminal apical part of the protein structure. Furthermore, it was shown that
Cit-AuNPs are able to partially hinder the fibrillogenesis of the most amyloidogenic variant, namely
D76N β2m [15].
2. Results
2.1. AuNP Synthesis and Characterization
To synthesize MPA-AuNPs, a reported procedure was employed [12] (Figure 1). Briefly, at the
beginning, AuIII is reduced to AuI by the thiols, and then AuI forms with the thiolate polymeric
structures ([AuISR]n), and finally gold is further reduced to Au0 by NaBH4, leading to gold clusters
that are stabilized by the covalently bound thiolate organic monolayer. When compared to the reference








Figure 1. Scheme representing 3-mercaptopropionic acid-coated AuNPs (MPA-AuNP) synthesis.
From transmission electron microscopy (TEM) images, an average diameter of 3.6 nm was
determined (Figure 2a). The small dimensions of these AuNPs are consistent with the weak SPB that is
recorded in the UV-Vis spectrum (Figure 2b). MPA-AuNPs can be centrifuged, dried, and dispersed
again without any aggregation. To evaluate the NP organic percentage content originating from MPA,
thermogravimetric analysis (TGA) analysis was performed (Figure 2c). From TGA results and the NP
diameter obtained from TEM, it was possible to estimate the average composition and the molecular
weight of MPA-AuNPs (Table 1).
56
Magnetochemistry 2017, 3, 40
Figure 2. Characterization of synthesized MPA-AuNPs: (a) transmission electron microscopy (TEM)
micrograph of MPA-AuNPs along with the corresponding size histogram; (b) UV-Vis spectrum of
MPA-AuNPs; and, (c) thermogravimetric analysis (TGA) analysis of MPA-AuNPs.
Table 1. Composition of MPA-AuNPs calculated from TEM and TGA.
Core Diameter (nm) Organic Percentage (%) Average Composition Molecular Weight (g/mol)
3.6 19.64 Au1441(SCH2CH2COO−)661 353,315.33
2.2. Protein-AuNP Interaction
When MPA-AuNPs and β2m were mixed together, and within a few hours a brown precipitate
developed on the bottom of the flask. This precipitate could be easily re-dispersed by sonication
and dropped onto a TEM grid for imaging. TEM micrographs (Figure 3) showed a well dispersed
nanoparticle sample in which the average size of the NP cores was the same as the control (Figure 2a).
Figure 3. TEM micrograph of 2.5 μM MPA-AuNPs and 25 μM β2m. The average NP diameter
measured in presence of the protein was 3.8 ± 1.3 nm.
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By doing simple geometrical considerations, it is possible to estimate the protein adsorption
capacity of a single nanoparticle. If the ratio between the volumes is considered, as proposed by
Calzolai et al. [16], it is possible to calculate the number of proteins (N) per nanoparticle applying the
following equation:




where Rcomplex corresponds to the sum of the NP radius and the diameter of the protein, RNP is
the radius of the nanoparticle, and Rprotein is the protein radius. However, this equation is suited
for spherical proteins, while β2m has an oblate three-dimensional structure with longitudinal and
transverse axes of 4.3–3.8 and 2.5–2.0 nm, respectively [17]. When considering the crystallographic
cylindrical shape of β2m, the Equation (1) becomes







where Rcomplex is given by the sum of the NP radius and the height of the β2m cylindroid, RNP is
the radius of the nanoparticle, and hcyl and rcyl are the height and the base radius of β2m cylindroid.
The NP radius is given by the addition of the alkanethiolate monolayer thickness to the radius of the
gold core obtained from TEM. When considering that MPA is 0.55 nm long, approximately, we can
assume that the monolayer protected cluster has a diameter of 4.7 nm. Following Equation (2), on the
surface of a spherical MPA-AuNP with average diameter of 4.7 nm 36–50 β2m monomers can be
accommodated. The maximum packing density factor that is used in this model is referred to spherical
proteins. Since the base of β2m cylindroid is a half with respect to its height, substituting symmetric
tetramers to cylindroid monomers can improve the geometrical model. This adjustment leads to
9–12 tetramers per NP that means 36–48 monomers. If the ratio between the NP surface area and
the cylindroid base is considered, then the number of protein monomers per NP is reduced to 14–22.
From all of these considerations, beyond any critical evaluation, the number of β2m molecules that
can be adsorbed on a MPA-AuNP goes from 14 to 50, approximately.
Two-dimensional 1H 15N NMR experiments were acquired to ascertain the state of the protein
in presence of MPA-AuNPs. Five different protein/NP ratios were examined going from 100 to 10.
SOFAST HMQC [18] spectra of β2m alone and in the presence of MPA-AuNPs at protein/NP ratios of
40 and 15 are shown in Figure 4.
Figure 4. Superimposition of β2m 1H-15N SOFAST-HMQC spectra in absence of MPA-AuNPs (blue)
and in presence of MPA-AuNPs in protein/NP ratio of 40 (red) and of 15 (orange). The label SC
indicates side chain NH’s.
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By analyzing the spectra intensity, in addition to an overall attenuation reflecting the increase of
protein recruitment by the increasing number of available interaction sites on NPs, there was also a
preferential intensity decrease (Figure 5a). Moreover, the gradual intensity attenuation was associated
with progressive chemical shift variation (Figure 5b). By plotting for each residue, the relative intensity
(RI) against the chemical shift perturbation (Δδ), recorded at protein/NP = 25, i.e., the lowest ratio at
which most of the peaks were still visible (Figure 5c), it can be seen that there is a quite good correlation
between the two variations, i.e., the amino acids that showed the largest chemical shift deviation were
usually also characterized by the lowest relative intensity. This suggests that both of the perturbations
arose from the same process, namely the exchange interaction with the nanoparticles.
Figure 5. (a,b) Bar plots of amide resonance chemical shift perturbations (Δδ) and cross-peak
attenuations (RI), respectively. Refer to color legend for the protein/NP ratios; (c) Scatter plot indicating
the correlation between chemical shift deviation (Δδ) and relative intensity (RI) attenuation, each point
corresponds to an amide resonance. Tick marks and labels are reported every 3 residues, except for the
missing and undetected ones, i.e., I1, P5, P14, G29, P32, L54, K58, D59, W60, F62, P72, S88, and P90.
The observed side chain (SC) NHs are also included, i.e., two for Q2, two for Q8, one for N17, two for
N21, two for N24, two for Q89, and one for W95.
The variation of the resonance position accounts for a change in the chemical environment
around a specific amide group and the accompanying signal intensity decrease reflects the
line broadening, i.e., transverse relaxation rate increase, from additional exchange and possibly
cross-relaxation contributions. These two features are both related to the exchange process between
free and NP-contacting states. The occurrence of single resonances whose position reflects the
population-weighted chemical shift average of the free and the NP-close forms of the protein implies
that the exchange regime is not slow, nor intermediate with respect to the NMR chemical shift scale.
The observed pattern is consistent with a nearly fast exchange regime with residual line-broadening
contributions that, besides the dissociation rate from the NP adduct, may also reflect more or less
transient changes in the local dynamics and the overall rotational tumbling rate that affect both dipolar
(DD) and chemical shift anisotropy (CSA) contributions to relaxation, and therefore, the linewidth.
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The possibility of a progressively slowing exchange rate on increasing the NP concentration that would
approach the intermediate exchange regime and stress further the signal attenuation could account for
the substantial intensity reductions that were observed at the lowest protein/NP ratios.
To find the residues that proved more affected by the presence of MPA-AuNPs, the amide
signals whose RI and Δδ was displaced more than one standard deviation from the average values
were identified (Figure 6a). By mapping their positions on the protein three-dimensional structure
(Figure 6b), a highly specific and localized region was found to be involved in the interaction. The patch
includes two loops, namely BC loop and DE loop, and the spatially close N-terminal tail.
Figure 6. (a) Synopsis of β2m positions that proved most affected, i.e., displaced more than one
standard deviation from the average, by the presence of MPA-AuNP and their secondary structure
element location; (b) β2m cartoon highlighting in red the locations of the outlier residues.
This result is consistent with a strong localization of the electrostatic interaction, probably being
due to the compactness of the NP electron plasma [14,15]. The character of the interaction surface,
as described in Figure 6, can be appreciated when compared to the β2m regions that are involved in
the contacts with the heavy chain of type I major histocompatibility complex (MHC-I) [19]. In this
complex, β2m establishes the closest contacts with the partner species through a hydrophobic area
that extends over strands B (fragment 23–27) and E (fragment 62–66). The interface is also comprised
of contacts with hydrophilic stretches at strand A (fragment 8–12), strand D (fragment 51–55) and loop
DE (fragment 57–61) that appear less tightly packed in the complex, and are thus more accessible to
the solvent. The non-uniform distribution of hydrophilic and hydrophobic patches on β2m surface
that is recognized in the quaternary organization of MHC-I is probably relevant for the amyloidogenic
propensity of the protein [20]. The regions that are highlighted in Figure 6b, however, appear distinctly
different from those involved in the typical hydrophobic-driven interaction that β2m engages in
MHC-I. It was not possible to fit the chemical shift perturbation data with a binding isotherm because
the signals that showed the highest deviations were also the ones undergoing extensive attenuation up
to the complete cancellation in the first titration points.
To further investigate the NP effect on protein conformation, fluorescence experiments were
performed. β2m intrinsic fluorescence is mainly due to a buried Trp residue, namely Trp95 [21].
The second Trp residue of the molecule, Trp60, contributes only marginally (20% approximatively) to
the overall fluorescence because of its exposure on the protein surface and the consequent quenching
effect of the solvent. The β2m intrinsic fluorescence was recorded upon the progressive addition of
MPA-AuNPs. After an initial decrease (around 20%), the fluorescence intensity increased and the
emission peak shifted (Figure 7a). The initial intensity decrease is likely to be due to the quenching
of the limited Trp60 emission contribution to the whole fluorescence. Since Trp60 is exposed on the
surface, it is accessible to nanoparticle direct contact. The fluorescence of W60G variant is, indeed,
approximately 20% lower than the value of wild-type protein.
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Figure 7. (a,b) Fluorescence quenching of 0.5 μM wild-type (WT) and W60G β2m, respectively,
with MPA-AuNP concentrations ranging from 0 to 50 nM. The control sample spectrum is shown in
red, while the last titration point in green. Each titration point corresponds to a NP increase of 5 or
7 nM, approximately, for the experiments done with WT or W60G, respectively. For WT, the first two
additions caused an intensity decrease and the following ones a progressive increase. For W60G, all of
the consecutive additions led to progressive intensity increase.
When considering only the data prior to the shift of the fluorescence emission frequency
that certainly pertain to the natively folded β2m species, the bimolecular quenching constant (kq)
values, calculated from the apparent Stern-Volmer constant (Table 2), assuming a fluorescence
lifetime of 1–10 ns for the indole chromophore [22], were higher than the collisional rate limit,
i.e., 2 × 1010 M−1·s−1. Hence, it can be concluded that the quenching of the external tryptophan
is not purely collisional.
Table 2. Parameters obtained from fluorescence quenching data fitted with Stern-Volmer equation [23].
Only the initial points of the titration in which the fluorescence decreases increasing the titrant
concentration were used for the Stern-Volmer fitting.
Ksv (M
−1) R2 kq (M−1·s−1)
1 × 107 0.89 1 × 1016–1 × 1015
After Trp60 complete quenching, the effect of the actual NP interaction becomes evident.
Accordingly, the protein conformation perturbation induced by MPA-AuNPs leads to a Trp95
fluorescence intensity increase and an emission spectrum shift. This interpretation is supported
by the result observed with W60G β2m variant that exhibited only the intensity increase and the shift
of the emission band (Figure 7b).
3. Discussion
The interaction of β2m and its variants with AuNPs has been thoroughly investigated by our
group [14,15]. We found that the actual interaction between the citrate-coated surface of AuNPs and
β2m is essentially of electrostatic nature, although the overall protein charge should be around zero
or slightly negative. The protein regions that are involved in the preferential contacts with AuNPs
possess a local dipole or polarity distribution that must favor pairing with the NP surface, irrespective
of the overall net charge and dipole moment. An overall weak interaction was observed that involved
the N-terminal apical part of the protein, in particular, Q2 and R3 in the N-terminus, and K58 and
D59 in the DE loop, in good agreement the simulations results [14,15]. In addition, we could also
identify other close interaction sites, namely S55 and F56 in DE loop, and residues Y26, S28, G29, F30,
and S33 of the adjacent BC loop. Additional residues appeared selectively perturbed when the very
amyloidogenic variant D76N β2m was assayed [15]. These additional involvements did not map the
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protein-NP interface, but rather the protein-protein association equilibria. The citrate coated AuNPs
that were employed had average diameters of 7.5 nm at most and we could even test the in vitro
amyloidogenesis inhibition of those NP preparations [15]. Larger AuNPs, as checked with thiol-coated
ones (unpublished results), do not support β2m stability towards unfolding as the protein precipitates
out of solution shortly after preparation. In general, large NPs had been previously shown to rather
accelerate β2m fibrillogenesis [24]. For AuNPs, this effect stems from the well-established affinity
increase of proteins for gold surfaces with small curvature, i.e., large sphere diameters, that enhances
the contacts, thereby destabilizing the protein folding [25].
Now, we have shown that the same regions of β2m, which establish contacts with citrate-coated
AuNPs, which support the conformational stability of the protein and even inhibit fibrillogenesis
in vitro, remain involved in the interaction also when the citrate is replaced by 3-mercaptopropionate.
With this coating, however, the NP dimensions are sensibly reduced. With an average diameter of
3.6 nm, MPA-AuNPs become much more easy to handle for any preparation, keep the protein stable
in solution while engaging an efficient fast-exchange mild interaction, and can be exploited to reach
larger NP/protein concentration ratios that may be necessary to exploit the efficiency and the mildness
of the interaction in vivo.
4. Materials and Methods
4.1. MPA-AuNP Synthesis and Characterization
All the reagents used in the synthesis were purchased from Sigma Aldrich (St. Louis, MO, USA)
To a solution of HAuCl4·3H2O (49.2 mg, 0.125 mmol) in deoxygenated methanol (5 mL) cooled at
0 ◦C and purged with nitrogen, three equivalents (65.3 μL) of 3-mercaptopropionic acid, dissolved
in deoxygenated water (5 mL), were added under stirring. Upon the addition of the alkanethiol,
the solution colour changed from yellow to cloudy white. After two hours of stirring, a freshly
prepared cooled aqueous solution of NaBH4 (1.25 mmol, 47.3 mg, in 2 mL of water) was dripped
inside the gold/thiol solution. One hour later, the brown solution that was obtained was purified by
centrifugation (5000 rpm, 15 min at 25 ◦C), repeating the removal of the supernatant and the dispersion
in methanol five times.
For the UV-Vis characterization, a V-750 spectrophotometer (Jasco, Oklahoma City, OK, USA) was
used and the spectra were recorded at 20 ◦C, from 400 nm to 800 nm with a data pitch of 0.2 nm, a scan
rate of 200 nm/min and a bandwidth of 2 nm. To prepare the samples for the TEM imaging, a small
amount of the nanoparticle solution was dropped on a TEM grid and left for 5 min. Filter paper was
used to remove the excess of the solution. TEM images were acquired with EM 208 microscope (Philips,
Amsterdam, The Netherlands). The size distribution was calculated by measuring a minimum of
200 particles using ImageJ software (National Institutes of Health, Bethesda, MD, USA). The average
number of gold atoms per NP (NAu) was calculated from the following equation:
NAu = πρd3/6MAu = 30.89602d3, (3)
where d is the nanoparticle diameter expressed in nm, ρ is the density for face-centered cubic gold
(19.3 g/cm3) and MAu stands for the atomic weight of gold (197 g/mol).
The number of ligands that are bound to the gold core was estimated from thermogravimetric
analysis (TGA, collected with TGA 8000, Perkin Elmer, Waltham, MA, USA). This experiment gives
the percentage of weight loss during a temperature ramp that is addressed exclusively to the burning
of the organic component, following solvent removal. Applying the following equation, it is possible
to calculate the monolayer composition:
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NL = (NAu·MAu·W%)/((1 − W%) Mthiolate), (4)
where NL is the number of ligands, W% is the percentage of weight loss due to organic ligands burning
and Mthiolate is the molecular weight of the thiolate molecule. TGA analysis was performed with a SDT
Q600 instrument (TA instruments, New Castle, DE, USA) under N2 at a heating rate of 10 ◦C/min
going from 0 to 600 ◦C.
4.2. NMR Experiments
NMR experiments were performed on uniformly 15N-labeled β2m wild-type dissolved in HEPES
50 mM pH 7, and diluted to 25 μM with different concentrations of MPA-AuNPs or 2 mM MPA for
the control sample. Proteins were expressed and purified, as previously described [14,15]. D2O (5%)
was added to each sample for lock purposes. 15N-1H SOFAST-HMQC experiments were collected on
the Bruker Avance spectrometer (Bruker, Billerica, MA, USA) (-) at the Udine University Biophysics
Laboratory, operating at 500 MHz (1H). Experiments were run at 298 K over spectral widths of 30 ppm
(15N, t1) and 14 ppm (1H, t2) with 128 and 1024 points, respectively. For each t1 dimension point,
800 or 1600 scans were accumulated. The data were processed with Topspin 2.1 and were analyzed
with Sparky. The β2m assignment was based on the file that was deposited on the Biological Magnetic
Resonance Data Bank (Accession Code: 17165). Chemical shift perturbations were calculated as
Δδ (ppm) = [(ΔδH)2 + (ΔδN/6.5)2]1/2, where ΔδH and ΔδN are the chemical shift variations for 1H
and 15N, respectively [26,27]. The relative intensities (RI) correspond to the ratio between the signal
intensity in presence of NPs and in absence of NPs.
4.3. TEM Imaging of Stained Samples
To prepare samples for the imaging, a small amount of the nanoparticle-β2m solution was
dropped on a TEM grid and left for 5 min. Filter paper was used to remove the excess of the solution.
The solution was stained with 2% uranyl acetate solution in water for 2 min.
4.4. Fluorescence Experiments
β2m intrinsic fluorescence was recorded in absence of AuNPs and after the progressive
addition of small amounts of nanoparticles using a Cary Eclipse Fluorescence Spectrophotometer
(Agilent, Santa Clara, CA, USA). For the measurement, fluorescence semi-micro cuvettes were
used (5 mm × 5 mm). The samples were excited at 295 nm and the emission was recorded from
300 to 450 nm, using 5 nm slit for both excitation and emission. Each spectrum was the average
of 5 consecutive measurements, and three individual experiments were repeated for each sample.
The initial quenching data were fitted with the linear Stern-Volmer equation [23]:
F0
F
= 1 + KSV[NP] = 1 + kqτ0[NP], (5)
where F0 and F are the fluorescence intensities of the protein in absence and in presence of Cit-AuNPs,
respectively, and the Stern-Volmer constant, KSV, is the product of the diffusion-limited bimolecular
quenching constant, kq, and the fluorophore fluorescence lifetime, τ0.
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Abstract: Structural characterization of complexes is crucial for a better understanding of
biological processes and structure-based drug design. However, many protein–ligand structures
are not solvable by X-ray crystallography, for example those with low affinity binders or
dynamic binding sites. Such complexes are usually targeted by solution-state NMR spectroscopy.
Unfortunately, structure calculation by NMR is very time consuming since all atoms in the complex
need to be assigned to their respective chemical shifts. To circumvent this problem, we recently
developed the Nuclear Magnetic Resonance Molecular Replacement (NMR2) method. NMR2 very
quickly provides the complex structure of a binding pocket as measured by solution-state NMR.
NMR2 circumvents the assignment of the protein by using previously determined structures and
therefore speeds up the whole process from a couple of months to a couple of days. Here, we recall
the main aspects of the method, show how to apply it, discuss its advantages over other methods
and outline its limitations and future directions.
Keywords: complex structure; drug design; NMR spectroscopy; NMR2; structure elucidation
1. Introduction
1.1. Structure-Based Drug Design
Most biological processes rely on highly specific protein–protein or protein–ligand inter-molecular
interactions. Understanding and manipulating these interactions is the ultimate goal of drug design.
Drug research, as we know it today, dates back nearly 100 years with advances in chemistry,
including Avogadro’s atomic hypothesis, the benzene theory, and the ability to isolate and purify
active ingredients from pharmaceutical plants [1]. The finding of active components was initially
a serendipitous accident; a famous example is the discovery of penicillin by Alexander Fleming.
However, while the ligand was found to have a specific effect, the target receptor(s) remained
unknown. The search for its target was very time consuming, and the idea of rational design emerged as
a possible solution to speed up the process. Drug research based on the structure–activity relationship,
where a molecule is designed to specifically inhibit or promote an interaction, was augmented when
X-ray crystallography started to be used to derive protein structures; the protein whose structure was
first determined by X-ray was myoglobin and led to a Nobel Prize in 1962. Nowadays, drug discovery
commonly starts by screening large libraries of molecules or fragments against a carefully selected drug
target, with identified binders further optimized by molecular refinement or fragment-based design
approaches. This approach was enabled by advances in biology (e.g., biochemistry, molecular biology
and genomics) that drive the search for better drug targets. Further, progress in chemistry and
bioinformatics allowed for the synthesis and screening of enormous compound libraries. These methods,
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however, are very error prone and require validation, preferentially by a complex structure at atomic
resolution. To obtain atomic-level structures, X-ray crystallography is still the most widely used
method, followed by NMR spectroscopy and cryo-electron microscopy. The latter method is quickly
developing (Nobel Prize in chemistry 2017) and shows great potential in drug discovery for large
systems. Of particular interest are methods that combine several approaches, including the Nuclear
Magnetic Resonance Molecular Replacement (NMR2) method (Figure 1).
Figure 1. Nuclear Magnetic Resonance Molecular Replacement (NMR2) derives the complex structure
of the binding site within a few days without protein resonance assignment and using only standard
2D NMR experiments.
1.2. The NMR2 Method
NMR spectroscopy is often the only method able to determine complex structures with ligands,
which are typically either part of very dynamic interactions or in fast exchange. Unfortunately, NMR is
rather slow in structure determination, since all atoms must be assigned to their respective chemical
shifts, which requires long measurements and intensive analysis. However, most often the information
in the binding site instead of the whole protein is of interest. In those cases, NMR2 represents a good
alternative. NMR2 utilizes exact spatial information provided by solution-state NMR to locate and
refine the binding pocket of the complex structure using an independent starting model of the receptor
(e.g., X-ray structure of a homolog), and performs this analysis without the need for protein resonance
assignment. NMR2 has successfully determined several structures of complexes very accurately
(within 1 Å) with only a few days of measurement and calculation time.
1.3. The NMR2 Protocol
To successfully use NMR2, the following steps are required (Figure 2):
(i) sample preparation for NMR measurements: uniformly 13C,15N labeled, or selective labeling
schemes (e.g., isoleucine, leucine, and valine methyl labeling) can be used for the protein [2].
This can be achieved by recombinant expression, e.g., in E. coli [3]. Only one of the two molecules
in the complex should be isotopically labeled. For strong binders, i.e., low μM and higher affinity
(koff < ΔCS and koff < σ, where koff represents the dissociation rate, ΔCS the chemical shift
difference of the bound and free states, and σ the cross-relaxation rate), an equimolar ligand to
protein ratio is optimal; whereas for weak binders, i.e., high μM and lower affinity (koff > ΔCS),
an excess of ligand is required to saturate the receptor as much as possible. This can be monitored
by so-called chemical shift mapping experiments, where the ligand is titrated to the protein and
binding is detected through perturbation of the backbone NH chemical shifts of the receptor
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in 1H,15N-HSQC or TROSY experiments [4–7]. Knowing the affinity of the small molecule for its
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Figure 2. Overview of the NMR2 method. The following steps are required for NMR2 to determine
the complex structure of the binding pocket: (i) Sample preparation for NMR measurements;
(ii) Recording experiments to assign the ligand; (iii) Measurement of the ligand intra- and ligand–protein
inter-molecular distances; (iv) Choosing the input structure; (v) Running NMR2; (vi) Analyzing
the results.
(ii) Recording experiments to assign the ligand. Usually standard NMR spectra are sufficient to
assign the compound in the bound state, e.g., any combination of 13C 1D, 1D DEPT-90, and 1D
DEPT-135 spectra [8], 2D 13C,1H-HMQC [9], 2D 13C,1H-HMBC, 2D 1H,1H-DQF COSY [10,11],
F1,F2-15N,13C-filtered 1H,1H-TOCSY, or 2D F1,F2-15N,13C-filtered 1H,1H-NOESY spectra [12–21].
(iii) Measurement of the ligand intra- and ligand–protein inter-molecular distances. All distance
restraints for NMR2 are derived from NOE (nuclear Overhauser enhancement) cross-peaks
of F1-15N,13C-filtered 1H,1H-NOESY spectra [16–21]. These experiments suppress the
intra-molecular NOEs peaks from the receptor and render the spectra easier to interpret. In theory,
any moiety of the receptor can be analyzed, but to reduce the ambiguity of possible options,
the NOEs should be assigned to methyls, amides, or aromatics with respect to their chemical
shifts. Focusing only on distinct groups of resonances in the receptor helps to minimize the
computational time of the structure calculation. Using methyl groups was so far successful for all
complexes. In addition, the NOESY mixing times have to be chosen carefully. The optimal mixing
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times for the NOE build-ups depend on the correlation time of the complex. Too short of a mixing
time would not allow for enough transfer of magnetization and inter-molecular NOE peaks will
stay weak or below the noise level. Too long of a mixing time would increase spin diffusion
and lead to large signal intensities, but these would require heavy calculations to translate into
meaningful distances. In general, NOESY mixing times between 40 and 150 ms are reasonable for
a 15–20 kDa protein, exhibiting a correlation time of approximately 10 ns.
The slope of the linear growth of the NOE build-up curve contains the information about
inter-protons distances. Under the assumption of an isolated spin-pair system, the inter-molecular










































where ρi is the auto-relaxation rate of the proton i, ΔMii(0) the initial magnetization, σij the
cross-relaxation rate, rij the proton(i)–proton(j) distance, μ0 the permeability of free space, h̄ the
reduced Planck constant, γH the gyromagnetic ratio of the proton and τc the rotational correlation
time of the protein–ligand complex [22,23].
From Equations (1) and (2), we can derive σij given that fitting the decays of the ligand
diagonal peaks provides the auto-relaxation rates and the initial magnetization. If the auto-relaxation
rates of the protein groups are missing, because the protein diagonal peaks are suppressed from
the F1-15N,13C-filtered 1H,1H-NOESY, the median of other groups is a good estimate. The fits can
be made using general software such as matlab, python, and R or using the previously published
eNORA software that contains an applet for fitting NOE build-up curves [24,25]. The influence of a
slightly incorrect auto-relaxation rate on the inter-proton distance, rij, is negligible. However, the initial
magnetization is crucial because it is directly multiplied with the cross-relaxation rate. After the
fitting of all build-up and decay curves, we can derive a set of intra-ligand and inter-protein–ligand
cross-relaxation rates that need to be converted into distances.
To convert cross-relaxation rates into distances, the following has to be kept in mind: in the case
of a strong binder, slow exchange regime on the NMR time scale, the correlation time of the complex is
the same as the one of the protein, since the influence of the small molecule on the tumbling of the
protein can be neglected. In this case, Equations (1)–(6) can be readily used.
In the case of a weak binder, fast exchange regime on the NMR time scale, the effective
cross-relaxation rate is the population average between the free and bound states of the ligand [26,27]:
σe f f = p f ree σf ree + pbound σbound (7)
Since the correlation time of the ligand is on the order of picoseconds, the first term can be
neglected and, as mentioned above, the correlation time of the complex can be displayed as the
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correlation time of the protein. Consequently, the effective cross-relaxation rate is defined by the bound
population of the ligand and the correlation time of the protein:
σe f f ≈ pbound σprotein (8)
Finally, the correlation time of the protein can be determined by standard 15N relaxation
experiments and used to convert the cross-relaxation rates to distances using Equations (4–6) [28].
A second way to derive distances from cross-relaxation rates is by using the known fixed
intra-molecular distances within the ligand (e.g., protons in an aromatic ring) to calibrate the








Constant = σf ixed r6f ixed (10)
As a rule of thumb, the intra-ligand distances should be slightly shorter than the inter-molecular
distances and the median value of all distance should be around ~4.0–4.2 Å, while the median distance
of the intermolecular distances is around of 4.4 Å.
(iv) Choosing the input structure. As an input structure, the protein in its apo form, with another
bound ligand, or a homolog can be used to derive a starting model of the receptor. Either X-ray or
NMR structures can be provided. In the current state of the program, the user should prepare the
following input files: a CYANA-regularized protein PDB file, a ligand CYANA library file that
can be generated with the program cylib [29], a sequence file containing the amino acid residues
of the protein followed by sufficient linker residues (long enough so that the ligand can access all
the protein surface) and the ligand residue name as defined in the ligand library file. All these
files are needed to produce the starting structure of the complex where the protein structure is
identical to the chosen receptor and the ligand is randomly positioned in space but attached to
the protein by the linker. Further details can be found in the CYANA manual.
(v) Running NMR2. The NMR2 program screens all possible assignment moieties (usually methyl
groups) of the protein and calculates the complex structures for all options. However, it is crucial
to diminish the number of options in order to complete the calculations in a reasonable amount
of time. This is achieved primarily by using only a fraction of the inter-molecular distances
in the first calculation cycle, where only around 3–4 methyl groups of the protein are taken
into account. The use of an input structure, the previously derived network of inter-molecular
distances, and the use of triangle or tetra angle smoothing to rule out most of the false assignment
possibilities are equally important for a manageable calculation time. As of now, NMR2 is a
CYANA-based program and calculates all structures using the standard simulated annealing
protocol [30]. The results are scored with respect to the target function, which represents a
measure of how well the calculated structure fulfills the data. CYANA is the most widely used
NMR structure calculation program, which is solely based on experimental data and the repulsive
part of the van der Waals potential modeling the atom radii. No other force field is used and
therefore the electrostatic potential of the molecules is not modelled. Nonetheless, if specific
interactions are known or determined by experiments they can be added following the program
syntax [30]. Only the best structures are kept for the next calculation cycle where more methyl
groups with their respective inter-molecular distances are included. The calculation is finished
when all experimental data have been used.
(vi) Analyzing the results. The final complex structures have to be analyzed carefully to detect
potential errors. NMR2 requires a definition of the receptor flexibility; however, if there are no
restraints on backbone and side chain atoms, the protein will freely move to fulfill the distance
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restraints, which could potentially yield false positives. Another source of false positives is when
the ligand finds its binding site at the N- or C-terminus of the protein or where the protein atom
density is the lowest. There, the ligand can freely adopt its position and orientation to fulfill the
distance restraints because little or no steric inter-molecular interactions are present. One should
keep in mind that this is happening only if the protein contains methyl groups at these sites.
Finally, the quantity and quality of inter-molecular distances are critical. While theoretical
considerations indicate that a maximum of six distances should, in principle, be sufficient, practically
we observe that ~12–15 distances are the minimum needed to calculate a NMR2 structure (vide infra).
The NMR spectra should have a high signal to noise ratio as well as good resolution. They should
also be free from water suppression artifacts, e.g., so-called pulse trains water suppression ‘w5’ or
excitation sculpting that strongly modify nearby peak intensities [31].
1.4. Current Applications of NMR2
NMR2 has been successfully applied to calculate complex structures containing ligands in fast
and slow exchange (Figure 3) [32,33]. Structures containing strong binders where the ligand is a
peptidomimetic (MDMX-comp2, Figure 3a) or a small compound (HDM2-pip, HDM2-nutlin complex,
Figure 3b,c) have been determined with an accuracy relative to reference structure of 0.9–1.5 Å.
Presently, the receptors were up to 32.1 kDa in size, exemplified by ABL kinase-destatinib (in silico
data) where the NMR2-derived structure has a root-mean-square deviation (RMSD) of 1.1 Å to the
previously published complex (Figure 3d). For ligands in fast exchange, so far two structures have
been determined (MDMX-SJ212 and HDM2-#845, Figure 3e,f). The NMR2-derived SJ212-MDMX
structure is consistent with the previously published complex structure with an RMSD of 1.35 Å.
HDM2-#845 represents a new complex, where no previous structure existed. A thorough validation of
the NMR2 structure was performed showing the correctness of the structure with 3D 15N,13C-resolved
1H,1H-NOESY, and F1- 13C,15N-filtered 3D N-resolved 1H,1H-NOESY-HSQC, Saturation Transfer













Figure 3. All complex structures so far solved by NMR2. They consist of four high-affinity ligands
(a–d) and two low-affinity ones (e,f), all of which are consistent with previously published structures
(a) 3fea [34] with an RMSD of 1.1 Å, (b) 5c5a [32] with an RMSD of 0.9 Å, (c) 2lzg [35] with an RMSD
of 1.5 Å, (d) 2gqg [36] with an RMSD of 1.1 Å (in silico data), and (e) 2n0w [37] with an RMSD of 1.35;
(f) represents a complex with a ligand having a new scaffold, where no other structural data were
known, and therefore it is compared to the complex structure with nutlin (5c5a). In orange are the
NMR2-derived structures and in green the reference structures.
How many distances are needed to successfully run NMR2 depends on the complex structure:
How large and well defined is the binding pocket, how flexible is the ligand, etc. For the previously
published complexes, the ligands in slow exchange contained 16–23 inter-molecular restraints or 29 in
silico restraints (for the ABL kinase-destatinib), all of which comprise distances between methyl groups
of the receptor and the ligand protons. For the weakly binding ligands, 14 and 21 inter-molecular
distances between the ligand and the receptor were collected, with most distances involving methyl
groups of the receptor. However, in the case of HDM2-#845, one distance was included in either an
amide or aromatic group of the protein.
Choosing the right input structure for NMR2 is not very critical. In the example of HDMX in
complex with cmpd2, it was shown that the input structure can be either the apo-protein or a structure
with another ligand, or from a homolog. The input structures can also be determined by NMR or
X-ray [32]. Remarkably, NMR2 also succeeded in finding the right complex structure of the binding site
using an apo-protein as the input structure, wherein the ligand binding site was closed by one receptor
helix. This case was very challenging, since the receptor undergoes an allosteric conformational
change upon ligand binding, which moves the helix away from the binding site. During the NMR2
calculations, enough flexibility was given in the loops, with the helices and β-sheets being constrained
by hydrogen bonds, and finally yielded to a NMR2 structure with an RMSD of 1.8 Å to the previously
published structure.
1.5. NMR2 versus Other Methods for Rapid Structure Calculations of Protein–Ligand Complexes
Most complex structures are analyzed by X-ray crystallography due to its speed and high degree
of automation. However, weak binders often do not crystalize well. Furthermore, X-ray does not
contain information on dynamics, and crystal packing can lead to artifacts. The latter is demonstrated
in the case of HDM2-nutlin where the NMR2 structure is different compared to previously published
structures (PDB: 4hg7, 4e3j) that contain crystal packing artifacts, but matches perfectly the artifact-free
structure, 5c5a [32]. In cases involving weak binders, NMR spectroscopy is currently the best method
to provide high resolution structural data. Recently, attempts to derive structures and/or dynamics
of protein–ligand complexes by NMR more efficiently, when compared to the traditional structure
calculation protocol, have been proposed including the use of ambiguous restraints [38,39] (such as
ambiguous NOEs), chemical shift perturbations [40–44], or saturation transfer experiments [45,46] in
combination with computational methods such as docking and scoring [47–49]. Here, we describe the
advantages and disadvantages of NMR2 over some of the most commonly used techniques to quickly
determine complex structures by NMR. The methods can be divided into two main classes: the data
are derived from chemical shift perturbation (CSP) or NOEs.
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Methods using CSP usually record an 1H,15N-HSQC spectrum of the apo-receptor, where each
peak corresponds to one amino acid of the backbone. The ligand is then titrated and residues in close
proximity to the interaction site are perturbed. These shifts are remarkably large when caused by
ring currents produced by aromatic moieties in the ligand. While CSP is difficult to quantitatively
interpret, progress in simulations and correlating shifts with secondary and tertiary structure has made
it possible to transfer chemical shifts into structural restraints [50–52]. This made a more quantitative
interpretation of CSP possible [6,44,53–58]. One example of quantitative CSP is the J-surface-based
method: it uses the finding that most of the drugs have aromatic rings involved in the binding (95% in
one major drug design database [43]) and that the chemical shift difference due to ring current shift can
be converted into a distance [59]. This information is used to construct a so-called J-surface, designed
from spheres of the distances, where the ligand could be located. The intersection of the spheres
from all of the shifted protons represents the ring location. Because of the complexity of the chemical
shifts’ dependence with respect to the structure of the complex, the structure prediction initially
requires a spatial sampling and scoring step to define the ligand binding site (high density region of
the J-surface). This is subsequently followed by an experimentally restraint-based optimization of the
ligand binding mode.
An advantage of CSP-based methods over NMR2 is that, in many cases, CSP is detectable even
when no inter-nuclear NOEs are observable [53]. Poor solubility, low affinity, conformational variation
of the ligand or few protons in the ligand are the most common difficulties that limit the detection
of NOEs.
The disadvantages of CSP are that the protein backbone resonances have to be known for the free
and the bound state, which can be very time consuming or sometimes not possible. The latter can
occur when the protein undergoes chemical exchange in the intermediate regime, which leads to severe
intensity loss of the amide resonances, like in the case of the apo-HDMX. Furthermore, chemical shifts
are generally measured for the protein backbone atoms, but usually side chains (such as methyl groups)
are primarily involved in binding of the ligand. Note, the CSP method works also on shifts on side
chain atoms; however, this would require resonance assignment of the whole protein and is therefore
usually not performed. Additionally, CSP works best for weak binders in fast exchange with the
receptor (usually KD weaker than 1 μM) so that the resonances can be followed during a titration.
Additionally, CSP will not be treated differently for ligands with slight chemical modifications. This is
a clear drawback since often already small chemical modification in the ligand can induce a change
in its orientation. Finally, the CSP-based methods also use a docking scoring protocol that relies on
force fields or scoring function. The most popular program used in NMR is CSP-HADDOCK [40,47,60],
which can make use of a large set of additional experimental restraints such as residual dipolar couplings
or pseudocontact shifts [41,61,62]. Other docking programs are BiGGER [63], AutoDockFilter [64],
SAMPLEX [65], and LIGDOCK [47].
The second class of protein–ligand structure determination methods involves the usage of
NOEs or spin diffusion as experimental restraints. Example methods include SOS-NMR [45,47],
NOE matching [49], INPHARMA [48,66,67], CORCEMA [46,68,69], or NMR2 [32,33]. Except for NMR2,
these methods require a docking step prior to the experimentally based scoring of the found poses
and eventually perform an experimentally based refinement step. For example, the NOE matching
method generates trial ligand binding poses (e.g., from docking), uses them to back predict the 3D
13C-edited-13C,15N-filtered HSQC-NOESY spectrum and scores each complex with respect to how
well its back predicted spectrum matches the measured data. This method has the same advantages as
NMR2: there is no need for protein resonance assignment and one sample is sufficient for these studies.
Similarly, as is the case for NMR2, NOE matching is applicable for ligands in fast and slow exchange.
One limiting factor is the strong dependence on the input binding poses. The true binding poses have
to be sampled in the first place in order to be found by the program.
SOS-NMR (structural information using Overhauser effects and selective labeling) utilizes STD
NMR on many ligand–protein complexes where the receptor is labeled specifically on certain amino
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acid types while the rest of the receptor is deuterated. With this approach, STD shows the contacts to the
specific amino acid types in the receptor and the NOEs derive the respective distances. SOS-NMR gives
the amino acid composition of the ligand binding site and, if an input structure of the receptor is
available, leads to the 3D structure of the complex. The advantages are that no protein resonance
assignment is necessary, only a very little amount of protein (less than 1 mg) is needed, and it is
applicable for high molecular weight targets since only the free ligand is detected. The disadvantages
are that many samples are required using specific labeling schemes, which may be tedious and it needs
a prior docking step of the ligand into the binding site, such as DOCK [70,71].
CORCEMA [46,68,69] and INPHARMA [48,67,72,73] are methods that back predict intra-ligand,
intra-protein and protein–ligand NOEs or spin diffusion using the full relaxation matrix formalism.
They are powerful tools that can also handle systems undergoing multistate conformational exchange
and chemical exchange between the free and bound states. Protein resonance assignment is not
required but input structures of the complex should be provided as well as the exchange rates and
the correlation time of the complex. The INPHARMA method additionally requires two ligands that
compete for the same binding site. As for the other methods, the back predicted data are compared to
the experimental data to assess the quality of the docking poses.
To summarize, NMR2 is currently a purely NOE-based method and requires at
least ~12–15 inter-molecular NOEs. This is a limiting factor, especially for low-affinity binders,
which may lack enough or sufficiently strong inter-molecular NOEs. Furthermore, NMR2 is not
applicable for completely unknown complexes or protein families, since it requires an input
structure. NMR2 is applicable to most exchange regimes, the only limit being the case of severe
exchange-broadening. The main advantages are that it does not need any protein resonance assignment,
relies on simple and interpretable NMR experiments, requires only one sample, and performs standard
NMR structure calculations instead of relying on docking poses. It provides the full structure of the
complex of the binding site with high accuracy, since the distance restraints are based on accurate
NOEs [24,74,75]. Additionally, it is applicable to weak and strong binders in fast or slow exchange and
the method is fast.
2. Conclusions and Outlook
X-ray crystallography molecular replacement [76] is the prime method used to establish
structure–activity relationships of relevant small molecules [77]. Such an approach was not feasible by
NMR, as NMR structure determination relies on the assignment of the protein resonances, which can
be extremely long and tedious [28]. In recent decades, various methods have been developed in
order to derive protein–ligand complex structures faster than with the classical NMR structure
calculation protocol, but these methods mostly rely on a preliminary docking step rather than on
experimentally driven calculations. Moreover, sometimes partial resonance assignments of the receptor
are required [39–45,47,49,72]. A complex structure calculation method that is based on defined and
accurate NOEs [78–80] but also bypasses the long and tedious protein assignment step was missing.
Therefore, the NMR molecular replacement method (NMR2), a new molecular replacement-like
approach in NMR, allows for the fast determination of protein–ligand complex structures and fills
an important gap in structural biology. NMR2 yielded the structures of ligand (peptide and small
molecule)/protein complexes with an accuracy of 1 Å. It requires the measurement of few accurate
inter-molecular distances and only a model of the protein receptor. It is a highly efficient way to
determine protein/ligand complex structures, without the need to perform the tedious protein
resonance assignment, and structures can be calculated within a couple of days. The method was
demonstrated on several different complexes with strong or weak binders and will potentially compete
with X-ray crystallography for rapid complex structure determination. Furthermore, the development
of specific methyl labelling schemes and automatic methyl resonance assignment methods have
opened an avenue toward the study of large molecular complexes [81–83]. Since our method strongly
relies on sharp methyl NMR signals, the path to structure-based drug design on a large system,
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where classical NMR methods are limited, is wide open. We foresee great potential for our NMR
Molecular Replacement method in drug discovery research where structural information is the gold
standard for rational design of new active molecules.
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Abstract: Solid-state nuclear magnetic resonance (NMR) spectroscopy allows for the identification
of inorganic species during the biomineral formation, when crystallite particles visible in direct
imaging techniques have not yet been formed. The bone blocks surrounding dental implants
in minipigs were dissected after the healing periods of two, four, and eight weeks, and newly
formed tissues formed around the implants were investigated ex vivo. Two-dimensional 31P-1H
heteronuclear correlation (HETCOR) spectroscopy is based on the distance-dependent heteronuclear
dipolar coupling between phosphate- and hydrogen-containing species and provides sufficient
spectral resolution for the identification of different phosphate minerals. The nature of inorganic
species present at different mineralization stages has been determined based on the 31P chemical
shift information. After a healing time of two weeks, pre-stages of mineralization with a rather
unstructured distribution of structural motives were found. After four weeks, different structures,
which can be described as nanocrystals exhibiting a high surface-to-volume ratio were detected.
They grew and, after eight weeks, showed chemical structures similar to those of matured
bone. In addition to hydroxyapatite, amorphous calcium phosphate, and octacalcium phosphate,
observed in a reference sample of mature bone, signatures of ß-tricalcium phosphate and brushite-like
structures were determined at the earlier stages of bone healing.
Keywords: solid-state NMR; heteronuclear correlation spectroscopy; biomineralization;
pre-mineralization stage
1. Introduction
As the main component of vertebrates’ hard tissues in bones and teeth, calcium phosphate
is the most common biomineral. Unravelling the process of calcium phosphate formation in the
biological environment during bone healing or remodeling is a prerequisite for an understanding of
the mechanisms of biomineralization and pathological mineralization. This knowledge might lead to
novel bioinspired strategies for developing advanced materials as well as preventing and treatment of
calcified tissue diseases.
The mechanisms of biomineralization and pathological mineralization still remain a subject of
debate. The classical physico-chemical view on nucleation and crystallization based on the association
of ions from a supersaturated solution has been revised. In mineralized tissues, a key factor for the
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control of the nucleation, growth, and organization of hierarchical structures at different length scales
is the presence of the organic matrix, which can either localize crystallization or stabilize the otherwise
metastable or unstable amorphous phases [1]. It has been demonstrated that calcium-based biominerals
can be formed through a complex multistage process that involves stable pre-nucleation clusters with
aggregation and densification into an amorphous precursor phase and subsequent transition into
a crystal [2,3]. This formation mechanism for biomineralization has been supported by in vitro
studies using a combination of cryo-transmission electron microscopy and molecular modeling [4,5].
Dey et al. demonstrated heterogeneous surface-induced crystallization of hydroxyapatite (HAp) in
the presence of a nucleating surface using a model system of simulated body fluid as a mineral
source [5]. In the model system, the crystals were never observed together with aggregates of clusters.
The in vitro mineralization studies are in agreement with in vivo experiments that have also suggested
the involvement of an initial amorphous calcium phosphate phase (ACP) followed by transformation
to the final HAp in forming fin bone of zebra fish [6] and in tooth enamel [7]. The degree and the time
sequence of mineralization have been studied in human [8] and animal [9] bone tissues. It has been
reported that the formation of new bone is a multistep process, within which the new matrix begins to
mineralize after about 5–10 days from the time of deposition. The process is followed by increases
in the crystal size and the number of crystals, as well as remodeling, and then stops after a period of
30 months, having reached the physiological limit of the mineral content at the tissue level. However,
for a detailed understanding of the biomineralization processes, characterization on the molecular
scale at all stages, including initial, intermediate, and mature mineralization phases, is required. It has
been postulated long ago that ACP is formed from nanometer-sized clusters—so-called Posner’s
CaP clusters—with a chemical composition Ca9(PO4)6, which are the basic units of the final apatite
crystals [10]. The identification of the initial mineral phase proved to be a challenging task due
to its poor crystallinity, its highly substituted nature, and a very small size of mineral clusters for
visualization by microscopy techniques. In contrast to the systems studied in vitro, in organisms,
other transient calcium phosphate phases such as brushite (DCPD) and octacalcium phosphate (OCP)
have been implicated as phases that are intermediate to the formation of hydroxyapatite (HAp).
Indeed, evidence for brushite and OCP has been reported in bone using Raman spectroscopy [11].
This demonstrates that in vivo bone formation may show different behavior compared to biomimic and
in vitro grown model systems. Therefore, a detailed study on a molecular level on how biominerals
are formed in organisms can shed light on the natural mineralization mechanisms. However,
implementation of in vivo experiments tracing various stages of mineralization is difficult to achieve,
because any non-destructive method based on real-space imaging such as magnetic resonance imaging
(MRI) and computed tomography (CT) will only find structures exceeding a minimal size in space due
to their inherent detection limits caused by the limits of the spatial resolution of the particular method.
Solid-state nuclear magnetic resonance (NMR) spectroscopy is ideally suited for the
characterization of disordered or nanoscale materials and has been shown to provide important
structural information in natural dentine [12,13], cartilage [14], and bone minerals [15–18] and their
model compounds [19–23]. The presence of certain moieties known to exist in calcified tissues such as
calcium phosphates, hydroxide groups, and water molecules as well as their arrangement and order,
can be examined using 31P and 1H solid-state NMR. Two-dimensional 1H-31P heteronuclear correlation
(HETCOR) spectroscopy utilizes the distance-dependent heteronuclear dipolar coupling and thus
emphasizes spatial proximity between phosphate- and hydrogen-containing species. Therefore it
allows for the determination of the nature of inorganic species present at different mineralization
stages based on the 31P chemical shift information.
In the present study, we present a molecular-level ex vivo NMR characterization of in vivo
grown tissues. Therefore, screw-type dental implants were inserted into the mandibles of minipigs.
For ex vivo analysis by solid-state NMR, the bone blocks surrounding the dental implants were
dissected after healing periods of two, four, and eight weeks in order to study how biominerals
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develop in organisms. The NMR spectra of newly formed tissues were compared to mature bone
obtained from the same organism.
2. Results
Figure 1 shows a magnetic resonance (MR) proton density slice image of the bone block of
a 20 × 10 × 10 mm3 size extracted after the healing period of two weeks. The dental implant inserted
into the mandibular block and dense mineralized tissue appears dark due to the lack of signal.
The adjacent connective tissue is depicted in different gray scales. The red rectangle in Figure 1
indicates the area in a cavity beneath the implant apex, where tissue has grown after the healing period
without direct contact to the implant. The proton density and the tissue structure in this region deviate
from the surrounding tissues and thus reveal the formation of a new tissue. The morphology and
quality of the newly formed tissue has been studied by MRI in the same time steps and published
elsewhere [24]. Using solid-state NMR, the composition of newly formed tissue and its promotion
with increasing healing time has been investigated in this work.
Figure 1. Magnetic resonance (MR) proton density slice image of the bone block containing the implant
after a healing time of two weeks. The yellow dotted lines indicate the implant cavity, and the red
rectangle shows the region with newly formed tissues, extracted for NMR measurements. The highest
proton density is indicated by light gray, the lowest one by black.
Figure 2 shows the 31P magic angle spinning (MAS) NMR spectra of a series of the samples
after two, four, and eight weeks of healing, measured by direct polarization (DP) (Figure 2a) and
cross-polarization (CP) from 1H (Figure 2b). All 31P MAS NMR spectra from newly formed tissues are
very similar irrespective of the healing time, and reproduce the spectrum of the mature bone presented
for comparison in Figure 2c (bottom). The DP spectra are characterized by a single, featureless,
and almost symmetric line centered at 3.0 ppm with a rather large linewidth of 3.5 ppm. In the
literature, the peak at 3 ppm is attributed to ACP, which is known to compose the bone mineral
structure [25,26]. The reference spectrum of crystalline HAp shown in Figure 2c is significantly
narrower and demonstrates an intrinsic peak at 2.7 ppm.
For selectivity, CP experiments in which signals of the sites in the vicinity of protons were
enhanced were subsequently performed. The 31P{1H} CP MAS NMR spectra based on the
magnetization transfer from 1H to 31P sites strongly indicated that the 31P species strongly coupled
to protons. The CP MAS NMR spectra of newly formed tissues (Figure 2b) demonstrated similar
featureless signals centered at ca. 3 ppm. They were characterized by even larger linewidths when
compared to the DP spectra. Inhomogeneous broadening of the latter resulted from the distribution
in the local environment of 31P sites in close proximity to 1H. The CP spectrum of the 2w sample
demonstrated a much weaker intensity compared to other CP spectra, as shown in Figure S3. This is
explained by a very low concentration of the phosphorous-containing species due to a nearly complete
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absence of mineralized tissue. This is supported by the fact that the newly formed tissue after two
weeks appeared as soft rather than hard tissue.
 
Figure 2. 31P magic angle spinning nuclear magnetic resonance (MAS NMR) spectra of newly formed
tissues after two, four, and eight weeks healing time, measured by (a) direct polarization (DP),
and (b) using cross-polarization (CP) from 1H at a contact time of 0.1 ms. (c) The 31P MAS NMR spectra
of the mature bone (bottom) and hydroxyapatite (top). The spectra are normalized to maximal intensity.
Two-dimensional 1H-31P heteronuclear correlation (HETCOR) spectra of tissues formed after
different healing periods as well as the spectrum of mature mandibular bone of a minipig are shown
in Figure 3. For assignment, we summarized the data on 31P and 1H chemical shifts previously
reported in the literature for various calcium phosphate minerals suggested to be present in bone
mineral tissues. This data is shown in Table 1. In the spectrum of bone, two characteristic correlation
signals at ca. 0 ppm and 5 ppm in the 1H dimension are assigned, respectively, to PO43−/OH−
groups in the apatite structure and to structural/surface water protons spatially related to the mineral
phase, according to Yesinowski and Eckert [27]. Similar correlation signals have been observed in
synthetic biomimetic nanocomposites [22,28] as well as in biominerals such as animal bone [17,29],
joint mineralized cartilage [14], and rat dentine [12].
 
Figure 3. 1H-31P heteronuclear correlation (HETCOR) spectra of the newly formed tissues after two,
four, and eight weeks of healing time and of mature bone. For each healing period samples from
two animals (top and bottom) were measured. Guidelines at the 1H chemical shifts of 0.2 ppm and
5.4 ppm characteristic of apatitic hydroxides and water, respectively, are shown. In the 31P direction,
the guideline at 2.7 ppm characteristic of hydroxyapatite is indicated in all samples. In addition, in the
spectrum of mature bone, the guideline at 3.3 ppm, characteristic of octacalcium phosphate (OCP),
is shown.
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ACP, amorphous calcium phosphate 3.0 5.5 [25,26]
OCP, octacalcium phosphate









Based on the correlation signals in the 31P dimension, the dominating contribution at 3.3 ppm
in mature bone is attributed to octacalcium phosphate (OCP). The presence of HAp at 2.7 ppm and
ACP at 3.0 ppm has also been found. The spectra of newly formed tissues show distinct differences to
that of mature bone, particularly, at the earlier stages. The two-week (2w) spectra from two different
animals represent a complex superposition of low intensity signals, whose maxima are spread from
4 to −2 ppm. After four weeks, the lines become narrower in the 31P direction and split into three
distinct contributions in the 1H direction. After eight weeks, the spectra of both samples become more
similar to the spectrum of the reference bone yielding only two correlation peaks, well separated in
the 1H dimension. The mineral components identified in the 2D spectra at different healing stages
and in the mature bone in our work are summarized in Table 2 and discussed in the section below.
In the work of Wu et al. [36], the presence of phosphorylated proteins at the very early stages of
bone mineralization in chick embryos aged 8–14 days was shown using solid-state NMR. However,
by Day 19 of embryonic development, no phosphoproteins could be detected because their signals
were overwhelmed by large amounts of inorganic mineral phases. In our study, we performed the
31P slow MAS NMR measurements at −20 ◦C (see Figure S4), as the phospholipids were expected
to show lower shift anisotropy and specific chemical shifts. These additional measurements did not
reveal phospholipid signals.
Table 2. The presence of calcium phosphate minerals in the samples under study at different
healing stages (ACP = amorphous calcium phosphate; OCP = octacalcium phosphate; Bru = brushite;
TCP = tricalcium phosphate; Hap = hydroxiapaptite).
Sample
Mineral Components
ACP OCP Bru β-TCP HAp
2 w
x x x
x x x x
4 w
x x x x
x x x x
8 w
x x x
x x x x
Mature bone (reference) x x x
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3. Discussion
Our results show that solid mineral phosphate species were present in the defect zone around the
dental implant in the mandibular bone of minipigs two weeks after implant insertion, although hard
tissue had not yet been formed at this stage. The quantitative information available from the DP
NMR spectra allowed us to estimate the fractions of mineral and organic components in the tissues
after different healing times and to compare it to mature bone. Therefore, we integrated 1H and 31P
MAS NMR spectra and calculated the ratio of hydrogen and phosphorous atoms. A spectrum of
hydroxyapatite was used for calibration of the respective signal ratios from proton and phosphorous
spectra. The contribution from water in the 1H spectra identified by the chemical shift was ignored.
The results show a 10-fold increase in the ratio of phosphorous atoms to hydrogen atoms in the organic
phase in the four-week (4w) and eight-week (8w) samples when compared to the 2w sample. Moreover,
the mineral/organic component ratio remained unchanged after four weeks of healing and was similar
to that of the mature bone. This observation is in agreement with the work of Bala et al., who reported
that the majority of newly formed tissue within two weeks must be organic soft tissue [9].
In order to follow changes in the mineral phase upon new tissue formation and maturation,
2D HETCOR spectroscopy, which provides spatial correlations between 1H spins (from organic
component and water) and 31P spins (primarily phosphate species in the mineral component),
was applied. The signal separation available in the 2D spectra provided a higher resolution in
the 31P dimension as compared to the 1D 31P spectra and thus allowed local mineral structures to
be analyzed based on their chemical shifts. To note, the decreased linewidth in the 2D spectra as
compared to the 1D CP spectra is related to the longer mixing time in the former, which results in
a narrower distribution of the emphasized components.
The HETCOR spectra in Figure 3 demonstrate the development of the newly formed tissue
with healing time. All the 2D correlation peaks in our work were centered within the range from
−3 ppm to ca. 5 ppm, corresponding to phosphate groups in various calcium phosphate minerals.
The HETCOR spectra of both 2w samples were slightly different. This can be explained by the variation
in the concentration and location of the surrounding calcium atoms, because the 31P chemical shift of
a phosphate unit is very sensitive to calcium content [37]. Moreover, protonation of the phosphate is
also known to lead to an upfield 31P shift [30]. Nevertheless, signatures of ACP, OCP, and brushite
(Bru) were found in both 2w samples, and the presence of β-TCP was revealed in only one of them.
Such differences might be associated with in vivo interindividual variability and might be explained
by the way different animals respond to implant insertion in various ways. Whereas ACP and OCP
are known to constitute biological minerals, brushite has been only proposed as an intermediate
in biomineralization processes such as bone formation [38] and the dissolution of enamel in acids
(dental caries) [39–41]. Hence, we term it here as a brushite-like component. It is worth noting that,
although it is a major component of most vertebrate hard tissues, HAp was not found in either 2w
sample. Thus, we can conclude that, rather than the formation of biominerals, the pre-stages of
biomineralization were observed here. After four weeks, the presence of ACP, OCP, the brushite-like
component, and HAp was found in both 4w samples. Finally, at the last stage of healing, ACP, HAp,
and OCP were visible in the 8w spectra. This composition is close to that of the mature bone serving as
reference, except for the presence of Bru phase in one of two 8w samples. However, this phase could
be stabilized by an environment before conversion to hydroxyapatite. To sum up, the general trend in
the formation of biomineral tissue with time evolution is clearly observed.
The 1H signals from newly formed tissues strongly deviated from those of mature bone, where the
protons related to apatitic OH− groups and water molecules were found. An absence or undetectable
amount of apatitic OH− groups expected at ca. 0 ppm was observed at all early stages in all samples,
except for one 4w sample. This supports reports of a strong deficiency of hydroxide groups in mature
bone and dental tissues [12,42,43]. In our previous studies on water absorbance on silica surfaces [44]
and on hydroxyapatite-gelatin nanocomposites [22,28], we demonstrated the variation in the 1H
chemical shift depending on (1) the dimensionality of the water structures formed on the surface
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and related to the strength of hydrogen bonds, and (2) the chemical groups donating hydrogen
atoms for hydrogen bond formation. As a fast exchange of hydrogen bonded protons is known to
occur at ambient temperatures, the exchanging protons appear in the 1H spectrum at the chemical
shift, which is the weighted average of the chemical shifts from the individual structures. Thus, the
1H values discussed here can result from OH groups participating in hydrogen bonding between
hydrogenated phosphates, bulk water, isolated water molecules, and organic molecules present in
bone (e.g., collagen and non-collagen proteins), giving rise to variability in the 1H shifts of natural bone
tissues. Actually, three 1H signals, similar to the 4w samples, have been observed in the biomimetic
mesocrystal system of fluoroapatite and the organic matrix at the early growth stage [28]. In the
latter, the signals have been attributed to three different water states associated with (i) isolated water
molecules, being structural defects in the crystalline mineral domains, (ii) bound water on the mineral
surface, and (iii) mobile water included in the amorphous organic layer, where it strongly interacts
with organic molecules and inorganic species. The change to two 1H signals in the 8w samples can
be associated with the re-organization of complexes between water and protein molecules always
present in the organic matrix, and/or crystallite growth, which results in diminishing the contribution
from surface bound water due to reduction in the specific surface area. This scenario corroborates the
recent biomineralization mechanism that manifests clustering and densification into an amorphous
precursor phase [2,3,5]. Our results demonstrate that different calcium phosphate minerals are present
in the newly formed tissues at various healing stages, and that hydroxyapatite has not been formed in
the tissue after two weeks. This observation supports the next stage in the recent biomineralization
mechanism, which involves the final crystallization to hydroxyapatite and agrees well with other
studies suggesting a duration of primary mineralization of up to 3 months [8,9].
4. Materials and Methods
4.1. Sample Preparation
Six titanium coated polyetheretherketone (PEEK) implants of a special design—to create a defined
area between the implant surface and the round drill hole reported in [24,45]—were inserted in
the mandibular bone of minipigs. The mandibles were resected after healing periods of two,
four, and eight weeks. The details of the animal model are given in Supplementary Materials.
The specimens were stored in a phosphate buffer solution containing penicillin, streptomycin,
gentamycin, and amphotericin B at 8 ◦C. Due to tight fixing of the dental screws, contact of the
tissues investigated and phosphate solution was avoided. For the solid-state NMR measurements,
species of newly formed tissues were isolated from the host bone, placed into MAS zirconia rotors
with an o.d. of 4 mm, tightly capped, and immediately measured. Thus, two samples from
different animals were examined after each healing period. The bone serving as reference was
obtained from mature pristine mandibular bone and ground in a freezer mill. The reference sample
of hydroxyapatite was purchased from Merck KGaA (Darmstadt, Germany) and used without
purification. Control measurements of both untreated bone blocks and ground bone after extraction
and after storage for 4 weeks—a period during which some samples had to be stored before the
solid-state NMR following the MRI experiments—were performed to verify that the storage conditions
and grinding did not affect the mineral structure. The results of the control experiments are presented
in Figures S1 and S2.
4.2. NMR Imaging Measurements
The NMR Imaging was performed on a 7 T Bruker Avance 300 nonclinical NMR spectrometer
(Bruker BioSpin, Rheinstetten, Germany) using a linear polarized rf coil of a 15 mm inner diameter
and a BrukerBioSpin Micro 2.5 gradient system generating a maximum magnetic field gradient
strength of up to 1 T/m on three axes. For the experiment, the whole bone block was immersed into
an NMR tube filled with a perfluorinated fluid (Fluorinert FC 77®, 3M Belgium NV/SA, Zwijndrecht,
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Belgium) preventing dehydration and providing a signal-free background. For a proton-density image,
a spin-echo multi-slice sequence with a repetition time of 2.5 s, an echo time of 4 ms, a matrix size of
512 × 256 pixel, a slice thickness of 125 μm, and 32 scans was used.
4.3. Solid State NMR
All NMR spectra were obtained on a 7 T Bruker Avance 300 spectrometer operating at resonance
frequencies of 300.1 MHz for 1H and 121.5 MHz for 31P. The 31P NMR experiments were acquired at
a spinning frequency of 10 kHz employing a BL4 HXY 4 mm MAS probe head. For 31P MAS NMR
spectra, a single 90◦ pulse with a 3.8 μs pulse duration, a recycle delay of 50 s, a proton decoupling of
50 kHz, and up to 512 repetitions were applied. For 31P{1H} CP measurements, a contact time of 0.1 ms,
a 1H decoupling (XiX) of 50 kHz, 4096 repetitions, and a recycle delay of 3 s were used. The spectra
were fitted using Dmfit [46]. Two-dimensional 1H-31P HETCOR experiments were performed using
frequency-switched Lee-Goldburg (FSLG) CP with a contact time of 0.5 ms and 1.5 ms and an LG
frequency of 75 kHz. A recycle delay of 3 s and 256 scans per t1 time increment were used. A total
of 128 t1 slices with a 25.2 μs time increment were acquired. Prior to Fourier transform, exponential
multiplication with 20 Hz and 30 Hz line broadenings was used in 31P and 1H dimensions, respectively.
The 1H chemical shifts were referenced to tetramethylsilane (TMS) at 0 ppm using poly (vinylidene
fluoride) as an external reference at 2.9 ppm; powdered ammonium dihydrogen phosphate was used
to reference the 31P spectra at 0.72 ppm relative to 85% phosphoric acid.
5. Conclusions
In the present work, the changes in the mineral phase upon new tissue formation and maturation
were investigated on the molecular level by applying solid-state NMR. The tissues grown in the
cavity beneath the dental implants inserted into the mandibles of minipigs were investigated after
three different healing periods of two, four, and eight weeks. While one-dimensional 31P MAS
NMR proved the presence of mineralized tissue, two-dimensional heteronuclear correlation HETCOR
spectroscopy enabled the detection and identification of various calcium phosphate minerals and water
stages during the bone formation. The increase in mineral content was shown by the ratio between
the 31P and 1H signal intensities during the healing period. Thus, after two weeks, we observed
pre-stages of biomineralization (rather than a formation of biocrystals, which grow in a straightforward
manner) with a broad distribution in structural environment. The chemical composition in the newly
formed calcium phosphate species varies with healing time until it achieves a composition close
to that of mature bone, at approximately eight weeks after healing starts. Besides ACP and OCP
phases, revealed in the reference bone spectrum, brushite-like and β-TCP were observed at early
stages of mineralization. At the intermediate stage, hydroxyapatite was formed. Our results provide
in vivo confirmation of a recently proposed biomineralization mechanism based on the formation of
nanometer-sized calcium phosphate clusters, with subsequent aggregation into an amorphous phase
and, finally, crystallization to hydroxyapatite. We proved here that solid-state NMR spectroscopy
allows for the identification of inorganic species during the biomineral formation at very early stages,
when crystallite particles visible in direct imaging techniques have not yet been formed.
Supplementary Materials: The following materials are available online at www.mdpi.com/2312-7481/3/4/
39/s1, Figure S1: 1H-31P heteronuclear correlation (HETCOR) spectra of the bone (a) in block after extraction,
(b) cryogenically ground after extraction, (c) in block after storage for 4 weeks in phosphate solution in a fridge
and (d) cryogenically ground after storage for 4 weeks in phosphate solution in a fridge. Figure S2: (A) 1H magic
angle spinning nuclear magnetic resonance (MAS NMR) spectra, and (B) 31P MAS NMR spectra of the bone
in block after extraction, cryogenically ground after extraction, in block after storage for 4 weeks in phosphate
solution in a fridge and cryogenically ground after storage for 4 weeks in phosphate solution in a fridge. Figure S3:
31P{1H} CP MAS (10 kHz) spectra of newly formed tissues in the second animal (2w- after two, 4w-four and
8w-eight weeks healing time). The spectra were measured at a contact time of 0.1 ms. Normalization on the
sample weight and no line broadening were applied here to demonstrate the sensitivity of the spectra. Figure S4:
31P{1H} CP MAS (2.6 kHz) spectrum of the 2w sample measured at −20 ◦C.
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Abstract: The fortuitous modification of a quinoline-proline-piperazine side chain linked to a steroid
in the presence of lithium (trimethylsilyl) acetylide has generated an unknown product that is more
active than its precursor. After having characterized two β-enaminones (two-carbon homologation
compounds) that were generated from a simplified model side chain, we have identified the unknown
product as being the β-enaminone steroid derivative 1. NMR analysis, especially two-dimensional
(2D) experiments (correlation spectroscopy (COSY), NOE spectroscopy (NOESY), heteronuclear
single-quantum correlation (HSQC) and heteronuclear multiple-bond correlation (HMBC)) provided
crucial information that was found essential in the characterization of enaminone 1. We also proposed
a mechanism to rationalize the formation of this biologically active compound.
Keywords: enaminone; steroid; NMR; ethynylation; rearrangement; anti-cancer agent
1. Introduction
Cancer is still a major cause of death worldwide [1,2]. It is therefore urgent to develop new
molecules to counter the uncontrolled proliferation of cancer cells [3,4]. Steroid derivatives having a
(1-quinolin-2-ylcarbonyl)-L-proline-piperazine side chain at position C2 of estra-1,3,5(10)-trien-3,17β-diol [5]
or 5α-androstane-3α,17β-diol [6–8] represent a new family of anticancer agents. They were found
to reduce the proliferation of various human cancer cell lines [8–10], as well as to block tumor
growth when tested in mouse tumor (xenografts) models of human cancers (pancreas, ovary, breast,
and leukemia) [7,11]. During our work to increase their metabolic stability, especially for oral
administration, one of our strategies was to introduce an ethynyl group at position C17 of the steroid
nucleus to generate a tertiary alcohol instead of a secondary alcohol [12]. In the field of steroid drugs,
this kind of transformation is known to increase metabolic stability by avoiding the oxidation of
17β-OH into a ketone by the metabolism of phase-I enzymes of the CYP family [13,14].
Trying to introduce the ethynyl group at the last step of the chemical synthesis gave unsatisfactory
low yields (<30%) of the expected 17α-ethynyl/17β-OH derivative RM-133 from RM-128 (Figure 1),
and the former was contaminated with unidentified side products. This more metabolic stable
compound was alternatively obtained by another strategy that introduced the ethynyl group earlier
in the reaction sequence, thus providing RM-133 in good yield and purity [7], but the negative
results of the first chemical strategy provided an unexpected finding. In fact, the addition of lithium
(trimethylsilyl)acetylide to the C17-carbonyl of RM-128 generated a new compound, which after
purification was found to be very active as an antiproliferative agent on a variety of human cancer
cell lines (OVCAR-3, PANC-1, MCF-7, T-47D), being about two times more potent than RM-133 in
a comparative assay (unpublished results). The biological potential of this unknown compound
prompted us to elucidate its chemical structure.
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Figure 1. Unexpected formation of an unknown biologically active steroid derivative.
2. Results and Discussion
2.1. Characteristic of Unknown Compound and Hypothesis
The major difficulty for the characterization of unknown compound 1 was the complex nature
of the starting aminosteroid derivative RM-128 [8], which is well-known to exist as a mixture of
two conformers in different proportions according to the solvent used for NMR analysis [7]. In fact,
the presence of two amide bonds linking a piperazine, a proline, and a quinoline explain these
two conformers, but the combinaison of this side chain and a steroid backbone with 19 carbons
greatly complexifies the identification of such steroid derivatives by NMR. Moreover, as observed
with other aminosteroids of similar structure, it is not possible to obtain a crystal for X-ray analysis.
However, some conclusions can be drawn by the comparison of 1H NMR and 13C NMR spectra of
the starting ketone (RM-128) and the unknown compound 1. In fact, the steroid backbone was not
modified, except at C17, where an ethynyl group seems present, and the quinoline moiety was not
altered either, thus suggesting a modification of the side chain close to the proline, although the two
amide groups also seem to be present. Mass spectra analysis showed a peak at 679.5 m/z (M+H)
instead of the expected peak at 652.4 m/z, suggesting the presence of another group in addition to the
expected ethynyl group. The infrared (IR) analysis only confirmed the presence of amide and alcohol,
the C≡C acetylenic signal being too small to be significant. Finally, an interesting observation is the
strong fluorescence of this unknown compound (excitation λmax = 410 nm; emission λmax = 494 nm),
which supports a modification of the side chain that is linked to the steroid nucleus.
2.2. Synthesis of Side Chain 6 as a Model for the Formation of Unknown Compounds
Given the limited information that is generated by the analysis of the spectral data of the unknown
compound 1, as well as the complex structure of this type of aminosteroid derivative, we decided to try
the same kind of reaction on the side chain model, as represented by compound 6. This later was easily
prepared in three steps (Figure 2), by 1) a coupling of 2-quinaldic acid (2) with proline-t-butylester (3)
using benzotriazol-1-yl-oxytripyrrolidinophosphonium hexafluorophosphate (PyBOP), 2) a hydrolysis
of the ester group to the corresponding acid, and 3) a coupling of this acid with N-methyl-piperazine
using 2-(1H-benzotriazol-1-yl)-1,1,3,3-tetramethyluronium hexafluorophosphate (HBTU) as reagent.
When reacting compound 6 with lithium (trimethylsilyl)acetylide, we obtained a mixture of products
that was purified by flash chromatography, leading to two unknown compounds in 15 and 30%
yields, respectively.
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Figure 2. Synthesis of model side chain (compound 6) and two rearranged side chains (compounds 7a
and 8a) resulting from the ethynylation reaction.
2.3. NMR Characterization of Unknown Side Chain (Enaminones 7 and 8)
Comparison of the NMR data of compound 6 (Figure 3A) with those of the two unknown side
chains generated from 6 provided interesting information. In fact, the 1H NMR analysis of the minor
compound (Figure 3B) demonstrated the presence of N-methylpiperazine and quinoline groups,
but surprisingly, the absence of the proline moiety. These observations were also confirmed by mass
analysis ([M+H]+ = 282.1 m/z). For the major compound, however, the proline was clearly present
in NMR spectra (Figure 3C) and mass analysis ([M+H]+ = 379.1 m/z). In NMR spectra of both
compounds, there is no evidence of peak splitting for the N-CH3 of piperazine, the CH of proline and
some quinoline signals. This duplication is typical of the presence of the two rotamers observed for
a side chain like 6 [7], especially obvious for the CH-2′ ′ (Figure 3A). New signals (a and b) integrating
for 2H were also detected in the aromatic or vinylic region (6.80 and 7.91 ppm for 7 and 6.45/6.70 and
7.90/8.08 ppm for 8; correlations in correlation spectroscopy (COSY) spectra).
 
Figure 3. Comparison of 1H NMR spectra in CDCl3 of known side chain 6 (A) and unknown side
chains 7a (B) and 8a (C).
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In 13C NMR, the carbonyl peaks at 166.1 and 166.6 ppm (C-1′ ′ ′) disappeared and a weak signal
at 187.6 or 187.4 ppm for 7 or 8, respectively. Moreover, two new weak peaks (CH) at 91.0/153.0
or 93.7/150.0 ppm appeared for 7 or 8, respectively (Table 1). Two CH-aromatic signals were also
deshielded, while the CH-3′ ′ ′ signal was slightly shielded, but the other signals were roughly the same.
Taking into account NMR and mass data, especially an additional 26-mass units that were observed
for the major compound, we can therefore assume the presence of a CH=CHCO group between the
quinoline and proline moieties, which compounds could be represented by 7a or 7b, for the minor
compound, and 8a or 8b, for the major compound.
Table 1. Chemical shifts (δ in ppm) and assignation of carbons from compounds 6, 7a, 8a, and 1.
# 6 7a 8a 1 (Side Chain) 1 (Steroid; C #)
CH2-4′ ′ 22.3, 25.2 – 23.4, 23.9 23.6, 23.9 12.9 (CH3-18)







45.8, 46.2 21.0 (CH2-11)
N-CH3 45.6, 45.9 46.0 46.0 – 23.0 (CH2-15)
CH2-5′ ′ 48.1, 49.8 – 48.1, 53.3 48.1, 53.4 28.1 (CH2-6)
CH2-1′ 54.2, 54.6, 54.9 54.6 1 54.5, 54.8 46.8, 48.0, 48.6 31.1 (CH2-7)
CH-2′ ′ 57.4, 59.1 – 57.9, 62.7 57.7, 62.7 32.7 (CH2-12)
CH-3′ ′ ′ 120.9, 121.5 119.0 119.1 119.1 32.8 (CH2-1)
CH-7′ ′ ′ 127.4 127.4 127.4 127.0 34.6 (CH2-4)
CH-6′ ′ ′ 127.7 127.6 127.6 127.4 35.7 (C-10)
C-5′ ′ ′ 128.1, 128.3 129.0 129.0 129.1 36.1 (CH-8)
CH-9′ ′ ′ 129.2, 129.8 130.1 129.3, 130.3 129.9, 130.3 38.4 (CH-5)
CH-8′ ′ ′ 129.6 129.4 129.4 129.4 38.9 (CH2-16)
CH-4′ ′ ′ 136.6 136.6 136.5 136.5 47.0 (C-13)
C-10′ ′ ′ 145.8, 146.3 147.0 147.1 147.1 50.3 (CH-14)
C-2′ ′ ′ 153.4, 154.1 155.9 156.1 156.1 55.6 (CH-9)
C-1′ ′ ′ 166.0, 166.6 187.6 187.42 187.5 63.7, 63.8(CH-3)
C-1′ ′ 169.0, 170.1 – 168.6, 169.4 168.9, 169.2 64.8, 64.9(CH-2)
CH-b – 91.0 93.7 2 93.6 73.9 (C-20)
CH-a – 153.0 150.0 2 149.7 79.8 (C-17)
– – – – – 87.6 (C-21)
1 The CH2 signals of piperazine ring are very weak. 2 The δ values estimated by ChemDraw 14.0 are 187.0, 153.8
and 92.7 ppm for C-1′ ′ ′, CH-a and CH-b, respectively. These signals are also very weak.
We next focused on the major compound 8 because its side chain is similar to the side chain that
is present in the bioactive steroid compound 1. IR analysis does not make it possible to discriminate
between the two possible regioisomers 8a and 8b (same carbonyl band at 1643 cm−1), but in 13C NMR,
the peak at 187.4 ppm corresponds very well to a conjugated ketone rather than a conjugated amide.
Moreover, the experimental and calculated (ChemDraw 14.0) chemical shifts for this conjugated ketone
are identical (Table 1). The HMBC spectrum of 8 showed J3-coupling between the vinyl CH-a and
the carbonyl C-1′ ′ ′ at 187.4 ppm, as well as with two proline signals (CH-2′ ′ and CH-5′ ′ ′) (Figure 4A).
A J3-coupling between the CH-3′ ′ ′ of quinoline and the carbonyl at 187.4 ppm was also observed.
The NOESY spectrum does not show correlations between a CH-2′ ′ of proline and any CH of the
quinoline nucleus, but correlations between CH-2′ ′ and the vinylic CH-a and CH-b were found,
thus supporting the β-enaminone structure of 8a (Figure 4B). The coupling constants (J = 13.0 Hz),
as well as no NOE correlation between CH-a and CH-b confirm the trans-configuration of the alkene 8a.
After the characterization of 8a, the minor unknown side chain was found to be the β-enaminone 7a.
In addition to confirm the structures of 7a and 8a as the minor and major compounds resulting from
the ethynylation of 6, two-dimensional (2D) NMR analyzes also allowed for the complete assignment
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of protons and carbons of 6, 7a, and 8a (Table 1). These data will be crucial for the elucidation of the
unknown steroidal compound 1.
Figure 4. Partial HMBC (A) and NOE spectroscopy (NOESY) (B) results supporting the structure of
β-enaminone 8a.
2.4. NMR Characterization of Unknown Steroidal Compound 1
After we characterized the enaminone 8a from an experiment with a simplified model of side
chain, it was possible to make a direct comparison of the NMR data of 1 and 8a. In 1H NMR, the
quinoline and enaminone signals were found to be identical, while the CH-2′ ′ and CH2-5′ ′ signals
of proline were at the same chemical shifts (4.6 and 3.4–3.9 ppm). However, a comparison of the
other signals was not possible because of the presence of numerous protons of steroid backbone,
but two methyl groups (CH3-18 and CH3-19) and an acetylenic proton (2.58 ppm) are also present.
A comparison of the 13C NMR data clearly demonstrated the similarity of the chemical shifts for
the β-enaminone 8a and the side chain at position 2β of the steroid. In fact, the only disparities
are related to the presence of a CH3 instead of the steroid nucleus on a piperazine nitrogen, which
affects the chemical shifts of the two CH2-1′. Analysis of the 13C NMR data also makes it possible
to completely confirm the 5α-androstan-3β,17β-diol backbone, as well as the presence of an ethynyl
group (73.9 and 87.6 ppm) at C-17α (79.8 ppm) [7]. Finally, mass analysis ([M+H]+ = 679.5 m/z) is in
agreement with the proposed structure for compound 1.
2.5. Mechanism of β-Enaminone Formation
After an exhaustive research in literature for such transformation, we found that the preparation
of an enaminone by a two-carbon homologation of amides with lithium(triphenylsilyl)acetylide was
already described by Suzuki et al. in the eighties [15]. A brief explanation of the reaction mechanism was
given, suggesting a sequence of events, including an initial formation of a silylalkynone, followed by
a Michael-type addition of in situ-formed lithium amide, and a subsequent protiodesilylation [16].
Interestingly, a D2O-quenching experiment showed the double incorporation of deuterium in the
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generated double bond [15]. Inspired by the mechanistic explanations provided by Suzuki et al.,
and to better visualize this interesting transformation, we hereby suggest a stepwise mechanism
to explain the β-enaminone formation from the addition of lithium (trimethylsilyl)acetylide to
the quinoline-proline-piperazine side chain of compound 6 (Figure 5). In a first step, the lithium
(trimethylsilyl)acetylide attacks the carbonyl of the amide that is located between the quinoline and
proline. The resulting intermediate 9 undergoes a rearrangement following events 1–3, which is
driven by the electrophilic nature of acetylenic carbons. The rearranged intermediate 10 is then
protonated by a molecule of water to afford 11, which thereafter undergoes a protiodesilylation leading
to the β-enaminone 8a. Using the proposed mechanism it is now possible to explain the synthesis
of compound 1, from RM-128 (C17-ketone) or RM-133 (17α-ethynyl). In the first case, the carbonyls
C-17 and C-1′ ′ ′ of RM-128 will react with lithium(trimethylsilyl)acetylide to introduce the 17α-ethynyl
and to produce the β-enaminone side chain. In the second case, however, only the C-1′ ′ ′ of RM-133 is
involved in the reaction producing 1.
 
Figure 5. Proposed mechanism of reaction leading to β-enaminones 8a and 1.
3. Materials and Methods
3.1. General
Chemical reagents and solvents were purchased from commercial suppliers and were used as
received. Phase separator syringes were purchased from Biotage (Isolute phase separator, 6 mL).
Thin-layer chromatography (TLC) and flash-column chromatography were performed on 0.20-mm
silica gel 60 F254 plates (E. Merck; Darmstadt, Germany) and with 230–400 mesh ASTM silica
gel 60 (Silicycle, Québec, QC, Canada), respectively. Infrared (IR) spectra were recorded with
a Horizon MB 3000 ABB FTIR spectrometer (Québec, QC, Canada). Nuclear magnetic resonance
(NMR) spectra were recorded at room temperature in CDCl3 with a 5-mm NMR tube on a Bruker
AVANCE 400 spectrometer (Billerica, MA, USA). 1H and 13C NMR chemical shifts were referenced
to the residual peak of CHCl3 (7.26 and 77.0 ppm, respectively). For characterization, we used the
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following experiments: attached proton test (APT), correlation spectroscopy (COSY), homonuclear
two-dimensional NOE spectroscopy (NOESY), heteronuclear single-quantum correlation (HSQC),
and heteronuclear multiple-bond correlation (HMBC). These NMR experiments were performed
according to the manufacturer’s instructions. Low-resolution mass spectra (LRMS) were recorded
on a Shimadzu Prominence apparatus (Kyoto, Japan) equipped with a Shimadzu LCMS-2020 mass
spectrometer and an APCI probe.
3.2. Synthesis of Side Chain 6
The details of the chemical synthesis of 6 were previously published [6].
3.3. Synthesis of β-Enaminones 7a and 8a
To a solution of trimethylsilylacetylene (1.35 mL, 9.55 mmol) in anhydrous tetrahydrofuran
(THF) (100 mL) at 0 ◦C under an atmosphere of argon was added dropwise methyl lithium (4.8 mL,
7.68 mmol; 1.6 M in diethyl ether) over a period of 10 min. This solution was left to return to room
temperature and was stirred for 1 h. The solution was then cooled again at 0 ◦C and compound
6 (870 mg 1.91 mmol) was added in anhydrous THF (20 mL). The solution was stirred at room
temperature for 1 h. The resulting solution was then poured into water (750 mL) and was extracted
twice with dichloromethane (DCM). The organic layer was washed with water, dried over phase
separator syringe, and evaporated under reduced pressure to give 750 mg of a brown amorphous
solid. The crude compound was purified by flash chromatography using a gradient of DCM/MeOH
(95:5) to DCM/MeOH (9:1) to give β-enaminones 7a (117 mg, 15%) and 8a (226 mg, 30%) as green and
yellow amorphous solid, respectively.
(E)-3-(4-methylpiperazin-1-yl)-1-(quinolin-2-yl)prop-2-en-1-one (7a): 1H NMR (CDCl3) δ in ppm:
2.35 (s, 3H, NCH3), 2.51 (t, J = 5.0 Hz, 4H, CH2-1′), 3.54 (s broad, 4H, CH2-2′), 6.80 (d, J = 12.7 Hz, 1H,
CH-b), 7.58 (t, J = 7.1 Hz, 1H, CH-7′ ′ ′), 7.74 (t, J = 8.4 Hz, 1H, CH-8′ ′ ′), 7.85 (d, J = 8.1 Hz, 1H, CH-6′ ′ ′),
7.91 (d, J = 12.9 Hz, 1H, CH-a), 8.18 (d, J = 8.5 Hz, 1H, CH-9′ ′ ′), 8.26 (s, 2H, CH-3′ ′ ′ and CH-4′ ′ ′).
13C NMR (CDCl3) δ in ppm: 46.6 (CH2-2′), 46.0 (NCH3), 54.6 (CH2-1′), 91.0 (CH-b), 119.0 (CH-3′ ′ ′),
127.4 (CH-7′ ′ ′), 127.6 (CH-6′ ′ ′), 129.0 (CH-5′ ′ ′), 129.4 (CH-9′ ′ ′), 130.1 (CH-8′ ′ ′), 136.6 (CH-4′ ′ ′),
147.0 (C-10′ ′ ′), 153.0 (CH-a), 155.9 (C-2′ ′ ′), 187.6 (C-1′ ′ ′). LRMS for C17H20N3O [M + H]+ 282.2 (calc),
282.1 (found). (S,E)-3-(2-(4-methylpiperazine-1-carbonyl)pyrrolidin-1-yl)-1-(quinolin-2-yl)prop-2-en-1-one
(8a): 1H NMR (CDCl3) δ in ppm: 1.90–2.70 (m, 8H, CH2-3′ ′, CH2-4′ ′, 2 x CH2-1′), 2.27 (s, 3H, NCH3),
3.41, 3.51, 3.65 and 3.84 (4m, 6H, CH2-2′ and CH2-5′ ′), 4.62 (s broad, 1H, CH-2′ ′), 6.45 and 6.70
(2s broad, 1H, CH-b), 7.53 (t, J = 7.1 Hz, 1H, CH-7′ ′ ′), 7.69 (t, J = 7.0 Hz, 1H, CH-8′ ′ ′), 7.79 (d, J = 8.1
Hz, 1H, CH-6′ ′ ′), 7.90 and 8.08 (2d, J = 13.0 Hz, 1H, CH-a), 8.14 (m, 1H, CH-9′ ′ ′), 8.19 (s, 2H, CH-3′ ′ ′
and CH-4′ ′ ′). 13C NMR (CDCl3) δ in ppm: 23.4 and 23.9 (CH2-4′ ′), 30.1 and 30.6 (CH2-3′ ′), 42.1, 45.1,
45.5 and 45.7 (CH2-2’), 46.0 (NCH3), 48.1 and 53.3 (CH2-5′ ′), 54.5 and 54.8 (CH2-1′), 57.9 and 62.7
(CH2-2′ ′), 93.7 (CH-b), 119.1 (CH-3′ ′ ′), 127.4 (CH-7′ ′ ′), 127.6 (CH-6′ ′ ′), 129.0 (CH-5′ ′ ′), 129.3 and 129.4
(CH-9′ ′ ′), 130.3 (CH-8′ ′ ′), 136.5 (CH-4′ ′ ′), 147.1 (C-10′ ′ ′), 150.0 (CH-a), 156.1 (C-2′ ′ ′), 168.6 and 169.4
(C-1′ ′), 187.4 (C-1′ ′ ′). LRMS for C22H27N4O2 [M + H]+ 379.2 (calc), 379.1 (found).
3.4. Synthesis of Enaminone 1
To a solution of trimethylsilylacetylene (216 μL, 1.52 mmol) in anhydrous THF (5 mL) at 0 ◦C
under an atmosphere of argon, was added dropwise methyl lithium (860 μL, 1.38 mmol; 1.6 M in
diethyl ether) over a period of 10 min. This solution was left to return to room temperature and
was stirred for 1 h. The solution was then cooled again at 0 ◦C and compound RM-133 (100 mg
0.15 mmol) was added in anhydrous THF (20 mL). The solution was stirred at room temperature
overnight. The resulting solution was then poured into water (200 mL) and extracted two times with
EtOAc. The organic layer was washed with brine, dried over sodium sulfate, filtered, and evaporated
under reduced pressure to give 110 mg of a yellow amorphous solid. The crude compound was
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purified by flash chromatography using a gradient of DCM/MeOH (97:3) to DCM/MeOH (9:1) to give
β-enaminone 1 (31 mg, 30%) as fluorescent pale green amorphous solid.
(S,E)-3-(2-(4-[(3β,5α,17α)-17-hydroxypregn-20-yn-3-yl]piperazine-1-carbonyl)pyrrolidin-1-yl)-1-(quinolin-2
-yl)prop-2-en-1-one (1): 1H NMR (CDCl3) δ in ppm: 0.75 (m, 1H, CH-9), 0.83 (s, 3H, CH3-18),
0.85 (s, 3H, CH3-19), 0.88 (m, 1H of CH2-7), 1.10–2.35 (residual CH and CH2), 2.40–2.75 (m, 5H,
CH-2α and 2 x CH2-1′), 2.56 (s, 1H, CH-21), 3.35–3.40 (m, 6H, CH2-5′ ′ and 2 x CH2-2′), 3.86 (m,
1H, CH-3β), 4.66 (s broad, 1H, CH-2′ ′), 6.48 and 6.73 (2s broad, 1H, CH-b), 7.57 (t, J = 7.4 Hz, 1H,
CH-7′ ′ ′), 7.73 (t, J = 7.2 Hz, 1H, CH-8′ ′ ′), 7.84 (d, J = 8.1 Hz, 1H, CH-6′ ′ ′), 7.94 and 8.10 (2d, J = 13.0 Hz,
1H, CH-a), 8.16 (m, 1H, CH-9′ ′ ′), 8.13 (s, 2H, CH-3′ ′ ′ and CH-4′ ′ ′). 13C NMR (CDCl3) δ in ppm: 23.6,
23.9 (CH2-4′ ′), 30.1 and 30.7 (CH2-3′ ′), 41.9 and 42.7, 45.8 and 46.2 (CH2-2’), 48.1 and 53.4 (CH2-5′ ′),
46.8, 48.0 and 48.6 (CH2-1′), 57.7 and 62.7 (CH2-2′ ′), 93.6 (CH-a), 119.1 (CH-3′ ′ ′), 127.0 (CH-7′ ′ ′),
127.4 (CH-6′ ′ ′), 129.1 (CH-5′ ′ ′), 129.9 and 130.3 (CH-9′ ′ ′), 129.4 (CH-8′ ′ ′), 136.5 (CH-4′ ′ ′), 147.1 (C-10′ ′ ′),
149.7 (CH-b), 156.1 (C-2′ ′ ′), 168.9 and 169.2 (C-1′ ′), 187.5 (C-1′ ′ ′). IR (film) ν in cm-1: 3480 (OH),
1643 (C=O), 1543 (C=C). LRMS for C42H54N4O4 [M + H]+ 679.4 (calc), 679.5 (found).
4. Conclusions
The combination of a steroid nucleus and a quinoline-proline-piperazine side chain has resulted
in the discovery of a new family of anticancer drugs that induce the apoptosis of cancer cells
via endoplasmic reticulum stress. The fortuitous modification of this chain in the presence of
lithium (trimethylsilyl) acetylide having generated an unknown product that is more active than
the precursor, it was important to determine its structure. After having determined the formation of
two homologation products from a model side chain, thanks to NMR analysis, we have been able to
identify the unknown product as being β-enaminone 1. We also proposed a mechanism to rationalize
the formation of this biologically active compound. The optimization of the experimental conditions
remains to be done, but this type of rearrangement could be favorably used in a diversity-oriented
synthesis strategy to obtain structurally different substituted enaminones, such as 7a and 8a, from the
same amide unit.
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Abstract: For an interdisciplinary approach on different topics of medicinal and analytical chemistry,
we applied a known experimental pKa value determination method on the field of the bench top
nuclear magnetic resonance (NMR) spectrometry of some known biologically active pyridine-based
drugs, i.e., pyridoxine hydrochloride, isoniazid, and nicotine amide. The chemical shifts of the
aromatic ring protons in the 1H NMR spectrum change depending on the protonation status. The data
were analyzed on dependence of the chemical shifts by different pH (pD) environments and then
the pKa values were calculated. The pKa values obtained were in agreement with the literature
data for the compounds, searched by the students on web programs available at our university.
The importance of the pKa values in protein-ligand interactions and distribution etc. of drugs was
brought up to the students’ attention. In addition, by the use of a free web application for pKa values
prediction, students calculated the predicted modeled pKa value. The experimental and in-silico
approaches enhance the tool box for undergraduate students in medicinal chemistry.
Keywords: pKa value; low field NMR; molecular properties; pharmacokinetics; undergraduate
pharmacy students
1. Introduction
The protonation status of drugs under physiological and pathophysiological conditions is of
mandatory importance for the understanding of drug action concerning pharmacodynamics and
the pharmacokinetic mechanism of action. NMR experiments deliver a versatile experimental
method for the determination of pKa values and thereby increase the knowledge on NMR techniques.
Due to the complex theoretical background, it has remained a challenge to teach the basics in NMR
spectroscopy. Although this analytical technique has been one of the most important techniques for
structure identification for decades, it has been difficult to teach this as practical course containing
students’ experimental NMR spectroscopy because of the price of the instruments and the handling.
The development of bench-top NMR spectrometers has made this kind of teaching possible [1–3].
Interest for complex and high molecular weight protein structures has been an inspiration for the
amazing developments in the high-resolution nuclear magnetic resonance. This kind of structural
analysis is usually performed in the strong magnetic field generated up to 1.2 GHz by huge magnets.
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The technological progress allowed the development of the smaller but more powerful superconducting
magnets. For many reasons, the student experiments done in instrumental analytic courses on
sophisticated equipment were mostly limited to spectra interpretation. There is still a strong need to
teach undergraduate students this attractive technique through experimentation.
The NMR improvement in strength, size, homogeneity, and temperature stability endorsed the
production of small, portable NMRs. There are a few low-field spectrometers available on the market
today. There is no need to use the cryogens, and there are no additional maintenance costs [4].
There are other experiments developed for the student lab involving hydrogen bond dynamics
determination, kinetic determination, oil spill determinations, quantitative determination, etc. In order
to introduce our students to 1H NMR spectroscopy, we offer the possibility to solve a physico-chemical
problem (determination of pKa values of drugs) employing the newly obtained knowledge on
NMR spectroscopy [5–8]. We focused on developing the experiments that stress the importance
of the NMR techniques in pharmaceutical analytics and drug design. We previously published two
experiments that deepened the understanding of structure determination [2] and quantification [1]
using NMR spectroscopy. Generally, NMR spectroscopy in a student lab is regarded as a technique
for structural determination. It is rarely considered as reliable method for experimental pKa value
determination, although the method is common in science, especially in protein determination [9].
However, with the full set of experiments, we are trying to show our students how NMR can be also
employed for determination of physiochemical characteristics of the compounds. The significance
of acid/base properties in drug discovery and pharmacokinetics research is of the great importance
in medicinal chemistry. The pKa value of the drug influences drug lipophilicity, solubility, protein
binding, and permeability. All these affect pharmacokinetic characteristics of the drugs, such as
adsorption, distribution, metabolism, and excretion (ADME) [10,11]. Furthermore, the pKa value
and acidic/basic characteristics can help us determine if the drug is suitable for oral application
or not. The determination of those characteristics early in the drug development process allows
pharmaceutical companies to reduce the number of failed studies. It is common knowledge that
the pH of different body compartments is very different, varying from roughly pH of 1 to pH of 9.
Depending on the pKa value of the drug, an optimal place for drug absorption can be predicted [12].
We designed an experiment for undergraduates with simple drug structures but tried to make
our students familiar with the possibility that the same approach can also be applied on more complex
structures. To foster research conditions, our goal is that students search for the drugs and the
acidity/basicity of the drugs and model the data on their own using web applications. The assistant’s
role is to encourage the students to research and ask questions about the method and the results and to
discuss the conclusions with the students. The main learning goals are (i) to deepen the understanding
of the 1H NMR technique, (ii) to understand the connection in-between the chemical characteristics
and chemical shifts, (iii) to understand the effects that pKa value has on pharmacokinetics, and (iv) to
process the data on their own using MNOVA Software.
We applied Peer-Led Team Learning (PLTL), benefiting the student collaboration. We supplied
the group leaders with the publications determining the pKa values of the solvents and let them form
groups of three to discuss the approach and understand how it works [9]. Afterward, the students
were asked to cross-reference the Pharmacopoea Europaea (Ph. Eur.) (searching for drugs containing a
pyridine substructure) and find compounds that could potentially be suitable for determination using
this approach. After cross-referencing their list with the drug inventory list we supplied, they decided
on their own which compound they wanted to use for the determination. The work of the students was
facilitated with pre-leaders and instructors. The small group learning setting is very beneficial [13].
The pH-dependent change in chemical shift can be followed by 1H NMR measurements and
used for pKa value determination. For reasons of comparison, we took advantage of the chemical and
therefore magnetic changes due to protonation of the pyridine ring on related drugs (Figure 1).
We determined the pKa values, corresponding the nitrogen in the heterocyclic pyridine ring in
isoniazid, pyridoxine hydrochloride, and nicotinamide (Figure 2). The NMR-based experiments
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on the physicochemical properties of known drugs enables the students to combine the protonation
status to 1H NMR spectra interpretation (cf. Supporting Information).
 
Figure 1. pKa values of the nicotinamide, isoniazid, and pyridoxine hydrochloride were determined.
Figure 2. Protonation changes of the drugs in water.
2. Results
2.1. Method Adoption
In a previously published experiment (developed in 1973 and adopted in 2012 [9,14]), pyridine,
picoline, and lutidine solvents were used for the determination. However, for our approach, it was
important to show students that simple, basic scientific methods can be transferred and applied to the
more complex structures they focus on in their studies, as the pharmacokinetics of drugs is one of the
most important issues in drug development. In the classic high field NMR machines, a deuterated
solvent with internal standard is used, whereas our instrument uses an external lock and can work in
non-deuterated solvents and without internal standards. The method itself was only slightly modified.
The internal standard was omitted, whereas the pH was adjusted in a related manner as described
in ref. [9]. These procedures have been applied to water-soluble pyridine-based drugs (Figure 1,
cf. Supplementary Materials Figures S1–S7, Tables S1–S3).
We observed the following protonation changes of the drugs in water:








By transformation into a logarithmic function, Equation (1) is reformed into the Equation (2) [9].
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The proton chemical shifts of the cationic and charged molecules are very different. The main
reasons for this difference are anisotropy and electron density. When the proton dissociation is faster
than the NMR time scale, there is only one signal to be observed representing the average position of
the signal, defined by the Equation (3) [9].
δobs. = δBH+PBH+ + δBPB (3)
Equation (3) can be further simplified, as previously reported in detail in [9] (here shown with the
Equations (4)–(6)). This is used to connect the NMR experiment with this physicochemical experiment.
pB. =
δpH=1 − δ
δpH=1 − δpH=13 (4)
pB. + pBH+ = 1 (5)




For our measurements, we used the mixture of the D2O and H2O solutions at a startiing concentration
of approximately 20 mg/mL. We measured so called pH* by directly reading the D2O-solution of the
water-calibrated pH-meter. The conversion of the pH* into the pD is done by adding a constant of 0.4.
The pKa (H) values were calculated with Equation (7) from a determined pKa (D) [15].
pKa (D)− pKa (H) = 0.076pK (H)− 0.05 (7)
2.2. Student Experimental Results
This experiment was done by approximately 70 students attending an instrumental analytics
course for pharmacists, divided into three-membered groups (cf. Supporting Information). As an
example, we showed the students a data plot of the pyridoxine NMR titration. Each of aromatic
protons can be used for the processing of NMR data to determine the pKa value. Enlarging the region
with the protons of interest was helpful when analyzing data (Figure 3).
Figure 3. Stacked 1H NMR spectra of pyridoxine at different pH values (starting conc. 20 mg/mL)
showing full-scale and enlarged region of interest.
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The collected 1H NMR data were processed and plotted against the pD values (i.e., value related
to pH in D2O) (Figure 4). The curves obtained can be compared to regular titration curves. If so,
the pKa can be determined as the equivalence point by titration, as determined using a concentrated arc
method (Tubbs’ method, [16]) or as the first derivation of the function (Excel). Therefore, the determined
point can be recalculated using Equation (7) (cf. Supporting Information Chart S1). Working with
undergraduate students applying of graphical method has advantages as they usually do not have a
lot of experience in creating charts. The pH* is measured with a glass electrode upon the addition of























Figure 4. An example plot of the 1H NMR chemical shift of a ring proton of pyridoxine hydrochloride
as a function of pD.
The results obtained by students, the corresponding literature values, and the values obtained by
the computational approaches are shown in Table 1.
Table 1. The determined pKa values by NMR experiments, literature data, and predicted values based
on computational approaches.
Compound pKa (NMR Method) b pKa c (Literature) pKa (Web-Based Calculation) d
Nicotinamide 3.54 ± 0.02 3.35 [17] 3.60
Isoniazid 3.65 ± 0.19 3.50 [18] 3.20
Pyridoxine a 5.24 ± 0.15 5.20 [19] 5.60
All pKa values correspond to the pKa values of the heterocyclic ring nitrogen. a Used as hydrochloride salt. b The
student data are the mean value of two determinations and recalculation according to Equation (7). Values for one
standard deviation are also included (upper t probability t of 0.10); c Ref. given for each value; d Calculated using
CE and JChem acidity and basicity calculator, https://epoch.uky.edu/ace/public/pKa.jsp.
3. Discussion
With the positive feedback from the students, we evaluated the learning outcome. Working in
groups with defined group leader was successful, and the discussions were fruitful. Each group was
able to apply the concept and successfully determine the pKa value of interest, which confirms that
the methodology is simple enough to be done by students. The applied methodology allowed the
students to learn important features of the NMR spectroscopy on their own and employ their learning
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with better success than when solving imagined problems in a theoretical course. Hands-on learning
in small, peer-lead groups was a new experience for our students. Even though the process was
guided by assistants due to the cost issue (list of matches is limited), this gave them an important
feeling of working in a scientific setting. Searching through the literature on their own and using
even a very simple modeling assignment showed them the possibilities and issues in the science.
Stressing the importance of the physicochemical characteristics in the process of drug discovery and
in adsorption/distribution/metabolism/elimination (ADME) gave our students a better perspective
on how the learning of elemental basics (acidity/basicity, pKa values) is of use with regard to those
complex topics. In the final discussion, the importance of the pKa values of drugs in pharmacodynamics
and pharmacokinetic mechanisms is generally discussed.
In addition, in a written exam, the students obtained in average 15% more points in the NMR
assignments and in electrochemistry assignments involving potentiometric titrations. When asked
what were the two most positive aspects of this experiment, the student answered that the most
attractive elements for them were to getter on their own the information from the different sources and
then to apply those in the experiment and to measure the NMR spectra on their own. To conclude,
the modern PLTL-method, combined with molecular modeling and a hands-on NMR experience, had a
very positive influence on the knowledge and motivation of the students in the lab.
4. Materials and Methods
4.1. Materials and Instrumentation
A variety of low field instruments are on the market and are suitable for use in this experiment.
We used Magritek Spinsolve NMR Benchtop (Magritek, Aachen, Germany) (42.5 MHz) with standard
5 mm NMR-tubes. The measurement used was a 1D PROTON Powerscan measurement using a single
90-degree excitation pulse. The standard 1D measurement used 90-degree excitation pulse as this
maximizes the signal in the x,y-plane where the signal is detected [20].
4.2. Prelab Exercise
The students worked in groups of three, and three 6 h lab periods were required for the experiment.
According to the PLTL, we suppled group leaders with reference [5] and allow them one lab period
(6 h) to discuss the method with the group. Then, they chose the drugs from Ph. Eur. that could be
used for the determination according to protonation and expected hydrophilicity. In the third step,
they needed to cross-reference their drug list with our drug inventory (supplied by the supervisor)
and decide on the drug they wanted to use for the determination. At this point (1 h to the end of the
first lab period), they discussed the method and the drug of their selection with the instructor. For the
drug selected, they researched the application and probable absorption body compartment, as well as
all the details concerning the expected pKa (for example, ionization levels at different pH of the body
compartments). All the important chemical structures involved had to be drawn and discussed. All the
drugs student findings by cross-referencing are given in the Figure 1. Nevertheless, it is possible to
extend this on more complex compounds with more experienced students.
4.3. Procedure
In the second lab period (6 h), the students performed the actual experimental measurements.
In general, the solutions of the drugs were measured by 1H NMR at different pH values of the
solvent, and a classical titration curve was obtained by the chemical shift vs. the pH value.
All pyridine-containing drugs in our experiments had at least one aromatic proton that could be
easily taken as a reference signal. The students are free to take the proton of their choice or, in advanced
groups, to compare the results while using different protons. The pKa value can simply be determined
by graphical evaluation or by calculation. The desired value could be determined from the titration
curves (e.g., Tubbs’ concentric arcs method of determination of equivalence point) [16,21]. We decided
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to apply this graphical determination, as up to this point in the students’ education, this was the
most common one. Certainly, there are other methods that can be applied, e.g., non-linear regression
method, derivative method, etc. [9,16,21]. Another possibility is to calculate the mean values of
the pKa value determination where the chemical shifts are rapidly changing. There is no internal
standard used, as the measurements are referenced to the H2HO chemical shift, even though this is
temperature-dependent at 20–25 ◦C, as can be found at 4.78 ppm [22]. All of the prepared solutions
are adjusted using HCl and KOH solutions, as briefly described in the literature and Supporting
Information [9].
The third lab period was left for the group to do literature recherché (www.reaxys.com and
www.scifinder.org) and use web-based calculator to obtain the predicted pKa values (https://epoch.
uky.edu/ace/public/pKa.jsp). For the literature search, any web-based literature search programs
could be used. Our students used sophisticated, campus-licensed programs from Heinrich Heine
University, as mentioned above. They wrote a protocol and discussed their results, the literature value,
and the value they obtained from the molecular modeling webpage.
5. Conclusions
The NMR-based experimental determination of pKa values of different drugs in comparison to
in-silico calculation with increments resulted in an increased interest and a critical scientific view of the
students for data material and for physicochemical properties. The students in medicinal chemistry
have achieved a deeper understanding on the importance of protonation status as well as the use of
NMR as a general and versatile tool in structural determination.
Supplementary Materials: Supporting information is available online at www.mdpi.com/2312-7481/3/3/29/s1.
Figure S1: 1H NMR data of Nicotinamide (extraction), Figure S2: Titration curve of Nicotinamide, Figure S3:
1H NMR data of Pyridoxine hydrochloride, Figure S4: 1H NMR data of Pyridoxine hydrochloride (extraction),
Figure S5: Titration curve of Pyridoxine hydrochloride, Figure S6: 1H NMR data of Isoniazid (extraction),
Figure S7: Titration curve of Isoniazid, Table S1: Chemical shifts and pKa values from Nicotinamid determination,
Table S2: Chemical shifts and pKa values from Pyridoxine hydrochloried determination, Table S3: Chemical shifts
and pKa values from Isoniazid determination.
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Abstract: We report the analysis of comb-like polymers by solid-state NMR. The polymers were
previously evaluated as solid-polymer-electrolytes (SPE) for lithium-polymer-metal batteries that
have suitable ionic conductivity at 60 ◦C. We propose to develop a correlation between 13C solid-state
NMR measurements and phase segregation. 13C solid-state NMR is a perfect tool for differentiating
polymer phases with fast or slow motions. 7Li was used to monitor the motion of lithium ions in the
polymer, and activation energies were calculated.
Keywords: solid-state NMR; comb-like copolymer; solid polymer electrolyte; lithium-polymer
-metal battery
1. Introduction
Global warming is a major challenge of the twenty-first century, and finding solutions is critical
for the future of humanity. The widespread implementation of a fully electric transportation network
must be a part of the solution. Electrical vehicles (EV) using lithium-ion batteries remain one of the
most promising avenues in the short term. At present, Li-ion batteries containing liquid electrolytes are
the most prevalent cells used as the electrical propulsion power in EV; however, their performance and
safety are not sufficient to fully compete with gasoline-powered motors [1,2]. Considering the safety
issue, liquid electrolytes are unavoidably problematic due to their flammability and the toxic fumes
released during overcharging/abuse or over heating [3]. Solid electrolytes are currently getting much
attention from the scientific community [4]. Based on the discovery of ionic conduction in poly(ethylene
oxide) (PEO) by Wright in 1975 [5] and its first application to batteries by Armand and co-workers in
1979 [6], solid polymer electrolytes (SPE) have been investigated by many groups as a safety-improving
solution. An acceptable SPE needs excellent lithium conductivity in a wide temperature range [7] and
good mechanical strength [8] in order to limit dendrite growth from the lithium metal anode, which is
critical for the production of efficient Li-polymer batteries. More importantly, simple and economically
viable processing as a thin film is a major advantage. In 2007, Balsara and co-workers introduced a
new SPE, poly(ethylene oxide-b-polystyrene). Poly(styrene) acts as a reinforcement block in SPE [8] to
prevent the formation of dendrites by presenting an impenetrable wall [9,10].
Recently, Bouchet et al. developed single-ion triblock copolymers that demonstrated excellent
ionic and mechanical performance at 80 ◦C [11]. Using elegant polymer architectures with rigid
and soft blocks to create phase separation is now a trend in the development of a new SPE [12–15].
The development of SPEs involves complex architectures that influence the interaction between the
soft and the hard blocks. The investigation of Li+ ion mobility by different techniques appears to be a
fascinating field of research. Several articles were published on the investigation of SPE by solid-state
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NMR [16–19], especially scrutinizing the mobility of lithium coordinated with the polymer chains;
however, the examination of the mobility of the organic part has not been extensively studied. In this
work, we describe the use of a combination of 13C and 7Li high-resolution solid-state NMR results to
establish a complete portrait of high-performance comb-like copolymers.
2. Results and Discussion
2.1. Description of Polymers Investigated by Solid-State NMR
Comb-like copolymers with soft and hard blocks, i.e., with low and high Tgs, display phase
segregation when prepared as films [12]. This behaviour is key to promote good ionic conductivity and
to prevent dendrite growth [20]. Comb-like copolymers are based on a poly(styrene) (PS) backbone
obtained by anionic polymerization. PS backbone is used as a reinforcement block for preventing
dendrite growth during cell operation, phenyl groups are very rigid structures. The backbone is a
hard block with a reported Young Modulus of 3 GPa [8]. Grafting poly(ethylene glycol) methyl ether
methacrylate (PEGMA) with a Mn = 500 was done by atom-transfer radical polymerization (ATRP).
Poly(ethylene glycol) is known to be a very good polymer for Li+ transportation, moreover short
chains have a highest conductivity due by the lack of crystallinity. PEGMA is polymerized by soft
radical polymerization while ethylene oxide is polymerized by a less safe process only. This monomer
enables the formation of highly branched structures as a polymer graft. Both techniques allow narrow
poly(dispersity), which facilitates the structure-properties relationship, and therefore better control of
the desired properties. Scheme 1 shows the structure of the polymers investigated in this article.
Scheme 1. Structure of the polymers investigated by Solid-state NMR.
In order to make a comprehensive comparison between the structures, different ratios of soft/hard
blocks were selected. Table 1 reports the different characteristics of the polymers that are reported in
ref. [12]. The PEGMA/PS ratio is important because it has been directly related to the electrochemical
performance of the cells [12]. Polymer 3 was not used as SPE because the high molecular weight of
the PEGMA block made it impossible to dissolve in a reasonable amount of solvent. All the polymers
were doped with bis(trifluoromethane)sulfonimide lithium salt (LiTFISI) to promote ionic conductivity.
Consequently, the study of this polymer by solid-state NMR is an interesting tool for elucidating the
lithium motion. The rigidity of the structure is assessed by solid-state 13C NMR, and an improved
understanding of the polymer micro-structure is obtained, as reported in the case of cross-linked
polymers [21]. The purpose of this study is to develop a relationship between the lithium mobility and
the electrochemical results.
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Table 1. Polymer Characteristics.a
ID Ratio PEGMA/PS b Mn (g mol
−1) c Tg1 (K) d Tg1Li (K) d




1 2.6 140,500 211 224 2.54 146
2 3.9 103,000 216 227 1.44 144
3 30 1,200,000 212 225 nd nd
a Values reported from ref. [12]. b Composition determined by 1H NMR and GPC. c Determined by GPC at
40 ◦C in THF. d Determined by DSC. e Determined by AC Impedance. f Values recorded at 80 ◦C and C/24.
nd: not determined.
2.2. Characterization of Copolymers by 13C Solid-State NMR
Solid-state 13C NMR is invaluable for the characterization of polymers [22–25]. Qualitative information
is obtained for the dynamics in heterogeneous systems. The signal is obtained using different polarization
schemes, which preferentially excite rigid or dynamic molecular segments. In this work, cross-polarization
is used to excite the rigid regions, while a simple 90◦ pulse excites the rigid and mobile segments.
Experimental details are reported in Appendix A. Figure 1 shows the results for three different polymers
with differing PEGMA to PS ratios.
Figure 1. Cross-polarization solid-state 13C NMR (left column) and direct pulse solid-state 13C NMR
excitation (right column) of samples 1 to 3 at 298 K. All spectra are normalized by maximum peak
intensity; the change in noise level thus reflects the amount of rigid segments in the polymer.
The cross-polarization spectra (left column in Figure 1) are dominated by the PS main chain
(peaks at 150 and 125 ppm) while the direct-pulse with low-power decoupling spectra (right column in
Figure 1) are dominated by the poly(ethylene glycol) chains at 70 ppm. A fraction of PEGMA between
25–75 ppm is observed on the cross-polarization spectra, which indicates that the PEGMA chains
display considerable rigidity. More specifically, the PEGMA backbones (25–50 ppm) appear to be less
mobile than the pendant groups (70 ppm), which have lower intensity. However, it should be noted
that the pendant groups are still rigid enough to show up in the cross-polarization spectra. This partial
rigidity of pendant groups possibly results from their coordination with lithium salts. Furthermore,
the 13C NMR results show that the phase segregation reported by Daigle et al. [12] is not complete
and that a model consisting of two perfectly separated blocks has to be refined. As the PS fraction
is reduced, the efficiency of the cross-polarization decreases. Finally, an observation of the relative
intensities between cross-polarization spectra gives an immediate diagnostic of the relative rigidity of
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a given copolymer series. For example, based on the relative spectral intensities shown in Figure 1,
sample 3 appears to have a stronger rigid phase component compared to samples 1 and 2. We believe
that some fluid parts of sample 3 have to be considered as rigid because the lithium ions strongly
coordinated the PEGMA chains for forming “ionomer” as demonstrated in previous publication [12];
those parts are “frozen” and the ratio reported in Table 1 is based on GPC analysis.
The same methodology is used to determine changes in internal dynamics with temperature.
Figure 2 shows the evolution of 13C spectra for sample 3 with temperature.
Figure 2. Evolution of cross-polarization (left column) and direct-pulse excitation (right column) of
sample 3 with temperature. Note the decrease in intensity of the rigid segments as temperature is
increased (left column).
The effect of temperature of the PEGMA phase is unambiguous: as temperature decreased,
the mobility of the PEGMA chains is reduced as expected. The very low signal on the pendant
chains on the DP spectrum, and the appearance of the carbonyl peak at 175 ppm on the CP spectrum,
reflects the strong stiffening of the chains at 246 K. This effect is directly correlated to the poor ionic
conductivity at low temperatures, especially near the glass transition point (225 K). The glass transition
of poly(styrene) is ca. 373 K, and the signal at 30 ppm is characteristic of the poly(styrene) backbone,
indicating that PS is already rigid at the highest temperatures studied in this work. The poly(styrene)
phase was not observed in the DP spectra because the temperatures were too far from the glass
transition. No major changes in the PEGMA segments are observed between 299 K and 340 K since
they are not affected by the melting of chains.
2.3. Lithium Diffusion in the Membranes by 7Li Solid-State NMR
The 13C spectra provide information on the polymer rigidity, and 7Li NMR is useful to monitor the
mobility of Li+ ions, which are qualitatively correlated to the conductivity of the material. Due to the very
high mobility of lithium in our samples, 7Li spectra consist of a single sharp peak with full-widths at half
height as low as 12 Hz, which reach a maximum at low temperatures of 120 Hz (Figure 3). This is almost
two orders of magnitude lower than the linewidths reported for polyurethane-poly(dimethylsiloxane)
copolymers [17]. The highest ionic conductivity reported in Table 1 is 2.54 × 10−4 Scm−1 at 60 ◦C,
which is higher (about 3 times) than those reported earlier [17], so we can evaluate qualitatively the ionic
conductivity of a polymer by this method. Interestingly, 1H decoupling appears to have no effect on the
7Li linewidth in our samples: thus, the mobility of lithium ions is sufficient to completely eliminate
1H–7Li dipolar couplings.
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Figure 3. Evolution of 7Li linewidth as a function of inverse temperature for sample 1 (black triangles),
sample 2 (open circles) and sample 3 (black circles).
While 7Li linewidths are influenced by motions with correlation times shorter than μs, faster motions
with correlation times in the nanoseconds will contribute to longitudinal relaxation (T1) of the NMR
signal. Thus, T1 characterizes fast motion that facilitates lithium diffusion.
Sample 2 in Figure 4 has the fastest lithium motion (shorter T1 relaxation times), which is not in
agreement with the ionic conductivity reported in Table 1. Also, it appears that temperature had less
influence on the lithium mobility in this polymer. Mobility in samples 1 and 3 dropped around 263 K,
which is related to the crystallization of poly(ethylene glycol) pendant chains in graft copolymers.
Figure 2 shows that low temperatures have a great effect on solidification of the polymer chains
(PEGMA). The close correlation between the mobility of lithium ions and the motions of PEGMA
pendant chains suggests a strong association between the lithium ions and PEGMA groups.
Figure 4. 7Li longitudinal relaxation (T1) as a function of inverse temperature for sample 1 (black
triangles), sample 2 (open circles) and sample 3 (black circles).
Sample 3 shows the lowest lithium mobility (see Figure 4), despite the highest ratio of PEGMA.
We explain this behavior as resulting from the strangling of the polymeric chains due to the high
molecular weight (1,000,000 g mol−1), which hinders the motion of lithium [12].
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Lin et al. [17] calculated the activation energy (Ea) of lithium diffusion from the slope of the
curve at low temperatures by the Arrhenius relationship. This information is relevant for sample 3
because it is impossible to obtain using AC impedance measurements because this polymer cannot be
prepared as a thin film. Table 2 reports the results using the two methods. A qualitative correlation
is observed with an approximate difference of a factor of 2 between the two methods, the same
factor was also reported in reference [17]. The relaxation time depends on the size of the mobile
segments of the polymer electrolyte; one should note that there would be a range of sizes of the mobile
polymeric segments and the relaxation time would be some sort of average value. Thus it would
be a rough and approximate measure. The activation energy and conductivity as determined by the
impedance measurements would be more significant in comparing the conductivity mechanisms of
different polymers. Moreover, AC impedance allowed the measurements of long-scale motion while
the solid-state NMR 7Li measurements are related with local motion of Li+, so that can contribute also
for the difference of values measured for conductivity and by consequence Ea. Nevertheless, the NMR
measurements indicate that the activation energy of polymers 2 and 3 is similar. It also important to
note that the result obtained for sample 1 by solid-state NMR is within the same magnitude of the
normal thermal fluctuation (4 kT = 9.6 kJ), thus the value is probably none applicable in this case.
Table 2. Energies of activation recorded by AC Impedance and 7Li longitudinal relaxation (T1).
ID Ea (kJ mol




a Values reported from ref. [12] and recorded by AC Impedance. nd: not determined.
3. Conclusions
The development of well-define micro-structured polymers offers a new trend in solid polymer
electrolytes. Solid-state NMR is a perfect tool for identifying the mobile and rigid parts in polymers.
A combined 13C and 7Li NMR approach to correlate polymers and lithium motilities was investigated
and successfully applied to comb-like copolymers. Our results strongly suggest that there is an
interaction between the PEGMA pendant groups and lithium ions. Solid-state NMR is very useful
when materials cannot be prepared in a form amenable to classical techniques such as AC impedance
because the activation energy can be calculated in the solid state. This NMR technique is useful
to evaluate the viability of polymers as SPEs without preparing films, and thus can be used for
preliminary testing.
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Appendix A
The spectra were recorded on a Bruker Avance III HD operating at frequencies of 400.03, 100.60
and 155.47 MHz for 1H, 13C and 7Li, respectively, using a triple resonance 1.9 mm MAS probe
in double resonance mode. The samples had a mass of 15 mg and the s spinning frequency was
20 kHz. 13C spectra were obtained using 1.5 ms cross-polarization ramped from 70 to 100% of the
maximum amplitude or a 90◦ pulse. In both cases, the 13C radio-frequency field was ca. 80 kHz.
The cross-polarization spectra of rigid segments were obtained under high-power 1H TPPM decoupling
with a 100 kHz radio-frequency field. The direct-pulse excitation spectra of the mobile segments were
obtained under low-power GARP decoupling at a 1H radio-frequency field of 3.5 kHz. In both cases,
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the acquisition times were 25 ms and the recycle delays were 5 s. 7Li spectra were produced using 2.5 μs
long 90◦ pulses with a 200 ms acquisition time and a 5 s recycle delay. The 7Li longitudinal relaxation
times were measured using the inversion recovery pulse sequence incrementing the relaxation delays
in 12 steps between 1 ms and 5 s. All spectra were processed and fitted with Topspin3.5.2 and the
dynamics center module. Note that sample temperature was calibrated taking into account additional
heating due to rotor friction or radio-frequency fields.
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Abstract: The infamous ‘structure–property relationship’ is a long-standing problem for the design,
study and development of novel functional materials. Most conventional characterization methods,
including diffraction and crystallography, give us a good description of long-range order within
crystalline materials. In recent decades, methods such as Solid State NMR (SS NMR) are more widely
used for characterization of crystalline solids, in order to reveal local structure, which could be
different from long-range order and sometimes hidden from long-range order probes. In particular
for zeolites, this opens a great avenue for characterization through studies of the local environments
around Si and Al units within their crystalline frameworks. In this paper, we show that some
structural modifications occur after partially exchanging the extraframework Na+ ions with
monovalent, Li+, K+, Rb+ and NH4+ and divalent, Ca2+ cations. Solid state NMR is deployed to
study the local structure of exchanged materials, while average stricture changes can be observed by
powder diffraction (PXRD). To corroborate our findings, we also employ Fourier Transform Infrared
spectroscopy (FT-IR), and further characterization of some samples was done using Scanning Electron
Microscopy (SEM) and Energy-Dispersive X-ray spectroscopy (EDX).
Keywords: zeolite; solid state NMR; ion exchange; synthesis; characterization
1. Introduction
Zeolites are aluminosilicate porous minerals. Many zeolites occur in nature as aluminosilicate
minerals. To date, we can make more than 200 synthetic zeolites in the laboratory [1,2]. They are
classed as porous materials as they possess cages, channels and open void spaces within their highly
crystalline frameworks. Each zeolite framework has a unique structure, and because there is such a
variety of zeolite structures, there is also a very wide diversity of zeolite applications. Synthetic zeolites
are used as green, re-usable catalysts in industrial processes as heterogeneous catalysts for processes
that involve hydro-cracking, acrylation, oxidation and reforming. Most zeolite syntheses employ
Organic Structure Directing Agents (OSDAs), such as TMA-OH (Tetramethylammonium Hydroxide)
or crown-ether, which act as templates to guide the formation of particular types of zeolite pores and
channels [3–6]. This reduces the chance of producing competing zeolite phases. However, due to
the high manufacturing costs of producing these organic materials, which cannot be recovered after
calcination, current research is becoming more concerned with optimising synthesis conditions in
order to produce pure zeolites in the absence of OSDAs [3,7]. Here, we performed a low temperature
synthesis of small zeolite A (Na-A) crystals without the use of OSDAs, and the corresponding LTA
framework (Linde Type A) is shown in Figure 1.
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Figure 1. Linde Type A (LTA) framework with the α cage as the unit cell in the middle (black square).
Red spheres: oxygens; blue: Si/Al atoms.
Na-A is a commercially important zeolite used in industry for catalysis, adsorption and industrial
gas separations [8]. More recently, its sustainability as a drug delivery system has been investigated [9].
One of its greatest applications, however, is ion exchange; in particular, rapid Na+/Ca2+ exchange.
Consequently, Na-A is very effective in water softening, and one of its main functions is in washing
powders as a detergent builder [10].
Ion exchange can also produce zeolites with different properties. For example, K-A is commonly
used in the ethanol drying processes [11] and partially-exchanged K/Na-A is used to separate CO2 from
CO2/N2 dry mixtures [12]. Ca-A zeolites are important in industry, where they selectively adsorb linear
alkanes from a mixture of branched alkanes [13], and Na+/NH4+ exchange is useful in minimising
environmental pollution and eutrophication [14–17]. Li-A was proposed as a possible delivery material
for pharmacological studies [18]. Li-exchanged zeolites are also used for the separation of nitrogen
from air [19]. In this work, we carried out aqueous ion exchange of monovalent alkali metals: Li+,
K+, Rb+ and NH4+ and divalent Ca2+ into zeolite A crystals produced from a low temperature and
organic template-free synthesis and performed analysis using solid state NMR and other methods to
determine the structural effects of the exchange. Previously, solid state NMR has been used to study
other zeolites [20–28].
2. Results and Discussion
2.1. Na-A, Li-A, K-A and Rb-A
The powder patterns of the hydrated Na-A samples are consistent with those recorded in the
literature for pure phase zeolite A crystals [29,30]. Figure 2 shows the indexed pattern for Na-A,
synthesised at 40 ◦C for 24 h. Reflection peaks corresponding to both Na-A and Faujasite (FAU)
phases [30] were observed when the zeolites were synthesised at 50 ◦C for 24 h and at 40 ◦C for 48 h,
as shown in Figure 3. It is evident that, if given enough time or if heated above a certain temperature,
there is a tendency for the metastable LTA framework structure to subsequently transform into the
FAU framework [7,31]. Careful control of the synthesis conditions is, therefore, necessary to avoid the
formation of the unwanted polymorph, which is a ubiquitous problem in synthesising zeolites in the
absence of OSDAs. The low temperature of 40 ◦C limits the presence of these competing phases.
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Figure 2. PXRD pattern for Na-A synthesised at 40 ◦C for 24 h, indexed as the LTA framework.
Figure 3. PXRD pattern for Na-A synthesised at 40 ◦C for 48 h. Characteristic Faujasite (FAU)
framework peaks are indexed with black dots.
In this investigation, we decided to study all samples after one ion exchange only. The extent of
exchange was quantified from the filtrates using a sodium ion selective electrode (ISE). For each sample,
even after one exchange, we see good, although not complete, ion exchange. This is not surprising as
sometimes as many as 8–10 steps are required for a complete exchange to occur [32]. Results show that
the extent of exchange decreases with increasing cation size, Li+ > K+ > Rb+. The steric restrictions
of the zeolite pores make full exchange difficult to obtain, particularly for those ions with large ionic
radii. Energy Dispersive X-ray (EDX) elemental analysis was also carried out. In all samples, it was
evident that partial exchange had taken place, as residual Na+ ions were detected.
PXRD and FT-IR analyses show that there is no significant alteration to either the long-range
crystal order or the local framework structure of Na-A after exchange with Li+, K+ and Rb+ ions.
These monovalent alkali cations vary in their ionic radii, and changes in the PXRD peak intensities
are expected to occur as a result of these cations occupying slightly different sites in the pores.
Figure 4 shows the PXRD patterns for the alkali metal exchanged zeolites. For K-A, the (4,4,0) reflection
almost disappears, whereas the (4,2,2) and (8,0,0) peaks increase in intensity. These results are in
agreement with those observed by Lührs et al., where complete exchange with K and Ca was studied
using diffraction and structure refinement [33]. The PXRD pattern for Rb-A is also slightly different.
The characteristic intensities of the first four Na-A reflections are altered; most noticeable is the increase
in the intensity of the (2,2,0) reflection.
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Figure 4. PXRD patterns for Na-A, Li-A, K-A and Rb-A.
The unit cell parameters (a) for the exchanged zeolites were calculated from the PXRD peak
positions and Miller indices using the program UnitCell [34] and are shown in Table 1. All samples have
cubic symmetry, and it can be seen that the unit cell size decreases by about 1% on exchanging larger
Na+ (1.02 Å) for smaller Li+ (0.59 Å) ions and increases slightly on exchange with larger K+ (1.38 Å)
and Rb+ (1.49 Å) ions [35]. Correspondingly, an increase in the lattice parameter is progressive from
Li< Na< K<Rb-A, in accordance with the increasing ionic radii of the monovalent cations.
Table 1. Unit cell parameters for the exchanged zeolites.
Li-A Na-A K-A Rb-A
Unit cell parameter, a (Å) 24.151 (2) 24.435 (2) 24.454 (2) 24.486 (3)
The FT-IR spectra for Li-A, Na-A, K-A and Rb-A all display the fundamental zeolite framework
vibration νmax/cm−1 at 959, 968, 972 and 969, respectively, corresponding to the asymmetric ν(O−T−O)
stretch, shown in Figure 5. In addition, the framework symmetric ν(O−T−O) stretch occurs at ν/cm−1
684, 664, 663 and 666 for Li-A, Na-A, K-A and Rb-A, respectively. The broad peaks at 3350–3450 cm−1
and the weaker peaks at 1650 cm−1 observed in all spectra correspond to the ν(O−H) stretching
and δ(H−O−H) bending vibrations of water molecules in the hydrated samples. The only noticeable
differences in the spectra are that the framework ν(O−T−O) asymmetric stretch shifts to slightly a
higher wavenumber and the ν(O−T−O) symmetric stretch shifts to slightly a lower wavenumber, with
increasing cation size, Li+< Na+< K+.
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Figure 5. FT-IR spectra for Na-A (blue line) and cation-exchanged Li-A (orange line); K-A (grey line)
and Rb-A (green line).
For the parent Na-A zeolites, 29Si and 27Al MASNMR spectra contain one peak at δ −89.54 ppm
and δ 58.41 ppm, respectively, confirming that the Si/Al ratio of the framework is one. This is in
agreement with data reported by Thomas et al. [24] for a single silicon, Si(OAl)4, and aluminium
environment, Al(OSi)4, in Linde Type A zeolites. 27Al MAS NMR spectra for the exchanged zeolites
also display one sharp peak between δ 57 ppm and 60 ppm, pertaining to Al(4Si) units. Likewise,
29Si spectra for Li-A, K-A and Rb-A are also dominated by a single sharp peak at δ −87.23 ppm,
−89.83 ppm and −89.87 ppm, respectively. These peaks all lie within the chemical shift range for
which Si(4Al) units can occur (δ −80.0 ppm–−90.5 ppm from TMS) [28]. Some small, low intensity
peaks at δ −84.02 ppm, −87.96 ppm and −85.03 ppm are observed in the Li, K and Rb-A samples,
respectively. These are identified as silanol peaks. From deconvolution of the Li, K and Rb-A 29Si NMR
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Figure 6. 29Si NMR spectrum of the as-synthesised Na-A and monovalent cation-exchanged Li-A, K-A
and Rb-A.
It is also interesting to note that the Si(4Al) peak for Li-A is significantly shifted to a lower field,
centred at δ −87.23 ppm, in comparison to that of the parent Na-A peak, at δ −89.54 ppm. The linear
relationship between the average Si-O-T framework bond angles, (α) and 29Si chemical shifts can offer
an explanation for this difference. Table 2 shows the Si/Al ratios and average T-O-T bond angles that
were calculated from the deconvoluted 29Si NMR spectra using Equation (2) [36].
δ = 29Si(ppm) = −5.230 − 0.570α (2)
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Table 2. 29Si NMR data: Si/Al ratios and average T-O-T bond angles for Li, Na, K and Rb-A.
The angular values are estimated based on NMR data using the regression relationship from [36], and
we estimate the accuracy on angles up to ±2 degrees.
Li-A Na-A K-A Rb-A
Si/Al 1 1 1 1
	 T-O-T [α (◦)] 143.9 147.9 148.6 148.4
Na-A zeolites, synthesised at 40 ◦C for 24 h, are shown to have good cation exchange ability
with Li+, K+ and Rb+ ions. The only noticeable differences between these exchanged zeolites are the
sizes of the unit cells and average framework T-O-T bond angles, which increase accordingly with
increasing cation size Li < Na < K < Rb.
2.2. NH4-A
Exchange with NH4+ ions compromises some of the long-range order of the zeolite A crystals,
inferred by the broad PXRD peaks and low signal to noise ratio, as seen in Figure 7. NMR and
FT-IR spectra also indicate that the local framework environment is affected. Figure 8 shows a weak
peak at ν(NH)/cm
−1 1453 in the FT-IR spectrum, which confirms that exchange has taken place.
The asymmetric ν(O−T−O) stretch is, however, weaker and broader than that of the parent spectrum
and is shifted toward a higher wavenumber, occurring at νmax/cm−1 987 [37,38]. As Si-O bonds (1.64 Å)
are shorter than Al-O bonds (1.73 Å) [35], the force constant is higher for the former. Therefore, the shift
to higher frequencies indicates that a loss of some aluminium from the framework has occurred.
Figure 7. PXRD pattern for NH4-A.
Figure 8. FT-IR spectra for the parent Na-A zeolite (orange line) and NH4-A (blue line).
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Furthermore, deconvolution of the 29Si MAS NMR, as shown in Figure 9, confirms the presence
of both Si(3Al) and Si(4Al) environments in the framework, with peaks occurring at characteristic
chemical shifts of δ −91.41 ppm and −89.08 ppm, respectively. Another peak at δ −85.04 ppm is
present in the spectrum due to silanol species. This is in line with the appearance of the ν(T−O−H)
stretch at 868 cm−1 in the FT-IR spectrum. Using Equation (1), the Si/Al ratio of NH4-A was calculated
to be 1.04. The loss of some aluminium from the framework is further confirmed in the 27Al MAS
NMR spectrum, which displays a resonance signal at δ 1.29 ppm, attributed to extraframework
octahedrally-coordinated aluminium [23,28]. This peak is broad and overlaps with the main signal
at δ 58.89 ppm (for a tetrahedral Al coordination). The broadening and overlapping of these peaks
can be attributed to severely distorted six coordinated and four coordinated aluminium environments.
The presence of six coordinated extraframework Al species in NH4-exchanged zeolite A has been
previously reported by Klinowski et al. [22,24], Sartbaeva et al. [15] and M. Dyballa et al. [39]. It is
evident that some dealumination of the zeolite A framework occurs upon exchange with NH4+ ions.
Figure 9. 29Si (top) and 27Al (bottom) NMR spectrum of the monovalent cation-exchanged NH4-A.
2.3. Ca-A
There is no considerable alteration to the long-range crystal order of zeolite A after exchange
with Ca2+. The increase in intensity of the (4,0,0) reflection and the decrease of the (4,4,0) reflection
is consistent with the results obtained by Lührs et al. [33]. The peak in the PXRD pattern at 2θ 29.57◦,
as shown in Figure 10, is characteristic of calcite (CaCO3), which must have formed from the Ca(OH)2
exchange solution. Further characterisation with 13C Cross-Polarisation (CP) NMR (Figure 11) shows a
distinct peak centred at δ 168 ppm, which confirms the presence of CO32− [26]. Furthermore, the split
123
Magnetochemistry 2017, 3, 42
bands in the FT-IR spectrum at 1413 cm−1 and 1459 cm−1 identify the carbonate as a monodentate
species, as shown in Figure 12 [40].
Figure 10. PXRD pattern for Ca-A. The characteristic calcite peak is identified.
Figure 11. 13C CPNMR of Ca-A.
Figure 12. FT-IR spectra for the parent Na-A zeolite (orange) and Ca-A (blue).
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Exchange with Ca2+ has a small effect on the local framework environment of zeolite A.
The asymmetric ν(O−T−O) stretch in the FT-IR spectrum is less intense and is shifted toward a higher
wavenumber, occurring at νmax/cm−1 999 [37,38]. The 29Si MAS NMR spectrum, as shown in Figure 13,
is dominated by an intense peak at δ −91.41 ppm, due to the expected Si(4Al) units of the framework.
However, deconvolution of the spectrum also confirms the presence of Si(3Al), with a very small
peak occurring at δ −96.35 ppm. Another peak at δ −85.55 ppm is also present due to some silanol
species. Using Equation (1), the Si/Al ratio of Ca-A was calculated to be 1.01. Similar to the exchange
with NH4+ ions, it is evident that some dealumination of the zeolite A framework has occurred
upon exchange with Ca2+ ions. This loss of aluminium is confirmed in the 27Al NMR spectrum,
which displays a broad peak centred at δ 50.11 ppm, characteristic of Al(4Si) units and also a slight
peak centred at δ 9.10 ppm, which can be attributed to a distorted octahedral aluminium environment.
The broadness of the peaks in the spectra can be attributed to quadrupolar interactions of 27Al nuclei
in these distorted environments.
Figure 13. 29Si (top) and 27Al (bottom) NMR spectrum of the divalent cation-exchanged Ca-A.
2.4. SEM
The surface morphologies of the zeolite crystals were observed using Field Emission Scanning
Electron Microscopy (FESEM). Particle sizes were calculated from the scale bars on the FESEM
micrographs, using the ImageJ processing and analysis program. The crystallite sizes were also
calculated from the broadening of the most intense PXRD peaks, in this case the (6,2,2) and (6,4,4)
reflections, using the Scherrer Equation (3), where L is the crystallite size, β(hkl) is the full width at half
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maximum for the major peak of the PXRD pattern subtracting the instrumental contribution to the
broadening, K is the Scherrer constant, which is 0.9, λ is the wavelength of the X-rays in nm and θ is





Table 3 shows the average zeolite particle sizes. For Na-A and Ca-A zeolites, there is good
consistency between the sizes calculated from the Scherrer equation and FESEM data.
Figure 14 shows the FESEM micrograph for the parent Na-A zeolite. A variety of crystallite
shapes and sizes can be observed, somewhere in between cubic and spherical and ranging from
122–354 nm. The visibly larger crystals with well-defined edges display the typical cubic morphology
of LTA zeolites [42,43]. However, the low temperature conditions employed in this synthesis appear
to slow down crystal growth, instead favouring nucleation in the initial stages [44]. Particles that
are more rounded in shape and significantly smaller in diameter are evident in the FESEM images,
indicating that some of the crystals have not had enough time to form completely. These results are
in agreement with those reported by Dimitrov et al. [45] and Smaihi et al. [46]. The introduction of
Ca2+ into the zeolites is accompanied by noticeable changes in the surface morphology, as shown in
Figure 15.
Table 3. Crystallite sizes (nm) calculated from FESEM data using Equation (3) compared to crystal
size observed by FESEM. Statistical analysis shows a large spread of values from the Scherrer equation
up to ±28 nm; for FESEM data, the standard deviation is up to ±14 nm.
Na-A Ca-A
Scherrer Equation (nm) 242 270
FESEM (nm) 241 290
Figure 14. FESEM Na-A.
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Figure 15. FESEM Ca-A.
3. Materials and Methods
3.1. Synthesis of Na-A: Low Temperature and Organic Template-Free
Zeolite A, with chemical composition [Na12[(AlO2)12(SiO2)12]·27H2O, was prepared using a
method described by Leung et al. [4]. The crystallisation process was carried out at 40 ◦C in the absence
of an organic template. Six-point-seven-five grams of NaOH pellets (100% NaOH, Fischer, Ried im
Innkreis, Austria) were dissolved in 40 cm3 of deionised water, and the solution was divided into
two equal volumes. Zero-point-nine-eight-eight grams of NaAlO2 (100% Al, Aldrich, St. Louis, MO,
USA) were added into one bottle, and 2 cm3 of colloidal silica (Ludox HS-30, 30 wt % SiO2, Aldrich,
St. Louis, MO, USA) were added to the other. Both solutions were left to stir at room temperature
for 90 min until clear. The silica solution was then poured slowly into the aluminium solution with
gentle stirring. A thick gel with batch composition of 2SiO2:Al2O3:15Na2O:400H2O formed, and this
was shaken or stirred vigorously for 15 min, either by hand or with a magnetic stirrer, and was put
in the oven at 40 ◦C for 24 h. The zeolite crystals were filtered three times with deionized water,
until the pH of the filtrate was 7. The product was then dried in an oven at 100 ◦C for a further 24
h. In order to see the effect of temperature and time on the synthesis, the method above was varied
slightly. For some samples the crystallisation temperature was increased to 50 ◦C for 24 h, and for
other samples, the crystallisation time was increased to 48 h at 40 ◦C.
3.2. Ion Exchange
The cation sources used for ion exchange were LiOH, KCl, RbOH, Ca(OH)2 and NH4Br. The mass
of each cation source was calculated so that the exchange solutions contained a surplus of the
exchanging cation that was twice the theoretical amount of Na+ in the pores of 1 g of Na-A.
The appropriate cation source was dissolved in 50 cm3 of deionized water. One gram of the parent
Na-A zeolite was added, and the solution was stirred for 6 h at 65 ◦C. This was then filtered and
washed with deionized water and the exchanged zeolite left in an oven to dry overnight at 100 ◦C.
The filtrates were kept in order to quantify the amounts of exchange that had taken place using the
sodium ion selective electrode.
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3.3. Product Characterisation
3.3.1. Powder X-ray Diffraction
PXRD patterns were recorded at room temperature using a BRUKER AXS D8 Advance
diffractometer equipped with a Vantec-1 detector using Cu-Kα radiation (λ = 1.54) in flat plate mode.
The scan range was from 3◦ < 2θ < 60◦ over 20 min. The unit cell parameters for the samples were
calculated using the program UnitCell [34].
3.3.2. Solid State Nuclear Magnetic Resonance
29Si, 27Al, 23Na and 13C NMR spectra were measured by a VARIAN VNMRS 400 spectrometer
using the Direct Excitation (DE) method, with neat tetramethylsilane (TMS), 1 M aqueous Al(NO3)3
and 1 M aqueous NaCl as references. 13C Cross-Polarisation (CP) MAS-NMR was used for Ca-A to
enhance the signal. The spinning rates of 29Si and 13C NMR were 6.0 kHz and for 27Al and 23Na NMR
were 12 kHz. The frequency of 29Si NMR was 79.438 MHz and for 27Al 104.199 MHz. The spectral
width of 29Si NMR was 40,322.6 Hz and for 27Al 416.7 Hz. Solid-state NMR spectra were obtained at
the EPSRC U.K. National Solid-state NMR Service at Durham.
3.3.3. Scanning Electron Microscopy and Energy Dispersive X-ray Spectroscopy
Low resolution micrographs were taken using a JEOL SEM6480LV scanning electron microscope.
EDX data were acquired using an Oxford INCA X-ray analyser attached to the microscope with an
acceleration voltage of 20 kV.
High resolution micrographs were taken using a JEOL FESEM6301F field emission scanning
electron microscope (FESEM). The powder samples for FESEM were coated with 5 nm chromium to
prevent surface charging after EDX data were collected.
3.3.4. Fourier Transform Infrared Spectroscopy
FT-IR spectra for the powder samples were recorded using a Perkin Elmer 100 FT-IR Spectrometer
in the range of 4000–600 cm−1.
3.3.5. Sodium Ion Selective Electrode
The concentration of Na+ in the exchange filtrates was calculated using a Cole-Parmer double
junction, combination sodium Ion Selective Electrode (ISE) filled with a reference solution of
0.1 M NH4Cl and connected to a pH/mV meter.
4. Conclusions
Solid state NMR revealed changes to the local structure of the LTA framework upon ion exchange
with NH4+ and Ca2+. Exchange with Li+, K+ and Rb+ ions does not significantly affect the long-range
crystal order. Exchange with NH4+ ions compromises some of the long-range order of the zeolite A
crystals due to the loss of some framework aluminium as can be seen from X-ray data. Exchange with
divalent Ca2+ ions introduces some monodentate carbonate species into the framework, but no
alteration to the long-range crystal order is observed. This study confirms that using a local probe such
as SS NMR alongside PXRD and other long-range methods to study zeolites can reveal an extra level
of information about the structure of those useful minerals, which will further their use as potential
catalysts and ion exchange materials.
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Abstract: This article describes the successful application of the DOSY method for the separation and
analysis of the α- and β-anomers of carbohydrates with different diffusion coefficients. In addition,
the DOSY method was found to effectively separate two kinds of glucopyranosides with similar
aglycon structures from a mixture.
Keywords: DOSY; diffusion coefficient; anomer separation; carbohydrate isomer; glycoside
1. Introduction
High-resolution nuclear magnetic resonance (NMR) spectroscopy has become an excellent
established tool for determining the molecular structures and conformations of compounds while
preserving the sample integrity. In addition, pulsed gradient spin echo (PGSE) NMR is recognized as
a powerful technique for the determination of diffusion coefficients and the separation of different
species in a mixture on the basis of their diffusion coefficients [1]. Diffusion-ordered NMR spectroscopy
(DOSY), which displays the PGSE NMR data in a two-dimensional spectrum, is a practical experiment
for separating the 1H NMR spectra of different species [2]. In addition to the DOSY separation of a
mixture, the DOSY method has been widely used for the characterization of high-molecular-weight
polymeric compounds and the identification of supramolecular structures [3–8]. However, the DOSY
method has generally failed to identify the isomeric species of similar size and structure because of
their similar diffusion coefficients. Therefore, recent studies on the DOSY technique have focused
on developing strategies for the separation of isomeric species [9–14]. The DOSY method has been
also applied to carbohydrate chemistry as a tool for the separation and analysis of mono-, di-, oligo-,
and polysaccharides, as well as for the structural analysis of metal-complexed carbohydrates [15–20].
However, reports on the application of the DOSY method for the separation of carbohydrate anomeric
isomers are still scarce. With an aim of increasing the utility and applicability of the DOSY method
in carbohydrate chemistry, we tackled its evaluation in the separation and analysis of the α- and
β-anomers of carbohydrates.
2. Results and Discussion
The DOSY analysis for the isomer separation in a mixture of α- and β-anomers was investigated
using several kinds of carbohydrate derivatives of glycopyranosides and glycopyranoses, as shown
in Figure 1.
Magnetochemistry 2017, 3, 38 132 www.mdpi.com/journal/magnetochemistry







































































Figure 1. Carbohydrate derivatives used for DOSY analysis on anomer isomers.
2.1. DOSY Separation of the α- and β-Anomeric Isomers of Glycopyranosides
The DOSY separation of the anomeric isomers in a mixture of 10 mM phenyl β-glucopyranoside
(β-PhGlc) and 10 mM phenyl α-glucopyranoside (α-PhGlc) was firstly investigated. Figure 2 shows
the DOSY spectrum of the mixture of α-PhGlc and β-PhGlc in D2O at 30 ◦C, together with the
individual 1H NMR spectra of β-PhGlc and α-PhGlc in D2O. In the DOSY spectrum, two different
species with diffusion coefficients (D) of 5.9 × 10−10 m2·s−1 and 5.6 × 10−10 m2·s−1 could be identified,
whose resonances corresponded to the 1H NMR spectrum of β-PhGlc and α-PhGlc, respectively. It was
thereby found that the apparent difference between the diffusion coefficients of β-PhGlc and α-PhGlc
allow the DOSY separation of these glucopyranoside anomers.
Figure 2. DOSY spectrum of a 10 mM β-PhGlc and 10 mM α-PhGlc mixture.
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Next, the DOSY separation of the anomeric isomers in a mixture of 10 mM α-arbutin
(p-hydroxyphenyl α-glucopyranoside) and 10 mM β-arbutin in D2O at 30 ◦C was similarly investigated.
The two glucopyranoside anomers—which exhibited diffusion coefficients (D) of 5.9 × 10−10 m2·s−1
(α-arbutin) and 5.8 × 10−10 m2·s−1 (β-arbutin), respectively—were also successfully separated by the
DOSY technique, as shown in Figure S1.
2.2. DOSY Separation of the α- and β-Anomeric Isomers of Glycopyranoses
Glycopyranoses are known to undergo mutarotation; they interconvert their α- and β-anomers in
water and an equilibrium mixture of the two forms is achieved. Figure 3 displays the mutarotation of
D-glucopyranose (Glc). The 1H NMR spectrum of Glc at a concentration of 20 mM in D2O indicated
that the anomer ratio of Glc was ca. 1:1. We investigated whether the DOSY method could separate
the individual 1H NMR spectra of the anomeric isomers in an equilibrium mixture of α-Glc and β-Glc.
The DOSY spectrum of a 20 mM solution of Glc in D2O at 30 ◦C revealed that two species with different
diffusion coefficients (D) of 7.6 × 10−10 m2·s−1 and 5.8 × 10−10 m2·s−1 were present, the former
corresponding to the 1H NMR spectrum of α-Glc, and the latter to the 1H NMR spectrum of β-Glc,
as can be seen in Figure 4. We found that the difference between the diffusion coefficients of α-Glc and


























Figure 3. Mutarotation of Glc to interconvert between α-anomer and β-anomer in water.
Figure 4. DOSY spectrum of 20 mM Glc.
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In order to confirm the applicability of the DOSY method for the determination of the diffusion
coefficients of both anomers of glycopyranose showing mutarotation, the DOSY spectra of several kinds
of glycopyranoses were measured. The DOSY measurements were performed using 20 mM solutions of
(13C6)-D-glucopyranose ((13C6)Glc), D-galactopyranose (Gal), D-mannopyranose (Man), and cellobiose
(Glcβ(1→4)Glc, Cello) in D2O at 30 ◦C. We had previously confirmed the presence of the α- and
β-anomers of these glycopyranoses in D2O by 1H NMR measurements. The individual 1H NMR spectra
of the α- and β-anomers were successfully separated in all the DOSY spectra, and their corresponding
diffusion coefficients (D) were thereby obtained. The DOSY spectra are shown in Figures S2–S5,
and the α- and β-anomers of these glycopyranoses are summarized in Table 1, together with the
average diffusion coefficients of some of the α- and β-glycopyranose mixtures previously reported.
Since the DOSY technique was able to separate the α- and β-anomers of glycopyranoses, it seems to be
a reliable method for the estimation of their individual diffusion coefficients.




(Conditions, 30 ◦C, D2O)
Diffusion Coefficient
D (× 10−10) m2·s−1
Reported Diffusion Coefficient
D (× 10−10) m2·s−1 (Conditions)
[Lit.]
1
α-PhGlc (10 mM) 5.6 -
β-PhGlc (10 mM) 5.9 -
2
α-arbutin (10 mM) 5.9 -
β-arbutin (10 mM) 5.8 -
3
















Cello (20 mM) - 5.2 (25 ◦C, H2O) [23]
α-anomer 5. 5 -
β-anomer 5.95 -
8
α-PhGlc (10 mM) 5.77 -
α-arbutin (10 mM) 5.49 -
9
β-arbutin (10 mM) 7.2 -
β-pNPGlc (10 mM) 5.6 -
2.3. DOSY Separation of a Mixture of Two Kinds of Glycopyranosides Having Similar Aglycon Structures
We also investigated the DOSY separation of a mixture of two kinds of glycopyranosides having a
similar aglycon structures. The DOSY spectrum of a mixture of 10 mM α-PhGlc and 10 mM α-arbutin
in D2O at 30 ◦C clearly separated the two kinds of glycopyranoside species, which exhibited different
diffusion coefficients (D) of 5.77 × 10−10 m2·s−1 (α-PhGlc) and 5.49 × 10−10 m2·s−1 (α-arbutin),
as shown in Figure S6. The DOSY spectrum in Figure S7 also evinces the successful separation
of a mixture of 10 mM β-arbutin and 10 mM β-pNPGlc, whose diffusion coefficients (D) were
7.2 × 10−10 m2·s−1 and 5.6 × 10−10 m2·s−1, respectively.
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3. Materials and Methods
D-glucose, D-galactose, D-mannose, D-cellobiose, β-arbutin, phenyl α-glucopyranoside,
phenyl β-glucopyranoside, and pNP β-glucopyranoside were purchased from Tokyo Chemical
Industry Co., Ltd. (Chuo-ku, Tokyo, Japan) and (13C6)-D-glucose was purchased from Cambridge
Isotope Laboratories, Inc. (Andover, MA, USA). α-Arbutin was purchased from Wako Pure Chemical
Industries, Ltd. (Chuo-Ku, Osaka, Japan). D2O was purchased from Kanto Chemical Co., INC.
(99.8% minimum in D, Chuo-ku, Tokyo, Japan).
The NMR spectra were obtained using a JEOL ECA-600 spectrometer (JEOL Ltd., Akishima,
Tokyo, Japan), using 20 mM concentrations for the individual samples and 10 mM concentrations for
the mixtures. The 1H NMR spectra were recorded at 600 MHz. The chemical shifts were referenced to
the solvent values (δ 4.70 ppm for HOD). The spectra were analyzed after 16 scans and 4 dummy scans.
The 2D DOSY experiments were performed at 30 ◦C using the bipolar pulse pair and longitudinal eddy
current delay sequence. Gradient amplitudes were 20–247 mT/m. The spectral width was 6000 Hz.
Bipolar rectangular gradients were used with total durations of 1 to 2 ms. Gradient recovery delays
were 0.1 ms. Diffusion times were between 50 and 200 ms. The relaxation delay was 7.0 s. The spectra
were analyzed after 256 scans and 16 dummy scans. The spectral analyses were processed by the Delta
NMR processing software version 4.3.6. (JEOL USA, Inc., Peabody, MA, USA).
4. Conclusions
This article describes the evaluation of the DOSY method for the separation and analysis of the
α- and β-anomers of carbohydrates. We found that the α- and β-anomers of carbohydrates having
different diffusion coefficients can be separated by using the DOSY technique, and their individual
diffusion coefficients can be determined. In addition, the DOSY method was also applicable to the
separation of two kinds of glucopyranosides having similar aglycon structures from a mixture.
Supplementary Materials: The following are available online at www.mdpi.com/2312-7481/3/4/38/s1,
Figure S1. DOSY spectrum of a 10 mM α-arbutin and 10 mM β-arbutin mixture in D2O at 30 ◦C, Figure S2.
DOSY spectrum of 20 mM (13C6)Glc in D2O at 30 ◦C, Figure S3. DOSY spectrum of 20 mM Gal in D2O at 30 ◦C,
Figure S4. DOSY spectrum of 20 mM Man in D2O at 30 ◦C, Figure S5. DOSY spectrum of 20 mM Cello in D2O at
30 ◦C, Figure S6. DOSY spectrum of a 10 mM α-PhGlc and 10 mM α-arbutin mixture in D2O at 30 ◦C, Figure S7.
DOSY spectrum of a 10 mM β-arbutin and 10 mM β-pNPGlc mixture in D2O at 30 ◦C.
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Abstract: Solid/liquid interfaces are exploited in various industrial applications because confinement
strongly modifies the physico-chemical properties of bulk fluids. In that context, investigating the
dynamical properties of confined fluids is crucial to identify and better understand the key factors
responsible for their behavior and to optimize their structural and dynamical properties. For that
purpose, we have developed multi-quanta spin-locking nuclear magnetic resonance relaxometry of
quadrupolar nuclei in order to fill the gap between the time-scales accessible by classical procedures
(like dielectric relaxation, inelastic and quasi-elastic neutron scattering) and obtain otherwise
unattainable dynamical information. This work focuses on the use of quadrupolar nuclei (like 2H,
7Li and 133Cs), because quadrupolar isotopes are the most abundant NMR probes in the periodic
table. Clay sediments are the confining media selected for this study because they are ubiquitous
materials implied in numerous industrial applications (ionic exchange, pollutant absorption, drilling,
waste storing, cracking and heterogeneous catalysis).
Keywords: diffusion in porous media; NMR relaxation; multi-quanta relaxometry; quadrupolar
nuclei; clay sediments
1. Introduction
In the last few decades, numerous experimental [1] and theoretical [2] studies have been
devoted to solid/liquid interfaces in order to understand and predict the influence of confinement
on the structural, thermodynamical and dynamical properties of fluids. In that context, clay-water
solid/liquid interfaces [3–9] were frequently investigated for two reasons. First, from a theoretical
point of view, clay platelets are flat and atomically smooth with a well-characterized structure and
atomic composition, leading to ideal models of solid/liquid interfacial systems. Second, natural and
synthetic clays are used in a large variety of industrial applications (drilling, heterogeneous catalysis [8],
waste storing [9], food, paint and cosmetic industries), exploiting their various physico-chemical
properties (gelling, thixotropy, surface acidity, high specific surface and ionic exchange capacity, water
and polar solvent adsorption, swelling). Optimizing applications such as heterogeneous catalysis and
waste storing requires quantifying the mobility of solvent molecules and neutralizing counterions
inside the porous network of clay minerals. For that purpose, numerous experimental studies have
been performed to determine the mobility of confined fluids over a broad range of diffusing time.
At short time-scales (between pico-seconds and 100 nano-seconds), the mobility of confined water
molecules was successfully investigated by classical Inelastic (INS) [10–12] and Quasi-Elastic Neutron
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Scattering (QENS) [13,14] experiments. By contrast, the long-time mobility of bulk fluids is generally
investigated by pulsed gradient spin echo NMR spectroscopy [15] to probe time-scales larger than
the millisecond. Unfortunately, the mobility of neutralizing counterions is difficult to measure by
neutron scattering experiments, and the presence of paramagnetic impurities within the solid network
significantly enhances the NMR relaxation rates of confined fluids, strongly limiting the use of
pulsed gradient spin echo NMR spectroscopy. For that purpose, NMR relaxation measurements
were frequently performed [16–21] to extract dynamical information on the mobility of the diffusing
NMR probes.
A general trend of the NMR relaxation property of confined fluids is the large difference between
the longitudinal (R1) and transversal (R2) relaxation rates. While the bulk fluids have generally the
same NMR relaxation rates (R1 ∼ R2), confinement drastically enhances their transverse relaxation rate
leading to R2  R1. Two different phenomena may be responsible for the above-mentioned difference
between the longitudinal and transverse relaxation rates: either chemical exchange of the NMR probes
between various environments under the so-called “moderately rapid exchange” condition [22] or a
slow modulation of the NMR relaxation mechanisms [21,23,24] induced by the molecular motions of
the confined fluids. One can differentiate between these two interpretations without modifying the
sample’s environment (temperature, concentration, composition) by measuring both relaxation rates
as a function of the static magnetic field B0: an increase of their difference (R2 − R1) as a function of the
field’s strength is the fingerprint of an intermediate exchange [22,25], while the opposite trend results
from the slow modulation of the NMR relaxation mechanisms. That condition is generally fulfilled by
reducing the fluid temperature or after complexation of the NMR probe by a macromolecule [26–28].
In that framework, confinement was recently shown to induce, at room temperature, the slow
modulation of the NMR relaxation mechanism of fluid [29–31]. As a consequence, numerous theoretical
and experimental studies were devoted to that problem in order to quantify the influence of the
geometrical and thermodynamical properties [31–39] of the porous media on the NMR relaxation
mechanisms of their confined fluids. In addition to NMR relaxation measurements performed at a
limited number of available magnetic fields [16,33], spin-locking relaxation measurements [16,33,40–43]
were initially performed to extend the investigation of the dispersion curves to lower magnetic fields.
These two complementary procedures lead however to a large gap within the dispersion curves that
was successfully filled recently by field cycling NMR relaxometry [29–32,44–48]. Unfortunately, in the
case of confined quadrupolar nuclei, the enhancement of the transverse relaxation rate of the confined
quadrupolar probes prohibits the use of field cycling NMR relaxometry because of the time required
to switch the magnetic field. In that context, we have developed multi-quanta spin-locking NMR
relaxometry to probe the dynamical properties of confined quadrupolar nuclei that pertain to a
large class of observable NMR isotopes within the periodic table [49]. To test the potentiality of that
new approach, we selected the clay/water interface because natural and synthetic clays are well
characterized and exploited in numerous industrial applications. In that context, we used multi-quanta
NMR relaxometry to quantify the mobility of water molecules (heavy water D2O) [40,50–53] and
neutralizing counterions (7Li [54], 133Cs [55]) diffusing within the porous network of clay sediments.
The swelling clays used in this study (montmorillonite, hectorite, beidellite and laponite) pertain
to the class of smectites. Their elementary platelets result from the sandwiching of one layer of
octahedral metallic oxides (AlIII or MgII) between two layers of tetrahedral silica. Atomic substitutions
of some metals in these octahedral or tetrahedral layers by less charged metals lead to a net negative
charge of the clay network neutralized by cations. These exchangeable cations are localized within
the interlamellar space between individual clay platelets and are responsible for the water affinity of
the clay network. Furthermore, the mechanical behavior (swelling versus setting) of the clay/water
interface is monitored by the nature and valance of the neutralizing counterions, the number of
substitution sites and their localization within the clay network.
As displayed in Figure 1, clay sediment exhibits a multiscale structure. At short distances,
the sediment is composed of highly anisotropic platelets (thickness ∼7 Å, diameter ∼300–3000 Å).
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At intermediate distances, microscopic domains result from the stacking of numerous (10–100) parallel
clay platelets. Depending on the hygrometry, the interlamellar space between these platelets is partially
or totally filled by adsorbed water molecules [56–58] in addition to the neutralizing counterions.
Finally, at the largest scale, clay sediment results from the juxtaposition of micro-domains with different
orientations. We have used multi-quanta spin-locking NMR relaxometry measurements to determine
the average residence time of the water molecules and some neutralizing counterions within the
interlamellar space between the clay platelets inside each micro-domain. Furthermore, two-time
stimulated echo NMR spectroscopy [59] was used to quantify the time-scale required by the water
molecules to probe micro-domains with different orientations [52,53,60].
Figure 1. Schematic view of multiscale organization of the clay sediment resulting from the coexistence
of clay aggregates with various orientations of the platelet directors. Reprinted with permission
from [53]. Copyright (2014) American Chemical Society.
In addition to these experimental investigations, multi-scale numerical simulations were
performed to determine the structure of the confined fluids and their mobility. Grand Canonical
Monte Carlo (GCMC) simulations [56–58] were first performed to determine the number of
confined water molecules as a function of the water partial pressure and the interlamellar distance.
These numerical simulations also illustrate the organization of the water molecules and neutralizing
counterions confined between the clay platelets (see Figure 2a,b). This organization of the confined
water molecules significantly contributes to the X-ray and neutron scattering spectra [56–58] of oriented
clay sediments. Nevertheless, the same confined water molecules exhibit a large mobility in the
direction parallel to the clay surface, as detected by QENS [13,14]. This local mobility of the confined
probes was determined by numerical simulations of molecular dynamics and directly compared
to the QENS spectra [14]. Numerical simulations of Brownian dynamics [51] are then required to
propagate at a larger time-scale the water mobility predicted by MD simulations in order to interpret
the residence time determined by multi-quanta NMR relaxometry. Finally, a set of macroscopic
differential equations [60] were solved to describe the exchange of the water molecules between
differently-oriented micro-domains in order to interpret the echo attenuation detected by two-time
stimulated echo NMR spectroscopy.
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Figure 2. (a) Snapshot illustrating one Grand Canonical Monte Carlo (GCMC) equilibrium
configuration of confined water molecules and neutralizing sodium counterions; (b) concentration
profiles of sodium counterions and oxygen and hydrogen atoms pertaining to water molecules confined
between two beidellite clay lamellae. Reprinted with permission from [53]. Copyright (2014) American
Chemical Society.
2. Sample Preparation and Experimental Setup
All natural clay samples used in this study were purified according to the classical
procedure [61], and the neutralizing cations were exchanged leading predominantly to mono-ionic
clay samples. The clay platelets were further selected according to their size by centrifugation [61].
Transmission Electronic Microscopy (TEM) was used to determine their size distribution [61].
Self-supporting clay films were obtained by ultrafiltration under nitrogen pressure of dilute clay
dispersions. The clay films were further dried under nitrogen flux before equilibration with a reservoir
of heavy water at fixed chemical potential by using saturated salt solutions. The partial pressure of
D2O is selected to obtain hydrated clay samples with mainly one or two hydration layers in accordance
with the water adsorption isotherm [56,57]. A lamella (30 × 5.5 mm2) is cut into the clay film and
inserted into a sealed glass cylinder, which fit the gap into a home-made solenoid coil [51] used for
the NMR measurements (Figure 3). The sample holder can rotate into the coil in order to perform
NMR experiments with different orientations of the clay film (denoted θLF) by reference to the static
magnetic field B0. An important point is that a home-made detection coil is not required to perform
multi-quanta spin-locking relaxometry measurements. The only requirement is the use of a solenoidal
coil. Note however that spectra and relaxation measurements must be recorded at various orientations
of the clay sample by reference to the static magnetic field. As a consequence, the detection coil must
be modified to measure the sample orientation with good accuracy.
Figure 3. Schematic view of: (a) the film orientation within the NMR tube used to insert the clay
film sample into the detection coil (see the text); and (b) the different Euler angles characterizing the
orientation of the clay film by reference to the static magnetic field B0. Reprinted with permission
from [53]. Copyright (2014) American Chemical Society.
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NMR measurements were performed on a DSX360 Bruker spectrometer operating at a field of
8.465 Tesla equipped with home-made detection coils. For this experimental setup, the typical duration
for the inversion of the longitudinal magnetization varies between 15 and 30 microseconds depending
on the nature of the NMR probes (2H, 7Li and 133Cs). Because of the efficiency of the NMR relaxation
of these NMR quadrupolar probes, a fast detection mode was selected with a sampling time varying
between 0.25 and one microsecond. Pulse sequences where selected to optimize the magnetization
transfers required by multi-quanta NMR relaxation measurements. Details on the theory of NMR
relaxation and multi-quanta spin-locking measurements are given in Appendices A–D.
3. Results and Discussion
3.1. NMR Spectra
Figures 4 and 5 exhibit the variation of the NMR spectra as a function of the orientation of the
clay film into the static magnetic film B0. The doublet detected by 2H NMR spectroscopy of the water
molecules confined within hectorite [53] (Figure 4) results from two phenomena: a good alignment of
the various clay platelets with respect to the lamella director and a specific orientation of the water
molecules confined within the interlamellar space of the clay platelets. The principal component of
the tensor quantifying the Electric Field Gradient (EFG) monitoring the quadrupolar Hamiltonian
(see Appendix A, Equations (A1)–(A2b)) responsible for the NMR relaxation of the deuterium atoms
of the water molecule is directed along the
−→
OD director [62]. If the water molecule reorients freely,
this
−→
OD director samples uniformly all orientations with respect to the static magnetic field, canceling
the average quadrupolar coupling felt by the deuterium atoms (Equations (A5)–(A6)). By contrast,
confined water molecules are strongly structured with specific orientations (see Figure 2a,b) leading
to a non-vanishing average of the order parameter quantifying the orientation of the
−→
OD director
with respect to the clay director (see Equation (A6)). Furthermore, if the clay directors are randomly
oriented into the static magnetic field, a powder spectrum should be detected [63], partially masking
the doublets reported in Figure 4a. Since the order of magnitude of the quadrupolar coupling felt by
the 2H atom within the water molecule is known (180–200 kHz) [62], the maximum splitting measured
for an orientation of the clay director parallel to the static magnetic field may be used to evaluate the
degree of alignment of the confined water molecules. Finally, the variation of the 2H doublet as a
function of the orientation of the clay film in the static magnetic field (see Figure 4b) perfectly matches
the expected relationship (Equation (A6)) with annulation of the doublet at the so-called magic-angle
(θLF = 54.74◦).
Figure 4. (a) 2H NMR spectra as a function of the film orientation θLF into the static magnetic field B0;
(b) variation of the residual quadrupolar coupling νQ extracted from the 2H NMR spectra as a function
of the film orientation θLF into the static magnetic field B0. Reprinted with permission from [53].
Copyright (2014) American Chemical Society.
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7Li NMR spectra (Figure 5a) recorded for lithium counterions confined within Laponite
sediment [64] exhibit the same behavior except that the previous doublet is replaced by a triplet,
as expected for 3/2 spin nuclei [63]. As determined by numerical simulations [65], the principal axis
of the tensor describing the EFG felt by the neutralizing counterions is oriented parallel to the clay
director. As a consequence, the residual quadrupolar coupling is also monitored by the film orientation
into the static magnetic field.
Figure 5. NMR spectra recorded as a function of the film orientation θLF of the clay sediment into the
static magnetic field B0: (a) 7Li NMR spectra measured within laponite concentrated clay dispersions;
(b) 133Cs NMR spectra measured within hectorite clay sediment. Reprinted with permission from [55].
Copyright (2015) American Chemical Society.
In the case of 133Cs, a sextuplet is expected to occur since this isotope is a 7/2 spin nucleus [63].
Unfortunately, only the first satellites [55] are detected (see Figure 5b) because the fast relaxation of
this confined nuclei partially masks the theoretical quadrupolar structure.
3.2. Multi-Quanta NMR Relaxation Rates
Because of the presence of paramagnetic impurities within the clay network [18], two mechanisms
are expected to monitor the NMR relaxation of confined quadrupolar probes, i.e., quadrupolar and
heteronuclear dipolar couplings (see Appendix A). Theoretical details on the contributions of these
two relaxation mechanisms are given in Appendix B. In that framework, a complete basis set [66–68]
is required to fully understand the time evolution of the magnetization under the influence of the
relaxation mechanisms, the pulse sequences and the static residual quadrupolar and heteronuclear
dipolar couplings. For that purpose, we used the irreducible tensor operators [66–68] (see Appendix C)
whose number increases as a function of the spin I of the nucleus. Nuclei with I = 1/2 spin are
fully described by the identity (labeled T00) and a row of first-order operators describing the three
components of the magnetization (labeled T1−1, T10 and T11 see Figure A1). The well-known
Pauli matrices are another irreducible representation of these four operators, also called coherences.
Quadrupolar I = 1 spin nuclei (like 2H) require another set of five second-order coherences [68] (labeled
T2−2, T2−1, T20, T21, T22; see Figure A2) in order to describe the quadrupolar coupling. In the same
manner, I = 3/2 spin nuclei (like 7Li) require another set of third-order coherences [68] (labeled T3−3,
T3−2, T3−1, T30, T31, T32, T33; see Figure A3) describing the octopolar coupling. In that framework,
I = 7/2 spin nuclei (like 133Cs) require a basis set extending up to seventh-order coherences [67]
(see Figure A4). Thanks to the completeness of these different basis sets, it becomes possible to
describe the time evolution of the various coherences during each step of the pulse sequence by taking
implicitly into account the influence of various relaxation mechanisms and residual static couplings
(see Appendix D).
In the case of heavy water molecules confined within the clay sediments, we have measured by
2H NMR the time evolution of two independent coherences [52] (namely T20 and T22(a, s)) in addition
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to the classical longitudinal and transverse magnetizations corresponding respectively to the T10 and
T11(a, s) coherences (see Figure 6a). Let us call Rij the corresponding relaxation rates. The pulse
sequence used to measure these different relaxation rates was detailed in previous publications [52].
A first general feature of these relaxation measurements of confined fluid is the large difference between
the transverse and longitudinal relaxation rates (i.e., R11  R10; see Figure 6a).
Figure 6. Variations as a function of the film orientation θLF into the static magnetic field B0 of:
(a) the apparent multi-quantum relaxation rates of the T10, T11(a, s), T20 and T22(a, s) coherences,
denoted R10, R11(a, s), R20 and R22(a, s), respectively; and (b) the apparent spectral densities J
Q
0 (0),
JD0 (0), UQ and UD extracted from these Rij values (see Equation (A24)). Reprinted with permission
from [52]. Copyright (2013) American Chemical Society.
As evidenced by numerical simulations [18], that difference results from the long time-scale
necessary to obtain a complete decorrelation of the couplings monitoring the NMR relaxation.
This phenomenon is characteristic of the slow modulation regime occurring when the corresponding
time-scale becomes larger than the inverse of the resonance angular velocity (ω0) [23,63]. Under such
conditions, the integral of the decorrelation function (i.e., J(0)) becomes much larger than its Fourier
transforms evaluated at the resonance angular velocity (i.e., J(ω0) and J(2ω0)):
J(0)  J(ω0) ≈ J(2ω0) (1)
As detailed in Appendix D, the detected difference (R11  R10) becomes obvious
since the longitudinal relaxation rate R10 is a linear combination of J(ω0) and J(2ω0)
(see Equations (A21) and (A22e)), while J(0) also contributes to the transverse relaxation rate R11
(see Equations (A21) and (A22b)). The contributions of the quadrupolar and heteronuclear dipolar
couplings to the various relaxation rates are detailed in Appendix D. By focusing our analysis on the
dominant components (see Figure 6b), it becomes possible to distinguish the relative contributions of
both the quadrupolar and heteronuclear dipolar relaxation mechanisms by simply performing four
independent measurements of the R10, R11, R20 and R22 relaxation rates (see Equations (A21)–(A24)).
As displayed in Figure 6b, the quadrupolar and heteronuclear dipolar couplings contribute significantly
to the relaxation of confined water molecules. Figure 6b also exhibits a significant variation of the
dominant contribution to the quadrupolar relaxation mechanism (denoted JQ0 (0)) as a function of
the orientation of the clay lamella in the static magnetic field, with a large enhancement near the
magic angle. As detailed by numerical simulations [64], this behavior results from the organization
of the clay platelets within the self-supporting lamella. As explained in Appendix B, one can use the
Wigner rotation matrices (Equation (A16a–c)) to extract the intrinsic contributions to both quadrupolar
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and heteronuclear dipolar relaxation mechanisms. These intrinsic contributions are evaluated in the
frame of the clay lamella where molecular diffusion occurs. By this analysis, we can extract, for each
relaxation mechanism, labeled X for X ∈ {Q, D}, three intrinsic components, called spectral densities
and denoted JXm(0) for m ∈ {0, 1, 2}, respectively. The purpose of our multi-quanta spin locking
relaxation measurements is to probe the low frequency variation of this set of six independent spectral
densities to obtain dynamical information on the long-time mobility of the confined NMR probes.
By contrast with the 2H [52] and 7Li [64] relaxation measurements, the heteronuclear dipolar coupling
becomes negligible for confined 133Cs nuclei [55] because of the enhancement of its quadrupolar
coupling (see Table A1).
3.3. Multi-Quanta Spin-Locking NMR Relaxometry
The purpose of spin-locking relaxation measurements is to extract the dispersion curve of
the spectral densities JXm(ω) in order to quantify the time-scale describing the decorrelation of the
quadrupolar and heteronuclear dipolar couplings felt by the confined diffusing probes. This study
focuses on the long-time motions responsible for the complete decorrelation of these nuclear couplings.
As illustrated by numerical modeling of water diffusion [40], such complete decorrelation occurs only
after desorption of the confined probes in order to lose the memory of their residual coupling that
is not averaged to zero by the local motions. As a consequence, the dispersion curves are expected
to exhibit a transition between a plateau [40], at low angular velocities, and a continuous decrease,
at high angular velocities. The inverse of that characteristic angular velocity (ωc) is a measure of the
average residence time (τc = 1/ωc) of the nuclear probes confined within the interlamellar spaces of
the clay sediments. Furthermore, 2D diffusion within the interlamellar space of the clay platelets [40]
is the dynamical process responsible for such long-time decorrelation of the nuclear couplings felt by
the confined NMR probes. As a consequence, the dispersion curve is expected to exhibit a logarithmic
decrease [33,36] at angular velocities larger than ωc.
Figure 7a–d exhibits the typical time evolution of the T11(s), T21(a), T21(s) and T22(a) coherences
(see Appendix C) measured by 2H NMR under spin-locking conditions for heavy water confined
within beidellite clay sediment [53]. The irradiation power used for these measurements is quantified
by the angular velocity (ω1 = 1.12 × 105 rad/s) describing free nutation of 2H nuclei under such
irradiation. As illustrated by a Fourier transform of the time evolutions (Figure 7e–h), we detect
three non-zero characteristic angular velocities (λ1 = 2.5 × 105 rad/s, λ2 = 1.6 × 105 rad/s and
λ3 = 0.9 × 105 rad/s) for a single irradiation power, extending significantly the dynamical range
probed by this quadrupolar nucleus (see Table 1). As explained in Appendix D (see Equation A20),
these three characteristic angular velocities vary not only as a function of the irradiation power, but also
the residual quadrupolar coupling felt by the quadrupolar probes. As a consequence, by varying
the film orientation into the static magnetic field (i.e., θLF), it becomes possible to probe a large
dynamical range by using a limited number of irradiation powers (see Table 1). As displayed in
Figure 8a, the resulting dispersion curve covers two decades, exhibiting a clear transition at the
characteristic angular velocity (ωc = (6 ± 1) × 104 rad/s), corresponding to an average residence
time (τc = (17 ± 3) μs) of the water molecules confined within the interlamellar space of beidellite.
As illustrated in Figure 8b, this result is compatible with the average residence time obtained by
simulations of Brownian dynamics exploiting the size of the clay platelets 500 ± 100 nm and the water
mobility (D = 7 × 10−10 m2/s) measured by QENS on equivalent samples [13,14].
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Table 1. Set of characteristic angular velocities (λ1, λ2, λ3) detected by multi-quanta spin-locking
relaxometry for 2H NMR experiments, varying the irradiation power ω1 and the angle θLF (see the text).
θLF 0◦ 30◦ 90◦ 0◦ 30◦ 90◦ 0◦ 30◦ 90◦
ω1 (10
5 rad/s) λ1 (10
5 rad/s) λ2 (10
5 rad/s) λ3 (10
5 rad/s)
1.122 2.46 2.28 2.22 1.60 1.36 1.23 0.86 0.86 0.86
0.561 1.48 1.29 1.36 1.11 0.86 0.86 0.37 0.37 0.43
0.280 1.05 0.80 0.80 0.92 0.68 0.62 0.18 0.18 0.09
0.140 0.86 0.55 0.55 0.80 0.62 0.49 0.06 0.06 0.09
0.070 0.80 0.55 0.43 0.80 0.55 0.43 0.06 0.06 0.03
Figure 7. Time evolution of (a) T11(s); (b) T21(a); (c) T21(s) and (d) T22(a) coherences measured under
spin-lock conditions, denoted T11ρ(s), T21ρ(a), T21ρ(s) and T22ρ(a), respectively, and their Fourier
transforms for (e) T11(s); (f) T21(a); (g) T21(s) and (h) T22(a) coherences (2H NMR). Reprinted with
permission from [53]. Copyright (2014) American Chemical Society.
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Figure 8. (a) Variation of the intrinsic spectral densities JQ,intrm (λ1) with m ∈ {0, 1}, describing
quadrupolar coupling, and JD,intrm (λi) with m ∈ {0, 1} and i ∈ {2, 3}, describing the heteronuclear
dipolar coupling, as a function of the corresponding averaged angular velocities < λi > (2H NMR);
(b) average residence time of the confined water molecules obtained by numerical simulations of
Brownian dynamics. Reprinted with permission from [51,53]. Copyright (2014 and 2012) American
Chemical Society.
In the case of 3/2 spin nuclei, six non-zero angular velocities (denoted λi) are expected to occur in
the time evolution of the various coherences under the spin-locking condition (see Equation (A27)).
Spin-locking measurements of the T11(s), T11(a), T33(s) and T33(a) coherences have been performed
for 7Li counterions neutralizing laponite synthetic clay [54]. Figure 9a–d exhibits complex time
evolutions of the various coherences under spin-locking because of the multiplicity of contributing
modes. By contrast, their Fourier transform (see Figure 9e–h) clearly identifies the six expected modes,
with a perfect matching between the experimental data and the theoretical analysis [54]. As displayed
in Figure 10, a broad range of angular velocities ω is then probed by using only four irradiation powers
sampling simply one decade.
In the case of 133Cs neutralizing a synthetic fluoro-hectorite [55], a complete numerical treatment
of the time evolution of the coherences is required due to the large size of the basis-set required to
describe all the quantum states of this 7/2 spin nucleus. Our analysis leads to a good agreement
between the experimental and calculated data (Figure 11) by setting all sampled spectral densities
equal to their high frequency [55] value by assuming:
JQ0 (λp 	= 0) = JQ0 (ω0) (2)
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Figure 9. For Li+ ions in concentrated laponite dispersion, the comparison between the experimental
and fitted time evolution of the coherences: (a) T11(a); (b) T11(s); (c) T33(s) and (d) T33(a) coherences
measured under spin-lock conditions, denoted T11ρ(a), T11ρ(s), T33ρ(s) and T33ρ(a), respectively,
and their Fourier transforms for (e) T11(a); (f) T11(s); (g) T33(s) and (h) T33(a) coherences (7Li NMR).
Reprinted with permission from [54]. Copyright (2009) American Chemical Society.
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Figure 10. Distribution of the complete set of resonance angular velocities probed by the triple-quantum
filtered relaxation measurements under the spin-locking condition performed at four irradiating fields
ω1, evaluated from the intrinsic spectral density J0(λ) (7Li NMR). Reprinted with permission from [54].
Copyright (2009) American Chemical Society.
Figure 11. Time evolutions of the spin-locking relaxation measurements (133Cs NMR) for seven
irradiation powers corresponding to various angular velocities ω1: (a) decreasing from 2.1 × 105 to
6.1 × 104 rad·s−1; and (b) decreasing from 3.2 × 104 to 2.7 × 103 rad·s−1 (see the text). Reprinted with
permission from [55]. Copyright (2015) American Chemical Society.
Figure 12 illustrates the range of angular velocities that can be sampled by 133Cs spin-locking
relaxation measurements induced by the quadrupolar relaxation mechanism that was shown to
monitor the relaxation of 133Cs.
As a consequence, the transition between the low frequency plateau and the continuous decrease
of the spectral density must occur at angular velocities (ωc) much smaller than the lowest eigenvalue
λQp probed by these spin-locking measurements, i.e., 103 rad/s (see Figure 12). The corresponding
average residence time of the confined cesium counterions must be larger than 1 ms [55]. By taking
into account the average size of the hectorite platelets determined by TEM (L ∼ 0.4 μm), we obtain
a self-diffusion coefficient (D ≈ L2/2τc) smaller than 8 × 10−11 m2/s. That upper limit is fully
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compatible with the cesium mobility within clay sediments obtained by numerical simulations of
molecular dynamics [55,69–74].
Figure 12. Histograms of the distribution of the angular velocities λQp corresponding to the quadrupolar
relaxation mechanism that may be probed by the spin-locking experiments of I = 7/2 spin for irradiation
powers ω1 varying between 2.7 × 103 and 2.1 × 105 rad·s−1 (133Cs NMR). Reprinted with permission
from [55]. Copyright (2015) American Chemical Society.
3.4. Two-Time Stimulated Echo Attenuation
Two-time stimulated echo NMR spectroscopy [59,60] exploits the heterogeneity of the
micro-domain orientations within the clay sediment (see Figure 1). For 2H nuclei, these heterogeneities
of the clay platelets’ orientation induce heterogeneities of the residual quadrupolar coupling felt by
the confined water molecules (Equation (A6)). The pulse sequence displayed in Figure 13 illustrates
the experimental procedure [60]: During the first evolution procedure, the transverse magnetization
(corresponding to the T1±1 coherence) of all water molecules pertaining to the micro-domain labeled i
oscillates at a specific angular velocity (denoted ωQi) corresponding to the orientation of their
micro-domain. The total transverse magnetization is next transferred into the T20 coherence and
freely evolves during the mixing time τM. The duration of the fourth pulse (ψ) is selected to optimize
the double-quanta filtering, by optimizing the transfer of the T20 coherence into the T22 coherence and
minimizing the transfer from the other zero-order coherence, i.e., the T10 coherence, into the same
T22 coherence. During the second evolution period, the transverse magnetization of the confined
water molecules again oscillates at the angular velocity (denoted now ωQj) corresponding to the







)× cos (ωQj(τM)te))〉× e−(R20τM+2R11te) (3)
If the mixing time (τM) is smaller than the time (denoted τexch) required by the confined water
molecules to exchange between two micro-domains with different orientation, the statistical average
of the product of the cosinus functions within the bracket in Equation (3) reaches its maximum value.
By contrast, for mixing times larger than the same exchange time, the water molecules will now
probe two micro-domains with different orientations, thus reducing the previous statistical average.
Finally, the exponential law of Equation (3) describes the intrinsic attenuation of the magnetization
during the evolution time te and mixing time τM.
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Figure 13. (a) Pulse sequence and (b) coherence pathway used to measure the attenuation of the
two-time 2H NMR stimulated echo I(te, τM) as a function of the evolution period te and the mixing
time τM. Reprinted with permission from [53]. Copyright (2014) American Chemical Society.
Figure 14a illustrates the resulting attenuation of the two-time stimulated echo as a function of
the mixing time [60]. A better illustration is given by simply noting the relative intensity of the first
maximum (see Figure 14b), leading to an exchange time of 33 ms, i.e., three orders of magnitude larger
than the water residence time is the interlamellar space. That interpretation is fully validated by a
simple numerical model [60] describing the exchange of water molecules between neighboring cubic









σi+1,j,k + σi−1,j,k + σi,j+1,k + σi,j−1,k + σi,j,k+1 + σi,j,k−1
]
(4)
where Ri,j,k contains the contributions from the pulses, the local residual quadrupolar couplings
and the relaxation mechanisms (see Appendixes A and B), leading to a set of generalized Bloch
equations [22,75].
Figure 14. (a) Variation of the two-time stimulated echo attenuation I(te, τM) as a function of mixing
time τM (2H NMR). The data are normalized to take into account the relaxation of the T20 coherence
during the mixing time τM (see Equation (3)). (b) Two-time correlation function extracted from the
normalized stimulated echo attenuation as a function of the mixing time τM. The red line corresponds
to the best fit of a stretched exponential function, f (t) = A exp(−t/τexch)α, to determine the exchange
time τexch (τexch = 33 ± 5 ms with an exponent α set equal to 1.5), and the green line dots are obtained
by numerical modeling (see the text). Reprinted with permission from [53]. Copyright (2014) American
Chemical Society.
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4. Conclusions
Multi-quanta spin-locking NMR relaxometry of quadrupolar nuclei was shown to be a powerful
tool to quantify the average residence time of molecular (D2O) and ionic (7Li, 133Cs) probes confined
within the interlamellar space of clay lamellae inside dense sediments. Furthermore, two-time
stimulated echo NMR attenuation leads to dynamical information on the long-time mobility of the
water molecules exchanging between differently-oriented micro-domains constituting dense clay
sediments. Multi-scale numerical simulations were performed to better understand the structural
and dynamical properties of confined ions and water molecules, improving our analysis of the NMR
experiments. These multi-quanta spin-locking NMR relaxometry measurements are expected to be
easily extended to study other interfacial systems, including porous silicate, zeolites, cements, etc.
A large number of diffusing probes may be used for such investigations since quadrupolar isotopes
pertain to a large fraction of detectable NMR isotopes within the periodic table.
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Appendix A. Quadrupolar and Heteronuclear Dipolar Hamiltonian









e Q (1 + γ∞)
I(2I − 1) h̄ (A1)
where e is the electron charge, Q is the quadrupolar moment of the nuclei [76] and (1 + γ∞) is the
Steinhermer antishielding factor [76]. These three last parameters are detailed in Table A1 for different
quadrupolar nuclei.
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, TQ,IR2,±1 = ∓
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where VLαβ are the components of the EFG evaluated in the laboratory frame (denoted L);
TQ,IR2,±p (for p = −2 to 2) are the second-order irreducible tensor operators; Ix, Iy and Iz are the spin
operators and I± = Ix ± iIy.
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Table A1. Parameters monitoring the order of magnitude of the quadrupolar Hamiltonian of some
alkali cations (see [76]).
Isotope Spin I Q (10−24 cm2) 1 + γ∞ R10 in Water (s−1)
7Li 3/2 0.042 0.74 0.03
23Na 3/2 0.11 5.1 16.2
39K 3/2 0.09 18.3 24
85Rb 5/2 0.31 48.2 420
133Cs 7/2 0.004 111 0.08
In the presence of a static quadrupolar coupling, the equidistant Zeeman energy levels are










(1 − 2m) (A3)
for m varying between I and −I + 1.








p,q(θ, ϕ, ψ) (A4)
with DLPp,q(θ, ϕ, ψ), the components of the Wigner rotation matrices [24] where the set of (θ, ϕ, ψ) Euler
angles defines the orientation, into the static magnetic field, of the principal axis of the tensor describing
the EFG felt by the quadrupolar nucleus. Three sets of frames are useful to describe the orientation of
the principal component of the EFG: the laboratory frame (denoted L), a frame attached to the dense
clay sediment (denoted F) and a frame attached to the individual quadrupolar nucleus (denoted P).
The ez directors of these different frames are respectively the direction of the static magnetic field B0
(laboratory frame L), the normal to the clay sediment n (sediment frame F) and the director of the
principal component of the EFG, denoted VPzz (particle frame P).
The measured quadrupolar splitting is derived from Equations (A3) and (A4):
ω
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3eQ(1 + γ∞) (1 − 2m)
4I (2I − 1) h̄
(A5)
The angular average is evaluated in Equation (A5) over all the orientations of EFG principal
component within the sediment. The first set of the Wigner rotation matrix describes the orientation
of the macroscopic clay sample with respect to the magnetic field, and the Wigner rotation matrix in
the bracket characterizes the average orientation of EFG principal component within the sediment.




m−1,m = Am V
P
zz
3 cos2 θLF − 1
2
〈




In addition to the quadrupolar coupling, the heteronuclear dipolar coupling may also be
responsible for the NMR relaxation of the confined probes because of the presence of paramagnetic





(−1)m TD,IR2,m FD,L2,−m(t) with CD = −
μ0
4π
γI γS h̄ (A7)
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The functions FD,L2,m (t) in Equation (A7) are related to the second-order spherical harmonics
describing the reorientation of the vector joining the two coupled spin (denotedrIS(t)) by reference to








Appendix B. NMR Relaxation Theory
In the framework of the Redfield theory [77], the time evolution of the spin quantum states,
also called coherences, is described by the master equation [23,24,63]:
dσ∗
dt
= −i [H∗S , σ∗] + f (σ∗) (A10)
As denoted by the asterisk (∗), all terms are evaluated in the Larmor frequency rotating frame.
The commutator describes the contribution from the static Hamiltonians H∗S , including the excitation
pulses and the residual quadrupolar Hamiltonian. The second term describes the contribution from












where the index X stands for the various relaxation mechanisms (i.e., Q or D). This last contribution to









S τ H∗+XF(t − τ) eiH
∗
S τ , σ∗(t)
] ]〉
dτ (A12)
If the time-scales characterizing the decorrelation of the various Hamiltonians are much smaller
than the time-scale sampled by the evolution of the coherences, the upper limit of the integral tsup in
Equation (A12) may be set equal to infinity. This hypothesis restricts the validity of the Redfield theory
applied to NMR relaxation [23,24,63].
Let us introduce the autocorrelation functions of the fluctuating components of the Hamiltonian:
GX,Lm (τ) =
〈(












FX,L2,−m(τ)− < FX,L2,−m >
)〉
with m ∈ {0, 1, 2}
(A13)
By neglecting the time evolution of the coherences during the irradiation pulses, Equation (A12)
becomes then [23,24,63]:











where the so-called spectral densities JX,Lm (mω0) satisfy the relationship [23,24,63]:
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The above-mentioned approximation is generally valid for classical relaxation measurements
because the duration of the detection pulses (typically a few μs) is much shorter than the time evolution
of the coherences. Finally, a complete basis set of coherences is required to translate Equation (A14)
into a matrix form [18,64,78–80].
In the case of spin-locking relaxation measurements, one cannot neglect the time evolution of the
coherences during the irradiation power since it is applied during the entire evolution period of the
coherences. As a consequence, the time evolution of the dipolar and quadrupolar couplings under
the influence of the static Hamiltonian H∗S must be taken into account in Equation (A12) as described
implicitly by the term e−iH∗S τ H∗+XF(t − τ) eiH
∗
S τ in the double commutator (see Equation (A12)). For that
purpose, the static Hamiltonian is also formulated in a matrix form by using the complete basis set of
coherences [40,54,55]. After evaluating its eigenvalues (denoted ±iλp) and corresponding eigenvectors
(denoted vp), one obtains a new complete basis set. The problem is then easily solved by projecting,
into this eigenvectors basis set, the initial basis set of the coherences used to describe the TX,IR2,m
spin operators.
By using the Wigner rotation matrices [81] (cf. Equation (A4)), it is possible to relate the derivation
of the apparent correlation functions GX,Lm (τ), evaluated in the laboratory frame (denoted L), with their
intrinsic value evaluated in the frame attached to the clay sediment (denoted F) [82]:
GX,L0 (τ) =
(1 − 3 cos2 θLF)2
4
GX,F0 (τ) + 3 cos
2 θLF sin2 θLF GX,F1 (τ) +




3 cos2 θLF sin2 θLF
2
GX,F0 (τ) +
1 − 3 cos2 θLF + 4 cos4 θLF
2
GX,F1 (τ) +




3(1 − cos2 θLF)2
8
GX,F0 (τ) +
1 − cos4 θLF
2
GX,F1 (τ) +
1 + 6 cos2 θLF + cos4 θLF
8
GX,F2 (τ) (A16c)
Obviously, the same relationship may be deduced for the corresponding spectral densities thanks
to the linearity of the Fourier transform (see Equation (A15)).
Appendix C. Matrix Representation of the Irreducible Tensor Operators
Depending on the spin state, complete orthonormal basis sets may be constructed by using
the irreducible tensor operators, also called coherences [66–68]. Symmetric and antisymmetric




(Tl−p + Tlp) and Tlp(a) =
1√
2
(Tl−p − Tlp) (A17)
By using these new coherences, the three spin operators, Ix, Iy and Iz, become proportional to
T11(a), T11(s) and T10, respectively, simplifying the formulation of the Hamiltonians describing the
irradiation pulse and the heteronuclear dipolar coupling (see Equation (A8)).
As displayed in Figures A1–A4, the size of the basis set increases significantly as a function of the
spin of the nucleus.
Figure A1. Complete orthogonal basis set (four elements) describing the evolution of the spin I = 1/2
(Pauli matrices): (a) symbolic representation Tij; (b) explicit matrix representation of irreducible
tensor operators.
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Figure A2. Complete orthogonal basis set (nine elements) describing the evolution of the spin I = 1:
(a) symbolic representation Tij; (b) explicit matrix representation of irreducible tensor operators.
Figure A3. Complete orthogonal basis set (16 elements) describing the evolution of the spin I = 3/2:
(a) symbolic representation Tij; (b) first subset of eight independent coherences Tij(a, s) including
the T10 coherence; and (c) second subset of seven independent coherences Tij(a, s) including the
T20 coherence.
Figure A4. Orthogonal basis set (63 elements) describing the evolution of the spin I = 7/2:
(a) first subset of 32 independent coherences Tij(a, s) including the T10 coherence; and (b) second
subset of 31 independent coherences Tij(a, s) including the T20 coherence.
Appendix D. Application to the Relaxation of Quadrupolar Nuclei
The differential equation describing the time evolution of the coherences (Equations (A10)–(A15))
may be written in a matrix form. To simplify the derivations of these matrices, we selected symmetric
and antisymmetric combinations of the coherences [78–80]; see Equation (A17). By using these
coherences, the three spin operators, Ix, Iy and Iz, become proportional to T11(a), T11(s) and T10,
respectively, simplifying the formulation of the Hamiltonians describing the irradiation pulse and the
heteronuclear dipolar coupling (see Equations (A7)–(A9)).
156
Magnetochemistry 2017, 3, 35
For spin I = 1 nuclei, the time evolution of the coherences under the influence of the static
Hamiltonian (denoted H∗S in Equation (A10)) including the residual quadrupolar coupling (ωQ) and
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leading to two independent sub-sets of coherences. Analytical derivation of the eigenvalues ±iλp with
p ∈ {0, · · · , 3} and their corresponding eigenvectors vp are used to derive the general solutions of
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T21(a)− i λ2 sin(λ3τ)− λ3 sin(λ2τ)λ1 T22(a)
(A19b)
where the characteristic angular velocities λ0, λ1, λ2 and λ3 are defined by:











As a consequence, under the simultaneous influences of the residual quadrupolar coupling
(ωQ) and the irradiation pulse (ω1), the T20 coherence oscillates according to the angular velocity λ1,
while two angular velocities (λ2 and λ3) drive the oscillations of the T10 coherence.
Straightforward calculations of the set of Equations (A14) and (A15) lead to the contributions of
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with:
AQ = 3JQ1 (ω1) and
AD =
JD0 (ω0 − ωS)
3
+ JD1 (ω0) + 2J
D
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(A22c)
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(A22e)
Under the slow modulation of the quadrupolar and heteronuclear dipolar couplings, i.e., when:




m(ωS) with m ∈ {1, 2} and X ∈ {Q, D} (A23)
the set of equations in Equation (A22a–e) reduces to [51,52]:
A = 3UQ + UD





















1 (ω0) ≈ JQ2 (2ω0) and: UD =
JD0 (ωS − ω0)
3
+ JD1 (ω0) + 2J
D
1 (ωS + ω0)
(A24)
Four independent measurements of the relaxation of the T20, T11, T22 and T10 coherences lead
then to the four dominant contributions (UQ, J
Q
0 (0), UD and J
D
0 (0)) quantifying the quadrupolar and
heteronuclear dipolar relaxation mechanisms [51,52].
The derivation of the time evolution of the coherences under the spin-locking condition
requires taking into account the evolution of the fluctuating part of the quadrupolar [78] and
dipolar [40] Hamiltonians under the influence of the static Hamiltonians as described by the term
e−iH∗S τ H∗+XF(t − τ) eiH
∗
S τ in Equation (A12). In the next approximation, we focus only on the m = 0
component of the fluctuating Hamiltonians because their m = 1 and m = 2 components oscillate
at angular velocities (ω0 and 2ω0) (cf. Equation (A14)) much larger than the characteristic angular
velocities (λi) (cf. Equations (A19a)–(A20)). By using Equation (A19a,b), that approximation leads to:
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As mentioned above, the quadrupolar relaxation mechanism (implying the T20 coherence) samples
the spectral densities at the angular velocity λ1, while the heteronuclear dipolar relaxation mechanism
(implying the T10 coherence) samples the two other angular velocities (λ2 and λ3), extending notably
the dynamical range probed by spin-locking relaxation measurements.
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For spin I = 3/2 nuclei, the whole set of coherences splits again into two independent
sub-sets [79,80], namely {T11(a), T20, T21(s), T22(s), T31(a), T32(a), T33(a)} and {T10, T11(s), T21(a)),
T22(a), T30, T31(s), T32(s), T33(s)}; see Figure A3. The eigenvalues ±iλp with p ∈ {0, · · · , 6} describing
their time evolution under the influence of the static quadrupolar Hamiltonian and irradiation
pulse [64,79,80] are given by:
λ0 = 0 λ1 =
√




ω2Q − 2ω1ωQ + 4ω21

























By contrast, the corresponding eigenvectors must be calculated numerically [83].
For spin I = 7/2 nuclei, no analytical solutions are available, and the eigenvalues and eigenvectors
describing the time evolution of the 63 coherences must be solved numerically [55].
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Abstract: We review the results of a wide range of nuclear magnetic resonance (NMR) measurements
of the local order parameters and the molecular dynamics of solid ortho-para hydrogen mixtures and
solid nitrogen-argon mixtures that form novel molecular orientational glass states at low temperatures.
From the NMR measurements, the distribution of the order parameters can be deduced and, in terms
of simple models, used to analyze the thermodynamic measurements of the heat capacities of these
systems. In addition, studies of the dielectric susceptibilities of the nitrogen-argon mixtures are
reviewed in terms of replica symmetry breaking analogous to that observed for spin glass states. It is
shown that this wide set of experimental results is consistent with orientation or quadrupolar glass
ordering of the orientational degrees of freedom.
Keywords: orientational glass; magnetic resonance; fluctuations
1. Introduction
Understanding the underlying physics and dynamics of glass systems has remained a challenge
for contemporary physics despite the large number of experimental and theoretical studies that have
shown that a wide variety of glass systems exhibit a number of universal features [1–6]. Considerable
progress was made with the discovery of spin glasses [7–12] and the introduction of the concepts of
frustration [13–17] and replica symmetry breaking [13,18–20]. Beyond the simple spin glasses, which
displayed a random orientation of dipole moments, it was recognized very early in the history of spin
glasses that molecular systems, and in particular diatomic molecules that have short-range anisotropic
electrostatic interactions, were highly frustrated and that they formed a special class of glass systems
with geometrical frustration. These new glass systems are characterized by (i) a broad distribution
of order parameters provided that sufficient disorder was introduced and (ii) a strong temperature
dependence for the molecular dynamics, often resembling a Fulcher–Vogel dependence [21,22].
The interest in the molecular glasses is that the interactions are accurately known, the frustration
can be described in clear terms and the local order parameters can be measured directly by nuclear
magnetic resonance (NMR) methods. Only recently has there been success in relating the low
temperature properties of the molecular glasses to replica symmetry breaking [23,24], and in this paper,
we review the experimental NMR methods that have been used to measure the order parameters of
these systems and relate the observations to electric susceptibility studies and the models of replica
symmetry.
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2. Orientational and Quadrupolar Glasses: Basics
While spin glasses arise from the combination of frustration (of dipolar magnetic interactions) and
disorder, the molecular orientational and quadrupolar glasses arise from the frustration of short-range
interactions that are dominated by intermolecular electric quadrupole-quadrupole interactions
resulting from the non-spherical electrostatic charge distribution of the molecules. The classic examples
are ortho-para hydrogen mixtures [21,25–27] and solid N2-Ar alloys [28,29]. The order parameters are
given by two sets of parameters: (i) the local axes (x,y,z) for the mean orientation of the molecular axes
and (ii) the degree of alignment or quadrupolarization about those axes. The latter in the classical case is
given by the expectation values of the spherical harmonics, σclass = 〈Y20(θ)〉 and ηclass = 〈Y22(θ, φ)〉.
For solid hydrogen, the orbital angular momentum J is a good quantum number. There are two
molecular species: ortho-H2 (with orbital angular momentum J = 1 and total nuclear spin I = 1) and
para-H2 (with J = 0 and I = 0). Only the ortho-H2 molecules have an electrostatic quadrupole moment
and are subject to orientational or quadrupole ordering. The para-H2 molecules provide the disorder.
Although the para-H2 molecules are the true ground state, the ortho-para conversion is a very slow
process in pure solid hydrogen, and one can conduct experiments for a wide range of ortho-para
mixtures (for a review of the properties of sold hydrogen, see Silvera [30]). For the ortho-H2 molecules,
the order parameters are are given by σqu = 〈3J2x − J2〉 and ηqu = 〈J2x − J2y〉, which are the expectation
values of the tensor operator equivalents of the spherical harmonics to within a simple numerical
factor. Above a critical concentration of 55% ortho-H2, the ortho molecules order in a four-sublattice
anti-ferro-orientational Pa3 structure [30]. Below 55%, the ortho molecules form a quadrupolar glass
with no sudden phase transition [31]. The onset of glass formation was signaled by the observation of
a broad distribution of local order parameters at low temperatures. For a simple orientational glass,
only the axes (x,y,z) are randomly distributed, while for the quadrupolar glass, both the axes and the
quadrupolarizations vary randomly. The distinction between the two types of molecular glasses is
illustrated in Figure 1 [31].
(a) (b)
Figure 1. Comparison of orientational glass with quadrupolar glasses. Reproduced with permission
from [32]. Copyright Springer Nature, 1996. (a) Orientational glass; (b) quadrupolar glass.
In addition to the static observations of the order parameters, experiments also showed strong
temperature dependencies for the dynamics of the molecules (principally their thermal fluctuations
about the mean molecular alignments) as inferred from various studies of the nuclear spin relaxation
times. Two independent measurements of the relaxation times in solid ortho-para H2 mixtures are
shown in Figure 2. The change in the static order parameter, σ (as defined above and represented by
the variable S ≈ (1 − |σ|) in Figure 2b), is considerably less dramatic than the changes observed in the
dynamical parameters that determine the nuclear spin-lattice relaxation times. The main difference in
the two measurements shown in Figure 2 is the frequency of the measurements; 22 MHz for Figure 2a
(Ishimoto et al. [25]) and 33 MHz for Figure 2b (Cochran et al. [26]). This difference was the first
evidence of the characteristic frequency dependence of the response functions observed below the
glass formation and will be discussed further in the next section.
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(a) (b)
Figure 2. Observed variation of the nuclear spin-lattice relaxation times of solid ortho-para hydrogen
mixtures showing the sharp change in the temperature dependence attributed to the onset of
quadrupolar glass formation. Figure 3b also shows the variation of the echo amplitudes S, indicating
changes in the static order parameters below 0.55 K. In contrast to the variation of T1, S evolves
smoothly with temperature. (a) Temperature dependence of relaxation times for 50% ortho H2 in
solid ortho-para H2 mixtures. Reproduced with permission from Figure 6 of Ishimoto et al. [25].
(b) Temperature dependence of relaxation times for 33% (diamonds), 40% (pluses) and 50% (crosses)
ortho H2. Reproduced with permission from [26]. Copyright American Physical Society, 1980.
Studies of solid nitrogen-argon mixtures [33–35] showed similar features to those referenced
above for solid ortho-para H2 mixtures. The randomness for the N2-Ar solid mixtures is introduced by
the replacement of nitrogen molecules with argon atoms, which are spherically symmetrical and carry
no electrostatic quadrupole moment. At high nitrogen concentrations (more than 77%), long-range
Pa3 ordering is observed similar to pure ortho-H2. Below that critical concentration, glass behavior
is observed at low temperatures. As indicated in Figure 3a,b, a lattice change is observed when
the long-rage ordering occurs with the hcp lattice transitioning to an fcc lattice as the orientational
ordering occurs. The critical concentration depends on the concentration dependence of the anisotropic
interactions. A detailed restricted trace calculation [36] showed that the orientational fluctuations
for ortho-para hydrogen mixtures varied as (2x − 1) where x is the ortho concentration leading to
a predicted critical concentration of 50%. No detailed calculation has been made for solid N2-Ar
mixtures. For the latter, it is noteworthy that for N2 concentrations less than 56%, a cubic lattice is
maintained at low temperatures. This is important for any analysis of the glass formation because in
the hcp structure, the symmetry of the electric quadrupole-quadrupole interaction is incompatible with
the non-cubic lattice symmetry. As a consequence, replacing a quadrupole by a spherical diluent is
equivalent to adding a local conjugate quadrupolar field so that for the hcp lattice, the glass formation
is analogous to that of a spin glass in a static magnetic field, and any phase transition would be
rounded out. The solid N2-Ar mixtures at low concentrations (Phase II of Figure 3b) therefore provide
a better testbed for understanding quadrupolar or orientational glass formation.
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Figure 3. Phase diagrams for orientational and quadrupolar ordering in solid ortho-para H2
mixtures [21,25,26] and solid N2-Ar mixtures [28,37]. (a) Phase diagram of solid ortho-para H2 mixtures.
Reproduced with permission from Figure 1 of Sullivan [31]. Copyright Canadian Science Publishing,
1998; (b) Phase diagram of solid N2-Ar mixtures. Reproduced with permission from Figure 1 of Hamida
et al. [38]. Copyright Springer Nature, 1998.
3. NMR Methods
NMR methods are sensitive to long-range ordering or orientational or quadrupolar glass ordering
because the nuclear spin-spin interactions depend on the local order parameters. Both the nuclear
dipole-dipole interactions and the anisotropic chemical shift interaction vary with the values of the
local order parameter and thus alter the NMR spectra.
The intra-molecular dipole-dipole interaction between the two nuclei of one molecule can be
written as [27]:
HDD = h̄D ∑
m
T2mN†2m (1)
where we have introduced the irreducible orthonormal tensor operators T2m and N2m to describe
the orientational and nuclear spin degrees of freedom, respectively. Under rotations, these operators















Tlm = (−)mT†l,−m (2)
and
Tr(Tlm(Tl′m′ )
†) = δll′ δmm′ . (3)
The strength of the intra-molecular dipole-dipole interaction for H2 is given by D/2π = 173.06 kHz.
For a high magnetic field, the dipole interaction is only a weak perturbation of the nuclear Zeeman
interaction, Hz = γh̄IzBz, where γ is the nuclear gyromagnetic ratio and Bz is the magnetic field
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aligned along the z-axis. For the Zeeman term alone, the energy levels for one ortho-H2 molecule with
total nuclear spin I= 1 consist of three equally-spaced levels corresponding to Iz = 1, 0,−1 with energy
separations ΔE01 = ΔE−10 = h̄ωL where ωL = γBz is the nuclear Larmor frequency. In the absence
of any orientational ordering, the dipolar interaction averages to zero, and this energy separation is
unperturbed. However, for a non-trivial orientational ordering, the expectation value of the secular
component of HD (the part that commutes with the Zeeman interaction), 〈HD0〉, is non-zero, and the
energy levels are perturbed as shown in Figure 4.
I  = 1
Z
I  = 0
I  = -1
Z
Z
ω + Dσ P(cosθ )ii 2L





Figure 4. Nuclear Zeeman energy levels for one ortho-H2 molecule calculated for total molecular
nuclear spin I = 1 and angular momentum J = 1. Each molecule contributes a doublet with absorption
frequency ω = ωL ± DσiP2(cosθi).
If the orientation of the magnetic field with respect to local axes of molecule i is defined by the
polar angles (θi, φi), we have for axial symmetry 〈(J2x − J2y)〉 = 0 (which is usually assumed in the
literature) [21,27],




where the local order parameter
σi = 〈(1 − 32 J
2
Z(i)〉 and P2(θi) = (3cos2θi − 1)/2. (5)
From Equation (4) and Figure 4, we see that each molecule with a non-zero order parameter σi
contributes a doublet to the NMR absorption line shape at:
ω = ωL ± DσiP2(θi) (6)
The experiments are almost always carried out for powdered samples, and we need to
sum the contributions to the spectrum over a powder distribution P(Ω) of the crystalline
orientations Ω(θ, φ). If I(Δω, σ) is the line intensity at frequency Δω for a fixed σ, we have
I(Δω, σ)d(Δω) = P(Ω) = − 12 d(cosθ). The line shapes therefore consist of a doublet given by:







+ 1 . (7)
These are the familiar Pake doublets and are shown in Figure 5 for σ = 1.
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Figure 5. Calculated Pake doublet line shape for the long-range ordered Pa3 structure of solid H2 for a
fixed value of the order parameter σ and a distribution of angles α for the the axes of a powdered sample.
In order to calculate the line shape expected for a quadrupolar glass, we need to consider
an approximate form for the distribution of local order parameters. If P(σ) is the probability of finding
the value σ in the glass state, then we find P(σ) from the distribution of the values of local entropies.
For each molecule with local order parameter σ, the contribution to the entropy is:












For small σ, S(σ) is linear in σ, and assuming the distribution of entropies, P(s) is a constant, we
have as a first approximation:
P(σ) ∝ σ. (9)
Using this approximation and the expressions for the line shapes for the doublets given by
Equation (7), the glass line shape is expected to be given by:
Iglass(ω) =
∫
P(σ)[I+(ω, σ) + I−(ω, σ)]dσ. (10)
The calculated glass line shape using Equation (10) is shown in Figure 6. This shape is to
be compared with the shape observed at low temperatures. An example is shown in Figure 7 for
an ortho-H2 concentration of x = 0.23 and a temperature of 85 mK. The general form is in good





Figure 6. Calculated NMR line shape for quadrupolar glass state of solid H2 for a broad distribution of
order parameters σ. Reproduced with permission from [27]. Copyright Springer Nature, 1998.
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Figure 7. Observed NMR line shape for the quadrupolar glass state of solid H2 for ortho-H2
concentration x = 0.23 at a temperature of 85 mK. The experiments measured the derivative line shape
using traditional lock-in methods, and the symmetrical dome shaped line is obtained by integration.
Interestingly, a very small narrow peak is observed at the center that is the contribution from molecules
with zero order parameter. Reproduced with permission from [21]. Copyright American Physical
Society, 1978.
At lower temperatures and for high magnetic fields, the line shape shows a distinct asymmetry as
shown in Figure 8. This asymmetry is due to the finite nuclear spin polarization (16% in the case of
Figure 8). For non-trivial nuclear polarizations, the ratio of the amplitudes of the two branches of the
Pake doublet is not unity. It is given by:
I−
I+ = exp(−h̄ωL)/kBT. (11)
Figure 8. Observed NMR line shape for quadrupolar glass state of solid H2 for ortho-H2 concentration
x = 0.23 at a temperature of 45 mK in a magnetic field of 5 T, showing asymmetry due to a finite
nuclear spin polarization. Reproduced with permission from [27]. Copyright Springer Nature, 1998.
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where ωL is the nuclear Larmor frequency and T is the absolute temperature of the sample, obtained
by a polynomial fit to the order parameter distribution function using P(σ) = ∑n aNσn to find:






dσσn[I+(σ, ω) + I−(σ, ω)] (13)
The order parameter distribution estimated from the best fits to the NMR line shapes is shown in
Figure 9 for ortho-para H2 samples with 23% ortho hydrogen [27]. There is a smooth variation with
temperature with no discontinuity or other evidence of a sudden transition. The relevant parameter
for a spin glass transition, however, is the Edwards–Anderson [40] order parameter given by:
qEA(T) = [〈si〉2T ]c (14)
where si is the component of the spin at site i, 〈 〉 is a thermodynamic average and [ ]c is an average
over configurations c. While the average [〈si〉T ]c vanishes for paramagnetism and for a spin glass,
qEA(T) is non-zero for the spin glass.
Figure 9. Temperature dependence of the probability distribution P(σ) for order parameters σ as
deduced from observed NMR line shapes for solid hydrogen with ortho-H2 concentrations of 23%.
Reproduced with permission from [27]. Copyright Springer Nature, 1998.




The temperature dependence of the quadrupolar glass order parameter qQuadEA is calculated from
the order parameter distribution functions P(σ) determined from the NMR line shapes shown
in Figure 10 [41]. Although there is no evidence for an abrupt transition in the temperature
variation of qQuadEA (T), the observed temperature dependence is much stronger than that predicted for
a non-collective simple random field model [42–44] shown by the broken dashed line of Figure 10.
The observed variation is in good qualitative agreement with the model for a quadrupolar glass
proposed by Lutchinskaia et al. [45] consistent with a collective quadrupolar glass ordering at
low temperatures.
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Figure 10. Temperature dependence of the quadrupolar glass order parameter qEA(T).
Reproduced with permission from [41]. Copyright Taylor & Francis, 1986.
Classical orientational glass ordering can be observed in solid N2-Ar mixtures using NMR
techniques at low temperatures. Instead of the common isotope 14N, experimenters use 15N, which
has nuclear spin 1/2, and the large (∼3 MHz) nuclear quadrupole interaction for 14N vanishes. For the
diatomic molecule 15N2, one can treat the total molecular nuclear spin as I = 1 and use a similar
analysis of the NMR spectra as was used for diatomic H2. Because of the larger mass and large moment
of inertia compared to H2 molecules, the angular momentum is not a good quantum number, and the
local order parameters are purely classical and given by:
σclass = 〈(3cos2θi − 1)/2〉 (16)
where θi is the angle between the instantaneous molecular orientation and the mean orientation.
The NMR line shapes for local orientational ordering in solid N2-Ar mixtures have one major difference
compared to those observed for solid hydrogen because there is an extra term in the nuclear spin
Hamiltonian that depends on the orientational order parameter. That term is the anisotropic chemical
shift resulting from the interaction between the nuclear spin and the magnetic fields of the molecular
electron distribution given by:
Hacsi = KIizP2(θi). (17)
K = (4.0 10−4)ωL. The 15N2 NMR line shapes in the presence of a finite orientational order parameter
form doublets for a powered sample, but unlike those for solid H2, they are antisymmetric with
Equation (6) replaced by:
ω = ωL ± (D ± K)σiP2(θi) (18)
as illustrated in Figure 11. A typical line shape is shown in Figure 12 and compared with a calculated
line shape for a fixed order parameter σ = 0.86 that includes a small broadening, as shown by the inset
to Figure 12. The agreement is very satisfactory.
Narrow lines consistent with long-range ordering in a Pa3 structure are only observed for N2
concentrations above 76%, where the lattice structure remains fcc (Part III of Figure 3b). In the region
where the lattice remains hcp for 56% < XN2 < 77% (Part II of Figure 3b), only broad NMR line shapes
characteristic of quadrupolar glass-like ordering are observed. The remarkable observation is that
in Region IB of the phase diagram (see Figure 3b), one once again observes a relatively narrow line
shape (see Figure 13) for x = 50% [38]. Because of the presence of high substitutional disorder, this
narrow line shape is believed to be a true orientational glass (analogous to that depicted in Figure 1a)
with a broad distribution of alignment angles, but a relatively narrow distribution of order parameters
about those angles and with a mean 〈σ〉 = 0.74. On further dilution of XN2 to 40%, only very broad
NMR line shapes are observed in Region IA of Figure 3b.
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Figure 11. Calculated NMR absorption line shape for long-range Pa3 ordering for pure solid 15N2.
The line consists of two asymmetric Pake doublets.
Figure 12. Comparison of observed NMR absorption line shape at 4.2 K with the calculated NMR
absorption line shape for long-range Pa3 ordering for pure solid 15N2. The inset shows the order
parameter distribution P(σ) that was used. Reproduced with permission from [38]. Copyright Springer
Nature, 1998.
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Figure 13. Variation of observed low temperature NMR line shapes with nitrogen concentration in
solid N2-Ar mixtures, showing inferred distributions of order parameters P(σ). Reproduced with
permission from [38]. Copyright Springer Nature, 1998.
While the NMR line shapes of solid ortho-para hydrogen mixtures and N2-Ar mixtures are
consistent with quadrupolar and orientational glass states at low temperature and the growth of the
quadrupolar order parameter as the temperature is lowered suggests that the local ordering is collective
in nature and not driven by fixed local fields, it is important that the dynamics be investigated to
determine whether the characteristic rapid freezing of the orientational fluctuations occurs at the onset
of glassiness. This is discussed in the next section.
4. Dynamics
NMR methods can be used to investigate the dynamics of molecular fluctuations and in particular
the orientational or quadrupolar fluctuations over a wide frequency range [25,26,37]. The sensitivity
of NMR methods to motions arises because fluctuations of the molecular alignments or local
order parameters render the intra-molecular nuclear dipole-dipole interactions time dependent [46].
Specifically, the nuclear spin-lattice relaxation time, T−11D , due to the modulation of the dipole-dipole







D measures the strength of the intra-molecular dipole-dipole interaction, and ω0 is the nuclear Larmor





The Tlm are the tensorial operators defined in Equation (2).
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The expectation value 〈T2m(t)T2m(0)〉T must be calculated with a quantization axis parallel to
the magnetic field. The order parameters, however, are calculated with respect to the local molecular




The dmμ are the rotation matrix elements, and the angles (α, β) are polar angles defining the
orientation of the magnetic field in a local reference frame aligned along the molecular equilibrium
orientation. One then assumes [47] that the time dependence can be separated from the order parameter
variations as:
〈T2m(t)T†2m(0)〉 = 〈T2m(0)T†2m(0)〉T g2m(t). (22)
The original data shown in Figure 14 [48] were interpreted in terms a single correlation time
τQ. The result, a strong almost exponential temperature dependence, resembles, but is not identical
to a Fulcher–Vogel temperature dependence. The data in Figure 14 along with the results observed
for the very slow dynamics determined by NMR stimulated echo studies [49] are among the most
convincing experimental evidence for traditional glassy dynamics for the quadrupolar glass state of
solid ortho-para hydrogen mixtures.
Further studies, however, showed that the nuclear spin relaxation was not a simple exponential,
but rather a sum of different exponentials associated with different parts of the NMR line shape, as
illustrated in Figure 15.
Figure 14. Temperature dependence of the fluctuation rate in quadrupolar glass. Reproduced with
permission from Fig. 1 of Ref. [48]. Copyright Elsevier, 1981.
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Figure 15. Observed nuclear spin-lattice relaxation in the form of multi-exponentials in the glass state
of solid ortho-para hydrogen mixtures. Reproduced with permission from [47]. Copyright Springer
Nature, 1986.
This spectral inhomogeneity of the nuclear spin-lattice relaxation can be expected from
Equation (22). If one assumes that the relaxation is dominated by the fluctuations of the axial order




(2 − σ − σ2)D2 ∑
m=1,2
m2|dm0(α)|2g20(mω0) (23)
for the contribution to the relaxation by the dipole terms. The factor (2 − σ − σ2) is the mean square
variation of the operator T20. The angular terms are associated by different isochromats of the NMR
line shape, and if one assumes Lorentzian forms with correlation time τQ for the spectral densities








Δν is the frequency of an isochromat with respect to the center of the NMR absorption line.








where C = 100 kHz for a hydrogen molecule. These two contributions to the relaxation rate from the
intra-molecular dipole-dipole and spin-rotation interactions are additive, and the overall relaxation




1SR is shown in Figure 16. The agreement with experiment is satisfactory.
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Yu et al. [50] also noted that cross-relaxation, T−112 , between different isochromats will tend to smooth





12 . The resulting variation of the relaxation as a function of Δν is shown in Figure 16.
Figure 16. Variation of the nuclear spin-lattice relaxation with frequency for a glass ordering in solid
ortho-para hydrogen mixtures. Reproduced with permission from [47]. Copyright Springer Nature,
1986.
5. Thermodynamic Measurements
Measurements of the heat capacities of solid ortho-para hydrogen [51,52] and N2-Ar
mixtures [53,54] showed rather featureless temperature variations and were at first sight disappointing,
but studies of the very slow dynamics of solid hydrogen with dilute ortho-H2 concentrations were
able to provide a uniform picture for the very slow motions and the thermodynamic behavior. The low
frequency dynamics was investigated using NMR stimulated echo techniques employing three RF
pulses [49]. After a first pulse, the nuclear magnetization is rotated to a transverse axis (x-axis), where
it evolves under the intra-molecular dipole interactions, which depend on the local order parameter.
After a time τ, a second pulse stores the transverse magnetization along the original z-axis. The value
stored depends on the original value of the order parameter. After a waiting time tw, a third pulse
returns the stored magnetization back to the x-axis, and after a further time τ, a stimulated echo is
formed, provided that the order parameter varies only very slowly in the waiting time tw. A variety of
different pulse sequences can be considered but the simplest (π/2 − τ − π/2 − tw − π/2) about the
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〈〈.....〉〉 designates a configurational average over sites i. The dependence on tw allows one to explore
slow temporal fluctuations of the molecular order parameters over time τ. The results (Figure 17) were
surprising, as they showed a unique logarithmic decay.
Figure 17. Decay of NMR stimulated echos for the glass state of ortho-para hydrogen mixtures.
Reproduced with permission from [39]. Copyright Elsevier, 1969.
The logarithmic decay can be understood in terms of the droplet model proposed by Fisher and
Huse [55,56]. Fisher and Huse considered the density of low energy states for connected clusters and
argued that because the clusters are rare, they could be treated as “non-interacting two level systems”.
For a free energy barrier EB, the tunneling rate at temperature T is:
Γ(EB) = Γ0 exp(−Eb/kbT) (27)
where Γ0 is an attempt frequency. For long times, Γ0 is well defined because it is associated with
a characteristic cluster size. The relaxation is hierarchical as low-energy barriers must be overcome
before larger barriers can be crossed. The dynamics of of the faster degrees of freedom therefore
constrain the slow motions. As a result, in time t, the barriers overcome will be those with energy less
than Emax(t) where:
Emax(t) = kBTln(Γ0t). (28)
For all energy barriers traversed in time t, the order parameters change significantly, and the
correlation functions 〈〈cos[Dσi(0)τ]cos[Dσi(t)τ]〉〉 will vanish after the barriers are crossed. If the













)[1 − kBTP(0)ln(t/t0)]. (30)
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t0 is determined by the attempt frequency Γ0. Since the order parameter changes by the order of unity
in time Γ−10 :
t0 ∼ π/(DτΓ0). (31)
The decay of the stimulated echos is therefore directly related to the density of states at low
energy, P(0), which is expected to be constant and can be related to the thermodynamic measurements.
From Figure 17, we find P(0) = 0.59 ± 0.05 K−1.
Knowledge of the density of energy levels P(E) allows one to calculate the heat capacity and test
the interpretation of the dynamics against the experimental results for heat capacity studies [51–54].
Using the energy scheme of Figure 18, the heat capacity is calculated from the sum over the distribution










4e−z + 4 + ez S(Δ) (32)
with z = 3Δ/kBT. X is the ortho-H2 concentration. The result of the calculation shown in Figure 19
gives a good description of the characteristic linear temperature dependence at low temperatures, and
an excellent fit is obtained using small deviations from a constant density of energy states shown by
the solid line of Figure 19.
Figure 18. Sketch of the energy levels of an individual ortho-H2 molecule with angular momentum
J = 1 with the degenerate states Jz = ±1 separated from the state JZ = 0 by an energy gap 3Δ.
Reproduced with permission from [39]. Copyright Elsevier, 1969.
Figure 19. Heat capacity of the glass state of solid ortho-para hydrogen mixtures calculated from
density of energy levels S(Δ). The diamonds represent the data of Ricketson [51] and the squares that
of Haase et al. [54]. Reproduced with permission from [39]. Copyright Elsevier, 1969.
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6. Dielectric Measurements
While the analysis of the NMR line shapes of solid ortho-para H2 and solid N2-Ar mixtures with
high disorder (that is, low concentrations of the active quadrupole bearing molecule (ortho-H2 or N2))
show clear evidence of the formation of glassy states at low temperatures and the temperature
dependence of the dynamics cannot be understood except in terms of local collective ordering,
the characteristic hysteresis of the susceptibility (the parameter conjugate to the local order parameters)
remained elusive until the studies of Pilla et al. [57,58] using electric susceptibility measurements.
These measurements were carried out on dilute solid N2-Ar mixtures for concentrations where the
lattice remained cubic. In this case, the concern that there exist local electric field gradients due to the
introduction of substitutional disorder is greatly lessened, and the system is much closer to the class of
the familiar spin glasses.
The use of a high sensitivity capacitance bridge [59] to measure dielectric susceptibilities ε showed
distinct hystereses in the observed values of the dielectric susceptibility on thermal cycling [57].
The break in the observed values of ε at 9.8 ± 0.1 K (Figure 20) clearly marks a well-defined dynamical
transition for solid N2-Ar mixtures with 51% N2 that was absent in the NMR measurements.
Figure 20. Thermal cycling of dielectric susceptibility measurements of solid N2-Ar mixtures by
Pilla et al. [57]. Reproduced with permission from [57]. Copyright Institute of Physics, 2001.
The really significant consequence of the dielectric susceptibility measurements for the molecular
glasses is that they can be used to test the applicability of replica symmetry breaking theories to this
class of glass states [14,60]. For simple replica symmetry breaking, Cugliandolo and Kurchan [18]
developed a generalized fluctuation dissipation theorem for the generalized susceptibility:
C(t, tw) = 〈qi(tw)qi(t + tw)〉 (33)
where qi is a generalized coordinate. The essential result is that below the characteristic glass freezing
temperature of the dynamics, Tdyn, the change in the response function depends on the waiting time tw
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because of the changes in the landscape of free energy barriers that occur in the time tw. The response






where χ(C) is the relevant susceptibility. Pilla et al. [23] showed that as a consequence of this
generalized fluctuation dissipation theorem, χ ∝ T/Tdyn for large excursions compared to χ ∼ 1
(the classical result) for small δT. The results are shown in Figure 21.
Figure 21. Comparison of the hysteresis observed for the frustrated sold N2-Ar mixtures and solid
O2 as a function of the temperature swing of the hysteresis. Hmax is the maximum variation of the
hysteresis. Reproduced with permission from [23]. Copyright Institute of Physics, 2009.
7. Discussion
The experimental results for the NMR studies of the line shapes of solid ortho-para H2 and
solid N2-Ar mixtures using continuous wave techniques show that the quadrupole-bearing molecules
in these mixtures have a broad distribution P(σ) of local order parameters σ at low temperatures.
These parameters consist of two kinds: (i) quadrupolar, referring to the deviation from spherical
symmetry of the average molecular alignments; and (ii) orientational, referring only to the orientation
of the average alignment of the molecular axes. Ortho-para H2 mixtures for ortho concentration
less than 55% and N2-Ar mixtures for 56% < X(N2) < 77% form quadrupolar glasses with
both the quadrupolar and orientational parameters broadly distributed. Solid N2-Ar mixtures for
40% < X(N2) < 56% form orientational glasses for which the local quadrupolar parameters are
constant (but not necessarily zero), and only the orientational axes vary. The equivalent of the
Edwards–Anderson order parameter, q(T) = 〈〈σ2i 〉〉, shows a rapid variation with temperature
(stronger than non-collective para-orientational models would predict), but with no sharp transition
for studies down to the lowest temperatures (35 mK for solid ortho-para H2 mixtures and 1.5 K for
solid N2-Ar mixtures).
The dynamics associated with the freezing of the molecular orientational and quadrupolar
fluctuations in the quadrupolar glass states has been determined using pulsed NMR techniques,
either using standard π2 − τ − π2 pulse sequences or π2 − τ − π2 − twait − π2 stimulated echo sequences.
The latter is particularly useful for providing information about the very slow dynamics in the glass
states. If the relaxation is interpreted in terms of a characteristic fluctuation time τQ (which does give
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a good description of the data), τQ increases rapidly with decreasing temperature below a temperature
Tdyn characteristic of a given ortho-H2 or N2 concentration. In addition, the unique logarithmic
decay of the stimulated echos provides a measure of the density of energy states P(E) near E = 0.
This density of states can be used to calculate the heat capacity CV as a function of temperature. Good
agreement is found especially for the magnitude of the characteristic linear dependence on temperature
for T < Tdyn.
Finally, studies of the dielectric susceptibility that depends on the orientational parameters for the
molecules have been made at very low audio frequencies, and the experiments show unmistakable
hystereses on thermal cycling. Pilla and colleagues [57] have been able to show that this is consistent
with the replica symmetry breaking models of Parisi [13], and these results put these disordered
quadrupolar molecular solids in the same class as other frustrated systems that exhibit spin-glass-like
behavior at low temperatures. Further studies of the dynamics for very low quadrupolar concentrations
in solid N2-Ar mixtures as one varies the concentration through the lattice percolation concentration
would provide a valuable test of the underlying physics since the belief is that it is the frustration of
the short-range interactions that lie at the origin of the formation of these glass states.
8. Conclusions
NMR studies of the line shapes of solid ortho-para-H2 and solid N2-Ar mixtures showed that
at low temperatures the quadrupole bearing molecules (ortho-H2 and N2) were characterized by a
broad range of local order parameters. This characterization lead to the interpretation of the low
temperature behavior in terms of a quadrupolar glass analogous to a spin glass. The transition to the
glass state as a function of temeprature was, however, smooth with no sudden phase transition. The
temperature evolution of the Edwards-Anderson order parameter was nevertheless much stronger
than that predicted for non-collective effects. Measurements of the nuclear spin relaxation times
provided more insight into the local dynamics and implied a rapid freezing of the dynamical degrees
of freedom. A deeper understanding of the underlying physics was provided by analysis of the
decay of stimulated NMR echoes designed to explore ultra-slow motions that characterize the thermal
behavior of spin glass materials as the system is governed by the crossing of energy barriers in a
complex configuration landscape. This analysis provided an unambiguous measure of the density
of low energy excitations and lead to a quantitative fit for the results of heat capacity measurements.
Finally, the temperature of the quadrupolar susceptibility deduced from measurements of the dielectric
susceptibility revealed hysteresis effects that are consistent with the replica symmetry breaking models
of generalized spin glass theories.
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Abstract: The UV-driven photocuring of coatings results in a crosslinked polymeric network.
The degree of crosslinking in these coatings is typically assessed via optical spectroscopy;
unfortunately, optical methods are typically limited in their maximum depth access. Alternatively,
single-sided nuclear magnetic resonance (NMR) can be used to probe the crosslinking of UV-curable
coatings in a spatially sensitive manner. Relaxation measurements, which correlate with crosslinking,
can be done with a spatial resolution on the order of microns throughout the depth dimension of
the coating, regardless of optical transparency of the material. These results can be visualized via
a relaxation cross-section that shows the depth at which a particular relaxation value is observed.
These measurements are used to probe the effect of a scavenger molecule that is added to the coating
mixture, allowing for efficient crosslinking despite the presence of atmospheric oxygen. This method
may find purchase in evaluating systems whose crosslinking properties are intentionally varied
throughout its thickness; using NMR, these systems, up to approximately one hundred microns thick,
can be measured without repositioning or rastering.
Keywords: NMR; coatings; single-sided; crosslinking; photocuring
1. Introduction
Coatings that are cured using ultraviolet light (“UV-curables”) find use in a wide range of
applications as they can be rapidly cured without the evolution of unpleasant or noxious gases.
UV-curables contain a certain amount of photoinitiator that strongly absorbs in the UV range. When this
photoinitiator absorbs UV light, radicals are formed that drive the formation of crosslinks between
monomers to form a polymeric coating [1]. Greater UV absorbance, either from more efficient
photoinitiators or by more intense UV light, results in more radicals that, in turn, promote curing of
the coating [2,3]. One aspect of these reactions must frequently be addressed: atmospheric oxygen
can interfere with radical-driven crosslinking reactions at the coating surface. In our experiments,
oxygen reacts rapidly with radicals produced during photoinitiation to produce peroxyl radicals
that are slow to react with double bonds in monomers, thus retarding the rate of polymerization [4].
Sometimes curing can be performed in an oxygen-free atmosphere, minimizing this interference.
Alternatively, when atmospheric regulation is impractical, antioxidant scavengers can be added to the
coating mixture to mitigate the effects of (atmospheric) oxygen radicals, allowing the main crosslinking
reaction to proceed [5]. One efficient scavenger is triphenylphosphine (PPh3) which, in our experiments,
reacts with a peroxyl radical to form triphenylphosphine oxide and a reactive radical monomer than
can participate in chain propagation [4]. Details of these curing processes are described elsewhere [6].
The extent of crosslinking in UV-curable coatings can be quantified in several ways.
Fourier-transform infrared spectroscopy (FTIR) can show the conversion of chemical bonds from
monomer to polymer, indicating the extent of crosslinking [1]. Although widely used, surface FTIR
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(attenuated total reflection, or ATR-FTIR) is typically limited to a very shallow depth of the coating—
the exact depth is quantitatively dependent on indices of refraction and on the incident angle of the
IR light, but typical experimental values range from 0.6 to 2 μm [7]. (Certain research applications
may use infrared spectroscopy in a transmission mode, but that approach is inappropriate for coatings
applied to IR-opaque substrates.) Depending on the sample, the penetration depth of ATR-FTIR
may be appropriate to measure curing at the surface of the coating, but may not represent the curing
throughout the entire thickness of the coating. Other spectroscopic techniques, including Raman
spectroscopy, ultimately face the same question of penetration depth. Penetration depth is, of course,
also affected by the opacity of the sample at the particular wavelength of light used in the experiment.
For many applications, nuclear magnetic resonance (NMR) offers an attractive alternative to
traditional optical spectroscopy for quantifying crosslinking in polymeric films, including UV-curable
coatings. While traditional, high-field NMR typically requires samples to be in a 5-mm diameter
NMR tube that is inserted into the bore of the superconducting magnet, single-sided NMR devices
can directly probe materials at surfaces without sampling or sample preparation [8,9]. These devices,
while unable to record chemical-shift–resolved spectra, can measure relaxation of nuclear spin states,
which is directly affected by the degree of crosslinking [10]. In this regard, single-sided magnets
perform similarly to optical spectroscopy, albeit with much lower sensitivity. However, the design
of these magnets imparts a fixed and strong magnetic field gradient that, in analogy to clinical MRI,
can be used in an imaging modality via Fourier transformation. In this way, the extent of curing can be
probed in a spatially selective manner throughout the entire thickness of the sample, even for samples
over 100 μm thick, with a spatial resolution on the order of a few microns [11].
In this report, we describe the use of single-sided magnets to investigate the extent of crosslinking
in a UV-curable polymer system comprising poly(ethylene glycol) diacrylate (PEGDA), in a spatially
sensitive manner. The effects of the scavenger molecule PPh3, the UV intensity, and the thickness of
the coating on the extent of curing are reported. In addition, we report the use of sequential Fourier
and inverse Laplace transformations to visualize the relaxation cross-section of a sample that describes
the extent of crosslinking throughout the sample thickness. Spatially selective NMR measurements of
coatings have only been lightly reported in the literature [12], and those reports have not leveraged
Fourier transformations of the NMR data to optimize spatial resolution. These steps improve the utility
of single-sided NMR in investigating (polymeric) films via their spatially variant relaxation times.
2. Results
NMR data collected using single-sided magnets cannot capture chemical shift information.
When using these devices, typical experiments are made with a single excitation pulse followed
by a train of refocusing pulses; interleaved between refocusing pulses are acquisition windows that
each capture the refocused magnetization “echo”: a record of the signal intensity that no longer
contains chemical shift information. This Carr–Purcell–Meiboom–Gill (CPMG) pulse sequence is
crucial to the success of single-sided NMR, as its refocusing sustains measurable signals long enough
to be successfully recorded in a highly inhomogeneous magnetic field [13,14]. Consequently, the CPMG
pulse sequence can be used to evaluate time-dependent signal attenuation that is ultimately related to
physical properties of materials. In a CPMG measurement, each echo, like traditional free-induction
decay (FID) signals, is made of some number of complex data points each measured over some dwell
time. In our data processing, each echo is individually subjected to Fourier transformation, converting
the time domain echo signal to a frequency domain signal that, because of the permanent magnetic
field gradient, is proportional to a spatial domain signal. Once every echo has been transformed into
the spatial domain, the signal decay (over the many successive echoes) at each position is subjected to
an inverse Laplace transformation (ILT), the result of which is a relaxation “spectrum” at each position.
An ILT produces a spectrum showing the intensity of various relaxation rates that, when added,
best represent the overall signal attenuation in the signal: smaller T2 relaxation times (to the left of the
ILT spectrum) indicate greater relaxation which, in turn, suggests more crosslinking [15]. The final
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product of this data processing approach is a relaxation cross-section (position, z, vs. T2) that shows
differences in local crosslinking at different depths in the sample. The details of ILTs are described in
detail elsewhere [16], and the entire data processing procedure is outlined in Figure 1.
The relaxation cross-section (or z-T2 map) highlights the T2 relaxation values at different positions
within the sample. As an example, Figure 2 shows a z-T2 map of a PEGDA sample that was not spun,
and remains relatively thick (~80 μm). The UV light penetrates only the top ~20 μm of this thick
sample (the top of the sample is in the negative z direction), which becomes crosslinked (smaller T2,
around 10−3 s), while the lower ~60 μm of the coating (away from the UV light, towards the positive
z direction) remain less crosslinked (larger T2, around 10−2 s). This method of data presentation
highlights spatial variations in relaxation times and is used throughout this report.
 
Figure 1. Schematic of the experimental setup and data processing: (a) An uncured sample of
poly(ethylene glycol) diacrylate (PEGDA)/photoinitiator is applied to a glass slide and cured using
UV irradiation. This sample is placed atop the single-sided NMR for measurements; (b) The NMR
relaxation data is recorded using a Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence [13,14] as a series
of echoes, each recorded over an acquisition window of length tacq; (c) The echoes are arranged in a 2D
data set that is subject to Fourier transformation (d); producing a spatially dependent signal that decays
in time; (e) This spatially dependent signal is subject to inverse Laplace transformation, changing the
time domain (signal decay) to a relaxation domain. This produces a “relaxation cross-section” or z-T2
map, in which crosslinking can be monitored (via T2) in a spatially sensitive manner.
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Figure 2. A z-T2 map of a thick (~100 μm) coating sample containing 1% triphenylphosphine (PPh3).
The top surface, exposed to the most intense UV irradiation, is more completely cured and shows
greater crosslinking (smaller T2 values). UV does not penetrate well into the lower regions of the
sample (towards the positive z direction), as indicated by the larger T2 relaxation times.
Figure 3 highlights the correspondence between ATR-FTIR and T2 measurements of crosslinking
in the PEGDA network. The IR spectra are normalized to the peak at 1726 cm−1, corresponding to
the acrylic carbonyl group; these carbonyl groups are largely unaffected during curing and their IR
intensities should remain fixed. In contrast, the terminal CH=CH2 bonds on the PEGDA monomers
produce a peak at 1410 cm−1 [17–20]. A decrease in the intensity of the 1410 cm−1 peak when the
sample is exposed to UV light indicates curing. Simultaneously, the measured T2 value decreases after
the sample has been exposed to UV irradiation. Crosslinking is associated with reduced T2 values,
as reported elsewhere [15].
Figure 3. ATR-FTIR (attenuated total reflection–Fourier transform infrared spectroscopy)
and single-sided NMR measurements of coating samples both uncured (black) and cured (red).
(a) ATR-FTIR measurements indicate a peak at 1726 cm−1, matching the acrylate carbonyl (cyan in the
poly(ethylene glycol) diacrylate (PEDGA) structure) stretch. This peak is expected to remain constant
throughout curing as the carbonyl is mostly unaffected by polymerization. The signals are normalized
to this peak. In contrast, the peak at 1410 cm−1, matching the terminal CH=CH2 groups (green in
the PEGDA structure), diminish with increased crosslinking; (b) z–T2 map showing that increased
crosslinking also correlates with a decrease in the measured T2 values (the peak range shifts to the
left). In addition, an additional peak appears in the 100% UV power film (red) at T2 ~10−3 s. This may
indicate a second T2 component in the material that exhibits rapid relaxation, often due to extensive
crosslinking. This peak could not be accurately probed with our instrumentation, but other single-sided
NMR devices may be able to access this information [21]. In addition to differences in T2, the two
films in (b) are of different thicknesses—the uncured sample is ~30 μm thick, while the cured sample is
~10 μm thick.
When radical-driven curing of PEGDA polymers is performed in the presence of atmospheric
oxygen, the oxygen can form radicals that interfere with crosslinking in the polymer network [4].
Several methods can be employed to circumvent this, including curing in an anaerobic environment
(requiring engineering controls) or adding a scavenger molecule (PPh3 in our samples) that mitigates
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the deleterious effects of oxygen [4,5]. Figure 4 shows z-T2 maps of several samples that are cured
in (an oxygen-containing) lab atmosphere. The leftmost column of Figure 4 (Figure 4a–f) lacks PPh3.
Their z-T2 maps highlight that there is no change in T2 (i.e., no crosslinking) in the samples regardless
of the UV power deposited into the sample. Furthermore, there is little evidence of a curing gradient
throughout the thickness of the sample (a spatially dependent T2), suggesting that the oxygen-driven
inhibition effect takes place, as expected, at the sample/air interface. Possible exceptions to this are in
Figure 4e,f, in which “tails” with shorter T2s appear near the bottom (positive z direction, near the
glass interface) of the sample. In these samples, exposed to the highest UV power, it is possible that
some curing occurs ~15 μm below the sample surface. This suggests that, although atmospheric
oxygen inhibits curing at the coating surface, some crosslinking may still occur in regions of the sample
inaccessible to oxygen provided there is sufficient UV power.
Figure 4. Relaxation cross-linking (or z–T2) maps for various coating samples, all with identical
horizontal and vertical axes: (a–f) 0% triphenylphosphine (PPh3), UV powers of (top to bottom) 0%,
20%, 40%, 60% 80%, and 100% for 30 s curing. The T2 values are unaffected by UV intensity, suggesting
that without the scavenger PPh3, no measurable curing of the sample occurs due to interferences from
atmospheric oxygen; (g–l) Varying concentrations of scavenger PPh3 (top to bottom: 0%, 0.2%, 0.5%,
1%, 2%, 5% w/w) with constant (100%) UV intensity. The measured T2 values decrease with increasing
PPh3 content, showing the scavenger’s ability to facilitate curing despite atmospheric interference from
oxygen; (m–r) One percent PPh3, UV powers of (top to bottom) 0%, 20%, 40%, 60% 80%, and 100%
for 30 s curing. In contrast to the leftmost column, when 1% PPh3 is added to the sample as a radical
scavenger, increased UV intensity effects greater crosslinking in the sample, as manifest by a decrease
in the measured T2 values.
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The second column of Figure 4 (Figure 4g–l) shows the effect of increasing amounts of the
scavenger PPh3, from 0–5% w/w, on crosslinking in the PEGDA sample. At low concentrations of
PPh3, the sample retains a large T2 value (less crosslinking), and as PPh3 increases, T2 decreases,
indicating more crosslinking. Using these data, we elected to use 1% PPh3 (Figure 4j) as a standard
sample to evaluate the extent of crosslinking as a function of UV power. This power-dependent
series (0–100% UV power, 1% PPh3) are shown in the rightmost column of Figure 4 (Figure 4m–r).
As expected, measured T2 values decrease with increasing UV power; again, this is consistent with
increased crosslinking in the sample.
3. Discussion
Single-sided NMR is highly conducive to in situ measurements of coatings on surfaces.
Along with optical methods (e.g., ATR-FTIR and Raman), NMR can probe the extent of crosslinking
within a sample; in magnetic resonance contexts, this is most easily measured as a change in the
spin-spin relaxation time T2. However, NMR offers a much larger spatial range (in the depth
dimension) for measurements than do non-confocal optical techniques. In this regard, we observe
a crosslinking “gradient” throughout the thickness of a particularly thick UV-cured coating sample
(see Figure 2). NMR is successful in evaluating crosslinking differences that are due to both different
UV intensities and to different chemical compositions (different amounts of scavenger PPh3 in our
case). In other words, single-sided NMR is insensitive to the cause of differences in crosslinking,
which may prove useful where in situ analyses are intended only to measure the extent of crosslinking.
Despite its ability to probe thick samples, single-sided NMR measurements show poor spatial
resolution relative to many optical techniques, both laterally and in the depth dimension. Single-sided
NMR devices use surface coils that are typically several square centimeters in area, meaning that
relaxation measurements reflect a lateral spatial average over that area. This is less problematic for
homogeneous materials (such as coatings), but needs to be considered during experimental design.
The spatial resolution in the depth dimension is fundamentally related to the magnetic field gradient
and the acquisition parameters: strong field gradients and large acquisition times (both possible with
single-sided devices) result in high spatial resolution. Practically, the coplanarity of the sample with
the magnet’s “sweet spot” restricts the resolution in the depth dimension: less-than-perfect coplanarity
between the sample and the sweet spot will blur the resolution of the measurement. Generally,
the depth resolution of single-sided NMR measurements is on the order of 10 μm, though careful
calibration and experimental setup can improve this several-fold [11].
Simple future experiments with single-sided NMR extends this work to coatings of other
compositions, including different effective molecular weights of PEGDA. A more sophisticated
approach may be to exploit dipolar coupling in crosslinked materials to more quantitatively probe
crosslinking in a material. This method has been demonstrated elsewhere on elastomers [22,23]
and may circumvent some of the limitations of T2 determinations from CPMG data, in particular
a strong dependence on both equipment-specific and user-selected experimental parameters.
Furthermore, single-sided NMR may be particularly well suited to evaluating the extent of crosslinking
within interpenetrating polymer networks (IPNs) [24]; these coatings consist of two or more phases
that in tandem produce specific material properties.
4. Materials and Methods
4.1. Samples
Samples comprised different ratios of poly(ethylene glycol) diacrylate (Mn = 700 g mol−1),
photoinitiator 1-hydroxycyclohexyl phenyl ketone (HPCK, 2% w/w), and triphenylphosphine (PPh3).
All chemicals were used as received without further purification (Sigma-Aldrich, St. Louis, MO, USA).
HCPK and PPh3 were dissolved into acetone prior to being added to the sample. The amount of
PPh3 varied per experiment from 0% to 5% by weight with the total amount of acetone fixed at
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7% w/v. Slides were prepared with a piece of labeling tape in the middle with a ~1 cm diameter
circle cut out in the tape; this tape was designed to contain the sample in a region that could be
uniformly cured by the UV gun and that would fit in the sensitive region of the NMR magnet.
Ten microliters of the sample were placed on a glass slide in the center of the circle. Most slides were
spun at a rate of ~3000 rpm for 30 s using a 3D-printed spin coater driven by a computer hard drive
motor. (One sample slide was intentionally left thick and was not spun.) While spinning, the sample,
at a distance of ~1.4 cm from the UV source, was cured using a ThorLabs CS2010 LED UV curing
system (ThorLabs, Inc., Ann Arbor, MI, USA). At 100%, the UV system outputs 185 mW cm−2 at 365 nm
(instrument-internal calibration). The power of the UV system was adjusted to 20%, 40%, 60%, 80%,
and 100% of the maximum power—the output varied linearly with nominal power. After spinning and
curing, samples had a thickness of ~20 μm, determined using a Profilm3D surface profiler (Filmetrics,
Inc.; San Diego, CA, USA).
4.2. NMR Measurements
All NMR measurements were made with a PM5 NMR-MOUSE (B0 = 0.4 T) operated by a Kea2
spectrometer (Magritek, Ltd., Wellington, New Zealand). An initial CPMG [13,14] sequence was
run on each slide to center the magnet to find the most signal. The B1 frequency was adjusted by
a maximum of 50 kHz (~50 μm) to center the maximum signal in the acquisition window. (The rf coil
has a bandwidth of ~350 kHz, so these adjustments do not substantially affect the coil sensitivity).
This short CPMG had 512 scans, a 1 μs dwell time and 128 complex points. Subsequently, a final CPMG
was run for data collection with 4096 scans, 10 μs dwell time, and 32 complex points with all other
parameters staying constant between slides. NMR measurements were taken directly after curing to
minimize outside factors, such as extra exposure to UV light.
4.3. FTIR Measurements
FTIR data were collected using a Digital Labs FTS 7000 ATR-FTIR (Varian, Inc., Palo Alto,
CA, USA). The samples were made of PEGDA with 2% HCPK and 2% PPh3 (w/w) and were prepared
in the same manner as those for NMR data collection. A blank microscope slide was used for the
background scan; all measurements were made from 600 cm−1 to 2000 cm−1 with 1 cm−1 resolution
for 64 scans.
4.4. Data Processing
All data processing was performed in Matlab (Mathworks, Inc., Natick, MA, USA) using custom
processing scripts. These scripts for importing and Fourier transforming the NMR data were made in
house and are available at the institutional repository of the corresponding author. Inverse Laplace
transformation was also performed in Matlab using scripts provided by Petrik Galvosas (University of
Wellington, New Zealand) [25].
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Abstract: In the course of our ongoing work on the chemical characterization of Corsican olive oil,
we have developed and validated a method for direct quantification of squalene using 13C Nuclear
Magnetic Resonance (NMR) spectroscopy without saponification, extraction, or fractionation of
the investigated samples. Good accuracy, linearity, and precision of the measurements have been
observed. The experimental procedure was applied to the quantification of squalene in 24 olive oil
samples from Corsica. Squalene accounted for 0.35–0.83% of the whole composition.
Keywords: squalene; olive oil; 13C NMR analysis; quantification; Corsica
1. Introduction
Squalene—(E)-2,6,10,15,19,23-hexamethyl-2,6,10,14,18,22-tetracosahexaene—is a natural acyclic
symmetrical triterpene. It is a key intermediate in the biosynthesis of sterols [1]. In the human body,
squalene is synthesized and then converted into cholesterol. In medicine, squalene plays a major
role in the reduction of cancer risks, particularly with regard to cancer of the pancreas and colon
in rodents [2–4]. Squalene increases the stability of various emulsions (vaccines, pharmaceutical
formulations) [5,6]. It is also useful at the surface of the skin, playing the role of protective barrier
against Ultra-Violet (UV) radiations [7]. Hydrogenated squalene (i.e., squalane) is appreciated in
cosmetics as emollient agent in creams and capillary serums [8].
The largest source of squalene for industrial purposes is from animal origin, provided by various
species of shark [9]. According to the species, squalene represents up to 80% of the shark liver oil [10].
Various species of shark are now endangered as a result of their overexploitation.
Squalene is also widespread in the vegetable kingdom. Indeed, it is present in oil seeds and in
green vegetables [11]. In olive oil, squalene represents 0.3% to 0.7% of the whole mass, accounting for
60–75% of the unsaponifiable fraction [12]. The presence of squalene confers to olive oil a great stability
against auto-oxidation and photo-oxidation [13].
The Association of Official Analytical Chemists [14] recommended a method for extraction of
squalene from natural matrices. Analytical techniques used in quantification of squalene in edible
oils, in the presence of acylglycerols, fatty acids, phytosterols, and tocopherols have been recently
reviewed [15]. Methods using a preliminary fractionation of samples, procedure that simplifies
the analysis have been developed. Analysis of squalene in edible oils is predominantly achieved
by chromatographic techniques (Gas Chromatography (GC) or Reversed-Phase High-Performance
Liquid Chromatography (RP-HPLC)), after saponification of triglycerides, solvent extraction of
the unsaponifiable fraction, and eventually isolation of the hydrocarbon fraction by Column
Chromatography (CC) or Thin Layer Chromatography (TLC) [16–21]. The direct injection of olive oil
in the injector port has been applied [22], as well as HPLC coupled with GC [23] or HPLC coupled to
electrospray tandem mass spectrometry [24].
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In parallel, 1H and 13C NMR have been widely used for identification and quantitative
evaluation of triglycerides in olive oil (saturated fatty acid chains, mono-unsaturated, poly-unsaturated,
stereochemistry of the double bonds, etc.) and for quality assessment and authentication [25–27].
Using the fingerprint technique, characteristic resonances of individual components of the
unsaponifiable fraction (sterols, alcohols, tocopherol) have been identified using 1H NMR, and the
results allowed the determination of geographical origin of olive oil [28]. Similarly, the ratio of
squalene vs. the other minor components of olive oil has been evaluated, and statistical analysis of
the results gave useful information on the quality, authenticity, and origin of the investigated olive oil
samples [25,29]. The content of squalene in human sebum (containing low proportion of triglycerides)
has been measured using a 600 MHz spectrometer equipped with a cryoprobe [30]. Otherwise,
quantitative analyses of two structurally close triterpenoid acids, as well as that of positional and
geometric isomers of octadecadienoic acid with conjugated double bonds, have been performed using
2D NMR [31,32].
In previous works carried out in our laboratory, we demonstrated 13C NMR spectroscopy
was a powerful tool for the identification and quantitative determination of terpenes in natural
matrices, mono and sesquiterpenes in essential oils [33] and fixed oil [34], diterpenes in cedar
resins [35], triterpenes in solvent extracts from cork [36], or leaves from olive tree [37]. Taking into
account that chromatographic techniques used to quantify squalene in olive oil needed laborious and
time-consuming fractionation steps, the aim of the present study was to develop a method, based on
13C NMR, and using a routine spectrometer (9.4 Tesla), that allowed the quantitative determination of
squalene in olive oil, avoiding the fractionation steps.
2. Results and Discussion
2.1. 13C NMR Data of Squalene and Olive Oil
The 13C NMR spectrum of squalene displayed 15 resonances belonging to quaternary carbons
(135.11; 134.90 and 131.26 ppm), ethylenic methines (124.42; 124.32 and 124.28 ppm), allylic methylenes
(39.77; 39.74, 28.29; 26.78; 26.67 ppm) and methyl groups (25.71; 17.69; 16.05 and 16.01 ppm).
The chemical shift values of our recorded spectrum (Table 1) fitted perfectly with previous data
reported by Pogliani et al. [38]. However, it could be noted a difference of 1 ppm for carbon C3,
probably due to a misprint in the paper [38].
Table 1. Structure, 13C NMR chemical shifts, and longitudinal relaxation times (T1) of carbons
of squalene.
C δ (SQ) T1 C δ (SQ) T1
1 25.71 1.9 9 39.77 * 0.7
2 131.26 10.0 10 135.11 5.2
3 124.42 2.5 11 124.32 # 1.7
4 26.78 0.9 12 28.29 0.4
5 39.74 * 0.7 13 17.69 4.5
6 134.90 4.1 14 16.05 † 2.8
7 124.28 # 1.2 15 16.01 † 3.3
8 26.67 0.6
δ (SQ): Chemical shift of carbons of squalene (ppm vs. tetramethylsilane (TMS)). Assignment has been done
according to Pogliani et al. [38]. *, # and †: chemical shifts may be inversed. T1: longitudinal relaxation times in s.
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The 13C NMR spectrum of a commercially available olive oil is more complex (Figure 1). Four parts
may be distinguished: 172–174 ppm, esters; 124–134 ppm, ethylenic carbons; 60–72 ppm, carbons of
glycerol; and 13–35 ppm, aliphatic carbons. In that spectrum, all the resonances with high intensity
belong to the triglycerides. Twelve out of 15 resonances of squalene were observed. They were perfectly
resolved, and therefore they could be used for quantitative determination of squalene in olive oil.
Figure 1. 13C NMR spectrum of a commercially available virgin olive oil. SQ: squalene.
2.2. Validation of the Experimental Procedure for Quantitative Determination of Squalene Using 13C NMR
In order to approach the physico-chemical properties of olive oil (viscosity for instance) the
experiments for validation of the experimental procedure have been carried out using know quantities
of squalene in trioleine (glyceryl tris octadec-9-enoate) that is the major triglyceride of olive oil
accounting for 48–62% of the whole composition [39].
Several techniques have been developed for quantification of individual components of a
natural mixture based on 13C NMR spectroscopy. The standard sequence combines a 90◦ pulse
angle, gated decoupling technique and requires waiting a period of 5T1 of the longest T1 value,
before applying another pulse. This sequence provides accurate result but is really time consuming.
Otherwise, use of a paramagnetic relaxation reagent allows decrease of experimental time but induces
a line width broadening. Quantitative determination can be led using a rapid train of short pulses
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because a small flip angle provides less difference in the steady-state magnetization than a larger one
in the presence of carbons having different T1 values.
Owing to our experience in the analysis of complex natural mixtures containing nuclei with
different T1 values, a good approach is a compromise between the aforementioned procedures.
For instance, quantification of various compounds has been performed in our laboratories, using this
approach: carbohydrates in ethanol extract of Pinus species [40], triterpenes in cork extract [36] and
olive leaf extract [37], and taxanes in leaf extract of Taxus baccata [41]. Quantitative determination of a
component in a natural mixture is achieved by internal standardization by comparison of the areas of
the resonances of that compound with those of an internal standard. In these conditions, it is obvious
that quantitative estimation will be led from not fully relaxed spectra and that validation of the method
should be performed before applying it to the analysis of mixtures [42]. The best conditions for the
pulse sequence are those that reduce as far as possible the difference in the steady-state magnetization
of nuclei with different T1 values and that simultaneously allow a good S/N ratio in a short period of
time. They could be selected using Becker’s equation that allows the calculation of the S/N ratio as a
function of the pulse angle and the ratio of longitudinal relaxation time to total recycling time [43].
Then, the theoretical parameters (precision, accuracy, linearity of measures) should be validated
using pure squalene in trioleine before application of the method to the quantification of squalene in
genuine olive oils. To carry out the validation of the method:
• CDCl3 has been conserved as solvent and trioleine has been used as a model for olive oil;
• Longitudinal relaxation times have been measured for carbons of squalene by the
inversion-recovery method. They ranged from 0.4 to 10.0 s, the highest values (4.1–10.0 s)
being measured, as expected, for quaternary carbons (Table 1). T1 values of vinylic methines and
allylic methylenes ranged from 1.2 s to 2.5 s and from 0.4 s to 0.9 s, respectively. Finally, T1s of
the four methyl groups ranged from 1.9 s to 4.5 s. Quantitative analysis has been conducted with
resonances of carbons not overlapped, perfectly resolved and with T1 values comprised from
0.7 s to 4.5 s;
• Di-2-methoxyethyl oxide (diglyme) has been chosen as internal standard (T1 value of its
methylenes = 3.8 s) since its resonances do not overlap with those of triglycerides contained
in olive oil.
The parameters of the pulse sequence have been determined using formula (1) for various T1
values (0.7–4.5 s), and for a repetition delay of 3.7 s (acquisition time = 2.7 s; relaxation delay = 1.0 s)
required for a 128 K data table. According to Becker et al. [43], we determined and plotted the
percentage of recovered signal, expressed as S/N (%), as a function of the pulse angle α, using formula
(1). Using a pulse angle of 30◦, this procedure provided a small difference (3.6%) in the steady-state
magnetization between carbons exhibiting different T1 values and a reasonable time of analysis in




M0 × [1 − e(−D/T1)]× sin α√
D × [1 − e(−D/T1) cos α] (1)
S/N: signal-to-noise ratio, M0: initial magnetization, D: time between two pulses (in seconds),
T1: longitudinal relaxation time (in seconds), and α: pulse angle (in degrees).
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Figure 2. S/N (%) vs. flip angle α, plotted from formula (1) according to Becker et al. [43], for selected
values of T1 (0.7 s< T1 < 4.5 s) and a minimum total recycling time τ of 3.7 s using a 128 K data table
(acquisition time = 2.7 s and relaxation delay = 1.0 s).
Accuracy, precision and response linearity of this method have been validated by various
experiments carried out on pure squalene by comparing the weighted quantities (0.37–1.66 mg)
with those measured by NMR. From the 13C NMR spectrum, the mass of squalene mSQ (mg) was
calculated using Formula (2). Relative errors between weighted and calculated masses are comprised
between 0.0% and 10.3%, and therefore they demonstrated good accuracy of measurements (Table 2).
mSQ = 2 × ASQ × MSQ × mD
AD × MD × pSQ × pD (2)
The area ASQ taken into account was the mean value of the areas of selected protonated carbons.
AD is the mean value of the areas of the two methylenes of diglyme. MSQ is the molecular weight
of squalene. MD is the molecular weight of diglyme and mD is the amount of diglyme. pSQ and pD:
purity of squalene and of diglyme, respectively.
Table 2. Quantitative determination of squalene by 13C NMR spectroscopy using diglyme as
internal reference.
AD 0.9901 0.9955 0.9959 1.0074 1.0011 0.9845 1.0168 1.0139
ASQ 0.0734 0.1220 0.1668 0.1970 0.2253 0.2689 0.3129 0.3431
mw (mg) 0.37 0.55 0.74 0.92 1.10 1.29 1.47 1.66
mc (mg) 0.33 0.56 0.74 1.00 1.03 1.22 1.44 1.58
ER (%) 10.3 −0.7 0.0 −9.1 6.8 5.5 2.2 4.8
AD and ASQ: Mean areas of selected carbons of diglyme and squalene, respectively; Mass of diglyme (mD): 1.49 mg;
mw: weighted mass of squalene (mg); mc: calculated mass of squalene (mg) using formula (2); ER: relative error (%)
between mc and mw; Molecular weight of squalene: 410.7 g·mol−1.
Then, we drew the calibration line for the quantification of squalene. The straight line was plotted
by expressing the ratio of the mean value of areas of the resonances of squalene selected carbons (ASQ)
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with those of diglyme (AD) as a function of the weighed mass of squalene (mw). We observed a good
linearity of the measurements because the linear determination factor (R2) is 0.996 (Figure 3).
Finally, the spectrum of the sample containing 0.55 mg of squalene has been recorded five
times. The repeatability, calculated with a confidence interval of 99% (Student’s t-test) was equal to












Figure 3. Calibration line of squalene. mw = weighted mass of squalene.
The experimental procedure developed to quantify squalene in triolein exhibited good accuracy,
precision and linearity of measurements. Analysis time with a routine spectrometer (9.4 Tesla) is not
prohibitive since a single analysis requires three hours. Therefore, this procedure could be applied for
quantification of squalene in olive oils of Corsican origin.
2.3. Quantification of Squalene in Various Olive Oil Samples of Corsican Origin
Twenty-four olive oil samples from various localities in Corsica and from various olive varieties
have been analyzed using 13C NMR, according to the experimental procedure previously described.
In the 13C NMR spectrum of olive oil (Figure 2), eight out of 12 of the protonated carbons of squalene
were observed. All of these resonances were perfectly resolved and did not overlap with resonances of
other components of olive oil, and their relaxation times were between 0.7 s and 4.5 s. The mass of
squalene in every olive oil sample has been calculated using Formula (2), taking into account the mean
areas of these resonances. Then, the mass percentages of squalene have been calculated using Formula





%C: percentage of squalene; mSQ: calculated mass (mg) of squalene; m: mass of the olive oil sample.
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Table 3. Quantification of squalene in olive oils from Corsica using 13C NMR.



































*: percentages calculated using formula (3).
Among the 24 olive oil samples, 18 samples were obtained from olive of a single variety, the last
six samples coming from olives of two varieties. From Table 3, it is observed that Corsican olive oils
contained appreciable amount of squalene comprised between 0.35% and 0.52% for 22 samples out of
24. The two last samples exhibited higher contents (0.67% and 0.83%). These results are in agreement
with those reported in the literature (0.3–0.7%) [12].
Although the number of samples from every locality and from every olive variety is limited,
it seems that there is no direct relation between the content of squalene in a given olive oil sample
and the variety of the olive. However, it could be observed that zinzala, sabine, and picholine olives
produced an oil containing 0.35–0.42% of squalene. The olive oil from Germaine, Cortenaise and
Capanacce varieties exhibited a slightly higher content of squalene (0.40–0.83%). Finally, olive oil
coming from two varieties of fruits contained 0.37–0.67% of squalene.
3. Materials and Methods
3.1. Chemicals
Squalene, triolein and di-2-methoxyethyloxide (diglyme) were obtained from Sigma-Aldrich
(St-Louis, MO, USA), Acros Organics (Geel, Belgium), and Jansen Chimica (Geel, Belgium), respectively.
Olive oil samples were supplied by Mrs. Henneman (Chambre d’Agriculture de la Haute Corse, Bastia,
Corsica, France).
3.2. NMR Experiments
3.2.1. Quantitative 13C NMR Spectra
Quantitative 13C NMR spectra were recorded on a Bruker (Wissembourg, France) AVANCE
400 Fourier Transform spectrometer operating at 100.13 MHz for 13C, equipped with a 5 mm probe,
200
Magnetochemistry 2017, 3, 34
in CDCl3 with all shifts referred to internal TMS. 13C NMR spectra were recorded with the following
parameters: inverse gated decoupling, flip angle 30◦, acquisition time = 2.7 s for 128 K data table
with a spectral width of 24,000 Hz (240 ppm), a relaxation delay D1 = 1.0 s, composite pulse
decoupling of the proton band, and a digital resolution of 0.366 Hz/pt. The internal reference used was
diglyme. The number of accumulated scans was 3000 for each sample. Exponential line broadening
multiplication (1 Hz) of the free induction decay was applied before Fourier transformation.
3.2.2. T1 Measurements
The longitudinal relaxation times of the 13C nuclei (T1 values) were determined by the
inversion-recovery method, using the standard sequence: 180◦–τ–90◦–D1, with an acquisition time
of 0.68 s (for 32 K data table with a spectral width of 25,000 Hz) and a relaxation delay D1 of 20 s.
Each delay of inversion (τ) was thus taken into account for the computation of the corresponding T1
using the function Ip = I0 + pe−τ/T1 (Bruker microprogram; Ip and I0 are populations of nuclear spins;
p is a constant of integration).
3.2.3. Calibration Line
A weighted amount of 0.37–1.66 mg of squalene was diluted in 0.5 mL of CDCl3 containing
1.49 mg of diglyme.
3.2.4. Quantification of Squalene in Olive Oils
A weighted amount of 140–150 mg of olive oil was diluted in 0.5 ml of CDCl3 containing 1.53 mg
of diglyme.
4. Conclusions
An experimental procedure, based on 13C NMR spectroscopic analysis, was developed and
allowed for the quantification of squalene in olive oil samples. An optimized pulse sequence (flip angle
α = 30◦, inverse gated decoupling, total recycling time 3.7 s) was checked and led to reliable quantitative
determination of squalene in olive oil samples from Corsica with an analysis time of less than three
hours using a medium field NMR spectrometer (9.4 T). In the 24 olive oil samples investigated,
squalene accounted for 0.35–0.83% of the whole composition.
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Abstract: In this paper five case studies illustrating applications of NMR (Nuclear Magnetic
Resonance) in the field of cultural heritage, are reported. Different issues were afforded, namely
the investigation of advanced cleaning systems, the quantitative mapping of moisture in historic
walls, the investigation and evaluation of restoration treatments on porous stones, the stratigraphy
of wall paintings, and the detection of CO2 in lapis lazuli. Four of these case studies deal with the
use of portable NMR sensors which allow non-destructive and non-invasive investigation in situ.
The diversity among cases reported demonstrates that NMR can be extensively applied in the field of
cultural heritage.
Keywords: portable NMR; NMR stratigraphy; porous stone; wall paintings; cultural heritage
1. Introduction
Nuclear Magnetic Resonance (NMR) is a powerful tool in research and diagnostics in many
different fields. Despite its versatility, NMR is inherently insensitive compared with other analytical
techniques. To overcome this problem, new NMR techniques and probeheads are continuously being
developed and improved.
High resolution NMR spectroscopy allows the investigation of the structure of liquid [1] and
solid [2,3] samples. New probeheads such as microprobes and cryoprobes [4,5] have enabled the NMR
analysis of liquid samples down to the μg scale. In the case of cryogenically cooled NMR probeheads
the detection coil and the preamplifier are cooled at low temperature in order to achieve a net increase
in sensitivity. Microprobes allow the sample to be confined in a small volume. In the early times of
solid state NMR about 400–500 mg of sample were required for performing the analysis. Nowadays
the use of new microprobes and technologies to enhance the sensitivity of rare nuclei has allowed the
amount of sample to be reduced down to a few mg, making NMR a suitable technique for analyzing
solid samples available only in a small amount. High Resolution Magic Angle Spinning (HRMAS) [6]
allows the analysis of a very low amount of soft matter.
Monitoring and diagnosis of artworks enable the prevention or delay of their degradation.
The knowledge of the state of degradation of artworks, the characterization of constitutive materials,
and the development of new methods and materials aimed at lengthening the life time of artworks,
are important achievements in the correct safeguard of Cultural Heritage. The amount of samples
obtained from precious artifacts must be reduced to a minimum, therefore micro-destructive,
non-destructive, and possibly non-invasive analytical techniques are advisable. Another problem is
that often objects to be analyzed cannot be brought to the laboratory because they are too precious or
unmovable. These difficulties have been overcome with the use of portable NMR sensors which allow
the study of arbitrarily sized objects in a non-destructive and non-invasive way [7]. The magnetic
field generated by these sensors is external to the sensor and allows measurements to be performed
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inside the object under investigation [8]. Because the magnetic field generated by these sensors is
inhomogeneous, the signal (Free Induction Decay-FID) decays too quickly to be observed, hence it
must be detected as an echo [9]. Note that the inhomogeneous field is a source of relaxation which
makes the transverse relaxation time shorter than that which would be measured in a homogeneous
field. Nevertheless, these sensors allow the measurements of important NMR parameters such as the
proton population, the self-diffusion coefficient D, relaxation times T1 and T2, and even allow the
acquisition of correlation 2D-maps such as (T1, T2) and (T2, D).
In recent years several issues regarding cultural heritage have been afforded by NMR [10–12].
Among these are wall paintings and oil paintings [13–19], paper [20,21], moisture in historical walls [22–24],
lead soaps [25–28], pigments [29,30], organic paint binders [31,32], modern art materials [33–35],
archaeological and fossil wood [36–39], ancient leather [40,41], amber [42,43], ancient pottery [44–46],
porous stones [47–51], and advanced cleaning and conservation systems for cultural heritage [52–55].
In this paper some examples of the use of NMR in affording issues involving cultural heritage,
are reported.
2. Results and Discussion
2.1. Cleaning Process of Cultural Heritage Studied by Single-Sided NMR
The cleaning of cultural heritage is carried out to remove layers that may damage artefacts such as
salt efflorescences, metal stains, crusts, or layers formed by natural ageing [56–58]. The cleaning
procedure is a delicate and potentially damaging operation to the artefact [59]. To improve the
procedure highly performing cleaning systems are required [52,60,61].
An important improvement to classical cleaning procedures has been the formulation of solutions
confined into host systems like physical and chemical gels. The use of thickeners and gels in chemical
cleaning treatments helps to reduce solvent permeation into the porous microstructure and to control
the effect of the cleaning action on the surface of artefacts. Thickeners and gels can be used with
water as the principal cleaning method or in combination with other methods. In the latest case,
they may be modified by adding compounds able to target a specific type of stain or surface coating.
These materials are purposely designed to remove layers and contaminants that are insoluble in water
and/or have penetrated deep into the surface of the artefact. The most common materials used to
obtain thickeners include:
1. Natural and synthetic silicates, i.e., clays such as sepiolite and attapulgite.
2. Cellulosic and wooden materials, i.e., cotton fibers, paper pulp, wooden pulp.
3. Gelling materials, i.e., natural polysaccharide-based gels such as agarose and agaropectine,
Gellan gum, Xanthan gum, etc.
Sepiolite is a fine, grey-white naturally occurring clay containing hydrated magnesium trisilicate.
It consists of extremely small laths, or needle-shaped particles each with twenty four to twenty seven
channels running lengthwise which help to create a system of pores. Pores are responsible for the
ability of the material to absorb an amount of solvent suitable to form a thick paste. Some drawbacks
must be taken into account. For example the complete removal of particles from an irregular and
damaged surface is sometimes difficult, and the impurities present in the clay may cause additional
problems. In the case of sepiolite the skin should be protected as it has been shown to act as an irritant.
Basically, synthetic silicates are related to the natural clay mineral [Si8Mg5.34 Li0.66 (Ca, Na)0.66],
a tri-octahedral sheet silicate. The free-flowing powder forms a thixotropic gel when mixed with liquid,
and stays in place when applied. Furthermore the risk of skin irritation after prolonged contact is low.
Gellan gum is an anionic polysaccharide produced by the bacterium Sphingomonas elodea. At room
temperature the gel is rigid due to its macro-reticulate structure [61].
Carbogel is made of a neutralized polyacrylic acid, which allows a gel to be prepared by simply
adding water, whose viscosity can be varied at will. For example, an amount of Carbogel between
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0.5% and 4% by weight in aqueous solution is sufficient to yield a highly viscous gel. Carbogel has
also a high water retention capacity, and water evaporates over a very long time.
Due to the absence of chemical aggressiveness and toxicity, water based cleaning systems are
preferred with respect to traditional systems. In recent years, the use of Desulfovibrio vulgaris bacteria
confined in hydrogels has become a quoted method to remove sulfates from stone material belonging
to cultural heritage. Thanks to their metabolism, sulfate-reducing bacteria D. Vulgaris are able to
reduce SO2−4 ions to H2S. Compared with other traditional methods, this procedure results in a more
homogeneous removal of the surface deposits and preserves the layers under salt efflorescences and
black crusts. In the case of wall paintings this method is used by applying sulfate-reducing bacteria
entrapped in hydrogel poultices.
In this study hydrogels combined with sulfate-reducing bacteria formulations were applied on
wall painting specimens affected by sulfate efflorescence. After the application of gel formulations,
specimens were investigated by single-sided NMR. These measurements allowed detailed information
to be obtained on the interaction between water molecules, the gel network, and the porous matrix.
Water transport in Carbogel, Sepiolite, Laponite RD and Gellan gels was investigated by
measuring the longitudinal relaxation time (T1), the effective transverse relaxation time (T2eff ), and the
self-diffusion coefficient (D).
Relaxation times of polymer gels depend on the molecular weight, degree of branching, crosslink
density, size of the side groups, and temperature [62]. Relaxation measurements are affected by both
rotational and translational molecular motions, whereas diffusion measurements are related only to
the translational molecular displacement. T1 and T2 values along with the corresponding populations
found in Carbogel, Sepiolite, Laponite RD, and Gellan gels are reported in Table 1.
Table 1. T1 and T2 relaxation times and relative populations, and the self-diffusion coefficient measured
in Carbogel 0.5%, Laponite RD 5%, Sepiolite 6%, and Gellan 2%.
Sample T1 (s) WA (%) T2A (ms) WB (%) T2B (ms) D × 10–9 m2/s
Carbogel 0.5% 1.7 ± 0.1 10 6.4 ± 0.8 90 52.2 ± 0.4 2.05 ± 0.05
Laponite RD 5% 1.2 ± 0.1 9 4.7 ± 0.4 91 41.9 ± 0.1 1.89 ± 0.02
Sepiolite 6% 0.03 ± 0.01 29 3.4 ± 0.4 71 11.2 ± 0.1 1.75 ± 0.03
Gellan 2% 0.7 ± 0.1 5 5.6 ± 0.5 95 39.2 ± 0.1 1.97 ± 0.02
The very short T1 value measured in sepiolite is likely to be due to the presence of paramagnetic
impurities, such as iron, which are present in the natural clay. These impurities should be absent in
laponite which is a synthetic clay.
As reported in the literature [63], the transverse relaxation time of a nucleus is sensitive to slow
and fast motions, whereas the longitudinal relaxation time is sensitive to fast motions. The observation
that T2 was found to be much shorter than T1 indicated that water in gels had a slowed motion due to
the presence of the network of the gel. The presence of two transverse relaxation times was ascribed to
two proton species, the shortest one, T2A, related to ‘bound’ water, and the longest one, T2B, related to
‘free’ water. Proton nuclei in the ‘bound’ water domain are affected by hydrogen bonding interactions
and/or chemical exchange with the gel network.
In order to study the translational motion of water molecules in the gel system, the self-diffusion
coefficient was measured. This parameter may give information about molecular dynamics and sample
microstructure [64,65].
The self-diffusion coefficients measured in Carbogel, Gellan gum, Sepiolite, and Laponite gels
are reported in Table 1. All self-diffusion coefficients were found to be slower than that of bulk water
(2.1 × 10–9 m2/s at room temperature) indicating that the translational motion of water molecules
is more hindered in these gels than in bulk water. Specifically, the water self-diffusion coefficient in
silicates was found to be slower than that measured in Carbogel and Gellan. This is likely to be due to
the restricted diffusion caused by the basic structure of phyllosilicates constituted of interconnected six
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member rings of SiO44− tetrahedra extending outward in infinite sheets packaged into layer networks
which impair free water diffusion.




of water molecules with a self-diffusion coefficient D during





In a diffusion time Δ of 10 ms, bulk water molecules should undergo a mean square displacement
of about 6.48 μm (diffusion length). During this diffusion time, the translational motion of water
molecules in gels was increasingly hindered as the average probability of collision between water
molecules and the gel network increased. The mean square displacement slightly decreased to 6.33 μm
in Carbogel, and to 6.29 in Gellan gum, whereas a more marked shortening was obtained in Laponite
and Sepiolite with a mean square displacement of 6.15 and 5.92 μm, respectively.
1H NMR depth profiles were collected to evaluate the amount of water absorbed by the wall
painting specimens and the depth of penetration of water after the application of the cleaning system.
The amplitude of the 1H depth profile is proportional to the amount of water absorbed by the specimen
as a function of the depth scanned. Therefore, each experimental point represents the amount of water
at the corresponding depth of measurement. The trend shown by depth profiles depended on the
capability of the cleaning system to release water into the specimen. Figure 1a reports the depth
profiles collected after applying Carbogel, Sepiolite, Laponite, and Gellan gum/bacteria cleaning
systems for 1 h to wall painting specimens. Carbogel released the largest amount of water. Sepiolite
and Laponite RD exhibited a very similar trend. The Gellan gum/bacteria system exhibited the lowest
water release capability. The same trend was found after a 4-h application, see Figure 1b.
 
Figure 1. 1H NMR depth profiles of water released into wall painting specimens after (a) 1-h and
(b) 4-h application of Carbogel, Sepiolite, Laponite, and Gellan gum/bacteria cleaning systems.
To summarize, by single-sided 1H NMR we investigated, in a fully non-invasive and non-destructive
way, different types of gel formulations to be used as cleaning systems for wall painting. Transverse
relaxation times measured in gel formulations indicated the presence of water in two environments.
Bound water exhibiting the shortest relaxation time was involved in hydrogen bonding interactions
and/or proton exchange with gel macromolecules, whereas the water molecules with the longest
relaxation time were free to move through the network, although self-diffusion measurements
demonstrated that their translational motion was increasingly hindered as the average probability
of collisions with the gel network increased. The release and diffusion of water at the gel-specimen
interface were also investigated by 1H NMR depth profiles. The profiles indicated that the Gellan
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gum/bacteria system is the one showing the lowest amount of water release. All systems exhibited
a penetration depth of the released water deeper than 4 mm, see Figure 1.
Water absorption, distribution and penetration in the support depend not only on the physical-chemical
and rheological properties of the gel but also on the properties of the support to which the gel is
applied. This study is part of a more extensive research effort aimed at obtaining an analytical protocol
for establishing in situ the performance of cleaning systems.
1H NMR depth profiles allow some questions to be answered such as the thickness of an unwanted
organic layer to be removed from the surface of a wall painting, its distribution in the wall painting,
and the presence of residues on the wall painting surface after performing a cleaning treatment.
For example, shellac is a natural organic resin of animal origin that was widely used in the past as
a varnish for wall paintings. When shellac ages, it becomes insoluble, changes color, and becomes very
hard to remove. Many old paintings became yellowish due to the shellac coating.
Single-sided NMR was applied before and after performing a cleaning procedure to remove
a layer of degraded shellac [55]. Figure 2 shows the 1H depth profiles collected before and after
the cleaning. Basically, the profiles exhibited two regions. At depths deeper than about 0.6 mm the
amplitude of the profile was due to the NMR signal of the moisture in the porous structure. Between
0.2 and 0.6 mm, the profile collected before the cleaning procedure showed a rather intense signal of the
hydrogen atoms of shellac, this region was about 300 μm thick. After the cleaning, due to a decrease
in the hydrogen level of shellac, the intensity of the profile was found to be definitely weaker than
the profile before cleaning, and the thickness of the degraded organic layer reduced to about 100 μm.
Actually, the intensity of the profiles between 0.2 and 0.6 mm indicated the efficiency of the cleaning
treatment, the more effective the treatment, the lower the level of hydrogens encoded by the profile
after the cleaning.
Figure 2. 1H NMR depth profiles in the presence of a degraded organic layer of shellac (T), and after
applying a cleaning procedure to remove shellac (TC). Adapted from [55]. Copyright Nova Science
Publishers, Inc., 2013.
This technique may be applied in situ in a non-destructive and non-invasive way to evaluate the
efficiency of cleaning methods aimed at removing degraded organic layers from artworks.
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2.2. Detection of Moisture in Historical Walls and Wall Paintings
Water plays a fundamental role in the degradation of porous materials such as historical walls,
wall paintings, stones, mortar, concrete etc. [66,67]. In many cases water may affect the material
causing fractures, stress, and expansion. Condensation/evaporation cycles facilitate the migration
of solubilized salts which may crystallize on the surface of the porous material causing efflorescence,
and sometimes crumbling and fretting of the surface. Capillary rise of water and collected rainfall
are among the main causes of the presence of dampness. Wetting/drying cycles cause solubilization
and recrystallization of salts inside the porous structure inducing the breaking down of the structure
itself. Chemical reactions may occur between pollutants deposited on the surface and the porous
material. The presence of an anomalous amount of moisture may also cause the formation of crusts on
monuments. Specifically, runoff is associated with the presence of white areas due to reprecipitated
crystals of calcite formed when water evaporates. Condensation is associated with the presence of grey
regions where the porous material has been previously covered by a layer of dust and particles [66].
In general, many degradation processes such as leaching, transport, accumulation, solute precipitation
and fractionation, as well as biological colonization are caused by the moisture content of the masonry.
Moreover the moisture content is also affected by seasonal variation and environmental conditions.
Despite its importance, the quantitative detection of water distribution in precious artefacts such
as historical walls or wall paintings, is difficult to achieve. Methods used to obtain information on
the presence of moisture are gravimetric tests, IR thermography (IRT), and electrical conductivity.
However these methods show some drawbacks. In fact gravimetric tests require sampling, IRT does
not allow a quantitative evaluation of moisture, and electrical conductivity is affected by the presence
of salts.
Portable NMR sensors have permitted the mapping of water distribution in historical walls and
wall paintings [23,24]. Figure 3 shows a portable NMR sensor detecting moisture in an ancient wall
painting affected by capillary rise of water from the ground.
 
Figure 3. Single-sided NMR measuring moisture in a wall painting dating back to the XV century
located in Nostra Signora del Sacro Cuore Church, Rome, Italy.
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Water distribution was quantitatively determined in two regions A and B of a tuff wall affected
by capillary rise of water from the ground. Measurements were carried out choosing a matrix of
21 points in region A and 21 points in region B. Each experimental point covered an area of 2 × 5 cm2
corresponding to the area of the probehead, see Figure 4a,b. Experimental data were processed to
obtain a contour plot [68,69]. As previously reported [23], a contour plot is a graphical way of obtaining
a 2D representation of a 3D surface, where x and y are the coordinates of a strip of the region of the
tuff wall, and z is the integral of the NMR signal. In the contour plots obtained the difference in the
moisture level is shown as a gradient of color, red corresponds to the lowest water content, while dark
blue corresponds to the highest water content. In both maps the distribution of the moisture gave
a clear image of the front of the rising damp. According to a suitable calibration procedure [23], in map
A the maximum value of the intensity of the NMR signal corresponded to 11% of the moisture content,
whereas in map B it corresponded to 10%. Because in the fully saturated water specimens used for
calibration the moisture content was found to be 25%, these results indicated a rather high level of
moisture in the regions of the tuff wall affected by the capillary rise.
 
Figure 4. In (a,b) the moisture distribution maps of regions A and B of the tuff wall affected by capillary
rise of water, are reported. The moisture level is shown as a gradient of color, red corresponds to the
lowest water content, while dark blue corresponds to the highest water content.
In region A transverse relaxation time measurements were performed as a function of the height of
the wall. After applying an inverse Laplace transformation to the magnetization decays measured with
the Carr Purcell Meiboom Gill CPMG sequence, the distributions of transverse relaxation times were
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obtained, see Figure 5. In this representation, peaks represent the most probable T2 values, whereas
peak areas represent the population of each component. The distributions reported in Figure 5 indicate
the presence of water confined in pores with various sizes. In fact relaxation times of a fluid confined
in a porous structure are strictly related to its geometry, as water confined in small pores relaxes
faster than water confined in large pores [70]. Therefore at the lowest height of 7 cm (P3), where the
highest amount of water was measured (about 11%), up to four peaks are observed indicating the
heterogeneous nature of tuff with water confined in pores having a different size. At a height of
16 cm (P14) water of type 4 confined in the largest pores disappeared and only three types of water
were observed. At a height of 23 cm (P12) the amount of water of type 3 decreased, and at 31 cm
(P16) it decreased further. Water of type 3 fully disappeared at a height of 39 cm (P10). Basically,
by increasing the height of measurement, the decrease of the total amount of water indicated by the
moisture distribution map reported in Figure 4a was accompanied by a progressive decrease of the
amount of water confined in large pores. Values of transverse relaxation times and the corresponding
populations are reported in Table 2.
Figure 5. Transverse relaxation time distributions measured at different heights in region A of the
tuff wall.
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Table 2. T2 relaxation times and relative populations obtained at different heights in region A of the
tuff wall. The error on the parameters is less than 10% of the nominal value.
(x,y) (cm) Wa (%) T2a (ms) Wb (%) T2b (ms) Wc (%) T2c (ms) Wd (%) T2d (ms)
P3 (40,7) 14 0.17 38 0.60 40 1.63 8 2.85
P14 (40,16) 29 0.15 36 0.40 34 1.57 – -
P12 (40,23) 43 0.18 52 0.54 5 1.58 – -
P16 (40,31) 58 0.17 40 0.65 2 1.7 – -
P10 (40,39) 69 0.20 21 0.80 – – – -
To summarize, using single-sided NMR a detailed map of the moisture distribution in two regions
of the tuff wall affected by the capillary rise of water from the ground, was obtained. A proper
calibration of the intensity of the NMR signal allowed a quantitative determination of the moisture level.
Measurement of relaxation times evidenced the presence of water confined in pores of various sizes.
2.3. Protective and Consolidating Treatment on Lapideous Material Studied by Single-Sided NMR
2.3.1. Sandstone Specimens Treated with Hydrophobic Treatments
As previously mentioned, water plays a fundamental role in the degradation of porous stones.
A protective treatment is carried out to prevent the penetration of water and decay agents in the porous
structure and, therefore, to delay degradation processes [66,67]. A suitable protective treatment should
also permit vapor leakage and avoid alteration in the optical properties of the treated stone.
The choice of the treatment and its performances depend on many chemico-physical parameters
such as the porosity and permeability of the material. Furthermore, information about the penetration
depth of the treatment and the suitable time of application to the selected type of stone is important
for choosing and optimizing the treatment.
Another important requirement in stone conservation is that the compound absorbed in the
stone should not accumulate in some regions into the stone. In fact, in this case, chemical and
physical inhomogeneity may occur between the impregnated layers of the stone and the layers
underneath. These layers might differently respond to changes in thermo-hygrometric conditions
causing mechanical damage to the porous structure.
Figure 6a reports the depth profile collected on water-saturated untreated sandstone (UT), whereas
Figure 6b reports depth profiles collected on water-saturated sandstone specimens treated with
dimethylsiloxane (DMS) for 5 (T5), 600 (T600), and 1800 s (T1800). The amplitude of these profiles
depends on the level of absorbed water. Hence, by comparing the amplitude of the depth profiles of
untreated and treated specimens, information on the hydrophobic action of the treatment is obtained.
Figure 6b shows that in treated specimens the amplitude of profiles was reduced as a function
of the time of application of the hydrophobic treatment. Specifically, treatments for 600 and 1800 s
halved the amount of absorbed water with respect to the amount absorbed in the untreated sandstone.
At a depth deeper than 3 mm, the amplitude of profiles of treated specimens was well comparable
with that of the untreated specimen, indicating that the hydrophobic action was no longer effective.
The profiles were fit to Equation (4) with k = 2, see the solid lines through the experimental points.
Table 3 reports the parameters obtained from the best-fit. Note that x1 and b1 values, which encoded
the fast rising initial part of profiles, were affected by surface effects, and, therefore, were not further
considered in the following discussion. It is worth noting that the second inflection point x2 observed
in the profiles of all treated specimens depended on the duration of the hydrophobic treatment,
see Table 3. However, at depths greater than x2, the amplitude of profiles increased to reach the values
measured in the untreated specimen, indicating that x2 was the deepest depth at which the treatment
was still capable of exerting a hydrophobic action. Table 3 also reports slopes at inflection points.
Any change in slope in the profile indicates a variation of the amount of the absorbed product inside
the stone, and, as a consequence, it is possible to evaluate the extent of inhomogeneity in the treated
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stone from the value of the slope at inflection points. For example, according to data reported in
Table 3, the inhomogeneity is more pronounced in the specimen treated for 1800 s (b2 = 2.703) than in
that treated for 600 s (b2 = 2.174). As a role, the greatest |bk| the more pronounced the inhomogeneity.
Figure 6. (a) 1H NMR depth profile collected on a water-saturated untreated sandstone specimen (UT);
(b) Profiles collected on water-saturated sandstone specimens treated with dimethylsiloxane (DMS) for
5 s (T5), 600 s (T600), and 1800 s (T1800). Adapted from [50].
Table 3. Parameters obtained fitting depth profiles to Equation (4) and slope at inflection points
obtained from Equation (5).
Specimen x1 (mm) Δ1 (mm) w1 (arb.u.) x2 (mm) Δ2 (mm) w2 (arb.u.) R2 b1 b2
T5 0.27 ± 0.01 0.073 ± 0.008 2.97 ± 0.09 1.00 ± 0.03 0.22 ± 0.04 1.48 ± 0.09 0.99 14.29 2.325
T600 0.23 ± 0.01 0.05 ± 0.01 2.22 ± 0.06 1.63 ± 0.03 0.28 ± 0.04 1.80 ± 0.06 0.96 14.29 2.174
T1800 0.31 ± 0.01 0.08 ± 0.01 1.82 ± 0.03 2.39 ± 0.02 0.30 ± 0.02 2.37 ± 0.04 0.99 8.33 2.703
As is well-known, the relaxation times of fluids confined in porous media are strictly related to
the geometry of the structure [70]. Whereas differences in longitudinal relaxation times (T1) may be
not sufficient to clearly identify water in different compartments, differences in transverse relaxation
times (T2) are usually more pronounced. Therefore transverse relaxation times permit the detection of
changes of the open porosity which may occur after performing a treatment on a porous stone.
With the aim of investigating differences in the open porosity of sandstone before and after
treatments, we measured transverse relaxation times. All CPMG decays exhibited a multi-exponential
behavior indicating the presence of water distributed in pores with various sizes. Transverse relaxation
times and the corresponding spin populations obtained fitting the decays to Equation (2), are reported
in Table 4.
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Table 4. T2 relaxation times and relative populations measured in sandstone specimens. The error on
the parameters is less than 10% of the nominal value.
Specimen Wa (%) T2a (ms) Wb (%) T2b (ms) Wc (%) T2c (ms)
UT 40 0.18 40 0.9 20 4.4
T5 42 0.17 42 1.1 16 4.7
T600 38 0.20 44 0.71 16 4.3
T1800 31 0.20 44 0.93 25 4.1
All CPMG decays measured at a depth of 5 mm overlapped, see Figure 7, indicating that, at this
depth, the hydrophobic treatment was no longer effective. This result agrees well with the result
obtained from depth profiles reported in Figure 6b.
 
Figure 7. Carr Purcell Meiboom Gill CPMG magnetization decays measured at a depth of 5 mm on
water-saturated sandstone specimens. Adapted from [50]. Copyright Spriger Nature, 2011.
For example, the effect of the hydrophobic treatment may be evidenced by comparing the
distribution of transverse relaxation times measured at depths of 1 and 4 mm on the sandstone
specimen treated for 1800 s, see Figure 8. In fact, the distribution at a depth of 4 mm showed three
T2 peaks centered at about 20, 6.5, and 1.7 ms corresponding to water in large, medium, and small
pores, with a relative spin population of 6%, 42%, and 52%, respectively. Instead, the distribution at
a depth of 1 mm showed only two peaks centered at about 7 and 1.8 ms with spin population of 15%
and 85%, indicating that the largest amount of water was confined in small pores, whereas the peak
corresponding to water confined in large pores was lacking. Again this result was in accordance with
the result obtained from depth profiles reported in Figure 6b.
Figure 8. T2 relaxation time distributions in sandstone treated with DMS for 1800 s (T1800) at a depth
of 1 mm (solid line), and 4 mm (dashed line). Adapted from [50]. Copyright Spriger Nature, 2011.
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2.3.2. An Unsuitable Consolidative Treatment on Calcarenite Studied by Single-Sided NMR
Figure 9 reports depth profiles collected on water-saturated calcarenite specimens untreated and
consolidated with a solution of tetraethoxysilane (TEOS) in ethyl alcohol for 5 s (T5), 600 s (T600),
and 1800 s (T1800). The amplitude of the profile of the specimen treated for 5 s overlapped with that of
the untreated specimen indicating that the treatment for 5 s did not show any consolidative action.
On the contrary, profiles of specimens treated for 600 and 1800 s clearly exhibited a very low amplitude
with respect to the amplitude measured in the untreated specimen, indicating that water absorption
was impaired by the treatment.
Figure 9. 1H NMR depth profile collected on water-saturated untreated calcarenite (UT), and calcarenite
treated with tetraethoxysilane (TEOS) for 5 s (T5), 600 s (T600), and 1800 s (T1800).
The amount of water in untreated calcarenite and in calcarenite treated for 600 s was obtained
by numerical integration of the corresponding profiles applying the Newton–Cotes quadrature rule,
see Figure 9. The data obtained indicated that the amount of water absorbed by consolidated calcarenite
was reduced by about 80% with respect to the amount of water absorbed by untreated calcarenite.
Because of the absence of water repellency of the TEOS treatment, the reduction of the amplitude of the
profiles may be ascribed either to the pores coating that strongly reduced the pores volume available
to water, or to the presence of a film formed on the surface of the specimens which hindered water
penetration inside the stone. In the former case the consolidative treatment would have obstructed
many pores deeply upsetting the porosity of the treated specimen along the full thickness. In the latter
case the presence of a TEOS film would have strongly impaired the correct exchange of moisture
between the porous structure and the environment. Both cases should be avoided when performing
a consolidative treatment. In fact a suitable consolidative treatment should not markedly affect the
water vapor permeability, assuring the correct stone breathing [71].
The effect of the consolidating treatment can be also rationalized by measuring T2 values and
the relative populations. As an example Table 5 reports the values measured at different depths
in water-saturated untreated calcarenite and calcarenite, treated for 600 s. Figure 10 reports the
corresponding transverse relaxation time distributions. Peaks of the distributions indicate the presence
of water in pores with a different size in the analyzed sandstone. In untreated calcarenite the major
amount of water was confined in large pores, with a percentage between 70% and 90% of the total
amount of water, whereas in the treated calcarenite, the amount of water confined in large pores was
strongly reduced. This effect is observed at any depth measured, namely 250, 800, 700, and 1000 μm,
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see Figure 10. To summarize, after the treatment the total amount of absorbed water obtained by
integrating the profiles was reduced from 100% to 20%, and water was mostly distributed in small
pores. It is evident that the treatment with the TEOS solution not only drastically reduced the amount
of water absorbed by the specimen, but also made large pores almost completely unavailable to water
along the full thickness of the treated specimen.
Table 5. T2 relaxation times and relative populations measured in untreated calcarenite and calcarenite
treated with TEOS for 600 s. Measurements were carried out at different depths in the specimens,
namely 250, 500, 700, and 1000 μm. The error on the parameters is less than 10% of the nominal value.
Depth (μm) Sample Wa T2a (ms) Wb T2b (ms) Wc T2c (ms) Wd T2d (ms) We T2e (ms)
250
UT 3% 0.070 2% 0.52 - - 14% 12.172 81% 40.1
T600 14% 0.099 46% 0.94 35% 3.32 - - 5% 106.0
500
UT - - 4% 0.81 17% 6.91 - - 89% 33.00
T600 6% 0.090 64% 1.25 24% 5.15 - - 6% 122.6
700
UT - - 4% 0.85 10% 4.91 - - 86% 22.3
T600 16% 0.100 27% 0.43 48% 2.27 5% 13.1 4% 115.2
1000
UT 9% 0.083 4% 1.18 - - 21% 9.8 66% 38.0
T600 28% 0.126 60% 2.06 7% 6.84 - - 5% 108.0
Figure 10. T2 relaxation time distributions in untreated calcarenite (dashed lines) and calcarenite
treated with TEOS for 600 s (solid lines) at 250 μm (a); 500 μm (b); 700 μm (c); and 1000 μm (d) of depth.
2.4. NMR Stratigraphy of Paintings
NMR stratigraphy is able to reveal non-invasively and in situ the different layers of a painting.
The first NMR stratigraphy was published few years ago by Presciutti et al. [16]. The stratigraphy
encodes the amplitude of the 1H-NMR signal as a function of the depth scanned. The intensity of the
NMR signal enables one layer to be differentiated from another one according to the hydrogen content.
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As an example we report the stratigraphies collected on a Byzantine icon [19]. Figure 11a shows
a portable NMR sensor while scanning the icon, while in b and c details of two regions measured by
NMR are reported.
 
Figure 11. (a) Single-sided NMR collecting a stratigraphy of the Madonna Hodigitria icon. (b,c) Details
of two regions of the icon measured by NMR. Adapted from [19].
In Figure 12a the stratigraphy of the Virgin’s face (region P1), is shown. The stratigraphy enabled
the detection of three layers, the first one, 0.5 mm thick was ascribed to the pictorial layer, the second
one, 0.3 mm thick, was ascribed to the incamottatura (canvas + glue), and the third one was constituted
by the wood of the panel.
Figure 12. 1H NMR stratigraphy of (a) region P1 (Virgin’s face), and (b) region P2 (Virgin’s mantle).
Adapted from [19].
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Figure 12b shows the stratigraphy of the Virgin’s mantle (region P2). Three layers were observed,
the first one, 0.4 mm thick, was ascribed to the pictorial layer, the second one, 0.5 mm thick, was ascribed
to the primer, and the third one was the wood of the panel.
2.5. Detection of CO2 in Lapis Lazuli by 13C MAS NMR
The ultramarine pigment is obtained by purification of lapis lazuli, a semi-precious stone. It has
been one of the most valued pigments in Europe since the 13th century. It was typically used to paint
the robes and mantel of Christ and the Virgin. Ultramarine pigments are feldspathoids of sodalite
structure. Natural and synthetic feldspathoids are able to absorb a variety of molecular species.
Miliani et al. [72] applied Fourier Transform Infrared Spectroscopy (FTIR) to investigate the presence
of adsorbed species on synthetic and natural ultramarine pigments. Their data indicated the presence
of CO2 in natural Afghan ultramarine, and suggested that CO2 molecules, although not free to rotate,
were loosely physisorbed to the sodalite cage [73].
The presence of CO2 in the sodalite cage of natural Afghan ultramarine was confirmed by 13C MAS
NMR spectroscopy.
It has been shown that 13C NMR may be successfully used to characterize the motion of molecules
adsorbed on molecular sieves [74]. In particular, the 13C NMR spectrum has been successfully used
to investigate the local structure and dynamics of absorbed CO2 in porous materials such as zeolites
with micro- or mesopores [73]. We exploited 13C MAS NMR spectroscopy to ascertain the presence of
CO2 in natural abundance included into the structure of a sample of Afghan lapis lazuli. In Figure 13
the 13C MAS NMR spectra of a sample of Afghan lapis lazuli (bottom) and a sample of synthetic
ultramarine (top) are compared. In the spectrum of Afghan lapis lazuli a sharp resonance at 125 ppm
is observed and assigned to 13CO2 while in the spectrum of synthetic ultramarine, the peak was not
present. No other signals related to other carbon based materials (such as CaCO3 or CO) were observed
in the 13C MAS NMR spectrum. Because the sample of Afghan lapis lazuli was finely ground the
presence of CO2 was not related to microfluid inclusions.
 
Figure 13. 13C MAS NMR spectra of a sample of Afghan lapis lazuli (bottom), and a sample of synthetic
ultramarine (top).
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3. Materials and Methods
3.1. Gel Preparation and Application to Wall Painting Specimens
Carbogel, Gellan gum, Sepiolite, and Laponite RD gels were prepared at different concentrations.
A 2% Gellan gum gel (Kelkogel, CTS srl, Altavilla Vicentina, (VI), Italy), a 0.5% Carbogel (CTS srl) and
a 5% Laponite RD and a 6% Sepiolite clay (Bresciani srl, Milano, Italy), were prepared by dissolving
the powder in water.
The gellan gum formulation (1 g gellan gum in 50 mL H2O) was heated in a microwave oven at
750 W for 3 min and cooled to room temperature to obtain a rigid gel about 5 cm thick.
The cleaning formulations were prepared by dissolving 2.5 g lyophilized bacteria in 2 L water;
50 mL of this suspension was added in 100 mL gel. In the case of Gellan gum, the suspension was
added during the gel cooling at about 40 ◦C.
Tests were performed on wall painting specimens (30 × 30 × 2 cm3) prepared ad hoc with 8 mm
arriccio (1 lime putty + 3 sand, grain size 0.1–1 mm) and 4 mm fine plaster (1 lime putty + 2 sand,
grain size 0.5 mm max.). After a 3-h drying time, pigments were applied using the fresco technique.
Gels were applied on the surface of specimens for 1 and 4 h. Analyses by portable NMR were performed
on the hydrogel/bacteria systems and on wall painting specimens before and after the treatment.
3.2. Measurements on Hydrogel-Based Cleaning Systems
Non-invasive, non-destructive measurements were performed at 13.62 MHz with a portable NMR
instrument from Bruker Biospin (Ettlingen, Germany) interfaced with a purposely built single-sided
sensor by RWTH Aachen University, Aachen, Germany [75].
Longitudinal relaxation times T1 were measured with the Saturation Recovery pulse sequence
followed by a CPMG train in the detection period to increase the sensitivity [76]. Effective transverse
relaxation times T2eff [77,78] were measured with the CPMG pulse sequence, 4096 echoes were
measured using an echo time 2τ of 71.2 μs. Due to the dead time of the probe (about 40 μs) and
the strong steady magnetic field gradient, the transverse relaxation of non-exchangeable protons of
the gel network which usually ranges between 10 and 20 μs, was too short to be detected [79]. In fact,
in the presence of a magnetic field gradient, the transverse relaxation time does not depend only on
the spin-spin interaction but it is also controlled by molecular diffusion in the magnetic field gradient
that in the case of portable NMR is strong (14.28 T/m).




1 − e[ tT1 ]
]
(1)
where M0 is the magnetization at the equilibrium.









where n is the number of components, and Wi and T2i are the weight and the transverse relaxation
time of the ith component, respectively. Before fitting, the sum of weights was normalized to 100%.
1H NMR depth profiles collected on specimens after the application of gels were obtained by
applying the CPMG pulse sequence with an echo time of 86 μs and a nominal resolution of 23 μm.
Profiles were acquired by repositioning the single-sided sensor in steps of 250 μm to scan the desired
spatial range, from the surface of the specimen to a depth of about 5 mm.
Self-diffusion coefficients D were measured at 0.36 T (13.62 MHz) with a steady gradient (SG) of
14.28 T/m using a stimulated echo (SGSTE) pulse sequence followed by a CPMG echo train to improve
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the signal/noise. The attenuation of the spin echo resulting from the dephasing of nuclear spins was

















where A0 is the amplitude of the echo at the shortest time τ1, D is the self-diffusion coefficient,
Δ is the diffusion time, G is the steady magnetic field gradient, and γ is the 1H gyromagnetic ratio
(2.6752 × 108 s−1 rad T−1). For large D values, strong magnetic field gradient, and provided that
τ1 << T2, and Δ << T1, diffusion terms dominate over relaxation terms and the self-diffusion coefficient
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The uncertainty associated with T1, T2eff , and D was obtained by repeating the measurement
three times on each sample.
3.3. Moisture Measurements
Measurements were carried out in situ at the proton frequency of 16 MHz by a single-sided NMR
instrument from Bruker Biospin. The probehead used detected the hydrogen signal from the moisture
at 5 mm of depth inside the wall. The pulse width corresponding to the π/2 pulse was 10.4 μs, and the
dead time was 15 μs. Because the inhomogeneous magnetic field generated by single-sided NMR
makes the signal decay very quickly, the signal must be recovered stroboscopically as a Hahn echo [9].
The echo time (2τ) was set as short as possible, i.e., 20 μs.
3.4. Protective and Consolidating Treatment on Lapideous Material
3.4.1. Materials
Sandstone had a granularity between 200 and 800 μm. The finer class was made up of quartz,
feldspars, and mica flakes and the coarser class by mica schists and rare bioclastic grains. The bounding
material was mainly made of a clay matrix. The total porosity was found to be 10%, and the porosity
distribution determined by mercury intrusion porosimetry (MIP) was found to be unimodal with
a radius between 0.064 and 1 μm [50].
Calcarenite had a medium grain size less than 100 μm. It was an organogenic rock, mostly made
up of micro-fossils and bearing a micritic matrix. The insoluble residue was constituted of clay minerals,
silicate minerals, phosphates, and a small amount of ferrous components. The total porosity was found
to be 35%, and the porosity distribution determined by MIP was found to be unimodal with a radius
between 0.256 and 4 μm [50].
Stones were cut to obtain specimens with a size of 5 × 5 × 2 cm3.
3.4.2. Treatments Application
Before treating, all specimens were dried up to constant mass in a ventilated oven at a temperature
of 60 ± 2 ◦C. Then specimens were kept for 24 h at 23 ± 2 ◦C and 50% ± 5% relative humidity.
Sandstone specimens were treated with a commercially available protective and hydrophobic
solution of dimethylsiloxane (DMS) in white spirit, whereas calcarenite specimens were treated with
a commercially available consolidating solution of tetraethoxysilane (TEOS) in ethyl alcohol.
Treatments were absorbed by capillarity letting the specimens come in contact with the solutions
for 5, 600, and 1800 s, respectively. Before and after treating, specimens were weighed taking care to
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ensure the complete evaporation of the solvent when the specimen weight reached a constant value.
NMR measurements were carried out on water saturated specimens making the specimens absorb
water by capillarity.
3.5. Depth Profiles and Transverse Relaxation Times Collected on Sandstone and Calcarenite
Depth profiles of specimens were obtained with an echo time of 94 μs and a resolution of 20 μm,
the single-sided sensor was repositioned in steps of 60 μm to scan from the surface of the specimen to
a depth of 10 mm.
Transverse relaxation times T2 were measured with the CPMG sequence, and 2048 echoes were
recorded with an echo time 2τ of 50 μs. T2 values were obtained by fitting the magnetization decays to
Equation (2).
Processing of Depth Profiles















where N is the number of transitions of the amplitude in the depth profile, xk is the penetration depth
of the kth component at the inflection point xk, Δk is the half width of the transition of the amplitude
from low to high value of the spin population, wk is the spin population of kth component, and q0 is
the lowest spin population.
The slope at inflection point bk was obtained from the first derivate of f(x) calculated at x = xk





3.6. 1H NMR Stratigraphy of an Ancient Icon
NMR stratigraphies were collected by repositioning the sensor in steps of 50 μm to scan from the
outermost surface of the painting to a depth of 0.25 cm with a resolution of 92 μm or to a depth of
0.45 cm with a resolution of 57 μm.
3.7. Measurements on Lapis Lazuli
13C MAS spectra were carried out at 100.61 MHz on a Bruker Avance 400 spectrometer (Bruker,
Bremen, Germany). Samples were packed into 4 mm zirconia rotors and sealed with Kel-F caps.
The spin-rate was 8 KHz. The 90◦ pulse width was 3.5 μs, the relaxation delay was 10 s, 4000 scans
were collected. 13C chemical shifts were reported in ppm with respect to tetramethylsilane.
4. Conclusions
In this paper case studies regarding the use of NMR techniques for characterizing and monitoring
artefacts were reported. These cases, though not exhaustive, indicate that NMR can be extensively
applied to cultural heritage.
Because new NMR techniques and methods are continuously being developed and improved to
enhance the sensitivity of this technique, in the next years NMR will be probably increasingly employed
in the field of cultural heritage. In fact NMR is a key tool for the chemical characterization of soluble
and insoluble materials constituting artefacts and may help to shed light on the techniques used by the
artists. NMR is also an important tool to understand transformations and structural modifications
caused by degradation processes occurring in artefacts. The development of portable NMR sensors
suitable for non-destructive and non-invasive analysis in situ has made possible the investigation of
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precious and unmovable artefacts, and their monitoring over time. The use of portable NMR combined
with the use of laboratory NMR techniques that require ever smaller amounts of sample will probably
make NMR more and more competitive with other analytical techniques traditionally applied in the
field of cultural heritage.
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Abstract: Detailed Nuclear Magnetic Resonance (NMR) spectroscopy investigations on a novel
naphthalene-substituted 1,2,3-triazole-based fluorescence sensor provided evidence for the “turn-on”
detection of anions. The one-step, facile synthesis of the sensors was implemented using the “Click
chemistry” approach in good yield. When investigated for selectivity and sensitivity against a series
of anions (F−, Cl−, Br−, I−, H2PO4−, ClO4−, OAc−, and BF4−), the sensor displayed the strongest
fluorometric response for the fluoride anion. NMR and fluorescence spectroscopic studies validate a
1:1 binding stoichiometry between the sensor and the fluoride anion. Single crystal X-ray diffraction
evidence revealed the structure of the sensor in the solid state.
Keywords: Nuclear Magnetic Resonance spectroscopy; naphthalene; 1,2,3-triazole; Click chemistry;
fluorometric; turn-on; fluoride; anion
1. Introduction
Small, inexpensive organic molecular sensors are making an impact in the field of molecular
recognition and as a result, have captured the attention of chemists [1–3]. When chemosensors
respond to external stimuli, distinct and significant changes can be observed—for example, in color
or fluorescence [4–6]. Anions are crucial in biological and environmental systems; optimum
concentrations are critical to proper functioning, as an excess or diminished amount of anions can
prove fatal in both systems [7].
The ability to detect fluoride is important for the environment, industry, biological systems,
and the military [6,8]. Developing cost-effective, high-performance, easily portable methods for the
detection of this anion is highly beneficial to society [8]. The fluoride (F−) anion, in particular, has
a significant impact on health. With groundwater concentrations of 0.5 to 48 ppm [9], this anion
is important for healthy dental and bone development [10,11]. However, overexposure causes
fluorosis [12] and high levels in utero can impede children’s cognitive development [13]. In military
operations, the detection of fluoride could be quite useful in the uranium enrichment process for
nuclear power and weaponry development [14,15]. In chemical warfare, quick measurement of
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fluoride levels can expedite tracking of harmful phosphorofluoridate nerve agents such as sarin that
hydrolyze to release the anion upon contact with the atmosphere [16,17].
A number of colorimetric and fluorometric sensors have been developed to detect anions through
a Brønsted acid–base reaction and/or hydrogen bond formation at the N–H and O–H moieties [18].
For ion recognition, complicated molecules with multistep syntheses are used to create highly conjugated
systems with common scaffolds such as ureas, amides, and/or phenolic groups [19,20]. Photoinduced
electron transfer (PET) [21,22], metal-to-ligand charge transfer (MLCT) [22,23]; excimer/exciplex
formation [23], intramolecular charge transfer (ICT) [24]; and excited state intra/intermolecular proton
transfer (ESPT) [25,26] are some of the signaling mechanisms by which the anions are detected.
One of the greatest challenges for chemists is to create chemosensors that are stable, fast, sensitive
at the parts per million (ppm) level, and efficient [27]. Organosensors, through reversible interactions,
present an avenue into various applications such as resettable logic gate systems [28–31], molecular
security devices [32,33], micellar devices [34,35], dual sensors [36,37], corrosion inhibitors [38],
fabrication of materials and polymers, etc. [39,40]. The optically and chemically stable naphthalene
substituted-1,2,3-triazole molecule, NpTP ((2-(4-(naphthalen-2-yl)-1H-1,2,3-triazol-1-yl)phenol, Scheme 1)
described herein is produced with straightforward synthesis, targeted design, and sensitive as well as
selective ion-recognition properties.
Scheme 1. Synthesis of 2-(4-(naphthalen-2-yl)-1H-1,2,3-triazol-1-yl)phenol (NpTP).
Bypassing complicated synthetic steps, the 1,2,3-triazole chemosensors is accessed in one step
with an azide–alkyne cycloaddition utilizing the most well-known “Click” reaction [41–46]. With this
approach, the recognition core can be easily retained while the signaling units are readily modified
using commercially available precursors. Furthermore, unlike other naphthyl-based fluoride sensors
reported in the literature [47,48] that function through the interaction of the anion with N-H groups in
cage-like bisurea systems, NpTP utilizes a much simpler phenolic–triazole binding core.
The triazole units serve distinct roles in sensing. They can be a part of the response group,
participate in cation and anion chelation, or function as a ligation unit that links one part of a sensor
to another [42,44]. These scaffolds are N-donors via one of the sp2-nitrogens during cation binding,
and H-donors at the Csp2-H proton in anion binding [41,44]. In the case of NpTP, the triazole serves
in three capacities: ligation, signaling, and recognition.
Previous work by our group investigated the sensing properties of PTP (2-(4-phenyl-1-H-
1,2,3-triazol-1-yl)phenol) [49]. This molecule exhibited a blue “turn-on” fluorescent response to fluoride
(F−), acetate (OAc−) and dihydrogen phosphate (H2PO4−). PTP was equally responsive to OAc− and
H2PO4−, and three times more sensitive to F− compared to the other two anions. NpTP presented
herein illustrates a red-shift effect on the signal output, a yellow “turn-on” fluorescence upon interacting
with fluoride, acetate, and dihydrogen phosphate due to increased conjugation length in the sensor,
i.e., replacing the phenyl group in PTP with naphthyl in NpTP. Additionally, our investigations have
revealed that the incorporation of the naphthyl unit significantly improved the ion selectivity and
fluoride sensitivity of the sensor relative to PTP.
The results presented in this study show a strong fluoride response with NpTP. The sensor
“turns-on” in the presence of a fluoride ion upon irradiation at 300 nm. The binding pocket is created
by the phenolic –OH and triazole Csp2-H site (Scheme 2). Detailed NMR investigations (1) showed
227
Magnetochemistry 2018, 4, 15
the structural skeleton of NpTP; (2) displayed the binding interaction with F−; and (3) revealed the
stoichiometry between the sensor and the analyte after titrating with varied concentrations of fluoride
anion with NpTP. NMR, Ultra violet-visible (UV-Vis) and fluorescence spectroscopy studies detailed
the molecule’s response to host anions as their tetrabutylammonium salts (F−, Cl−, Br−, I−, H2PO4−,
ClO4−, OAc−, BF4−).
Scheme 2. The proposed binding mode of NpTP and fluoride anion.
2. Results and Discussion
The detailed characterization of NpTP was carried out by NMR (1D and 2D) and single crystal
X-ray analysis. NMR studies revealed the structure, the anion-binding site and the stoichiometry
between the sensor and the fluoride anion. The photophysical properties of NpTP with and without the
anions (F−, Cl−, Br−, I−, H2PO4−, ClO4−, OAc−, BF4−) were investigated by steady state absorption
and fluorescence spectroscopy.
2.1. Nuclear Magnetic Resonance Spectroscopic Studies
The NpTP structure was characterized by 1H-NMR in various deuterated solvents such as
acetonitrile-d3 (CD3CN), dimethylsulfoxide-d6 ([(CD3)2SO]), and acetone-d6 [(CD3)2CO]. Figure 1
shows the comparison between the three solvents. The aromatic peaks in these solvents appear in
the range of δ 7.00 to 9.05 ppm with anticipated coupling patterns. The triazole Csp2–H (H7) proton
singlet, as expected, is highly deshielded and hence is a reference peak in many studies (δ 9.05 ppm in
DMSO; δ 9.00 ppm in acetone, and δ 8.78 ppm in acetonitrile) [41,50]. The H5 proton has noticeably
shifted its position in all three solvents, with acetone being highly downfield (δ 7.82 ppm as doublet
of doublets in acetone-d6). The naphthyl core has seven resonance signals; the singlet at δ 8.52 in
DMSO-d6 is easily identified as the H10 proton. The H14 and H13 proton split as a doublet (δ 8.11 ppm
and δ 8.00 ppm, respectively). The phenolic –OH proton is visible as a broad singlet in DMSO-d6
at δ 10.60 ppm (Figure 2 and Figure S1). The correlational spectroscopy (g-COSY) studies helped in
assigning all the aromatic protons. A strong meta coupling (4J) cross peak of the H10 and H14 proton is
visible and is marked below in Figure 3.
The 13C-NMR signals (Figure 4, Figures S2 and S3) for the aromatic region ranged from δ 117.5
to 150.5 ppm in DMSO-d6. With the help of 1D DEPT 90 (Figure S4) and 2D HSQC (Figure 5), all the
single bonded carbon hydrogen correlations were marked. The HMBC studies (Figure S5), aided in
allocating the quaternary carbons (1, 6, 8, 9, 11, and 12). The strong peaks for example seen for C1
carbon are for H5 and H3 protons through three bond correlations and the weak peak is seen for H2
proton via two bond correlation. Both the 1D and 2D studies guided in assigning the 1H and 13C
resonances for the NpTP molecule.
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Figure 1. 1H-NMR spectra of NpTP molecule in various deuterated solvents showing the expansion of
the aromatic region from δ 6.80–9.2 ppm of NpTP.
 
Figure 2. Full 1H-NMR spectrum (400 MHz, (CD3)2S=O, RT) of NpTP; selected few peaks are assigned
(for the expanded version of the aromatic region, see Figure 1).
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Figure 3. The 2D-COSY spectrum (400 MHz, (CD3)2S=O, RT) of NpTP molecule, the correlation with
all aromatic protons is seen.
 
Figure 4. The 13C-NMR spectrum (100 MHz, (CD3)2S=O, RT) showing the expansion from δ 110–162 ppm
of NpTP. (For the full version, see Figure S2.)
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Figure 5. The 2D HSQC spectrum of NpTP, showing single bond carbon hydrogen correlation (all the
C–H bonds are marked).
Fluoride ion interaction with NpTP was investigated by evaluating the binding mechanism of the
anion with the sensor. For this purpose, the Csp2-H triazole proton signal was used to verify the site of
interaction between the NpTP molecule and the fluoride anion. The 1H-NMR titration experiments
were carried out with the sensor by gradual addition of 0 to 4.0 equivalents of tetrabutylammonium
fluoride (TBAF) in CD3CN (Figure 6). The protons on the phenyl ring (H2–H4) and the triazole proton
were greatly affected. The H4 proton, which is in the para position to the –OH group, is shielded from
7.10 to 6.24 (Δδ = 0.84) with increased concentration of TBAF from 0 to 4.0 equivalents. The protons
that are ortho and meta to –OH (H2 and H3) initially unite to form the broadened peak at ~δ 7.27 after
the addition of 0.2 equivalents of TBAF. At a higher concentration of approximately one equivalent,
it splits again into two distinct resonances. These results are in accordance with the previously reported
PTP sensor from our group [49]. The initial downfield and later upfield shifts of the H2 phenyl proton
showed the impact of fluoride binding on the ring. The proton meta (H3) to the –OH group was
moderately affected at higher concentrations of F− ion. This confirmed our hypothesis of the increased
electron density in the phenyl ring displaying a significant impact on ortho and para position of phenyl
protons with a through-bond propagation [51,52].
Substantial change was observed in the chemical shift of the Csp2-H triazole proton (δ 8.78 in
CD3CN) before and after its binding with fluoride. The change in delta value is significant from 8.78
to 9.58 (Δδ = 0.80) with increasing equivalents of TBAF. This strong deshielding effect is attributed
to the fact that the triazole proton is in the vicinity of the anion through possible hydrogen bonding-
like interaction [53]. The H5 proton on the phenyl ring, in comparison to other protons’ chemical
shifts, is minimally affected throughout the course of the titration, providing additional evidence
for a binding site with fluoride. The above results support the fact that the triazole proton and the
phenolic proton (–OH) are part of the binding pocket. The naphthyl protons H10 and H13–H18 are not
influenced by fluoride binding [49].
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Figure 6. Changes in partial 1H-NMR (400 MHz) spectra of NpTP (6.2 × 10−2 M) in CD3CN upon
increasing equivalents of TBAF (0 to 4.0 eq.).
The titration experiments also helped to find the binding stoichiometry of the sensor with the F−
ions through Job’s plot [54,55]. The change in the delta value of the triazole proton H7 (Δδ = δx − δo)
at δ 8.78 [55] was plotted against the mole fraction of the sensor [NpTP]/([NpTP + TBAF]). The plot
was fitted using the non-linear curve fit parameters of the ORIGIN 8.0 software. It showed a maximum
intensity at 0.45 mole fraction, revealing the binding stoichiometry of F− ions to NpTP as 1:1 (Figure 7).
Figure 7. Job’s plot through NMR titration of NpTP upon the addition of TBAF in CD3CN.
To understand the structural conformations of NpTP in solution, Nuclear Overhauser Effect
(NOE) experiments were carried out (Figures S6 and S7). We did not find any correlation between the
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triazole Csp2-H proton (H7) and the phenyl H5 proton, indicating that the phenolic –OH is in close
proximity to the H7 proton. A strong NOE correlation is observed between the a) triazole proton H7
and the H10 and H14 protons and b) H10 and H15 protons on the naphthyl ring (Figure S6). The NOE
correlation is also seen for the –OH proton and the H2 proton, suggesting the position of the phenolic
group towards phenyl proton rather than the triazole proton (Figure S7). NOE studies of NpTP in
presence of four equivalents of TBAF (Figure S8) showed the correlation between the H7, H10, and H14
protons, indicating that the naphthyl core is unaffected. There is no conformational change before and
after fluoride binding. It also suggests that the fluoride anion is in close vicinity to the triazole proton
and the –OH proton, shown in Scheme 2. The single X-ray crystal structure for NpTP and our previous
studies on cation sensor (BPT) [56] also support this hypothesis. The crystal structure substantiated
that there is no intramolecular hydrogen bonding between the phenolic oxygen (–OH) and the triazole
proton (see Section 2.4).
Since the phenolic (–OH) group was part of the binding pocket, the behavior of the –OH group
was studied in DMSO-d6 by a titration study with NpTP and TBAF. In this polar aprotic solvent,
the phenolic –OH resonates distinctly at δ 10.60 ppm. Upon addition of 0.5 equivalents of fluoride
anion, the –OH proton signal completely disappears indicating a hydrogen bond between F- and
the phenolic –OH. Higher equivalents of TBAF (2.0 equivalents) generated a triplet at 16.1 ppm,
which intensified with 4.0 equivalents of TBAF. The highly deshielded triplet peak is an indication
of the stable hydrogen bonded HF2− ion. This provided evidence to a deprotonation pathway in the
ion-recognition process (Figures S9 and S10) [57,58].
In 1H-NMR, the H7 proton in deuterated DMSO (Figure S9) at 1 equivalent of TBAF started
splitting. Our understanding is that the fluoride anion is in close proximity to the triazole proton
and hence is severely affected. To confirm this hypothesis, we monitored the interaction through
19F-NMR titration in DMSO-d6, where the singlet for pure TBAF appears at δ −106 ppm, and HF2− can
be seen at −144 ppm (weak signal). At one equivalent of TBAF, the −106 ppm peak completely
disappears indicating the formation of a complex between the NpTP molecule and the F− ion.
At higher concentrations (2–4 equivalents), the doublet for HF2− ion at −144 ppm was clearly observed
(Figure S11) [59,60].
In comparison to the previously reported sensor, PTP [49], from our group, the 1H-NMR studies
with NpTP showed similar observations. The phenolic –OH proton was significantly affected but
the aryl core (phenyl in PTP and the naphthyl in NpTP) was not. The binding site for fluoride in
both sensors consisted of the triazole proton and the phenolic proton. The triazole proton in PTP
appeared at δ 8.65 ppm and in NpTP at δ 8.78 ppm in CD3CN. For both sensors, the 1H-NMR titration
experiments conducted in CD3CN at four equivalents of TBAF resulted in considerable deshielding of
the triazole proton and shielding of the proton para to the phenolic –OH. The change in the triazole
proton’s chemical shift for PTP was 0.70 ppm and 0.8 ppm for NpTP.
2.2. Absorption and Fluorescence Studies
With the NpTP molecule, anion recognition was investigated using steady state absorption
and fluorescence experiments. This was carried out by screening the molecule with the
tetrabutylammonium salts of various anions: F−, Cl−, Br−, I−, H2PO4−, ClO4−, OAc−, and BF4−.
Significant spectral changes for NpTP in both absorption and fluorescence spectra were noted in the
presence of F−, OAc−, and H2PO4– ions (Figure 8). However, fluoride showed the most significant
response compared to the other two anions. In acetonitrile, NpTP showed the lowest energy absorption
band in the range of 275–310 nm, peaking at 290 nm. The structured absorption is characteristic of
the π–π* transition in the polyaromatic ring system [61–64]. Development of a new absorption peak
around 355 nm at the cost of the pre-existing NpTP original band indicates effective interaction of
these ions with NpTP leading to the formation of a new complex (Figure 8).
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Figure 8. Absorption spectra and bars (in the inset) representing the spectral response of NpTP
(~1 × 10−5 M) upon the addition of 4 × 10−4 M of various anions in acetonitrile. The bars in the inset
are plotted by monitoring the absorbance of NpTP at 355 nm in presence of anions.
Modulation in the fluorescence color change of the molecule, as observed in the presence of a UV
lamp (Section 2.3) under the influence of fluoride, acetate, and dihydrogen phosphate anions, steered
us to investigate the emission properties of NpTP in the presence of these ions. An emission spectrum
of NpTP molecule was obtained upon exciting the molecule at 300 nm (around λmax absorption).
The structured emission band spanning between 345 nm and 380 nm is due to the naphthalene
moiety [65,66], whereas the band at 330 nm is a signature of the phenol triazole group [49]. With the
addition of a series of tetrabutylammonium salts of ions, emission spectra of NpTP in presence of the
ions (Figure 9) resulted in a similar spectral changes as the absorption profiles (Figure 8). With the
addition of F−, OAc−, and H2PO4– ions, the NpTP emission from the naphthalene moiety was
quenched and two new bands developed—one around 410 nm and the other at 530 nm. The band
at 530 nm revealed a low quantum yield with respect to the one at 410 nm. Also, in the presence
of fluoride ions, the 410 nm band had comparatively higher fluorescence than the other two ions.
Fluorescence color study (see Section 2.3, Figure 12) under a UV lamp (long wavelength ~365 nm)
resulted in yellow fluorescence for NpTP in the presence of F−, OAc–, and H2PO4– ions, which
validated the existence of a 530 nm emission band (yellow region in the color spectrum) in the presence
of these three ions.
To further study the interaction of fluoride with NpTP, TBAF was progressively added to the
molecule in acetonitrile. The fluorescence intensity of the 330 nm band of the sensor gradually
decreased with a concomitant development of the bands at 410 nm and 530 nm (Figure 10). To unveil
the characteristics of each emission band, excitation scans were collected by monitoring the emission
wavelengths at 530 nm (Figure 11a) and 410 nm (Figure 11b). The spectrum obtained at λem
530 nm resembled the absorption spectrum when fluoride was added to the molecule, with the
peak maximizing at 350 nm. To substantiate our result, the molecule was excited at 350 nm and a
broad emission band peaking at 545 nm correlates to the emission band due to fluoride ion interaction
with NpTP (Figure 11a).
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Figure 9. Fluorescence spectra of NpTP (~1 × 10−6 M) upon the addition of 4 × 10−4 M of various
anions in acetonitrile. λexc = 300 nm.






























Figure 10. Fluorescence spectra of NpTP (~1 × 10−6 M) upon the addition of TBAF in acetonitrile.
Concentrations of TBAF are provided on the legends. λexc = 300 nm.
The spectrum obtained at λem 410 nm (Figure 11b) is rather interesting as it showed the excitation
band specific to the naphthalene triazole itself. This hinted at the fact that fluoride addition resulted in
a notable change in the photophysical property of the NpTP molecule. The presence of an electron
withdrawing group in the form of F− ions dramatically influenced the excited state dynamics of
the molecule through an inductive effect caused after fluoride is bound to NpTP. This allowed
an electron flow throughout the aromatic rings, causing further conjugation in the system and,
as a result, a red shifted emission band of NpTP appeared at 410 nm (Figure 11b). This also
demonstrated the excited state proton transfer (ESPT) process occurring in this molecule when fluoride
abstracts the phenolic proton [26]. The appearance of the 410 nm emission band is attributed to the
formation of an anion of NpTP. Deprotonation occurs during the excited state lifetime of the molecule.
This phenomenon correlates to the widely studied photophysics of 2-Naphthol [25,67–71] where the
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molecule undergoes the ESPT process at high pH conditions, revealing emission of the Naptholate
anion around 410 nm [67]. Observation of the emissions from both the deprotonated NpTP and
NpTP-F− hinted at the fact that the excited state reaction is partially completed during the excited
state lifetime [67]. Similar observations in the fluorescence spectral patterns of OAc− and H2PO4–
ions indicated that deprotonation and anion binding are simultaneously taking place with anions that
have higher basicity. Though acetate is considered more basic than fluoride, the fluorescence response
for fluoride ions is relatively higher than for acetate (Figure 8). Here, the size of the anion played an
important part in its binding with the molecule. Fluoride, being smaller in size than acetate, has better
proximity to fit in the triazole pocket and bind with the –OH proton.
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Figure 11. Emission (red) and fluorescence excitation (black) spectra of NpTP (~1 × 10−6 M) in
acetonitrile for (a) λexc is 350 nm to obtain emission spectrum and λem is monitored at 530 nm for
excitation scan; (b) λexc is 300 nm to obtain emission spectrum and λem is monitored at 410 nm for
excitation scan.
Overall, relative to our previous study with a phenyl-based sensor, PTP, the spectroscopic
investigation with NpTP revealed increased ion-selectivity with the replacement of the phenyl unit by
the naphthyl group. While fluoride induces the strongest response in both molecules, with PTP the
intensity of the fluorescence with OAc− and H2PO4− was on par [49]. For NpTP, the improvement in
ion selectivity is verified by a fluorescence output with H2PO4− that is significantly lower than that for
OAc− (Figure 9), a clear and marked distinction occurring between F− versus OAc− versus H2PO4−.
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The stoichiometry of the sensor with F− was determined from the modified Benesi–Hildebrand
equation (Equation (1)) [72]. The graph was plotted with 1/ΔF against 1/[L] (Figure S12):
1/ΔF = 1/ΔFmax + 1/K. 1/ΔFmax. 1/[L], (1)
where ΔF = Fx − F0 and ΔFmax = F∞ − F0;
F0, Fx, and F∞ are the fluorescence intensities of the NpTP molecule considered in the
absence, at an intermediate concentration, and at a concentration of complete interaction of the
anion, respectively. K is the binding constant and [L] is the concentration of the fluoride anion.
The fluorescence was monitored at 530 nm. NpTP showed a linear variation upon addition of fluoride,
justifying the validity of the above equation and confirming the 1:1 interaction between the sensor and
the anion. The binding constant, K, determined from the slope to be 2.8 × 104 M−1 for NpTP–fluoride
binding, demonstrated higher sensitivity towards fluoride compared to our previously studied triazole
molecule, PTP (K = 9.0 × 103 M−1) [49].
2.3. Color Studies
The color study showed (Figure 12) a “turn-on” yellow fluorescence enhancement of NpTP,
under a UV lamp of wavelength 365 nm, with tetrabutylammonium salts of fluoride. Salts of H2PO4–
and OAc− ions also showed the “turn-on” fluorescence but the color intensity was low compared to
the F− anion. The results corroborated the absorption and fluorescence spectroscopy experiments.
The observations from spectroscopic and color studies of NpTP upon addition of F− were attributed
to hydrogen bonding, which is consistent with previous studies on hydrogen bonding interactions
between the sensor and the analyte [24,49,73,74].
 
Figure 12. Color changes of NpTP under a UV lamp of long wavelength (365 nm) upon addition of
~2 × 10−2 M of anions to ~1 × 10−3 M sensor in acetonitrile.
2.4. Single Crystal X-ray Crystallography Studies
The single X-ray crystal of NpTP (15 mg) was obtained by slow evaporation of a mixed solvent
system (0.5 mL methanol + 0.2 mL acetonitrile + 2–3 drops of DMSO). A colorless pyramidal crystal
of C18H13N3O having approximate dimensions of 0.067 mm × 0.068 mm × 0.071 mm was used for
the X-ray crystallographic analysis. Crystal data, data collection, and structure refinement details are
summarized in Table 1. NpTP crystallized in the tetragonal space group P43 (#78) with the unit cell
parameters a = 7.3806(16) Å, b = 7.3806(16) Å, c = 50.665(11) Å, volume = 2759.9(13) Å3. The structure
was collected at 140 K and had an unweighted r factor of 4.88% (R1). The thermal ellipsoid of the
single-crystal structure of NpTP is shown in Figure 13.
The structure has two independent NpTP molecules in the asymmetric unit that only differ in
the orientation of the naphthyl ring to the triazole. The structure is held together by two independent
hydrogen bonding chains with H-bond between the phenolic O–H and the triazole nitrogen of
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neighboring molecules. The first chain runs parallel to the a-axis (Figure S15), the second runs
parallel to the b-axis (Figure S16). Combined, these form a network of hydrogen bonds that holds the
overall structure together. The detail reports on NpTP crystal structure is provided in Table S1–S7.
Figure 13. A view of the molecular structure of NpTP, showing the atom labeling. Displacement
ellipsoids are drawn at the 50% probability level.
Table 1. Experimental details for NpTP molecule for single X-ray crystal studies.
Crystal Data for NpTP
Chemical formula C18H13N3O
Mr 287.31
Crystal system, space group Tetragonal, P43
Temperature (K) 173
a, b, c (Å) 7.3806 (16), 7.3806 (16), 50.665 (16)
V (Å3) 2759.9(13)
Z 8
Radiation type Mo Kα
μ (mm−1) 0.09
Crystal size (mm) 0.07 × 0.07 × 0.07
Data collection for NpTP
Diffractometer Bruker D8 Venture Photon 100 diffractometer
Absorption correction Multi-scanSADABS, Bruker
Tmin, Tmax 0.883, 1.00
No. of measured, independent and
observed [F2 > 2.0σ(F2)] reflections 17713, 5409, 4263
Rint 0.045
Refinement
R[F2 > 2σ(F2)], wR(F2), S 0.049, 0.096, 1.02
No. of reflections 5409
No. of parameters 398
H-atom treatment H-atom parameters constrained
Δρmax, Δρmin (e Å−3) 0.16, −0.20
Special treatment Refined as a 2-component inversion twin
Computer programs: Data collection: Bruker APEX3; cell refinement: Bruker SAINT; data reduction: Bruker SAINT;
program(s) used to solve structure: SHELXT-2014 (Sheldrick 2014); program(s) used to refine structure: SHELXL2014
(Sheldrick 2014).
3. Materials and Methods
All chemicals and reactants for NpTP synthesis and the tetrabutylammonium salts of anions
were obtained from commercial sources (Sigma-Aldrich (St. Louis, MO, USA) and Acros Organics
(Pittsburgh, PA, USA)) and used without further purification. Column chromatography was performed
with Selecto Scientific Si-gel (particle size 100–200 microns). All reactions were monitored by thin-layer
chromatography (TLC) using Agela Technologies silica gel plates 60 F254 (Wilmington, DE, USA).
Visualization was accomplished with UV light and/or staining with appropriate stains (iodine,
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vanillin). Melting points were measured with a Vernier Melt Station (Beaverton, OR, USA) using
a Vernier LabQuest 2 and are uncorrected. NMR spectra were recorded on an Agilent MR400DD2
spectrometer (Santa Clara, CA, USA), with a multinuclear probe with two RF channels and variable
temperature capability (1H-NMR: 400 MHz, 13C-NMR: 100 MHz). The solvent used was CD3CN,
[(CD3)2SO], [(CD3)2CO] purchased from Sigma-Aldrich (St. Louis, MO, USA) and Acros Organics
(Pittsburgh, PA, USA) with TMS as an internal standard set at 0 ppm in both 1H-NMR and 13C-NMR
spectra. The NMR signals are reported in parts per million (ppm) relative to the residual in the
solvent. Signals are described with multiplicity, singlet (s), doublet (d), triplet (t), triplet of doublet (td),
quartet (q) and multiplet (m); coupling constants (J; Hz) and integration. High Resolution MS (HRMS)
analyses were performed using MALDI, Q-TOF micro, 3200API, LCMS, GCMS EI (DI) (Figure S13).
The Electrospray Ionization Mass Spectrometry (ESI-MS) was conducted using a Shimadzu LCMS-2020
Single Quad (Korneuburg, Austria) (Figure S14).
Room-temperature absorption and steady-state fluorescence measurements were performed
using a Shimadzu UV-2450 spectrophotometer and PerkinElmer LS55 (Waltham, MA, USA) with
a well plate reader fluorimeter, respectively. Concentration of NpTP was kept at ~1.0 × 10−6 M
in acetonitrile to avoid any possible intermolecular effect. Stock concentrations of ~1.0 × 10−2 M
for the tetrabutylammonium salts of anions were also prepared in acetonitrile. The solvents used
are of HPLC grade and all the experiments were performed at ambient temperature (27 ◦C) with
air-equilibrated solutions.
The single X-ray crystal structure measurements were made on a Bruker D8 Venture Photon
100 diffractometer using Mo-Kα radiation (Madison, WI, USA).
General procedure for synthesis of sensor 2-(4-(naphthalen-2-yl)-1H-1,2,3-triazol-1-yl)phenol (NpTP):
2-Azidophenol (225.4 mg, 1.67 mmol) [75] and naphthylene-2-acetylene (253.9 mg, 1.67 mmol) were
suspended in tert-butanol/water (33.4 mL; 1:1, v/v) in a round bottomed flask. In order to dissolve
the solids completely, the mixture was warmed slightly above the room temperature. An aqueous
solution of copper(II) sulfate pentahydrate (8.10 mg, 0.03 mmol in 2 mL of water) was then added
dropwise, followed by sodium ascorbate (64.0 mg, 0.32 mmol in 2 mL of water). The reaction was
stirred vigorously while refluxing for 24 h. Upon cooling to room temperature, the resulting mixture
was placed in an ice bath and diluted with water (~20 mL) to induce precipitation. The crude, solid
product was collected with vacuum filtration and purified by flash column chromatography (10% ethyl
acetate in hexanes followed by 40% ethyl acetate in hexanes) to provide a beige powder, 329.6 mg (69%).
Melting point: 225.9–226.5 ◦C.
1H-NMR (400 MHz, DMSO-d6) δ 10.60 (brs, 1H, OH), 9.05 (s, 1H), 8.52 (s, 1H), 8.11 (dd, 1H, 1.6, 8.0 Hz),
7.98–8.04 (m, 2H), 7.95 (dd, 1H, 1.4, 8.0 Hz), 7.66 (dd, 1.68, 7.92), 7.50–7.60 (m, 2H), 7.39 (ddd, 1H, 0.8,
1.76, 7.48 Hz), 7.17 (dd, 1H, 1.28, 8.3 Hz), 7.03 (td, 1H, 1.2, 7.6 Hz).
13C-NMR (100 MHz, DMSO-d6) δ 150.0, 146.1, 133.2, 132.6, 130.4, 128.5, 128.0, 127.7, 126.6, 126.1, 125.5,
124.6, 123.7, 123.6, 123.4, 119.5, 117.0.
ESI-MS m/z 288.0 [M + H]+; calculated value for C18H13N3O = 287.0, found from experiment 288.0.
HRMS (ESI/QTOF) m/z: [M + H]+ calculated for C18H14N3O 288.1131; Found 288.1119.
4. Conclusions
A new, simple, efficient synthesis of a naphthalene-based -1,2,3-triazole fluorescent sensor that
showed yellow “turn-on” fluorescence response in the presence of fluoride ions has been developed.
The single crystal and NMR studies confirmed the skeletal structure of NpTP. The binding interaction
of NpTP with the fluoride anion through the phenolic group and the triazole proton of the sensor
was confirmed from the upfield shift of the phenolic protons and the downfield shift of the triazole
proton. Job’s plot using NMR studies revealed 1:1 binding between the NpTP molecule and the anion.
Steady state studies of UV-Vis and fluorescence supported the formation of the new species after
the interaction of NpTP and F−. The presence of fluoride ions demonstrated an ESPT process in
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the molecule. The recognition behavior of the NpTP molecule towards anions can find applications
in logic gate systems, molecular switches, dual detection systems, and in a biological environment.
The described sensing system can also open up avenues in “structure–signal” (structure–property)
investigations for developing a predictive model for tuning the signal-output of 1,2,3-triazole sensors
for efficient and selective sensing.
Supplementary Materials: The following are available online at http://www.mdpi.com/2312-7481/4/1/15/s1.
Figure S1. 1H-NMR spectrum of NpTP. Figure S2. 13C-NMR spectrum of NpTP in DMSO-d6. Figure S3. 13C-NMR
spectrum of NpTP in Acetone-d6. Figure S4. 1D DEPT90 spectrum of NpTP. Figure S5. 2D HMBC spectrum of
NpTP. Figure S6. The 2D NOESY spectrum of NpTP in ((CD3)2S=O, RT) showing the correlation between the H7
proton and H10 and H14 protons and in between H10 and H15 proton. Figure S7. The 2D NOESY spectrum of
NpTP in ((CD3)2S=O, RT) showing the correlation between the -OH proton and H2 proton. Figure S8. 2D NOESY
spectrum of NpTP + 4 equivalence of TBAF. Figure S9. 1H-NMR Titration experiments of NpTP with TBAF
in DMSO-d6. Figure S10. 1H-NMR Titration experiments of NpTP with TBAF in DMSO-d6, region expanded
from 13.5 to 18.0 ppm. Figure S11. 19F-NMR Titration experiments of NpTP with TBAF in DMSO-d6. Figure S12.
Benesi–Hildebrand plot of NpTP. Figure S13. HRMS of NpTP. Figure S14. ESI of NpTP. Figures S15 and S16.
Single Crystal X-ray spectroscopic study. Tables S1–S7. Detail reports on NpTP crystal structure.
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Abstract: A method is proposed to extend the zero-temperature Hall-Klemm microscopic theory
of the Knight shift K in an anisotropic and correlated, multi-band metal to calculate K(T) at finite
temperatures T both above and into its superconducting state. The transverse part of the magnetic
induction B(t) = B0 +B1(t) causes adiabatic changes suitable for treatment with the Keldysh contour
formalism and analytic continuation onto the real axis. We propose that the Keldysh-modified version
of the Gor’kov method can be used to evaluate K(T) at high B0 both in the normal state, and by
quantizing the conduction electrons or holes with Landau orbits arising from B0, also in the entire
superconducting regime for an anisotropic, multiband Type-II BCS superconductor. Although the
details have not yet been calculated in detail, it appears that this approach could lead to the simple
result KS(T) ≈ a(B0) − b(B0)|Δ(B0, T)|2, where 2|Δ(B0, T)| is the effective superconducting gap.
More generally, this approach can lead to analytic expressions for KS(T) for anisotropic, multiband
Type-II superconductors of various orbital symmetries that could aid in the interpretation of
experimental data on unconventional superconductors.
Keywords: Knight shift; Type-II superconductor; nuclear magnetic resonance; anisotropy;
electron correlations
1. Introduction
In nuclear magnetic resonance (NMR) measurements of a nuclear spin, there is a difference
between the resonance frequency of that spin when it is in a metal from when it is in vacuum or in an
insulator. This is known as the Knight shift [1]. Although the temperature T dependence of the Knight
shift in a superconductor KS(T) has long been considered to be a probe of the spin state of the paired
electrons [2–4], the only theoretical basis for that assumption was the 1958 Yosida model that assumed
the probed nuclear spins could be entirely neglected [5], and that the only quantity of interest was
the T dependence of the zero-magnetic-field H limit of the electron spin susceptibility of an isotropic
and uncorrelated Type-I superconductor [5]. This led for a BCS singlet-pair-spin superconductor to
KS(T) ∝ x/(1 + x), where x = (β/Δ) dΔdβ , β = 1/T, Δ(T) is one-half the BCS energy gap, and we set
kB = 1, so that KS(T) → 0 as T → 0, unlike most experimental results [5].
For isotropic Type-I superconductors in the Meissner state, crushing the sample to a powder of
crystallites the cross-sections of which were less than the magnetic penetration depth was usually
found to provide a reasonable method for that conventional theory to be applicable [2–4]. In the first
years following the BCS theory, a few elemental transition metal superconductors were found to behave
somewhat differently, as KS(T) did not vanish as T → 0 [6], and it was thought that surface impurity
spin-orbit scattering could explain the near-cancelation of KS(0) in transition metals [6,7]. However,
surface impurity spin-orbit scattering could not explain the observed non-vanishing KS(0) results
observed in clean materials. It is now understood that there is also a component to the Knight shift
due to the orbital motion of the electrons in a superconductor, and for an anisotropic superconductor,
this orbital contribution to the Knight shift depends upon the magnetic induction B direction.
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There have since been many examples of unexplained behaviors of the Knight shift in exotic
superconductors. Since one possibility of a T-independent Knight shift result would be a parallel-spin,
triplet pair-spin superconducting state, the use of the Knight shift has been considered to be a principal
tool for the identification of a triplet pair-spin state. Some examples of triplet-pair-spin or some
other types of exotic behavior claimed to exist in unusual materials based upon the unconventional
Knight shift T-dependence are listed in the bibliography [8–14]. However, one of those materials
was a quasi-one-dimensional organic superconductor [10,11], some examples of which often exhibit
spin-density waves [15], and another was the very dirty sodium cobaltate hydrate material [12–14].
In the latter example, the upper critical field parallel to that layered compound is Pauli-limited,
which normally only occurs when the magnetic field breaks the oppositely-oriented pair spins [16,17].
Since dirt drastically suppresses p-wave superconductivity [18], the sodium cobaltate hydrate Knight
shift results, if correct, are likely to arise from some other mechanism.
Moreover, in highly anisotropic Type-II superconductors, such as the cuprates and heavy fermion
materials, other significant breakdowns in the Yosida theory have been found to exist. In the first
Knight shift measurements on the cuprate YBa2Cu3O7−δ, Bennett et al. found that the Yosida theory
appeared to work for the 63Cu spins in the CuO chains for all applied H directions, although the
orbital contributions are different for each of those three orthogonal H directions, and it also appeared
to work well for the 63Cu spins in the CuO2 planes when the strong constant H was applied parallel
to the CuO2 layers. However, when H was applied normal to the CuO2 layers, no T dependence
to the Knight shift was observed in that cuprate [19]. This result was later described by Slichter as
possibly being due to a “fortuitous” cancelation of the effect from an isolated planar 63Cu spin by
its interaction with its near-neighbor planar 63Cu spins [20]. Subsequently, in a number of layered
correlated superconductors, the T dependence of the Knight shift probes of the nuclear spins in
the layers with the field applied normal to the layers has been observed to vary strongly with field
strength, approaching a constant KS(T) in the large normal field strength limit, as first observed by
Bennett et al. [19–24].
Especially in the case of Sr2RuO4, numerous Knight shift measurements of the 17O, 99Ru, 101Ru,
and 87Sr have all led to temperature-independent Knight shift measurements [25–27], as did polarized
neutron scattering experiments [28]. These experiments were all interpreted as evidence for a
parallel-spin pair state in that material. However, several upper critical field measurements with the
field parallel to the layers showed strong Pauli limiting effects [29,30], which is inconsistent with a
parallel-spin pair state[31,32]. In addition, the fact that T-independent Knight shift measurements
were obtained for the field both parallel and perpendicular to the RuO2 layers is incompatible with any
of the crystal point-group-compatible p-wave states. Thus, the only way for a T-independent Knight
shift to legitimately arise from a parallel-pair-spin state in both field directions is for the d-vector
(the vector describing the components of the three triplet spin states) to rotate with the magnetic
field [33,34]. This argument was used to show that while the upper critical field of Sr2RuO4 is strongly
Pauli limited for the field applied parallel to the layers, it could possibly be consistent with one or
more p-wave helical states, provided that the d-vector is allowed to rotate freely with the magnetic
field direction [32]. This means that spin-orbit coupling with the lattice would have to be negligible.
However, there is strong evidence that spin-orbit coupling in Sr2RuO4 is very strong at some points on
the Fermi surface, ruling out such d-vector rotation possibilities[35]. More worrisome for the Knight
shift measurement results is the fact that carefully performed scanning tunneling measurements of
the electronic density of states provided very strong evidence of a nodeless superconducting order
parameter orbital symmetry in Sr2RuO4 [17,36], consistent with a nearly isotropic gap function that
is essentially identical on all three of its Fermi surfaces. Since the theories behind the Pauli limiting
effects and the BCS gap density of states are very well established, but the Knight shift measurement
interpretations rely entirely on the complete neglect of the probed nuclear spins, the development of
a microscopic theory of the T dependence of the Knight shift in anisotropic and correlated Type-II
superconductors is sorely needed.
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We further note that the time dependence of a spin-1/2 particle in a classic magnetic resonance
experiment is now a textbook example of an exactly soluble first quantization quantum mechanics
problem giving rise to a Berry phase [37,38]. In that case, the Berry, or geometric, phase is a combination
of the resonance profile with the frequency of the oscillatory transverse applied magnetic field.
In higher spin I systems, there are 2I combinations of those two quantities, giving rise to a multiplet of
Berry phases, as discussed in the following. Note that the probed nuclear spins of Sr2RuO4 are either
5/2 or 9/2. Since nothing was known about the Berry phase in 1958, its possible implications for the
interpretation of Knight shift measurements have been generally and perhaps completely ignored in
the literature.
In fairness to the pioneering work of Yosida [5], there have been a few cases in which a complete
lack of any T-dependence to the Knight shift has been confirmed by other experiments consistent
with a parallel-pair-spin superconducting state [39–41]. These are for the uranium-based compounds
UCoGe and UPt3, for which the T-independent Knight shift in UCoGe is in agreement with the
general assessment of the upper critical field and muon depolarization experiments [18,40]. In UPt3,
the seeming incompatibility of the Knight shift and the upper critical field appears to have been
resolved by polarized neutron diffraction experiments [41], favoring a parallel-spin pair state in all
three superconducting phases. In the ferromagnetic superconductors UGe2, UCoGe, and URhGe,
the weak Ising-like ferromagnetism appears to allow for a parallel-spin, p-wave superconducting order
parameter in the plane perpendicular to the ferromagnetism, but the Knight shift measurements have
not yet been made on URhGe and UGe2, the latter of which is only superconducting under pressure.
In these three ferromagnetic superconductors, there is at least a plausible mechanism for a parallel-spin
pair superconducting state, and in URhGe the upper critical field fits the predictions for all three crystal
axis directions of a parallel-spin p-wave polar state fixed to the crystal a-axis direction normal to the
c-axis Ising ferromagnetic order [40,42], and there is a reentrant, high field phase that violates the Pauli
limit by a factor of 20 [40]. In order to obtain further evidence that the classic Yosida interpretation
of a T-independent KS(T) can correctly imply a parallel-spin superconducting state, we urge that
73Ge, with a strong nuclear moment, (or possibly 103Rh, with a much weaker nuclear moment) KS(T)
measurements on URhGe be carefully performed in the low-field superconducting phase.
2. The Model
The first microscopic model of the Knight shift at T = 0 in anisotropic and correlated metals
was recently presented by Hall and Klemm [43]. This model assumed that the applied magnetic
fields probe the nuclear spins, and the spins of the electrons orbiting the nucleus interact with the
nucleus via the hyperfine interaction in the form of a diagonal D tensor with two distinct components
Dx = Dy 	= Dz. The assumption Dx = Dy was made to simplify the calculations, as discussed in more
detail in the following. After interacting with the nuclear spins, the orbital electrons can be excited into
one of multiple bands, each of which was assumed to have an ellipsoidal Fermi surface of arbitrary
anisotropy and shape. The orbital motion of the electrons in each of these bands was constrained by
the strong, time-independent part B0 of the magnetic induction B(t) to be in Landau levels, and the
electron spins also could interact weakly with B0. It was found that the self-energy due to Dz led to
the Knight shift, and that due to Dx = Dy led to the first formulas for the linewidth changes associated
with the Knight shift at T = 0. However, since those calculations were made at T = 0, they could not
be used to probe the superconducting state. In the following, a method is proposed to do so.
Following Haug and Jauho [44], we write the Hamiltonian as H = H0 + Hint + H′(t),
where H0 +Hint is the time-independent part and H′(t) is the time-dependent part due to the
oscillatory (or pulsed) magnetic field transverse to the constant applied magnetic field H0, and the
time-independent part consists of the simple (or exactly soluble) part H0 and the interaction part
Hint that involves the interactions between the particles that must be treated perturbatively. In the
case at hand, there are four types of particles: (1) the nuclear spins probed in the NMR experiment,
which are assumed to have the general spin I 	= 0 with (2I + 1) substates denoted mI ; (2) the local
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orbital electrons surrounding each of the nuclei probed in the NMR experiment; (3) the conduction
electrons or holes that propagate from the local nuclei throughout the metal/superconductor; and (4)
the superconducting Cooper pairs of electrons or holes. We note that complicated materials such as
Sr2RuO4 contain multiple Fermi surfaces, which can be a mix of electron and hole Fermi surfaces.
In this model, we do not account for competing ferromagnetism or charge-density wave (CDW)
or spin-density wave (SDW) formation, at least one of which is normally present in the transition
metal dichalcogenides, the organic layered superconductors, the cuprates, the iron pnictides, and the
ferromagnetic superconductors. Such competing effects will be the subjects of future studies.
2.1. The Simple Hamiltonian H0
Since in an NMR experiment, the applied magnetic field can be applied in any direction,
we assume the resulting constant magnetic induction B0 = B0(sin θ cos φ, sin θ sin φ, cos θ) = B0r̂
with respect to the crystalline Cartesian x, y, z axes. We then quantize the spins along B0. We thus write
H0 = Hn,0 +He,0 +Hcond,0 , (1)
where
Hn,0 = −ωn ∑
i,mI
mI a†i,mI ai,mI , (2)
He,0 = ∑
i,q,σ










[∇j,ν/i − eAj,ν(rj)]2 − σω′j,e/2
)
ψj,σ(rj) , (4)
where e is the electronic charge, a†i,mI creates a nucleus of spin I in the subspin state mI = −I,−I +
1, . . . , I − 1, I at the atomic position i, b†i,q,σ creates an electron with energy εq and spin-1/2 eigenstates
indexed by σ = ±1 orbiting that nucleus at site i, where q ∈ (n, , m) is nominally its weak-spin-orbit
local electron orbital quantum number set [or its fully relativistic set (n, j)], ψ†j,σ(rj) creates an electron
or hole with spin eigenstate σ = ±1 at position rj in the jth conduction band, ωn = μn · B0, ωe = μe · B0,
ω′j,e = μe · gj · B0 are respectively the Zeeman energies for the probed nucleus, local orbital electrons,
and conduction electrons, respectively, μn is the nuclear magneton for the probed nucleus (the value of
which can be positive or negative), |μe| = μB is the Bohr magneton, gj · B0 defines the quantization
axis direction for the anisotropic but assumed diagonal gj tensor in the jth of the Nb conduction bands
with effective mass mj,ν in the νth spatial direction, Aj,ν(rj) is the νth component of the magnetic vector
potential at the position rj of the conduction electron in the jth band, B0 = ∇j,ν × Aj,ν is the magnetic
induction that is independent of j, ν, and the time t, i =
√−1, and we set h̄ = 1. Here we use the
previous notation [43], but rearrange the terms in the overall Hamiltonian in order to properly take
account of both the t and T dependencies essential for probing the superconducting state. We note
that for integer or half-integer I, the nuclei would normally be expected to obey Bose-Einstein or
Fermi-Dirac statistics, but since different nuclei correspond to different atoms and do not come in
contact with one another, that statistics is not expected to be an important feature of the Knight shift.
Equation (1) is the extension to arbitrary nuclear spin I of the bare Hamiltonian studied previously,
except that Hcond,0 was the time independent part of HA,2 [43]. We note that for a diagonal gj tensor,
ω′j,e = μBB0[gj,xx sin
2 θ cos2 φ + gj,yy sin2 θ sin2 φ + gj,zz cos2 θ]1/2. (5)
As a starting point, we assume B0 is uniform in the probed material, but when the material goes
into the superconducting state, and B0 is in an arbitrary direction with respect to the crystal axes,
this is only true at the upper critical field Hc2 above which the superconductor becomes a normal
247
Magnetochemistry 2018, 4, 14
metal [17,45]. However, in the mixed state for which the time-independent part of the applied magnetic
field H0 satisfies Hc1 < H0 < Hc2, if H0 is along a crystal axis, the direction of B0 is the same as the
direction of H0 [17,46].
2.2. The Time-Independent Interaction Hamiltonian Hint
We write the time-independent interaction part Hi of the Hamiltonian as
Hint = Hh f +He,int +He,cond +Hsc , (6)
where


























δ(3)(rj − ri) , (9)
where AσI,mI =
√
I(I + 1)− mI(mI + σ), and depending upon what is calculated, the superconducting
pairing interaction may be written either in real space as










j′)Vj,j′ ;σ,σ′(rj − r′j′)ψj′ ,σ′(r′ j′)ψj,σ(rj) , (10)












j′)Vj,j′ ;σ,σ′(kj − k′j′)ψj′ ,σ′(k′j′)ψj,σ(kj) . (11)
Although it appears at first sight to be easier to extend the calculation of the Knight shift
into the BCS superconducting state by using Hpossc in order to include the Zeeman terms,
we have included the momentum-space pairing interaction Hmomsc for p-wave superconductors
in magnetic fields [18,42], for which the simplest single-band parallel-spin pairing interaction
Vj,j′ ;σ,σ′(kj − k′j′) = −V0δj,j′δj,1δσ,σ′k1 · k′1 [18], and a modification of Hmomsc more naturally treats the
pairing of conduction electrons (or holes) in the presence of a strong B0.
We note that σ = ±1 present in AσI,mI corresponds to the correct matrix elements for raising and
lowering the mI value and also corresponds to our description of the spin-1/2 electron spins [43].
Of course, mI and σ are restricted by −I ≤ mI , mI + σ ≤ I. The first three of these terms were
presented previously [43], except for a slightly different normalization factor proportional to Nb,
and respectively represent the hyperfine interaction between the nuclear and surrounding orbital
electrons, the effective local electron correlation interaction, and the effective Anderson interaction
that allows an orbital electron to leave a local atomic site and jump into a conduction band [47].
The last term Hsc is responsible for superconducting pairing, and in the form presented allows for
pairing between electrons or holes in different bands and with either the same (σ′ = σ) or different
(σ′ = −σ) spins. In most superconductors, interband pairing is generally considered to be less
important than is intraband pairing, but such complications might be important in cases such as
Sr2RuO4, for which two of the bands are nearly identical. For standard BCS pairing, we would have
Vσ,σ′(rj − r′j′) → −V0δσ′ ,−σδj,j′δ(3)(rj − r′j), at least in the standard approximation. For parallel-spin
p-wave superconductors, one cannot assume the paired electrons are at the same location, but different
approximations have been found to give reliable results for the upper critical induction in ferromagnetic
superconductors [18,32,42,48,49].
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2.3. The Time-Dependent Hamiltonian H′(t)
The crucial part of a magnetic resonance experiment arises from the time-dependent
field transverse to the stronger constant magnetic field. In a conventional NMR experiment,
the time-dependent induction B1(t) oscillates in the plane normal to the strong, constant magnetic
induction B0. For B0 = B0(sin θ cos φ, sin θ sin φ, cos θ) = B0r̂, one may then write
B1(t) = B1{cos[ω0(t − t0)]θ̂− sin[ω0(t − t0)]φ̂}, where θ̂ = (cos θ cos φ, cos θ sin φ,− sin θ) and
φ̂ = (− sin φ, cos φ, 0) in the same Cartesian coordinates, and in order not to get confused with the
time contours, we may choose B1(t0) to be along θ̂. This is the classic way to obtain a resonance in the
power spectrum associated with flipping an electron or proton spin from up to down, or in a spin I
nucleus, to obtain a regular pattern of resonance frequencies associated with changes in the multiple
Zeeman-like nuclear spin levels. Since one generally takes B1  B0, this classic case is generally
adiabatic [37,38], and is the simplest case to treat analytically.
For the above classic NMR case of a single angular frequency ω0 in B1(t), we then have



















where Ωn = μnB1, Ωe = μeB1, and Ω′j,e = μe · gj · B1, and AσI,mI is given by Equation (11) [43].
3. The Keldysh Contours
Following Haug and Jauho [44] and with regard to the contours, Rammer and Smith [50], we may
treat the time and temperature dependence of the particles together in the same formulas, as long
as we properly order the time integrations around the appropriate contours. When there is only one
type of particle, which we take to be a fermion, the fields at the three-dimensional positions r1 and r1′
evolve in time according to the simple Hamiltonian H0,
ψH0(r1, t1) ≡ ψH0(1) = eiH0t1 ψ(r1)e−iH0t1 , (16)
ψ†H0(r1′ , t1′) ≡ ψ†H0(1′) = eiH0t1′ ψ†(r1′)e−iH0t1′ , (17)






and the Green function is given by the two contour integration paths C and Cint sketched in Figure 1,
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where the operators in H′H0(τ) and Hint,H0(τ) evolve in time via the easily soluble Hamiltonian H0.
The Greek letter τ implies that one needs to consider it as being just above or just below the real axis
until the contours merge into one. Roman lettering (t) indicates the integrals are on the real axis.
Figure 1. (a) Sketch of the “closed path” contour C; (b) Sketch of the “interaction” contour Cint.
For the case of the time-dependent Hamiltonian H′(t) making adiabatic changes, as in the case
considered here, the two contours C and Cint respectively shown in Figure 1a,b merge into contour C
shown in Figure 1a. We use the standard short-hand notation
G(1, 1′) = −i〈TC[ψH(1)ψ†H(1′)]〉, (22)
where the particle type, its position, and its energy are still undefined. In order to treat the various
time orderings on the contour C, we define the following in the Heisenberg representation for the full
Hamiltonian H,
G>(1, 1′) = −i〈ψH(1)ψ†H(1′)〉, (23)
G<(1, 1′) = +i〈ψ†H(1′)ψH(1)〉, (24)
GC(1, 1′) = −i〈T[ψH(1)ψ†H(1′)]〉 = Θ(t1 − t1′)G>(1, 1′) + Θ(t1′ − t1)G<(1, 1′), (25)
GC̃(1, 1′) = −i〈T̃[ψH(1)ψ†H(1′)]〉 = Θ(t1 − t1′)G<(1, 1′) + Θ(t1′ − t1)G>(1, 1′), (26)
where the ordinary time-ordering operator T and inverse-time-ordering operator T̃ describe
opposite directions in time, as sketched by lines C1 and C2 in Figure 2. We note
that GC(1, 1′) + GC̃(1, 1) = G<(1, 1′) + G>(1, 1′), so only three of these Green functions are
linearly independent.
Figure 2. Sketch of the Keldysh contour CK .
Here we need to describe three particles, all of which are effectively fermions.
3.1. Bare Nuclear Contour Green Functions
We first consider the nuclei, which are assumed not to interact with one another, as they are fixed
in the crystalline locations, which if there is more than one isotope of a particular type with spin I,
may be at a random selection of crystalline sites. In the presence of the constant magnetic induction
B0, it can be in any one of the 2I + 1 manifold of nuclear Zeeman states, but because each of these local
states at the probed nuclear site i can be either unoccupied or singly occupied, this manifold of local
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nuclear spin states is precisely that of a fermion with (2I + 1) states. Its occupancy in the local state mI
on site i in the grand canonical ensemble is therefore easily seen to be
〈n̂ni,mI 〉 =
1
eβ(εmI −μncp) + 1
, (27)
where εmI = −ωnmI and μncp is the nuclear chemical potential. We then have for the bare nuclear
Green functions with H = H0,n,
G(0,n),<i,i′ ;mI ,m′I
(1, 1′) = +iδi,i′δmI ,m′I e
iεmI (t1−t1′ )〈n̂ni,mI 〉, (28)
G(0,n),>i,i′ ;mI ,m′I
(1, 1′) = −iδi,i′δmI ,m′I e
iεmI (t1−t1′ )[1 − 〈n̂ni,mI 〉], (29)
and G(0,n),Ci,i′ ;mI ,m′I
(1, 1′), G(0,n),C̃i,i′ ;mI ,m′I
(1, 1′) are constructed from these according to Equations (25) and (26).
There are only three distinct bare neutron Green functions. This is also true when interactions are
included [44]. Although it is somewhat surprising that the nuclear occupation density has the Fermi
function form even for integral spin I, this is due to the nuclear Zeeman magnetic level occupancy
being either 0 or 1 for each level on a given probed nuclear site.
3.2. Bare Orbital Electron Contour Green Functions
For the surrounding orbital electrons, we assume that the magnetic induction B0 + B1(t) is
sufficiently weak that it does not change the electronic structure of the orbital electrons or lead to
transitions between the orbital electron states and energy levels. Thus, we assume that it only interacts
with the orbital electron spins. We note that this is expected to be a good approximation, as the total
charge of the nucleus plus its orbital electrons is on the order of one electron charge (for an ion), and the
mass of the ion is so large that any Landau levels describing the orbital electrons and their central
nucleus is completely negligible in comparison with the Landau levels of the conduction electrons.
The only point then to consider for the interaction of B0 with the orbital electrons is that there can be
either 0, 1, or 2 electrons in a given orbital energy εq, and two possible magnetic energies for up and
down spins. Hence, it is elementary to show that the average orbital electron occupation number in









(1, 1′) = +iδi,i′δq,q′δσ,σ′ ei(εq−σωe/2)(t1−t1′ )〈n̂ei,q,σ〉, (31)
G(0,e),>i,i′ ;q,q′
σ,σ′
(1, 1′) = −iδi,i′δq,q′δσ,σ′ ei(εq−σωe/2)(t1−t1′ )[1 − 〈n̂ei,q,σ〉], (32)
and the time-ordered and inverse-time-ordered bare orbital electron Green functions are obtained
analogously using Equations (25) and (26). Only three of the bare orbital electron Green functions are
linearly independent. This is also true when interactions are included [44].
3.3. Bare Conduction Electron Contour Green Functions
In a normal metal (above the superconducting transition of all superconductors including the
cuprates and the record high transition temperature superconductor hydrogen sulfide, which probably
transforms to H3S under the 155 GPa pressure that causes it to become superconducting at 203 K [51]),
the conduction electrons or holes propagate throughout the metal with wave vectors on or nearly
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on one or more Fermi surfaces. Both the spins and the charges of the conduction electrons interact
with B0, the spins via the Zeeman interaction and the charges couple to the magnetic vector potential,
leading to Landau orbits. Here we assume each of these potentially multiple Fermi surfaces has an
ellipsoidal shape, but the shapes and orientations of each of the Fermi surfaces can be different from
one another.
We first use the Klemm-Clem transformations to transform each of the ellipsoidal conduction
electron band dispersions into spherical forms [43,45]. For each ellipsoidal band, the anisotropic
scale transformation that preserves the Maxwell equation ∇ · B0 = 0 transforms the elliptical Fermi
surface into a spherical one, but rotates the transformed induction differently in each band. Then, one
rotates these bands so that the rotated induction is along the z direction in each band [43]. In the jth
band, the conduction electrons behave as free particles with wave vector kj,|| along the transformed
ẑ direction, but propagate in Landau orbits indexed by the harmonic oscillator quantum number nj.
Thus, we need to requantize the conduction electron fields as ψ̃j,nj ,σ(kj,||).









ψ̃†j,nj ,σ(kj,||)[ε j(nj, kj,||)− σω̃′j,e/2]ψ̃j,nj ,σ(kj,||), (33)







ω̃′j,e = μBB0β j(θ, φ), (35)
where nj = 0, 1, 2, . . . are the two-dimensional simple harmonic oscillator quantum numbers of the
Landau orbits for band j, kj,|| are the free-particle dispersions along the transformed induction direction,
αj(θ, φ) = [mj,1 sin2 θ cos2 φ + mj,2 sin2 θ sin2 φ + mj,3 cos2 θ]1/2, (36)





β j(θ, φ) = [g2j,xxmj,1 sin
2 θ cos2 φ + g2j,yymj,2 sin
2 θ sin2 φ + g2j,zzmj,3 cos
2 θ]1/2, (39)





is the spatially-transformed Landau degeneracy for a single electron in the jth band. We may then
write the conduction electron occupation number as






where μcond,cp is the chemical potential of the conduction electrons. We note that all of the bands that
cross this conduction electron chemical potential make important contributions to the Knight shift.
The bare conduction electron Green functions can then be found to be
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(1, 1′) = +iδj,j′δk̃j,|| ,k̃′j′ ,||
δnj ,n′j′
δσ,σ′ gL,je
i[ε j(k̃j,|| ,nj)−σω̃′e/2](t1−t1′ )〈n̂condi,k̃j,|| ,nj ,σ〉, (42)





(1, 1′) = −iδj,j′δk̃j,|| ,k̃′j′ ,||δnj ,n′j′ δσ,σ′ gL,je
i[ε j(k̃j,|| ,nj)−σω̃′e/2](t1−t1′ )[1 − 〈n̂condi,k̃j,|| ,nj ,σ〉], (43)
and the contour-ordered and inverse-contour-ordered bare conduction electron Green functions are
obtained as in Equations (25) and (26), so that there are only three independent bare conduction
electron Green functions.
Furthermore, due to the strong B0, we also need to spatially transform all of the other terms in













Ω̃′j,e ≈ μBB1γj(θ, φ), (45)
γj(θ, φ) = [g2j,xx(mj,2 sin
2 θ sin2 φ + mj,3 cos2 θ)
+g2j,yy(mj,1 sin
2 θ cos2 φ + mj,3 cos2 θ) + g2j,zz(mj,1 cos
2 φ + mj,2 sin2 φ)]1/2. (46)
4. Transformations in Time of the Operators with the Bare Hamiltonian
In order to proceed with the perturbation expansions, we first need to transform the nuclear,
orbital electronic, and conduction electronic operators in real time, using the bare Hamiltonian in
Equation (1). For the nuclear and orbital electronic operators, this is elementary. We have









= +iωnmI ai,mI (t), (47)
and integrating the elementary differential equation, we immediately find
ai,mI (t) = e
iωnmI tai,mI (0) = e
iωnmI(t−t0)ai,mI (t0), (48)
in order to use this in Equation (16). The quantity a†i,mI+σ(t) is instantly obtained from the Hermitian
conjugate of Equation (52) and letting mI → mI +σ, and hence a†i,mI+σ(t) = e−iωn(mI+σ)(t−t0)a†i,mI+σ(t0),






i,mI ,σ(t0)ai,mI (t0). (49)
Similarly, for the local orbital electron operators, we have
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For the spatially-transformed conduction electron operators,
ψ̃j,nj ,σ(kj,||, t) = e
iH̃cond,0(t−t0)ψ̃j,nj ,σ(kj,||, t0)e
−iH̃cond,0(t−t0) (53)
= e−i[ε j(nj ,kj,||)−σω̃
′
j,e/2](t−t0)ψ̃j,nj ,σ(kj,||, t0), (54)
so that the time-transformed Equation (44). becomes















We note that all three of these transformed Hamiltonians correspond to spin-dependent external
field interactions, where the fields are























Then, we time transform the difficult (interaction) parts of the full Hamiltonian. The hyperfine
and local electron-electron interactions are elementary to transform. We obtain
















Of these, only the transverse (Dx) part of the hyperfine interaction picks up a time dependence.
Before we time transform the remaining two interaction Hamiltonians, we first spatially transform the
conduction electron operators in the presence of the magnetic field necessary for the NMR experiment.
Then we rewrite He,cond in terms of the spatially-transformed conduction electron fields,











j,nj ,σ(kj,||)bi,q,σ + H.c.
)
, (61)
which after time-transformation with respect to He,0 and H̃cond,0 becomes











ψ̃†j,nj ,σ(kj,||, t0)bi,q,σ(t0) + H.c.
)
(62)
The most important Hamiltonian for the Knight shift in a superconductor is the pairing interaction
Hsc, which in position space was written in Equation (10). Since in a Knight shift measurement,
the experimenter first measures the Knight shift in the applied field H(t) and hence the induction
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B(t) = μ0H(t) while the superconductor is in its normal (metallic) state, and then cools the material
through its superconducting transition at Tc(H), it is clear that the correct formulation for the
superconducting pairing interaction must be in momentum space, and more precisely, to account for
the pairing of the electrons (or holes) while they are in Landau orbits in the normal state. We therefore
first rewrite Hsc in a fully spatially-transformed magnetic-induction-quantized form that allows for
different pairing interactions, such as those giving rise to various types of spin-singlet and spin-triplet
superconductors arising from a multiple-band metal. As a start to understand the orbital motion of
the paired superconducting electrons (or holes), we first assume the standard approximation for the
evaluation of the upper critical field Hc2 that the paired particles of combined charge 2e move together
in Landau levels [18,42,52,53]. For a BCS superconductor for which Vj,j′ ;σ,σ′(kj − k′j′) = −V0δj,j′δσ,−σ′ ,
there is no need to transform the wave vector dependence of the pairing interaction due to the Landau
orbits formed by the strong applied field [18]. Such pairing interactions will be considered elsewhere.
Thus, we begin by considering only the simplest case of isotropic intraband pairing of equivalent
strength in all of the bands, which after spatial transformation due to the magnetic induction may be
written as




















and transforming this in time using Hcond,0, we have




















which is independent of t.
5. Dyson’s Equations for the Green Functions
For a system with continuous position variables r, the contour C Dyson equation for an adiabatic
time-dependent interaction for which Cint → C can be written as [44]
















dτ3G0(1, 2)Σ(2, 3)G(3, 1′), (65)
where Σ is the self-energy and U is an external field. By carefully keeping the order of the times in
going about the contour C, one can analytically continue the integrals off the real axis to the real axis.
We first need to define the retarded and advanced Green functions, which are
Gr(1, 1′) = Θ(t1 − t1′)[G>(1, 1′)− G<(1, 1′)], (66)
Ga(1, 1′) = Θ(t1′ − t1)[G<(1, 1′)− G>(1, 1′)], (67)
Then, letting
∫
C dτ2G0(1, 2)G(2, 1
′) be represented by C = AB, one can analytically continue the
appropriate contour-ordered Green function components on the real axis, so that
C< = ArB< + A<Ba, (68)
C> = ArB> + A>Ba, (69)
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−∞ dt2. Similarly, by representing the double contour integral∫
C dτ2
∫
C dτ3G0(1, 2)Σ(2, 3)G(3, 1
′) by D = ABC, one can analytically continue these contour
integration paths to the real axis, obtaining [44]
D< = ArBrC< + ArB<Ca + A<BaCa, (70)
D> = ArBrC> + ArB>Ca + A>BaCa, (71)
We then implement the three Dyson equations for the nuclear, local orbital electron, and
conduction electron Green functions. We first consider the Dyson equation for the nuclear Green
function. In this case, there are two terms to consider: the external field Un given by Equation (56), and
the hyperfine interaction given by Equation (59). However, the hyperfine interaction does not involve
two different times, as in the self-energy, which is analogous to the exchange interaction in the electron
gas with electron-electron Coulomb interactions. It is instead analogous to the direct interaction with
a fermion loop, but in this case, the fermion loop is for the local orbital electrons. As first shown by
Hall and Klemm, the leading self-energy diagrams for the Knight shift and the linewidth changes in a














































Figure 3. Hall-Klemm diagrams for the Knight shift linewidth changes at T = 0. The vertical
solid lines on the left are the nuclear Gn(1, 1′), the wiggly horizontal line represents the hyperfine
interaction, the dashed curves represent Ge, the stars represent the excitation from the local orbitals to
the conduction band, and the solid counterclockwise arrowed curves represent the conduction electron
Gcond. (a) represents the leading Knight shift contribution arising from Dz; (b,c) represent the two
leading contributions to the linewidth changes arising from Dx [43]. Reprinted with permission of B.
E. Hall and R. A. Klemm. Microscopic model of the Knight shift in anisotropic and correlated metals.
J. Phys. Condens. Matter 2016, 28, 03LT01. Copyright c©2016 Institute of Physics.
6. Proposed Calculation of K(T) in the Normal and Superconducting States
6.1. Gor’kov’s Derivation of the Ginzburg-Landau Equations
Since the upper critical field has been obtained for anisotropic superconductors with a variety of
pairing interactions [18,42,52,53] and also that the most rapid temperature variation, a discontinuity in
slope, of the conventional Knight shift in superconductors, occurs just at the superconducting transition,
it is evident that an extension of those upper critical field calculations to the Ginzburg-Landau
regime just below Tc2(B0) can provide the crucial information for KS(T) in the superconducting
state. We propose to extend the Hall-Klemm T = 0 Knight shift calculation in the presence of a
strong magnetic induction B(t) into the superconducting state using an extension of the microscopic
derivation of the Ginzburg-Landau expression for the gap function as pioneered by Gor’kov [54,55]
to include the time-dependent applied field. That work was generalized for a general V(r − r′)
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single-band pairing by Scharnberg and Klemm [18]. In the superconducting state, we require the
regular (conduction) and anomalous Green functions
Gj,j′ ;σ,σ′(1, 1
′) = −i〈TC[ψj,σ,H(1)ψ†j′ ,σ′ ,H(1′)]〉, (72)
Fj,j′ ;σ,σ′(1, 1
′) = 〈TC[ψj,σ,H(1)ψj′ ,σ′ ,H(1′)]〉, (73)
F†j,j′σ,σ′(1, 1
′) = 〈TC[ψ†j,σ,H(1)ψ†j′ ,σ′ ,H(1′)]〉, (74)
and the gap function, which in real space for intraband pairing only is
Δj;σ,σ′(rj, r
′
j) = Vj(rj − r′j)δj,j′ Fj,j′ ;σ,σ′(1, 1′)|t1−t1′=0+, (75)
As discussed in the next subsection, in order to include the temperature dependence of the
normal state of the nuclei, the local orbital electrons, and the conduction electrons, we need to
quantize the conduction electrons in momentum space and Landau orbits, as was done for the bare
conduction electron Green functions in Equations (42) and (43). Although this was never done in
upper critical field calculations [17,18,32,42,48,49,52,53], the reasons given for not doing it were that
impurities would broaden the levels, smearing out the Landau level spacings [18,52]. However, with
the present quality of some materials, that argument should be reexamined. More important, in
order to calculate the upper critical induction Bc2, one requires the paired electrons (or holes) to be
in Landau levels [17,18,32,42,48,49,52,53]. However, as discussed in the next section, it is not clear
that electrons (or holes) will only pair with other electrons (or holes) in the same Landau orbit. With
multiple bands, an electron in one single-particle Landau level corresponding to one conduction band
could in principle pair with another electron in a different Landau level corresponding to another band.
So one will have to make some assumptions about the pairing processes to simplify the calculations.
However, to get a preliminary microscopic idea of how KS(T) picks up its T dependence below Tc, we
will first revisit the Gor’kov procedure for deriving the Ginzburg-Landau equations in real space.
In the standard real-space finite temperature formalism, the Gor’kov equations of motion
generalized to include multiple ellipsoidally anisotropic bands and their Zeeman energies without








[∇j,ν/i − eAj,ν(rj)]2 + μ − σω′j,e/2
)





















[∇j,ν/i + eAj,ν(rj)]2 + μ − σω′j,e/2
)














j, ωn) = 0, (77)




j′ , ωn) be the
solution for the G function in the normal state with Δ = 0, one can rewrite the above equations for G
and F† in the finite temperature formalism as





























j,−ωn)Δ∗j,ρ′ ,σ′ (ξ j, ξ′j)G(0)j,ρ,ρ′ (r′′j , ξ j, ωn),
(78)
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to order Δ2. One can then substitute this into the equation for F†, multiply by the pairing interaction,
and obtain a self-consistent equation for Δ to order Δ3 [54,55]. The coefficients of the two terms
proportional to Δ define the upper critical induction Bc2 [18,32,42,48,49,52,53]. Functionally integrating
the cubic equation with respect to Δj,σ,σ′(rj, r′j) and by neglecting the field dependence of the resulting
term proportional to |Δ|4, one can obtain the generalized Ginzburg-Landau free energy.
We note that even if one completely neglects the field dependence of the term of order Δ3 in
the Gor’kov expansion of F† for Δ(r), it is easy to see that this procedure will lead to the following
phenomenological general result:
KS(T) = a(B0)− b(B0)|Δ(B0, T)|2, (79)
where a and b strongly depend upon the magnitude and direction of B0, but not much upon T,
and 2|Δ(B0, T)| is the effective superconducting gap in the Ginzburg-Landau regime. This simple
result includes the pairing in all of the bands, which couple together to give one effective Tc2(B0),
below which |Δ(B0, T)|2 ∝ [Tc2(B0)− T]. It remains to be seen if this form could be generalized to the
full BCS superconducting gap |Δ(B0, T)| temperature dependence, which saturates at low T values.
If so, it could lead to a quantitative theory of the Knight shift that would be valid for essentially any
type of superconductor involving Cooper pairing. Hence, a proper calculation of a(B0) and b(B0)
can provide a microscopic understanding of the behavior for the 63CuO2 KS(T) for B0 parallel and
normal to the layers of YBa2Cu3O7−δ, which was described by Slichter as “fortuitous” [20]. It could in
principle explain the small or vanishing b term in Sr2RuO4, at least for the field normal to the layers,
for which Landau level formation would be highly restricted on two of the Fermi surfaces.
6.2. High-Field Solution for an Anisotropic, Multiband Type-II BCS Superconductor
More important, we note that a major simplification of the Keldysh contour procedure can be
made by first taking the mean-field approximation of the BCS pairing interaction represented in
momentum space by Equation (63). We write the mean-field gap (or isotropic order parameter) for







〈ψ̃j,nj ,−σ(−kj,||)ψ̃j,nj ,σ(kj,||)〉, (80)
where the expectation value is in the grand canonical ensemble, so that the mean-field effective















j,nj ,−σ(−kj,||)Δj,−σ,σ + H.c.
])
(81)
where we have included the chemical potential of the conduction electrons. Note that we assume
the total momentum of the paired electrons (or holes) is zero, as both are assumed to be on opposite
sides of the same Landau orbit, and have opposite momenta in the direction normal to the plane
of the Landau orbits. This effective quadratic Hamiltonian can then be diagonalized by a standard
Bogoliubov-Valatin transformation [56], letting
ψ̃j,nj ,↑(kj,||) = uj,nj ,kj,||γj,nj ,↑(kj,||) + vj,nj ,kj,||γ
†
j,nj ,↓(kj,||), (82)
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where we require the γ operators to obey independent fermion statistics. Using the standard





































[ε j(nj, kj,||)− μcond,cp]2 + |Δj|2, (87)
where |Δj|2 = Δj,−σ,σΔ†j,−σ,σ is positive definite for each j value. We note that the quasiparticle
dispersions in H̃sc,cond are nearly identical to the BCS quasiparticle dispersions, as they do indeed have
a real energy gap 2|Δ|, but there is in addition an effective Zeeman term arising from the difference
in the spin up and spin down quasiparticle energies, leading to a magnetic gap function. Thus, the
self-consistent expression from Equation (80) for Δj,−σ,σ becomes


















which, combined with Equation (86), explicitly demonstrates the presence of the superconducting
gap Δj in each band that is involved in KS(T) in the superconducting state. Thus, it is clear that the
effective or phenomenological Equation (79) mentioned in the abstract for KS(T) applies in the mixed
state of a type-II superconductor, not just in the Ginzburg-Landau region. However, by quantizing the
superconducting order parameter at a finite induction strength B0, both the Landau orbits and the
Zeeman interaction can greatly affect its B0 dependence, and the Landau orbits in particular can be
distinctly different for layered compounds with B0 parallel or perpendicular to the layers, especially at
large induction strengths, as first noted in experiments on YBa2Cu3O7−δ [19,20].
The road ahead to construct the first microscopic theory of the Knight shift in a superconductor
of any type is now clear. The conduction electrons must be quantized in Landau orbits, and this
can be done for any number of ellipsoidally anisotropic electron or hole bands, as outlined above.
The procedure will be extended for our model of multiple ellipsoidal bands with the Zeeman
couplings and time-dependent Zeeman couplings in each band to construct the Bogoliubov-Valatin
transformed contour G functions. To do this properly, one needs to apply those transformations
presented in Equations (82) and (83) to the time-dependent Zeeman interaction on the conduction
electrons in Equation (44) and also to the Anderson-like interaction in Equation (61) that removes
a local orbital electron and places it in the superconducting state and vice versa. This will cause
Equations (44), (55), (61) and (62) to be rewritten in terms of the quasiparticle operators γj,nj ,σ(kj,||) and
γ†j,nj ,σ
(kj,||), and will modify Equation (58). Then, the Keldysh contour method can be used to perform
a microscopic theory of KS(T) in the mixed superconducting state of an anisotropic, multiband, type-II
BCS superconductor. Since the conduction electrons are transformed into non-interacting quasiparticles
in the superconducting state, the self-energy Σ(2, 3) in Dyson’s equation will only apply to the orbital
electrons via the Hubbard interaction Uq. All other interactions reduce to effective external fields.
After a detailed microscopic evaluation of KS(T) using the contour-extended version of the diagram
pictured in Figure 3a, special attention will be directed at the conditions for a near vanishing of b(B0),
which could lead to a T-independent KS(T), even for a “conventional” superconductor. The linewidth
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changes can be evaluated in the superconducting state from the contour-extended versions of the
diagrams pictured in Figure 3b,c. Eventually, other superconducting pairing symmetries could also be
studied with this technique, although the pairing interaction would have to be transformed as above,
including the Landau orbits. Eventually, this could be done for charge-density and spin-density wave
systems, for which no theory of the Knight shift is presently available. We note that 2H-TaS2 has a nodal
charge-density wave below 75 K, with a presumably s-wave superconducting state entering below
0.6 K [17,57], which is very similar to the complex situation in the high-temperature superconductor
Bi2Sr2CaCu2O8+δ, in which the nodal pseudogap (probably charge-density wave) regions and isotropic
s-wave superconducting regions break up into spatial domains [58]. These results are consistent with
previous c-axis twist Josephson junction experiments on that material [59]. Although the NMR
linewidths in that material are too broad to perform Knight shift measurements, they could be done on
other materials, such as the dichalcogenides, and also in improved YBa2Cu3O7−δ samples.
7. Discussion and Conclusions
We have outlined a procedure to obtain a microscopic theory of the Knight shift in an anisotropic
Type-II superconductor. This was based upon the Hall-Klemm microscopic model of the effect at
T = 0 [43], for which multiple anisotropic conduction bands of ellipsoidal shapes were included.
We considered the simplest magnetic resonance case of B(t) = B0 + B1(t) with |B1|  |B0| and
B1 · B0 = 0 with B1(t) oscillating at a single frequency ω0. For this simple case, the time changes to
the system are adiabatic, so that the interaction Keldysh contour Cint shown in Figure 1b effectively
coincides with contour C depicted in Figure 1a, and the integrations can be analytically continued onto
the real axis. The procedure can effectively treat any nuclear spin value I. The conduction electrons (or
holes) were quantized in Landau orbits in the applied field in the normal state, and the Hamiltonian
for a generalized anisotropic, multiband BCS type-II superconductor was diagonalized, allowing for a
full treatment of the superconducting state.
We emphasize that by quantizing the superconducting order parameter in the presence of a
strong time-independent magnetic induction B0, the energy spacings of the Landau orbits can depend
strongly upon the direction of B0. At very weak B0 values, the Landau levels primarily give rise
to overall anisotropic constant backgrounds of K(T) and KS(0), with KS(T) being predominantly
governed by the anisotropic Zeeman interactions and Dz. However, for sufficiently strong B0 values
in anisotropic materials with layered or quasi-two-dimensional anisotropy, the spacings between
the Landau energy levels depends strongly upon the direction of B0, so that KS(T) could become
independent of T for T ≤ Tc, as first observed for B0||ĉ in YBa2Cu3O7−δ [19,20]. Such behavior could
also arise for quasi-one-dimensional materials in all B0 directions, although to different degrees for B0
parallel and perpendicular to the most conducting crystal direction.
Since the crucial interaction for the Knight shift is the hyperfine interaction between the
probed nuclei and their surrounding orbital electrons, the symmetry of this interaction can be very
important. Generally, the hyperfine interaction can arise from the electrons in any of the orbital levels.
For s-orbitals, the Fermi contact term is important, but the induced-dipole induced-dipole interactions
can arise from the nucleus of any spin for any spin I ≥ 1/2 and its surrounding electrons in any orbital,
and induced-quadrupole induced-quadrupole and higher order interactions can also occur for certain
orbitals and nuclear spin values [60,61]. In the Hall-Klemm model [43], the hyperfine interaction crucial
for the Knight shift was taken to be diagonal in the spin representations of a lattice with tetragonal
symmetry Dx = Dy 	= Dz. In that simple model, the T = 0 results indicated that the Knight shift arose
from Dz, and the line width was modified by Dx = Dy. In more realistic examples of correlated and
anisotropic materials, the hyperfine interaction would be represented by a symmetric matrix unless
time-reversal symmetry-breaking interactions were present. Such matrices can be diagonalized by
a set of rotations, but in complicated cases the quantization axes would not necessarily be the same
as for the overall crystal structure. Such complications would mix the Knight shift and its linewidth,
depending upon the direction of B0.
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As noted previously, in first quantization, an isolated nuclear spin wave function in an NMR
experiment was found to have the form








where Γn = [(ω0 − ωn)2 + Ω2n]1/2 is the nuclear resonance function and the constants CmIm′I depend
upon the initial conditions [43]. Those authors found this form to hold for I = 1/2, 1, 3/2, and in
second quantization, up to I = 2, so it is likely to hold for arbitrary I. In the adiabatic regime, we have
ω0  ωn [37,38], so that there will be a manifold of geometrical phases that will arise with higher
I values.
We remark that it is possible to generalize this treatment to more complicated B1(t) functions,
such as a periodic function of square-wave or triangle-wave shape. This can be represented as a Fourier
series, but if the primary angular frequency is ω0, terms of higher multiples n of ω0 can be present,
some of which would violate the adiabatic requirement that they be much smaller than the Zeeman
energy spacings. Hence, this experiment would make some amount of non-adiabatic changes that
could drive the system out of thermal equilibrium, and the two contours C and Cint shown in Figure 1
and discussed above would not coincide, greatly complicating the analysis.
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Abstract: LiCl and LiNO3 water solutions in the presence of small amounts of 3-helium have
been investigated by means of multinuclear resonance spectroscopy. The resulting concentration
dependences of the 3He, 6,7Li+, 14NO3− and 35Cl− resonance radiofrequencies are reported in the
infinite limit. This data along with new theoretical corrections of shielding lithium ions was analyzed
by a known NMR relationship method. Consequently, the nuclear magnetic moments of 6Li and
7Li were established against that of the helium-3 dipole moment: μ(6Li) = +0.8220457(50)μN and
μ(7Li) = +3.256418(20)μN. The new results were shown to be very close to the previously obtained
values of the (ABMR) atomic beam magnetic resonance method. This experiment proves that our
helium method is well suited for establishing dipole moments from NMR measurements performed
in water solutions. This technique is especially valuable when gaseous substances of the needed
element are not available. All shielding constants of species present in water solutions are consistent
with new nuclear magnetic moments and these taken as a reference. Both techniques—NMR and
ABMR—give practically the same results provided that all shielding corrections are properly made.
Keywords: 6Li and 7Li nuclear magnetic moments; NMR liquid-phase studies; nuclear magnetic
shielding constants
1. Introduction
The electromagnetic moments of nuclei, dipole and quadrupole, have great significance for theory
of nuclear structure. The magnetic moments are of prime importance for all nuclei with spin number
I ≥ 1/2. They were established for the first time in the famous molecular beam experiments carried
out by Rabi (1939) [1] and, afterwards, improved values were experimentally determined by means of
NMR bulk experiments e.g., by Walchli (1954), for the sequence of nuclear moments from lithium up
to thallium [2]. The method relies on the accurate measurements of two frequencies for different nuclei
placed in one sample at the same magnetic field. One of these frequencies should belong to the nucleus
with a well-known magnetic moment and can be taken as a reference. The main problem with this
procedure lies in ensuring that the shielding effects of nuclei in the particular experimental conditions
are known with enough accuracy. The spectacular growth of quantum theoretical methods in this
field provided new impetus for improving existing data. Several such works were performed in the
Laboratory of NMR Spectroscopy at the University of Warsaw. We utilize the gas phase conditions as
a rule, because of the importance of the shielding results for the isolated molecules when extrapolation
to the zero-pressure limit is possible [3,4]. Unfortunately, we do not have any stable gaseous substances
at normal conditions available for several elements (e.g., Li, Be, Na, K, Sc). Instead of gaseous species,
the liquid solutions should be used in these cases. In this work, water solutions of common salts of
lithium were applied—LiCl and LiNO3 in the presence of dissolved 3He atoms. This procedure has
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several advantages: very narrow NMR signals, good sensitivity and well-known shielding parameters
of different ions in liquid samples.
Without a doubt, lithium nuclei are of great account from the point of view of nuclear physics.
Accurate and precise experimental values of nuclear properties are of prime importance in this case.
There are eight lithium isotopes ranging from 4Li up to 11Li; only two of them are stable: 6Li (7.59(4)%) and
7Li (92.41(4)%) [5]. Both these nuclei possess different moments, electric quadrupole and dipole magnetic,
connected with magnetic numbers Iπ = 1+ (with three neutrons) and Iπ = 3/2− (with four neutrons),
respectively. Since the two isotopes vary by a single spin-1/2 neutron, they exhibit different quantum
statistics: 6Li is a composite fermion while a 7Li nucleus is a composite boson particle. In these
circumstances, they represent one of the smallest objects, whose nuclear parameters could be precisely
calculated in the near future. Interestingly, in spite of different mass numbers, the charge radius in 7Li
is smaller, which indicates the valuable differences in the magnetic distribution inside both nuclei [6].
The first hints about the 7Li nuclear magnetic moment were made by Goudsmit and Young [7] and
soon after deduced by Granath [8] as the nuclear spin 3/2 and magnetic moment possess 3.29 times
the theoretical magnetic moment of the proton (μN = eh̄/2mp, where e is the elementary charge and
mp is the proton’s mass). A further investigation into the magnetic properties of lithium isotopes
was carried out by Rabi’s molecular/atomic beam MR experiments in the resonance absorption
method. The determination of the nuclear spin and magnetic moment of lithium isotopes was
obtained for LiCl, LiF and Li2 molecules [9,10]. Next, more precise results were received by NMR
measurements performed in water solutions of lithium salts and calculated against the deuterium
NMR reference [11,12]. Soon after, precise lithium nuclei dipole moments were measured by the atomic
beam magnetic resonance method [13]. These last results were cited later in the most pronounced
tabulated compilations of magnetic moments for stable nuclei [14–16]. All of the remaining lithium
nuclei are radioactive and have very short half-lives (4Li-4.9–8.9 × 10−23 s, 5Li-5.4 × 10−22 s, 8Li-0.84 s,
9Li-0.178 s,10Li-5.5 × 10−22–5.5 × 10−21 s and 11Li-0.0087 s) [5].
The aim of this work is twofold. Firstly, precise NMR measurements of frequencies for LiCl and
LiNO3 in water solutions were performed and analysis of new 6Li/7Li NMR data collected for water
solutions at low concentrations was performed and compared to the results for 3He dissolved in the
same samples. Up to now, the addition of helium ingredients has only been carried out in our lab only
in the gas phase. We are now trying to extend our method to the liquid samples. As a second step,
the nuclear magnetic moments of 6Li and 7Li nuclei were recalculated using new shielding constants
of lithium cations solvated in water solutions [17]. New magnetic moments measured in our work
were compared with these established before by the atomic beam method. It is obvious that accurate
values of the nuclear ground-state properties of isotopes, such as the magnetic dipole and electric
quadrupole moments, are ideal tools for testing the validity of nuclear structure models. Subsequently
a comparison of different experimental and purely theoretical results was made.
2. Results and Discussion
2.1. NMR Experiments in Water Solutions
Lithium has NMR spectroscopy based on two different nuclei. Both are quadrupolar, then the
interaction with the electric field gradient at the nucleus is important by definition. It is worth noting
anomalous, very small quadrupolar moment of 6Li (0.00082(2) barn, 1 barn = m2) [15] (contrary to that
of 7Li-0.0406(8) barn), which as a consequence yields rather sharp resonance signals. The chemical shift
range of both nuclides is small and reaches only ~30 ppm. Fortunately, lithium cation shows a high
symmetric structure characterized by a small electric field gradient and its line width for reference
solution (9.7 M LiCl in D2O) not even achieving ~0.1 Hz. For this reason, water solutions of lithium
salts seem to be ideal for precise measurements.
For the derivation of the lithium nuclear magnetic moments we have used the usual form of
equation, which connects two observed frequencies at the zero concentration of lithium salts and
266
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where νLi and νHe mean appropriate radiofrequencies extrapolated to the infinite diluted solutions.
Ix are magnetic quantum numbers of measured nuclei, and σHe,Li are also shielding corrections
for nuclei in the experimental conditions. The above equation makes it possible to calculate the
magnetic moment μLi when all other quantities are known. The experimental results of NMR
measurements are shown in Table 1. The suitable concentration dependencies of specific extrapolations
are illustrated in Figures 1 and 2. In general, the concentration dependences of chemical shifts/shielding
for cations or anions should not be linear, particularly at higher concentrations. For uniformity,
all analyses were done by single-variable quadratic functions. It is known that virial expansions can
be used for models of aqueous ionic solutions [18]. All coefficients are shown in Table 1 as δ [ppm],
δ1 [ppm × mL × mol−1] and δ2 [ppm × mL × mol−2]. The course of the functions (Figures 1 and 2)
reflects the magnetic susceptibility effect of solutions and a complex intermolecular forces arising
during rapidly equilibration of solvent-separated cations and anions.
A crucial role in the estimations of lithium nuclear magnetic moments has been played by
knowledge of the diamagnetic corrections for helium atoms and lithium cations. As the reference
point of helium measurements was chosen very precise shielding value of single atom nuclei
σ0(3He) = 59.96743(10) ppm calculated with relativistic corrections, QED (Quantum Electrodynamics)
corrections and nuclear mass effects [19]. At the beginning, we measured the 3He NMR signal against
that of gaseous systems; the difference is 2.7675(25) ppm in the chemical shift category, independently
on the concentration of helium in water. It corresponds to the 0.2384(5) ppm deshielding effect when
going from isolated molecule in gaseous state to the liquid water solution. This value was used to
correct the helium frequency by electron screening. For comparison, the chemical shift corrected for
the susceptibility of 3He in water solution against that of gaseous sample (1-atm gas sample used for
the gas reference) was measured previously by Jokisaari [20] Δδ = 0.297(39) ppm.
Table 1. NMR parameters measured in LiCl and LiNO3 water solutions*. Shielding results of 6Li+ and






















3He 381.3564690(5) −2.7675 −0.0478 59.729(1) [19] (This work)0.0102
LiNO3
(6Li+)aq. 73.6695829(2) −0.147 −0.003 90.89(300)
(a)
[17]−0.0059 91.69(300) (b)




14NO3− 36.1752096(10) −5.595 −0.107 −132.14 [4] (This work)0.0165
3He 381.3564691(5) −2.7676 −0.0045 59.729(1) (This work)−0.004
* Lock system tuned to ν(D2O) = 76.8464 MHz
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Figure 1. 6Li and 7Li NMR frequencies versus concentration of LiCl and LiNO3 in water solutions.
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Figure 2. The 3He NMR frequencies of helium atoms dissolved in water solutions of LiCl (lover curve)
and LiNO3 (upper curve) against salt concentration. Intersection of the axis represents frequency value
at infinite dilution.
More significant correction is needed in the case of lithium nuclei. The 6,7Li+ cation’s solvation
properties in water solutions were actively studied in many theoretical simulations [22,23] and
experimental research used different spectroscopy techniques [24–26]. The structure of the water
complex is the subject of many controversies. The Li+ cation in water solution has the smallest ionic
radius of 90 pm (as 4-coordinated) and 76 pm (as-6-coordinated), and the highest positive charge
density compared to other alkali metals. The stability of four, five or six water molecules in the inner
shell of Li+ ion is still under consideration. Most of this data refers to strong solutions in which
there are very few water molecules that are not in the primary hydration spheres of the lithium
cation, which may account for some of the solvation number variations with solute concentration.
In the lithium aqueous ions have been found to have the solvation numbers of 3–6 and solvation
numbers less than 4 can be suitable when the formation of contact ion pairs is possible. In the infinite
dilution, we can exclude the possibility of interaction between a solvated cation and an anion and
forming an ion pair. It is clear that the measured solvation number is a time-averaged value in the
water solutions. The primary solvation number seen is fractional; there are two or more species with
integral solvation numbers present in equilibrium with each other:
[Li(H2O)6]+  [Li(H2O)5]+ + H2O  [Li(H2O)4]+ + 2H2O, (2)
The higher solvation numbers may be interpreted in terms of water molecules in a tetrahedron
coordination [Li(H2O)4]+ or even higher coordinated complexes e.g., an octahedral aqua ions which
are revealed by molecular dynamic simulations. The final suggestion of P.E. Mason et al. [25] shows
that an infinitely diluted water solution at room temperature is mainly composed of 4 coordinated
lithium complexes of great stability. Without pre-empting composition at the infinite dilution we
decided to calculate lithium moments when tetrahedral or/and octahedral coordination take place.
If the coordination number of central lithium cation varies, its shielding values change, starting from
95.30–95.41 ppm for an isolated ion up to 90.18 ppm in the hexacoordinated complex [17]. In the
last case the small correction of 0.8 ppm for 2 water molecules, which distorts the first tetrahedral
solvation shell of lithium ion, was applied [27]. The final shielding effect, with the small relativistic term
0.08 ppm calculated by the CCSD/utA,tz (Coupled Cluster) quantum method, was then 90.89 ppm.
If four coordinating lithium cations are present then shielding constant 91.69 ppm should be valid [17].
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Taking into account of the νLi/νHe frequency ratio (see Table 1) and both shielding corrections for
3He and 6,7Li nuclei we can deduce the nuclear magnetic dipole moments of 6Li and 7Li nuclei
(see Table 2). Two values in the table were quoted for different shielding corrections for the lithium
nucleus (90.89 and 91.69 ppm) as the lower and upper limit for the magnetic moment. It is worth
noting that both results are in good agreement with previously results used in establishing the absolute
lithium shielding scale by J.Mason [28], see also [13]: 90.0(8) ppm (6Li) and 90.4(7) ppm (7Li). In any
case, the effect is small and will be used as reference against ABMR results (see Table 3).
Table 2. 6/7Li nuclear magnetic shielding values calculated from Equation (3) and selected nuclear
magnetic moments. Theoretical results for hexa- and tetra-coordinated water complex.
μ(7Li)/μN Method/Reference Nucleus σ(
7Li+)aq./ppm




























2.2. ABMR Experiments for Atoms
An extensive ABMR (atomic beam magnetic resonance) experiment was carried out to examine
6,7Li nuclear magnetic moments [13]. Several improvements to the original technique were made
to avoid all systematic errors involved in this approach. The method of separated oscillatory fields
with triple resonance technique and special calibration of the magnetic field offered very precise final
results. For a proper comparison of our results with ABMR values, several new corrections were
applied to the original quantities, i.e., proton-to-electron mass ratio mp/me = 1836.15267389(17) [29]
and diamagnetic correction factor in Li atom (1-σLi)−1 = 1.0000101472 [30]. This last value is very
consistent with previous received theoretical results −101.4 and 101.45 ppm [31,32]. The gJ factor
for the 22S1/2 state was taken from the original work-2.002301100(64), which agrees very closely
with the purely theoretical data, 2.00230101 [33]. The final, corrected magnetic moments established
by Beckmann et al. [13] are shown in Table 2 as ABMR* results. The differences between nuclear
magnetic moments measured in our NMR investigation and the ABMR method are then of the order
0.8–1.5 × 10−4%. Remarkably, our refine results are much closer to the ABMR results than those
cited in several current specifications [14–16] received from previous NMR measurements performed
in aqueous solutions. It is certainly not without significance that the final results are more closely










Table 3. Electromagnetic properties of lithium, chlorine, nitrogen, helium and deuterium nuclei.
Nuclide Iπ Q Barn Abundance % μ/μN Diamagnetic Correction gI Factor γI × 107 Reference












35Cl 3/2+ 0.0850(11) 75.78(4) 0.821721(5) 0.547814(3) 2.62371(1) [21]
14N 1+ 0.02001(10) 99.632(7) 0.4035729(45) 0.403573(5) 1.93288(2) [4]
3He 1/2+ 0.000137 2.127625308(25) 1.00005973 4.25525061(5) 20.3801680(2) [29]
2H(D) 1+ 0.00286(2) 0.0156 0.8574382311(48) 0.857438231(5)4.1066289(1) [29]
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2.3. Shielding Factors
The new nuclear magnetic moments from NMR and ABMR experiments (Table 2) can certainly
be tested, because a few shielding constants of different additional nuclei present in the solution are




















































Figure 3. The 14N and 35Cl NMR frequencies of Cl− and NO3− anions as function of LiCl and LiNO3
concentration in water solutions. Intersection of the axis represents frequency value at infinite dilution.
In order to verify the conformity of the nuclear shielding values of lithium nuclei in water solution
a different form of Equation (1) was used:






(1 − σY), (3)
Formula (3) was carried out for each pair of nuclei: 6,7Li/14N and 6,7Li/35Cl present in our
samples of H2O solutions. 14N nuclear shielding in the NO3− anion at infinite dilution was calculated
from nuclear magnetic shielding of liquid CH3NO2, which is equal to −132.14 ppm [4]. 35Cl nuclear
shielding in the Cl− anion was calculated against shielding value in 0.1 M NaCl/D2O solution, which is
equal to 998.28 ppm [21]. From the results collected in Table 2, it is clear that only our new 6,7Li nuclear
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magnetic moments are consistent with shielding calculations against D2O, 35Cl− and 14NO3− species
accordingly to Equation (3).
Subsequently, the uncertainty error of lithium shielding is much less then suggested by theoretical
predictions (±3 ppm) [17] and possibly remains ±1.5 ppm an order of magnitude.
It is worth noting that measurements of lithium dipole moments, contrary to many heavier
isotopes, depend on diamagnetic corrections of NMR frequencies only in limited degree. This is
a consequence of the relatively narrow spectral ranges of all nuclei in magnetic resonance studies
(6,7Li, 2H, 3He) and the small screening factors. It means that 6,7Li magnetic moments belong to the
class of most precise and accurately known dipole moments for all elements in the whole periodic table.
The lithium nuclei are very promising objects in the theoretical quantum calculation field.
It is known that pure theoretical methods are still a long way from the precision of resonance
experiments. Formerly performed calculations are valid to the three or four digit numbers, i.e.,
μ(6Li) = 0.832μN and μ(7Li) = 2.993μN or μ(6Li) = 0.835μN and μ(7Li) = 3.036μN [34]. On the other
hand the lithium magnetic moments of another isotopes are still a subject of great interest.
New developments have also involved short living isotopes: 8,9,11Li nuclei. The investigation into
magnetic moments for stable isotopes forms only a part of the studies, which include the short living
isotopes at different excitation levels. The nuclear moments of 8Li(1.653560(18))μN, 9Li(3.43682(5))μN
and 11Li(3.6712(5))μN were measured by β-NMR experiments with major precision [35].
3. Materials and Methods
LiNO3 (Sigma-Aldrich, Saint Louis, MO, USA, 99.99%) and LiCl (Sigma-Aldrich, 99.998%, anhydrous)
were used for preparing water solutions at total densities in the range 0.25–1.2 mol/L. Samples of 0.3 mL
in Pyrex tubes (4 mm o.d. and 56 mm long) were frozen in liquid nitrogen and pumped to a pressure
of ~10−3 mmHg. Small amounts of 3He (Chemgas, Boulogne, France, 99.9%) ≤3.0 × 10−3 mol/L were
then added before sealing the ampoules by torch. Only a small amount of helium can be dissolved in
water solutions (~0.0015 g/kg in pure H2O at room temperature). These ampoules were fitted into
standard 5 mm o.d. NMR test tubes (Wilmad-LabGlass Co., Vineland, NJ, USA) 548-PP or 10 mm
tubes with liquid D2O in the annular space. The reference samples were 0.1 M NaCl in D2O for 35,37Cl
NMR spectra (Δ1/2 = 0.38 Hz) and 0.1 M LiCl for 6,7Li NMR spectra. The lock system, operated at
76.8464 MHz, allows the same magnetic field B0 = 11.7570 T to be preserved. All measurements were
performed at a constant temperature of 300 K. The small isotope effect when H2O was changed by D2O
was equal to 0.02 ppm in 1 M lithium chloride solution. The rise of temperature causes deshielding
effect of the lithium-7 signal by 0.0076 ppm/deg in the range 288.8–328.8 K.
High resolution 6,7Li, 35Cl and 14N NMR spectra were recorded on a Varian-INOVA 500 spectrometer
(Varian Inc., Palo-Alto, CA, USA) equipped with sw5 (switchable) and BB10 (broad band) probes
operating at 194.5544 MHz, 73.6695 MHz, 49.0491 MHz and 36.1752 MHz, respectively. For the
enhancement of 6Li signals, the 2H(D) filter was omitted in the detection circuit. The primary
reference solutions—6,7LiCl (9.7 M in D2O), Na35Cl (0.1 M in D2O), CH314NO2 (liquid) were used
for standardization of lithium, chlorine and nitrogen spectra. The 3He NMR spectra in liquid water
solutions were measured by a special, homemade (Helium) probe, relative to the gas phase result,
received from the extrapolation of helium shielding in gaseous mixtures CF4-3He and C2F6-3He to the
zero-point density.
The observed line width of an NMR signal at half-height was different for particular nuclei:
Δ1/2(7Li) = 0.30 ÷ 0.45 Hz with digital resolution (d.r.) = 0.18 Hz, Δ1/2(6Li) = 0.18 ÷ 0.35 Hz with
(d.r.) = 0.18 Hz, Δ1/2(3He) = 0.55 ÷ 1.15 Hz with (d.r.) = 0.38 Hz, Δ1/2(14N) = 2.24 ÷ 6.45 Hz with
(d.r.) = 0.23 Hz, Δ1/2(35Cl) = 8.0 ÷ 9.75 Hz with (d.r.) = 0.61 Hz. All spectra were subjected to line
broadening (l.b. = 0.1) and zero-filling procedures to improve of spectral quality.
The shielding susceptibility effect for water (3.006 ppm) was calculated treating the formula
σ1b = −4π/3χv and χv = χM·Mp/ where χM = −12.97, Mp = 18.0002 and  = 0.999865 g/cm3 [36].
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4. Conclusions
The nuclear magnetic moment is a very important basic parameter of each nuclide, which is
a fundamental measure of nucleus magnetic structure. The lithium isotopes belong to the most
investigated nuclei of the past eight decades. NMR measurements offer the highest precision
in relative measurements. In this work the dipole moments of 6Li and 7Li were found to
be μ(6Li) = +0.8220453(25) ÷ +0.8220459(25) and μ(7Li) = +3.2564169(98) ÷ +3.2564195(98) in nuclear
magnetons (μN). Our new results are more valuable than those previously established by NMR
spectroscopy of lithium salts in water solvents. The results are very close to the earlier given numbers
measured by the ABMR method: μ(6Li) = +0.8220445(10)μN and μ(7Li) = +3.2564157(30)μN. Because
both lithium nuclei differ by one only neutron this indicates significant differences in the magnetic
distribution in 6Li and 7Li nuclei, which is confirmed by the nuclear theory.
The shielding constants received from theoretical calculations were verified by our experimental
investigations against other shielding constants measured simultaneously in solutions. Both kinds
of procedures lead to general agreement what means that nuclear shielding and magnetic moments
built the orderly set of compatible data. This provided a very important check of the consistency and
reliability of the magnetic properties of lithium nuclei. The limiting factor of the nuclear magnetic
moments values is therefore diamagnetic corrections.
The applicability of the dissolved helium as a shielding reference in salt water solutions is
then proved. Our new measurements did not solve the problem of the different kinds of lithium
water complex ions present in solutions. Further investigations into these questions are strongly
recommended. Nevertheless, our experimental findings can give new input towards the understanding
of subnucleonic effects in magnetic moments when compared to new theoretical calculations involving
higher-order corrections. I hope that the new “helium-3” method can be easily expanded to other
alkali and alkaline earth metals to find their nuclear properties. The first attempts in this field are
in progress.
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Abstract: In the last 20 years, a huge volume of experimental work into halogen bonding (XB) has
been produced. Most of the systems have been characterized by solid state X-ray crystallography,
whereas in solution the only routine technique is titration (by using 1H and 19F nuclear magnetic
resonance (NMR), infrared (IR), ultraviolet–visible (UV–Vis) or Raman spectroscopies, depending
on the nature of the system), with the aim of characterizing the strength of the XB interaction.
Unfortunately, titration techniques have many intrinsic limitations and they should be coupled with
other, more sophisticated techniques to provide an accurate and detailed description of the geometry
and stoichiometry of the XB adduct in solution. This review will show how crucial information
about XB adducts can be obtained by advanced NMR techniques, nuclear Overhauser effect-based
spectroscopies (NOESY, ROESY, HOESY . . . ) and diffusion NMR techniques (PGSE or DOSY).
Keywords: halogen bonding; supramolecular chemistry; NMR spectroscopy
1. Introduction
The attractive interaction between halogen atoms and nucleophilic species (hereafter called
“halogen bond” or “XB”) has drawn the attention of chemists since 1954, when Hassel discovered that
the Br–O distance in the 1:1 adduct between Br2 and dioxane was only 2.71 Å, smaller than the sum
of the corresponding van der Waals radii (3.35 Å) [1]. The adduct was immediately recognized as a
charge-transfer pair [2], but the details of the interactions were largely unknown. To date, a huge body
of experimental and theoretical data [3–7] has been collected, producing a detailed knowledge of the
XB interaction and making it a routinely used tool in many fields of chemistry.
In 2013, the International Union of Pure and Applied Chemistry (IUPAC) released a definition for
XB, stating that: “A halogen bond occurs when there is evidence of a net attractive interaction between
an electrophilic region associated with a halogen atom in a molecular entity and a nucleophilic region
in another, or the same, molecular entity” [8]. The easiest way to evidence a net attractive interaction
is to measure the interatomic distance, as Hassel did in 1954, between the halogen and the nucleophile
in the solid-state. For this reason, X-ray crystallography is the main technique used to characterize
halogen-bonded adducts. The large amount of structures produced allows many interesting contributions
based on the analysis of structural databases [9–13]. And, indeed, most of the applications of XB are in
the materials science: porous systems [14–16], liquid crystals [17], light-emitting materials [18,19] and
magnetic materials [20,21] are only some applicative fields fruitfully explored with XB-based materials.
More recently, XB found applications also in solution, mostly for anion recognition [22–24]
and catalysis [25–27], with the difference that structural characterization in solution is much more
complicated than in the solid state, since most of the experimental techniques are less “direct” than
X-ray crystallography. The general method, in the case of an intermolecular interaction, is to monitor a
property of the system, which often (but not necessarily) is a spectroscopic observable, in the absence
and the presence of that interaction. In most cases, information is derived under the hypothesis that
the entire effect on the observable is due to the interaction under examination.
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For example, the most used technique for the characterization of XB adducts in solution is
titration [28]. It can be performed by using any NMR-active nucleus of the pair (generally 1H or 19F for
their high sensitivity and favorable isotope abundance), even if, depending on the nature of the system,
Raman, IR and UV–V is spectroscopies [29,30] can also be used [31]. But the underlying assumption is
the same: the effect of the increasing concentration of one component on the chosen property (nuclear
magnetic resonance (NMR) chemical shift, infrared (IR) absorption frequency, or whatever) of the
second component is supposed to be entirely due to XB. But if two different kinds of adducts were
present in solution, one held by XB and the other by a different weak interaction, the disentanglement
of the two effects in the experimental data would not be straightforward.
Another critical issue of titration is the stoichiometry of the adduct: each kind of stoichiometry
(1:1, 2:1 and so on) requires a different equation for the fitting of titration data, but it can happen that
more than one equation satisfactorily fits experimental data, leaving the question to the discretion of
the user. A partial solution to the problem is the use of Job’s plot, but it is not entirely reliable [28,32].
In both cases, for the structure and the stoichiometry of the adduct, assumptions are generally
made on the basis of common sense, or, if the solid-state structure is available, it is just assumed that
in solution the adducts have the same structure/stoichiometry. Given the importance of a correct,
detailed and accurate characterization of XB adducts, especially when applications in solution are
involved, more sophisticated tools should be employed and coupled with classical titrations for a
thorough description of the system. Supramolecular chemistry often took advantage of advanced NMR
techniques [33–37], especially the nuclear Overhauser effect (NOE)-based NMR spectroscopies [38]
and diffusion NMR techniques [39–41]. The former allows the researcher (i) to verify the presence of an
adduct (or a particular conformation for intra-molecular interactions) just by detecting a NOE between
the nuclei of one fragment with the nuclei of the other; and (ii) to gain information on the relative
orientation of the two fragments in the adduct. In a complementary way, the latter allows the direct
measurement of the hydrodynamic volume (VH) of the species in solution, thereby revealing if and
how much a single species is involved in the formation of supramolecular adducts. Such advanced
NMR techniques are, surprisingly, not routinely used in the characterization of XB adducts, but when
they are employed crucial information on the behavior of the XB donors and acceptors in solution can
be derived, allowing for the correct interpretation of other experimental data (titrations, for example).
In this review, after some examples on the application of 1D NMR techniques, the basic principles
of NOE-based spectroscopies and diffusion techniques will be briefly presented. The paper will then
show how informative and useful they can be, through a critical discussion of a selection of recently
published papers.
2. 1D Nuclear Magnetic Resonance (NMR) Techniques: Applications
Most of the XB systems studied by solution NMR merely take advantage of standard 1D NMR
techniques, as the measurement of the chemical shift in different solvents or in the presence of
increasing concentration of another component (titration, or Job’s plot). Indeed, the information that
can be extracted by this reliable, fast and simple technique is impressive.
Already by 1979, Bertrán and Rodríguez had used 1H NMR spectra to demonstrate the presence
of XB in solution [42], using the difference of δCH in cyclohexane (a very weakly interacting solvent)
and in the solvent of interest. Interestingly, very good correlations arose from the results of iodo- and
bromoform, whereas the correlations between the results of iodo- and chloroform were poor. This was
likely due to the weakness of the chloroform/solvent XB and to the strength of chloroform/solvent
hydrogen bonding (HB).
Similarly, Metrangolo and Resnati compared the XB interaction between halogenated
hydrocarbons and different solvents by means of 19F NMR spectroscopy [43], measuring for each
solvent the value of Δδ-CF2X, which is the difference between the chemical shift of the fluorine in the
-CF2X moiety in pentane and in the solvent of choice. Results showed that the interaction depends
on the nature of X (Δδ-CF2I > Δδ-CF2Br > Δδ-CF2Cl) and the solvent; that Δδ-CF2I decreases passing from
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primary to tertiary amines; and that, regarding pyridine derivatives, the methyl groups in positions 2
and 6 decreases Δδ-CF2I with respect to the unsubstituted pyridine, likely due to the steric hindrance,
whereas electron-donating (withdrawing) groups in position 4 tend to increase (decrease) Δδ-CF2I.
Clearly, other nuclei can also provide useful information, especially in those cases in which there
are no hydrogen or fluorine nuclei close to the interaction site, or their response is too slight to be
accurate. Erdelyi and co-workers demonstrated the applicability of 15N NMR spectroscopy, which is
useful for medium/strong XBs [44,45], but is not accurate enough for weak ones (in particular, pyridine
and para-substituted halobenzenes) [46]. On the same topic, Philp and co-workers demonstrated that
in the case of a iodotriazole having a pending pentafluorophenyl moiety, the 19F δ is almost insensitive
to the addition of a pyridine, making titration unsuccessful; whereas monitoring the chemical shift
of the nitrogen in the pyridine at increasing concentrations of the iodotriazole (through the 1H-15N
heteronuclear multiple-bond correlation spectroscopy (HMBC) 2D NMR technique to shorten the
acquisition time) led to the determination of the association constant (Ka) [47]. On the other hand,
Goroff and co-workers demonstrated the usefulness of 13C NMR spectroscopy and, analyzing the
spectra of two iodoalkynes [48], showed that the frequency of the α-carbon is not strictly correlated to
the polarity of the solvent, but to the solvent basicity.
The analysis of 13C NMR spectra led also to another interesting result: in a paper by Wang
and co-workers, published in 2012, the authors analyzed the trend of 13C NMR δ of C6F5X (X = Cl,
Br) with the concentration in different solvents, concluding that in some cases XB is not the only
weak interaction active in solution [49]. Indeed, depending on the nature of X and of the solvent,
a competitive lone pair-π interaction is also possible, favored by the electronic depauperation of the
aromatic ring due to the presence of the fluorine atoms [50,51].
It is also noteworthy that nuclei different to 1H are of fundamental importance in solid-state NMR
studies on XB [52–54].
For quantitative information, as mentioned in the Introduction, 1H and 19F NMR titrations are
generally very useful. For example, Cabot and Hunter published a systematic study on the values
of Ka for many IC6F13 (I1)-B XB adducts [55], where B is a Lewis base, such as tri-n-butylphosphine
oxide, an amine or pyridine, in three representative solvents: benzene, CCl4 and chloroform. Notably,
in the latter, log Ka is positive only when B = quinuclidine, 1,4-diazabicyclo[2.2.2]octane (DABCO)
or piperidine, an indication that the XB between neutral species is generally measurable only in
apolar solvents. In the case of anionic XB acceptors, Ka can also be large in polar solvents [56,57].
The implicit approximation of all the titrations is that the entire effect is due to XB while, as mentioned,
other non-XB adducts can be present. Obviously, this is especially important for weaker XBs, for which
the approximation is less acceptable.
Another 1D NMR technique that is used in the characterization of XB in solution is Job’s plot.
Such a technique is often used in supramolecular chemistry to elucidate the stoichiometry of an adduct,
and is based on the concept that the concentration of a DmAn complex is at maximum when the [D]/[A]
ratio is equal to m/n. Unfortunately, this method is reliable under two conditions: (i) DmAn is the
only adduct present in solution; and (ii) the two components do not self-aggregate [28,32]. Sometimes,
if the X-ray structure of the adduct is available, it can be assumed that the stoichiometry in solution is
the same, but this assumption is not always safe (see later). Clearly, an accurate determination of the
stoichiometry is always desirable, since the equation used to fit the experimental data of a titration
depends on the stoichiometry of the adduct. In principle, titration data could be fitted with many
equations and the stoichiometry could be decided on the basis of the goodness of the fitting results
but, especially for many-body adducts, it is possible that more than one equation satisfactorily fit the
data, leaving the final decision to the user. In some cases, it is difficult to find a binding model that
fits the experimental data, because of a non-conventional trend in the data, as in the case of sulfate in
reference [58].
Many of the potential problems exposed up to now can be solved by combining 1D NMR
techniques with advanced NMR ones, as the next sections will elucidate. Anyway, it is important
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to underline that the verb “combine” has been used, and not “substitute”, as 1D NMR techniques
are rapid, reliable, do not require a special technical training and, in many cases, more advanced
techniques merely corroborate the results obtained with 1D methods.
3. Advanced NMR Techniques: Theory
3.1. Nuclear Overhauser Effect
The nuclear Overhauser effect (NOE) arises from the dipole–dipole interaction between
NMR-active nuclei, and depends on the competition between multiple- and zero-quantum relaxation
mechanisms [59,60]. If we consider two not scalarly-coupled spins, namely I and S, separated by the
distance rIS, they have four energy levels, according to the spin states of the two spins (αα, αβ, βα
and ββ). The rate constant for the transition between the αα and the ββ states is denoted W2IS (the “2”
indicates it is a double-quantum transition), whereas the rate constant for the transition between the
αβ and the βα states is denoted W0IS (the “0” indicates it is a zero-quantum transition). The difference
between W2IS and W0IS is called the cross-relaxation rate constant and it is generally abbreviated with














where the apex “0” indicates the equilibrium state; RI is the self-relaxation rate constant of the spin I
(the sum of all the possible rate constants W); and the transition between I (or S) and 2IS are neglected
(formally, ΔI = ΔS = 0). Equation (1) says that when S spin magnetization deviates from the equilibrium,
the I spin magnetization will change proportionally to σIS and to the extent of the deviation of the S
spin from the equilibrium. Clearly, the cross-relaxation term must be different to zero and, since the
two spins are not scalarly coupled, this happens only when there is a dipolar relaxation between I and
S. In the steady state NOE, and for a system isotropically tumbling in solution, Equation (1) can be
written as in Equations (2)–(4).
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where μ0 is the permeability constant in a vacuum; h̄ is the Planck’s constant divided by 2π; τc is the
rotational correlation time; ωI and ωS are the resonance frequencies of I and S nuclei, respectively;
and ρIS is the dipolar longitudinal relaxation rate constant. The dependence of both σIS and ρIS on
r−6 implies that the steady-state NOE cannot be directly related to the internuclear distances. For an
estimation of the latter, the measurement of the kinetics of the NOE buildup, i.e., the measurement of






where R represents the total longitudinal relaxation rate constants of both I and S spins, assumed to be
equal. If quantitative information on rIS is needed, the experimental data should be collected in an
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extensive range of τm and fitted using Equation (5) (Figure 1); or, if only small values of τm are used
(linear buildup), the data can be fitted with a straight line, whose slope will be equal to 2σIS.
Figure 1. Adapted with permission from reference [61]. Experimental data relative to the intensity of
nuclear Overhauser effect (NOE) on the fluorine nuclei of iodopentafluorobenzene as a function of τm
after the irradiation of CH2 protons of DABCO. The straight lines are the best fitting functions using
Equation (5). Copyright 2015 Wiley-VCH Verlag GmbH & Co. KGaA.
Now, rIS can be evaluated after an evaluation of τc, the other variable present in Equation (3), or by
comparing σIS with σAB, where A and B are a couple of spins of the same nature, whose distance is
known and with the same rotational correlation time [62,63]. Under these circumstances, Equation (6)









The simplest pulse sequence to perform 2D NOESY is shown in Figure 2. The first 90◦ rf pulse
rotates the magnetization of the spin I on the xy plane, where it can evolve according to its frequency
ωI and the second 90◦ rf pulse turns a part of the magnetization back on the z-axis. The size of this
magnetization depends on ωI and t1 and, therefore, it is said to be a frequency-labelled magnetization.
During the mixing time (τm), this magnetization can be partly transferred to the spin S by NOE or
chemical exchange, keeping its dependence from ωI in the process. The last 90◦ rf pulse rotates this
z-magnetization back onto the y-axis, where it can be read. The part of the magnetization that did not
undergo NOE or exchange will evolve again according to its ωI, giving a signal at [ωI, ωI] (diagonal
peak), whereas the part that underwent NOE or exchange to spin S will evolve according to ωS,
giving a signal at [ωI, ωS] (off diagonal peak). Such a simple pulse sequence is not used anymore and
many other, more complex sequences have been developed.
Figure 2. Pulse sequence for the NOE experiment (basic version).
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The NOE-based techniques (NOESY, its heteronuclear version HOESY or the experiment
performed under spin-locked conditions, ROESY) are therefore of primary importance in the structural
elucidation of an adduct, either qualitatively, since the simple detection of a NOE between the nuclei of
two molecular entities is already enough to demonstrate the presence of an intermolecular adducts in
solution [64], or quantitatively, since the quantification of different NOEs can give precious information
on the internal structure and the geometry of the adduct [65,66]. In Section 4, we will see some examples
of how NOE spectroscopies can be practically applied in this sense.
Obviously, the potential of the NOE technique goes far beyond the examples here reported, and its
possibilities and limitations can also be effectively explored by coupling experimental data with model
theories [66–68].
3.2. Diffusion NMR
Comparing the intensity of a NMR signal in the absence and presence of a gradient of the magnetic
field along the z axis G(z), the former is always more intense than the latter. What is responsible for this
attenuation is the translational self-diffusion [69,70], that is, the net result of the thermal motion induced
by the random Brownian motion experienced by particles or molecules in solution. Starting from this,
it can be understood that by performing a series of spectra at different values of G, the translational
self-diffusion coefficient (Dt) can be directly measured plotting the signal attenuation as a function of G.
In more detail, the basis of diffusion NMR techniques rely on the fact that the Larmor frequency
(ω) depends on the strength of the magnetic field and on the gyromagnetic ratio (γ) of the nucleus of
choice. In the presence of a homogenous magnetic field B0, ω has the same value at every position of
the sample (Equation (7)).
ω = γB0 (7)
If a second magnetic field, whose intensity linearly depends on z (G(z), [T m−1]) is added to B0,
homogeneity is lost and Equation (7) can be written as a function of the z coordinate (Equation (8)).
ω = γ(B0 + G(z)·z) (8)
Now, ω depends on the position of the nucleus, but how this labeling can be used to measure Dt
requires a short discussion of the actual pulse sequence.
The simplest pulse sequence is a modification of the spin-echo sequence published by Hahn in
1950 [71], proposed by Stejskal and Tanner in 1965 (Figure 3) [72].
Figure 3. Pulse sequence for the pulsed-field gradient spin echo (PGSE) experiment (basic version).
The first act is a 90◦ rf pulse that rotates the magnetization on the xy plane, where it
undergoes many dephasing phenomena: chemical shift, hetero- and homonuclear J-coupling evolution,
and spin-spin transverse relaxation (T2). Furthermore, the presence of a gradient introduces an
additional dephasing component. At t = τ, a 180◦ rf pulse is applied. This inverts the precession
direction and the dephasing turns into a rephasing phenomenon. During this time, another gradient
is applied, exactly equal to the first one, with the aim of recreating the conditions of the first τ
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period and, consequently, generating an echo at t = 2τ. The net result is the conventional spectrum,
distorted for the J-coupling and weighted for the T2. But the nuclei that in the first τ period were
in the position z’, were in the second τ period in the position z” because of the Brownian motion.
Consequently, they experience two different magnetic fields during the dephasing and the rephasing
periods, which causes an incomplete rephasing and, therefore, an attenuation of the signal intensities.
Such attenuation depends on the difference between z’ and z” and, since small molecules diffuse faster
than large ones, the attenuation for the former will be more severe than for the latter, leading to a
discrimination of the species in solution depending on their Dt (Figure 4).
 
Figure 4. Reproduced from ref. [73]. Left: A series of 1D nuclear magnetic resonance (NMR) spectra
recorded at different G values. Right: Plot of the log(I/I0), where I and I0 are the intensities of the
signals in the presence and in the absence of G, respectively, vs. G2. Note the inverse proportionality
between the slope of the fitting line and the molecular size.
Equation (9) describes the relationship between the intensity of a signal (I) and Dt.
I(2τ) = I(2τ)G=0·e(−γ
2G2δ2Dt(Δ− δ3 )) (9)
where I and I0 are the intensities of a signal at time 2τ in the presence and in the absence of G [74].
By performing a series of spectra with different values of G, the experimental data can be fitted
and Dt can be evaluated. This technique is generally called pulsed-field gradient spin echo (PGSE).
Also, in this case many other more complex pulse sequences are available. Processing the data as a 2D
spectrum with chemical shifts on the F2 axis and diffusion constants on the F1 axis, a diffusion-ordered
NMR spectroscopy (DOSY) plot is obtained.
The subsequent passage from Dt to the hydrodynamic volume is possible through the
Stokes–Einstein equation [75] successively modified by Chen for medium-size molecules [76].
The experimental conditions and data-processing are particularly important to obtain accurate values
of Dt, and useful instructions can be found in reference [73], which illustrates, among other things,
the importance of the internal standard and what to do in the presence of non-spherical species.
Taking advantage of this, diffusion NMR techniques, can be used in different ways: for example,
if the NMR sample is contaminated with one or more solvents whose signals overlap with
the compound of interest, the application of a small gradient will eliminate, partially at least,
such signals [77]. More quantitative information can be useful in determining the molecular weight
distribution for polymers [78], the purity and composition of functionalized carbon nanotubes [79],
the formation of ion pairs and quadruples [80–83], or, in the case of neutral species, of supramolecular
adducts [84,85].
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4. Advanced NMR Techniques: Applications
4.1. Nuclear Overhauser Effect
The first paper employing a NOE analysis for the structural characterization of a XB system
in solution, to the best of my knowledge, was published in 2004 by Tatko and Waters [86].
In this paper, the authors synthesized a model β-hairpin peptide and demonstrated that, in water,
the substitution of a hydrogen with a halogen has a stabilizing effect on the folded conformation
(ΔΔG = −0.12, −0.34, −0.47 and −0.54 for F, Cl, Br and I, respectively; ΔΔG = −1.01 kcal/mol in the
case of substitution of two hydrogens with iodine atoms). The NOE analysis was important to ensure
that (i) the conformation was folded; and (ii) the iodine was actually facing the aromatic ring of
the N-terminal phenylalanine, allowing the authors to demonstrate the presence of the halogen-π
interaction. They also studied the impact of the substitution on the thermodynamic parameters
of the folding, finding out that the presence of iodine provides an enthalpic driving force but also
an additional entropic cost. Combining these results with other thermodynamic data, the authors
concluded that dispersion forces are responsible for the improved stability.
In 2010, Beer and coworkers synthesized some interlocked host systems in which a chloride is
held into the macrocycle 1 (Figure 5) by two HBs and, at the same time, a functionalized imidazolium
2a-e interacts with the chlorine by XB or HB [87].
 
Figure 5. Numbering of the compounds studied in reference [87] and structure of the 1-2d adduct.
The whole system is held together by a mixture of weak interactions (ion pairing, HB, π-π
stacking, XB), but the orientation of the imidazolium moiety and the strength of the Ka is dictated by
the functional groups. In the case of 1-2a or 1-2b, the hydrogen in the 2-position of the imidazolium
interacts with the chloride, in both cases with a Ka around 95 M−1. In the case of 1-2c, the 2-position
is occupied by a methyl group and the HB is not possible any more. Despite this, Ka is much higher
than before (245 M−1). Analyzing the pattern of chemical shifts, the authors conclude that for 1-2c,
the orientation of 2c is different than before and now the hydrogens in position 4 and 5 interact with
the chloride; while the methyl in position 2 establishes an additional weak HB with the oxygens,
explaining the increased value of Ka. The authors employed 1H ROESY for the characterization of
1-2d, demonstrating not only that the adduct was formed, but also that the bromine in position 2 is
facing the chloride (Figure 6). Indeed, the two methyl moieties in position 4 and 5 of 2d (number 1
in Figure 6) show NOE intermolecular contacts with the protons g/h/k/l/j, which are far from the
amine moieties, whereas there are no NOE contacts with the protons e/f/d, which are close to the
amine moieties.
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Notably, Ka(1-2d) = 254 M−1, demonstrating that in some cases XB can be more efficient than HB
in the construction of supramolecular adducts. The insertion of bromine in positions 4 and 5 or the
substitution of Cl− with PF6− did not lead to the formation of the adduct.
The same research group recently used systems similar to 1 to create catenane systems [88], also in
this case using multiple weak interactions together to form a supramolecular adduct and, in a second
step, closing the second cycle through a Grubbs-catalyzed ring closing metathesis. The final catenane
system selectively binds iodide and bromide anions, whereas there is no evidence of binding in the
presence of acetate anions.
Inspired by the Wang’s paper [49], Ciancaleoni and others recently used the 19F, 1H HOESY
technique to study in detail the structure in solution of small and well-known XB adducts and find
other evidences of the contemporary presence of XB and non-XB adducts [61]. Given the excellent
electron-withdrawing properties of fluorine, this nucleus is present in many XB systems, making
19F, 1H HOESY a technique with a great potential. In fact, given the high directionality of XB [89,90],
the geometry of a XB adduct and, therefore, the NOE intermolecular pattern, can be accurately
predicted. For this, any deviation of the experimental pattern from the predicted one can be due to the
presence of other weak interactions, and, consequently, of adducts with a different geometry than that
of the XB one.
Figure 6. Reproduced from reference [87]. Through-space coupling between protons on imidazolium
chloride 2d and the posterior polyether protons of 1 (left) and between protons on imidazolium
chloride 2d and the hydroquinone protons of 1 (right). Blue and red peaks refer to compound 1 and
2d, respectively. Labels in greek refer to the tetrabutylammonium cation. Copyright 2010 Wiley-VCH
Verlag GmbH & Co. KGaA.
For example, considering DABCO and perfluorohexyl iodide (I1), the α-F/-CH2- (whereas
α refers to the fluorine atoms germinal to the iodine) heteronuclear NOE contact is a good
indicator for the presence of the XB adduct. Experimentally, the α-F/-CH2- contact is clearly visible
(solvent = benzene-d6), but also the γ-F/-CH2- contact is strong, even stronger than the α-F/-CH2- one,
whereas the β-F/-CH2- is very weak and all the others are almost undetectable. The reason why the
γ-F/-CH2- contact is stronger than the α-F/-CH2- one can be rationalized by using density functional
theory (DFT) calculations: the structure in which the chain is folded is almost isoenergetic to that with
the unfolded chain (ΔE = 0.6 kcal/mol at B3LYP-D3/TZVP level of theory). Because of the folding,
the γ-F results to be closer to -CH2- than α-F (4.3 and 5.4 Å, respectively, according to DFT-optimized
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geometries). Therefore, the two conformers of the XB adduct can explain all the experimental NOE
contacts. On the other hand, other non-XB adducts can be modeled by DFT, but they are higher in
energy (ΔE = 5.6 kcal/mol) and can likely be neglected.
The same technique was also applied to the pair DABCO/pentafluoroiodobenzene (I2): given the
structure of the XB adduct, only the ortho-F/-CH2- NOE contact should be visible, because it is the
only one for which the predicted internuclear distance is reasonable for NOE (5.1, 7.8 and 9.3 Å for
ortho-, meta- and para-CH2 distances, respectively). But experimentally, meta-F and para-F also give
measurable contacts (Figures 1 and 7), the presence of which demonstrates that a portion of the adducts
has a different structure and, therefore, is held by other interactions than XB. DFT calculations showed
that the lone pair/π adduct is less stable than the XB one (ΔE = 3.0 kcal/mol at B3LYP-D3/TZVP
level of theory), but the internuclear H/F distances are extremely short: 3.3–3.5 Å. Indeed, we need
to remember that the intensity of an intermolecular contact depends, among other things, on two
parameters: the average H/F distance in that adduct and the concentration of the structure in solution.
The former can be derived by theoretical geometry optimizations, which are quite accurate [91],
whereas the latter can be approximately evaluated by combining the intensity of NOE contacts, or
better, their σHF constant evaluated by the NOE build-up (Figure 1), and the DFT-derived internuclear
distances. According to this strategy, in the DABCO/I2 mixture (solvent = benzene-d6) 4% of the
adducts are held by lone pair/π interactions and the remaining 96% by XB.
 
Figure 7. Adapted with permission from reference [61]. 19F, 1H HOESY NMR spectrum of a mixture
of (a) DABCO and I2 and (b) DABCO and Br2. The trace is relative to the frequency of the -CH2-.
Asterisks denote residual solvent peaks. Bottom: DFT-optimized geometries for DABCO/I2 and
DABCO/Br2 adducts with relevant distances and relative energies [kcal mol−1, B3LYP-D3/TZVP
level of theory]. Copyright 2015 Wiley-VCH Verlag GmbH & Co. KGaA.
By using pentafluorobromobenzene (Br2), the meta-F/-CH2- NOE contact is as intense as the
ortho-F/-CH2- one (Figure 7). The relative concentration of XB and non-XB adducts can be evaluated
as 56:44. In this case, it is clear that a titration is not enough to accurately establish the strength of
the XB, since the contribution of the two structures to the physical property (a NMR chemical shift,
a UV–Vis absorbance peak . . . ) should firstly be disentangled before the fitting [92].
In 2017, Jiang and co-workers synthesized a series of alanine-based halogen-substituted bilateral
N-amidothioureas containing two β-turns structural motifs. An X-ray of the crystal structure
demonstrated that the monomer self-organizes in supramolecular helices held together by iodine . . .
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π interactions, while other inter-helices XBs create a complex network [93]. Substituting iodine with
chloride, helical structures do not form in the solid state. Comparing X-ray structures with NOESY
spectra, the authors deduced that when X = Cl (LL-ACl), only intramolecular NOE contacts are visible
and, in particular, the e–f contact is clearly visible (internuclear e–f distance in the solid-state structure:
3.189 Å) and the e–g is not (internuclear e–g distance in the solid-state structure: 4.348 Å, Figure 8).
On the contrary, when X = I (LL-AI), also the e–g contact is visible and, therefore, it should be due
to an intermolecular contact rather than intramolecular (inter- and intramolecular internuclear e–g
distances in the solid-state structure: 2.368 and 4.550 Å, respectively, Figure 8). The authors underline
but do not comment upon the absence of the e–f contact for which both inter- and intramolecular
internuclear e–g distances in the solid-state structure (3.686 and 3.106 Å, respectively) should be short
enough for a NOE contact. The existence of supramolecular helices is also supported by the peak
intensities of LL-AI, which are lower, at the same concentration, than those of LL-ACl. This has been
explained by the fact that the formation of the supramolecular helix leads to peak broadening and,
therefore, invisibility in the NMR spectrum [94].
Extending the same topic, a double helix held by XBs has also been characterized in the solid
state [95], whereas Berryman and co-workers succeeded in synthesizing a triple helix stabilized by
XB. For the latter, a complete characterization in solution is also available, including the presence of
inter-strand NOE contacts, to verify the helicity and measure the diffusional coefficient in order to
further characterize the adduct.
 
Figure 8. Reproduced from ref. [93]. Sections of 1H-NOESY spectra showing couplings between protons
in phenyl rings in LL-ACl (a) and LL-AI (b). On top, crystal structures are also shown. Copyright 2017
American Chemical Society.
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In a very recent work by Erdélyi and co-workers, the authors took advantage of XB to stabilize the
β-hairpin conformation in an artificial peptide model system [96]. After optimization of the amino acid
sequence and the synthesis of the actual system, all the signals of the NMR spectrum were assigned
by a total correlation spectroscopy (TOCSY) NOESY strategy, while the presence of two β-turns were
confirmed by the measurement of the ΔδNH/ΔT coefficients. Structural information was obtained by
measuring the NOE buildup for all the correlations, in order to ascertain the average distance ratios,
and the 3JCαH,NH values, which were converted in average dihedral angles through a version of the
Karplus equation. The experimental data were coupled with restraint-free Monte Carlo calculations,
and all the collected data were used as input for the NAMFIS analysis. The latter consists of the
generation of a “complete” set of conformation that can potentially contribute to the experimental
ensemble by theoretical methods and, in turn, the evaluation of their relative population by comparing
experimental and computational data. As a result, the probability of the β-hairpin conformation
existing in solution was 74%. Substituting the chlorine atom with a methyl group, the probability for
the corresponding HB-stabilized conformer was only 29%. The substitution of chlorine with bromine
did not increase the probability of the β-hairpin conformation, as expected, likely because of the higher
steric demand of the bromine, which would cause a deformation of the backbone.
These examples demonstrated how NOE-based techniques can be of fundamental importance for
the structural identification of simple and complex, inter- and intramolecular XB interactions.
4.2. Diffusion NMR
For diffusion NMR techniques (DOSY or PGSE), the first application, to the best of my knowledge,
was in a study published in 2012 by Erdélyi and co-workers, dealing with the characterization of
the [N-X-N]+ bond [97]. The authors started from the fact that the analogous [N-H-N]+ is generally
asymmetric in solution (the central hydrogen is located closer to one basic center, [N-H . . . N]+)
but symmetric in crystals (the hydrogen is located exactly in the midway between the two basic
centers), [98] and synthesized molecular systems in which the N–X distances were free to adjust
and others in which they were not. By means of the isotopic perturbation of equilibrium technique
through the 13C NMR detection, the authors suggested that, in contrast with HB, XB always prefers
to be symmetrical in solution. In addition, the measurement of the diffusion coefficient of the cation
(Dt+) and the anion (Dt−) allowed them to ascertain that all the systems form tight ion pairs [99] in
CD2Cl2. However, even the proximity of the triflate is not enough to perturb the symmetry of the
two XBs. It must be said that the simple presence of tight ion pairs could be not enough to perturb
a similar system, since the anion should also be located close to the X+ moiety to exert its effect,
which is not obvious [100–103]. In the author’s opinion, since some of the employed anions contains
fluorine nuclei, a 19F, 1H HOESY experiment between the anion and the cation (see above) could have
further clarified this point. The [N-X-N]+ system remains symmetrical, also varying the nature of the
anion [104]. A notable exception has been found when X = F, for which the asymmetric conformation
is preferred [105]. Interestingly, in this case the authors did not observe any NOE contact between the
fluorine and the pyridine moieties.
In 2012, Beer and co-workers synthesized a macrocyclic halo-imidazolium receptor able to
recognize iodide and bromide in water and produce a fluorescence signal as a response [106].
Interestingly, the crystal structure critically depends on the anions: in the presence of two PF6−,
no XB can be observed between the iodine of the cation and the anion; on the contrary, in the presence
of one PF6− and an iodide, or bromide, a dimeric structure is found in the solid-state, with two cations
interacting with two different halide in a pincer-like arrangement (Figure 9).
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Figure 9. Adapted with permission from reference [106]. (Top) Dimeric crystal structure of
iodo-imidazolium (PF6− and hydrogens are omitted for clarity) and (bottom) density functional theory
(DFT) structure of the monomeric structure present in solution. Copyright 2012 American Chemical Society.
The titration technique produced a very high value of Ka (>104 M−1) and the Job plot suggested a
cation:anion = 1:1 stoichiometry. But the latter cannot exclude the 2:2 structure found in the solid-state,
therefore a technique able to determine the absolute hydrodynamic volume of the adduct in solution,
as DOSY, was necessary. The authors measured the Dt of the cation with 0, 6 and 10 equivalents
of NBu4I. The presence of a dimeric structure would have led to a decrease of Dt as [I−] increased,
but the three values of Dt resulted in being very similar, once corrected for the viscosity of the solution.
Consequently, only monomers were present in solution. DFT calculations provided a plausible,
alternative structure (Figure 9), in which the two iodine atoms form two XBs with the same iodide
anion. This structure has also a lower entropic cost. The message of this example is clear and of
primary importance: never accept a priori the solid-state structure as a good model for the solution
structure. Often they will be similar, but looking for experimental proofs confirming this is always a
good idea.
Philp and co-workers synthesized an iodotriazole with a pending pentafluorophenyl moiety,
demonstrating that it is a XB acceptor as good as the prototypical I2 [47]. As already noted, the Ka
between the iodotriazole and 4-methylpyridine cannot be estimated through a 19F NMR titration, as the
fluorine atoms are too far from the XB acceptor group, but the use of 1H, 15N HMBC NMR spectroscopy
led to a value of 1.67 M−1 (Ka = 2.67 M−1 for the I2/4-methylpyridine). The substitution of the para-F
with a 3-hydroxyl-pyridine group led to a molecule having both XB acceptor and donor groups on
the same side, leading, according to DFT calculations, to a stable doubly-halogen bonded homodimer.
Interestingly, the solid state structural characterization showed that homodimers were not present
and the iodine and the pyridine were connected by XB to different molecules, with the formation of
supramolecular chains. In solution, the analysis of the 1H NMR spectrum at different concentrations
led to a self-aggregation constant of 3.4 M−1, indicating that the two XBs behave almost independently
from each other. Measuring the Dt of the molecule at different concentrations, the data could be
satisfactorily fitted with a dimerization model and the value of Dt remained practically constant
between 150 and 200 mM, an indication that a plateau had been reached. Combining the value of the
self-aggregation constant, which is double with respect to the iodotriazole/4-methylpyridine case,
and the trend of Dt vs. the concentration, the homodimer model indeed seems to be more accurate.
Finally, Ciancaleoni and co-workers published a paper completely focused on the NMR diffusion
technique as a tool for characterizing single and multi-site XB adducts [107]. Firstly, they show how
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converting the values of Dt in volumes, using the corrected version of the Stokes–Einstein equation [73],
can make the technique more useful and intuitive. The main advantage is that we can easily predict
the volume of the adducts (Equation (10)), since generally the latter is the simple sum of the volumes
of its components (this is not true when we deal with Dt or hydrodynamic radius values) [108].
VaggH (nD, mA) = n ∗ V0H(D) + m ∗ V0H(A)E (10)
where n and m are the stoichiometric coefficient in the case of n:m adducts.
The first consequence is that a rough estimation of the Ka can be obtained from a single
measurement, as done for the weak interaction between 2,4,6-trimethylpyridine and I1 (1.6 M−1)
by using Equation (11) [109].
VexpH (D) = α V
agg
H (nD, mA) + (1 − α) V0H(D) (11)
where α is the association coefficient, from which the calculation of Ka is possible. This can be useful,
for example, when the low solubility of the adduct or the single component does not allow for a
standard titration. But importantly, the value of 1.6 ± 0.5 M−1 cannot be assigned exclusively to XB,
since as 19F, 1H HOESY data demonstrated [61], in solution the adducts held from a XB between the
nitrogen and the iodine coexist with others held from dispersion forces between the fluorinated chain
and the hydrogens of the pyridine. As diffusion NMR results depend only on the total presence of the
adducts and not on the kind of interaction that lead to the formation of the adduct, 1.6 M−1 has to be
the sum of all the possible equilibrium constants leading to 1:1 adducts. Interestingly, the Ka measured
by the 19F NMR titration is much lower, 0.85 ± 0.01 M−1. Under the hypothesis that 19F NMR titration
results refer exclusively to XB adducts, which is questionable but a likely first approximation, the Ka
for non-XB adducts can be estimated as 0.75 M−1.
In the same paper, it is also shown that mixing hexamethylentetramine (HMTA), a base with
four equivalent XB-acceptor groups, and N-bromosuccinimide (NBS), 1:3 and 1:4 adducts are not
present in solution. Also in this case, the use of hydrodynamic volumes made the analysis much easier:
since the hydrodynamic volumes of isolated HMTA and NBS can be easily measured (137 and 189 Å3,
respectively), the VH values of the different adducts can be calculated, and result in being 323, 457,
591 and 729 Å3 for 1:1, 1:2, 1:3 and 1:4 adducts, respectively. Experimental values for VH(HMTA) go
from 189 to 438 Å3 (in the presence of 0 and 44 equivalents, respectively) confirming the presence
of just 1:1 and 1:2 adducts. Actually, 438 Å3 is an average value and does not exclude a priori the
presence of larger adducts, but analyzing the trend of the data with the concentration it can be
seen that VH(HMTA) reaches a plateau in correspondence with the 1:2 adduct (Figure 10), indicating
that larger aggregates are absent. Having the stoichiometry of the adduct as an experimental result
and not as a hypothesis, the experimental data could be fitted without ambiguity with the correct
model. The authors used the theoretical charge displacement function analysis method [110–113] to
demonstrate the anti-cooperative nature of XB interactions in this system: when one nitrogen donates
electronic density to a NBS moiety, the other nitrogens become less basic and, therefore, less able to
establish a new XB.
It is also interesting to see that, indeed, in the solid-state structure of HMTA/NBS only 1:2
adducts can be detected, whereas substituting NBS with N-iodosuccinimide (NIS), 1:4 adducts
are clearly visible [114]. Unfortunately, the HMTA/NIS adduct was too insoluble to allow any
PGSE measurement.
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Figure 10. Adapted with permission from reference [107]. Experimental hydrodynamic volume of
HMTA (C = 2.1 mM) at different concentrations of NBS. The solid line represents the best fitting
equation for the 1:2 model. Copyright 2016 The Royal Society of Chemistry.
5. Conclusions
The present review demonstrates that XB adducts in solution should not be characterized
only by titration and Job’s plot techniques, and the latter should always be coupled with other,
more sophisticated techniques enabled by modern NMR spectrometers. The most important
information that can be derived concerns the internal structure (NOE) and the size (diffusion) of
the adduct; but, depending on the system studied, the presence of competing interactions beyond
the XB and the value(s) of equilibrium constants and thermodynamic parameters can also be derived.
In some cases, the combination of experimental data with theoretical results is beneficial for providing
a thorough description of the system.
For these reasons, it is expected that advanced NMR techniques will be used increasingly in
the near future in the consolidated, but still fruitful and rapidly evolving, field of halogen bonding
in solution.
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