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Abstract
Audio systems receive the speech signals of interest usually in the presence
of noise. The noise has profound impacts on the quality and intelligibility
of the speech signals, and it is therefore clear that the noisy signals must be
cleaned up before being played back, stored, or analyzed. We can estimate
the speech signal of interest from the noisy signals using a priori knowledge
about it. A human speech signal is broadband and consists of both voiced
and unvoiced parts. The voiced part is quasi-periodic with a time-varying
fundamental frequency (or pitch as it is commonly referred to). We consider
the periodic signals basically as the sum of harmonics. Therefore, we can
pass the noisy signals through bandpass filters centered at the frequencies of
the harmonics to enhance the signal. In addition, although the frequencies
of the harmonics are the same across the channels of a microphone array,
the multichannel periodic signals may have different phases due to the time-
differences-of-arrivals (TDOAs) which are related to the direction-of-arrival
(DOA) of the impinging sound waves. Hence, the outputs of the array can
be steered to the direction of the signal of interest in order to align their time
differences which eventually may further reduce the effects of noise.
This thesis introduces a number of principles and methods to estimate pe-
riodic signals in noisy environments with application to multichannel speech
enhancement. We propose model-based signal enhancement concerning the
model of periodic signals. Therefore, the parameters of the model must be
estimated in advance. The signal of interest is often contaminated by dif-
ferent types of noise that may render many estimation methods suboptimal
due to an incorrect white Gaussian noise assumption. We therefore pro-
pose robust estimators against the noise and focus on statistical-based and
filtering-based methods by imposing distortionless constraints with explicit
relations between the parameters of the harmonics. The estimated funda-
mental frequencies are expected to be continuous over time. Therefore, we
concern the time-varying fundamental frequency in the statistical methods in
order to lessen the estimation error. We also propose a maximum likelihood
DOA estimator concerning the noise statistics and the linear relationship be-
tween the TDOAs of the harmonics. The estimators have benefits compared
iii
to the state-of-the-art statistical-based methods in colored noise. Evaluations
of the estimators comparing with the minimum variance of the deterministic
parameters and the other methods confirm that the proposed estimators are
statistically efficient in colored noise and computationally simple. Finally, we
propose model-based beamformers in multichannel speech signal enhance-
ment by exploiting the estimated fundamental frequency and DOA of the sig-
nal of interest. This general framework is tailored to a number of beamform-
ers concerning the spectral and spatial information of the periodic signals
which are quasi-stationary in short intervals. Objective measures of speech
quality and ineligibility confirm the advantage of the harmonic model-based
beamformers over the traditional beamformers, which are non-parametric,
and reveal the importance of an accurate estimate of the parameters of the
model.
Resumé
Når et lydsystem modtager et talesignal, vil dette oftest indeholde støj. Støjen
har en markant indvirkning på talesignalets kvalitet og forståelighed, hvor-
for det er nødvendigt at fjerne støjsignalerne, før en optagelse afspilles, la-
gres eller analyseres. Forudgående viden kan anvendes til at adskille de
ønskede talesignaler fra støjsignalerne. Talesignaler er bredbåndet er bred-
båndet og består af både stemte og ustemte lyde. Det stemte talesignal
er kvasi-periodisk og har en grundfrekvens, som varierer over tid (og som
normalt omtales som toneleje). Periodiske signaler kan ses som en sum af
harmoniske komponenter. Derfor kan vi lade støjsignalerne passere igen-
nem båndpasfiltre, der forstærker signalet ved at fokusere på de harmoniske
komponenters frekvenser. Selvom de harmoniske komponenters frekvenser
er identiske på tværs af et mikrofonarrays kanaler, kan multikanals peri-
odiske signaler udgøres af forskellige faser på grund af time-differences-of-
arrivals (TDOA), som hænger sammen med lydbølgernes direction-of-arrival
(DOA). Arrayets output kan derfor ledes i retning af det ønskede signal, og
dermed bliver det muligt at afstemme de tidsforskelle, der kan reducere føl-
gevirkningerne af støj yderligere.
Denne afhandling introducerer en række principper og metoder til es-
timeringen af periodiske signaler i støjende miljøer med anvendelse af multi-
kanals støjreduktion af talesignaler. Vi foreslår, at modelbaseret støjreduktion
til periodiske signaler. Derfor bør modellens parametre estimeres på forhånd.
Det ønskede signal forurenes ofte af forskellige former for støj, hvilket kan
bevirke, at mange estimeringsmetoder fejler pga en fejlagtig antagelse om
hvis gaussisk støj. Vi foreslår derfor anvendelsen af estimatorer robuste
mod støj med fokus på statistik- og filtreringsbaserede metoder, der lægger
forvrængningsfri sidebetingelser med direkte forbindelse imellem parame-
trene for de harmoniske komponenter. Det forventes, at den estimerede
grundfrekvens er kontinuert over tid. For at mindske risikoen for estimer-
ingsfejl, betragter vi derfor den tidsvarierende grundfrekvens i de statistiske
metoder. Vi foreslår desuden en maximum likelihood DOA estimator baseret
på støjstatistikker og den lineære forbindelse mellem TDOA’erne af de har-
moniske komponenter. Sammenlignet med de seneste statistisk baserede
v
metoder til brug ved farvet støj, har disse metoder visse fordele. Eval-
ueringer af estimatorerne sammenholdt med den minimale varians for de
deterministiske parametre og andre metoder bekræfter, at de foreslåede es-
timatorer statistisk set er effektive i miljøer med farvet støj og simple set ud
fra et beregningsteknisk perspektiv. Endelig foreslår vi brugen af model-
baserede beamformere i multikanals støjreduktion af talesignaler til optimal
udnyttelse af det ønskede signals estimerede grundfrekvens og DOA. In-
denfor dette framework udvikles en række beamformere, der rettes imod
den spektrale og rumlige information indeholdt i de periodiske signaler,
som er kvasi-stationære i korte intervaller. Objektive mål for talekvalitet
og -forståelighed bekræfter, at harmoniske modelbaserede beamformere er
fordelagtige sammenlignet med traditionelle beamformere, da sidstnævnte
ikke er parametriske og demonstrerer fordelen ved at kunne finde præcise
parameterestimater.
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Part I
Introduction
1

Parameter Estimation and
Enhancement of Periodic
Signals
This thesis considers, first, the application of multichannel signal enhance-
ment of harmonic signals, and second, the estimation of the parameters of
such signals from noisy signals. The present introduction is meant as an
overview to introduce the main contributions in this thesis, and is organized
as follows. The theoretical backgrounds and motivations of the research are
represented in order to formulate the problem in section one of the intro-
duction. The second and third sections outline different approaches to solve
the problem and include the methodology as well as a number of algorithms
used in the following papers. Then, an overview of the contributions of this
research is given in Section 4. Finally, the works are summarized and con-
cluded in Section 5.
1 Motivation and Background
Sound is one of the most important elements of multimedia devices. It is
also applied in various audio systems such as hearing-aids [77, 112], tele-
conference systems [67], music information retrieval [15], and diagnosis of
illnesses [50, 75]. With the advance of technology, such devices have be-
come increasingly popular in our daily life. Especially mobile devices with
powerful processors and a lot of memory lead to changes in consumers’ ex-
pectations and demands for the best quality of sound. The sound waves
are typically converted to electrical signals in order to represent, manipulate,
and transform audio signals. Such mobile devices are used in various noisy
spaces, and they receive various kinds of noise that have profound impacts
on the received signals. For example, a hearing-aid device is used to focus
on a particular audio source while canceling out other simultaneous audio
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sources in order to increase the intelligibility of the speech signal of interest
to a listener. Hence, we wish to enhance the audio signal by reducing noise
and other interference. Noise reduction, or speech enhancement, is a diffi-
cult task, and it has been a long-term challenging problem in the audio and
speech community with the common aim to attenuate the noise as much as
possible while the desired signal is unchanged.
1.1 Model-Based Signal Enhancement
Digital signal processing (DSP) concerns signals in digital form and aims to
address a variety of challenging problems by numerical algorithms. DSP has
evolved dramatically in the field of audio and speech signal processing for
performing complex tasks. The choice of numerical algorithms and methods
is often reliant on some a priori knowledge of the signal being analyzed in
audio compression and coding [80, 81], music analysis and synthesis [68],
speech enhancement [18, 76], etc. In this thesis, we aim to enhance audio
and speech signals. The algorithms in signal enhancement are commonly
achieved by filtering, which is driven either by noise estimates or the signal
of interest [59]. For instance, the Wiener filter is designed based on a pri-
ori knowledge of the noise statistics that requires an accurate noise estimate
even during speech activity [90]. The noise signal is not available directly
to estimate it, unless during silence periods of the signal of interest, which
is not really practical with dynamic noise. The noise statistics can also be
estimated during speech activity [33, 56, 79]. However, the most algorithms
for noise estimation do not respond quickly to increasing noise levels [56, 76]
and a noisy mixture of multiple speakers. On the other hand, we can reduce
the noise concerning a model of the signal of interest, and predict the signal
of interest from a number of input noisy signals using the parameters of the
model. Therefore, we can design an optimal filter to reconstruct the signal of
interest based on the model of the signal.
To the best of our study, the most used speech models are the linear
prediction (LP) model [43, 49, 73, 86], the hidden Markov model (HMM)
[40, 43, 94], and the harmonic model [25, 59, 64, 83, 84, 87]. The LP model,
also called the autoregressive (AR) model, can represent human speech pro-
duction by modeling the vocal tract as an all-pole system. The excitation to
the system is either a random noise (for unvoiced speech) or impulses with
the period corresponding to the fundamental frequency of voiced speech [73].
Several methods have been proposed to estimate the parameters of the LP
model from the noisy signals. For example, a maximum a posteriori (MAP)
estimate of the parameters has been used to estimate a clean speech signal
through an optimal Wiener filter in the frequency domain [73]. In addi-
tion, the Kalman filtering is another technique used to estimate the clean
signal based on the LP model [86] that is extended with the assumption of
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time-varing parameters [78] and iteratively optimized for unknown parame-
ters [49]. The HMM-based noise reduction is a robust spectral estimator of
the clean signal in two steps: the training step to estimate the probability
distribution of the clean signal and noise, and the construction of the desired
signal [18]. The harmonic (sinusoidal) model represents harmonic sounds as a
sum of harmonically related sine waves. Therefore, the noisy signals can be
decomposed into the harmonics of the harmonic sounds and noise, and we
can refine the filtering techniques with no distortion of the amplitudes of the
harmonics [25, 84].
The sounds that may include a number of periodic signals in the back-
ground can potentially be separated [83, 87] if their frequency components
do not overlap at the same time. Otherwise, we can make use of spatial in-
formation of the audio sources to separate them. Some of the audio devices
use an array of microphones at known locations to spatially process sound
waves. The devices receive temporal samples across the microphones that we
commonly name as spatiotemporal samples. These devices can potentially
perform spatial filters to align the multichannel signals regarding time de-
lays between the channels [5, 12, 108]. Hence, a very precise estimate of the
time-differences-of-arrival (TDOA) is required to design a spatial filter.
1.2 Audio Signal Modeling
Human speech is generated either by vocal cord vibration or open glottis
without the vocal cord vibration that leads to turbulent airflow [54]. The vo-
cal cord vibration yields vowels which are quasi-periodic in the time domain
and commonly named as voiced speech. The other part that is voiceless (un-
voiced) has different fricative sounds such as /s/ and /sh/. These sounds
are usually approximated by Gaussian noise to simulate the signal of airflow.
Fig. 1 depicts the spectrogram and waveform of the signal of a female speech
uttering “first succeeded”, including both voiced and unvoiced sounds. By
dividing the speech signal into short intervals (frames), the voiced parts have
a regular spacing between the significant spectral components in a low fre-
quency range. The frames of the unvoiced speech have high average power
in a high frequency range, without a significant structure in the power spec-
trum. For example, the voiced and unvoiced phonemes /fir/ and /s/ are
recognizable respectively at the beginning of the sentence and after a short
silence.
We can identify different classes of a speech signal (voiced, unvoiced, and
silence) from the spectral information of the signal. Distinguishing between
speech presence and silence in an utterance is a crucial task in many ap-
plications of speech technology such as speech recognition [56], coding [7],
VoIP [95], and enhancement [58]. For example, in the Wiener filter for noise
reduction, the noise statistics can be estimated and updated during the silent
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Fig. 1: Spectrogram and waveform of a voiced/unvoiced speech signal.
periods [76]. Different algorithms have been proposed to realize voice activ-
ity detection (VAD) that is often not trivial in the presence of noise [90]. As
a solution in low signal-to-noise ratio conditions, the harmonic structure of
voiced speech can also be used in the VAD [47].
The majority of musical instruments nearly have harmonic sounds [54]
with a quasi-periodic waveform. They consist of frequency components
at integer multiples of the fundamental frequency, or pitch as it is com-
monly known. However, for some musical instruments with the inharmonic-
ity property, the harmonics are not exact integers of the fundamental fre-
quency. This imperfection problem can be modeled underlying its physical
phenomenon [45] or with perturbed harmonics in a general model [30, 51].
Despite the inharmonicity, the structure of most musical instruments is simi-
lar to the spectrum of voiced speech. The example in Fig. 2 shows the spec-
trogram of a clarinet sound with changing pitch for 3.5 seconds and its wave-
form in a short frame of 0.1 seconds.
In the following, we continue to formulate signals of harmonic sounds
and provide models of single-channel and multichannel signals in the pres-
ence of additive noise. We apply the models, more specifically, in model-
based signal estimation and enhancement methods.
6
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Fig. 2: Spectrogram of a clarinet sound signal and its waveform in 100 ms.
Single-Channel Signal Model
Spectral estimation is generally applied for signal analysis and estimation
of the total power distribution over the frequency spectrum [101]. Non-
parametric spectral estimators are typically suggested without a priori as-
sumption on the signal. The most of the non-parametric estimators are
implemented using bandpass filters on uniformly spaced frequencies (e.g.,
the basic periodogram estimator [101]). This is equivalent to decomposing
the signal to the uniformly spaced frequency bands υk = 2pi(k − 1)/K for
k = 1, 2, . . . , K in the discrete time index n as
x(n) =
K
∑
k=1
bkeυkn, (1)
where υk is the normalized frequency in radian-per-second of the basic si-
nusoidal components at K uniformly spaced frequencies with the complex
amplitudes bk = |bk|eφk and phases φk, and  =
√−1. This model out-
lines a structure of an amplitude spectrum and provides a general formula-
tion in the case that an accurate model of the signal is not available. Usu-
ally, input signals are subject to a time development, and the parameters of
the signal in the time index n may involve the whole set of observations
x(n) =
[
x(n) x(n− 1) · · · x(n− N + 1) ]T , where the superscript T is
the transpose operator. Observed signals are expressed in the presence of the
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additive noise v(n) as
y(n) =
[
y(n) y(n− 1) · · · y(n− N + 1) ]T
= x(n) + v(n), (2)
where the unwanted noise is assumed to be a zero-mean random signal and
uncorrelated with x(n). We implicitly assume that the characteristics of the
signal and the noise are stationary over that interval. Hence, we can express
the input signal vector using the non-parametric signal model in (1) as
y(n) , Zbb(n) + v(n), (3)
where Zb is the Vandermonde matrix of the order N including the discrete
Fourier vectors zt(υk) =
[
1 e−υk · · · e−υk(N−1)
]T
such that
Zb =
[
zt(υ1) zt(υ2) · · · zt(υK)
]
, (4)
and
b(n) =
[
b1eυ1n b2eυ2n · · · bKeυKn
]T . (5)
This kind of general signal decomposition in frequency bands can typically
be used in spectral estimation [101] and signal enhancement [76] of either
voiced or unvoiced sounds. The earliest enhancement method in the fre-
quency domain dates back to the 1960s [97, 98] where the signal of interest
is estimated by subtracting an estimate of the noise spectrum from the noisy
signal. The first popular algorithm in spectral subtraction was proposed by
exploiting the fact that the noise is additive [11]. However, speech signals
may be distorted due to an suboptimal averaging of the noise spectrum mea-
sured during silent periods. An overestimate of the noise spectrum affords
an effect on the intelligibility of speech and introduces an annoying musi-
cal noise [8]. To avoid such a problem, some modifications have been done
in [8, 99]. Although the spectral subtraction is not derived in an optimal way,
we can apply the Wiener filtering approach to attain the minimum error over
the spectrum [76].
The examination of spectrogram and waveform has shown that voiced
speech and many musical instruments have the harmonic model. The concept
of model-based spectral estimation is to extract information from some data
underlying the model that can formulate the signal. In the harmonic model,
the sinusoidal components are harmonically related such that
x(n) =
L
∑
l=1
aleωl n, (6)
8
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where L is the harmonic model order, al = |al |eψl is the complex ampli-
tude of the lth harmonic with the normalized frequency ωl and phase ψl .
We compute the discrete-time analytic signal generally to simplify the no-
tation and reduce complexity [31], and real-life signals are mapped to the
analytical counterpart using the Hilbert transform and transferred back by
taking only the real part of the complex signal [52]. The harmonics are ide-
ally related to the fundamental frequency1 ω0 such that the frequencies of
the harmonics are defined as integer products of the fundamental frequency,
i.e., ωl = lω0. Spectral estimation of such a harmonic signal is reduced to
estimate the parameters of the model which is more accurate than a non-
parametric estimator when the model holds. We represent the input signal
vector (2) concerning only the spectrum of the harmonics such that
y(n) , Zta(n) + v(n), (7)
where
Zt =
[
zt(ω1) zt(ω2) · · · zt(ωL)
]
, (8)
and
a(n) =
[
a1eω0n a2e2ω0n · · · aLeLω0n
]T . (9)
Once the fundamental frequency and the model order of the harmonics are
found from the noisy signals, either separately [24, 102] or jointly [23] (they
will be explained in the next section), we can estimate the clean signal with
respect to (w.r.t.) its model. For example, we can estimate the signal using
the model-based filtering technique [25] and the expectation maximization
(EM) algorithm that is a maximum likelihood (ML) estimator involving the
parameter estimates [24, 44].
Multichannel Signal Model
We reformulate the signal model for multichannel signals. For an array that
includes M omnidirectional microphones, the observed signal at the mth mi-
crophone (m = 1, 2, . . . , M) is given by
xm(n) = x(n− fsτm), (10)
where fs is the sampling frequency, and τm is the relative delay between the
received signal at the mth and the first microphone. In the remainder of this
thesis, we assume a uniform linear array (ULA) that is easily extendable to
other array structures. For a far-field setup of the array respective to the
1 The fundamental frequency of voiced speech is about 60–150 Hz for male speakers and
200–400 Hz for female and child speakers [88].
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Fig. 3: Uniform linear array of M microphones [61].
audio source at the direction of arrival (DOA) θ0, illustrated in Fig. 3, the
relative delay is therefore given by
τm = (m− 1) δ sin θ0c , (11)
where δ is the distance between two successive microphones and c is the
speed of the sound. The complex amplitudes of the harmonics are assumed
to be approximately identical across the channels for the far-field setup. In
a noisy and anechoic environment, the accumulated M× N spatiotemporal
samples,
ym(n) = xm(n) + vm(n), (12)
are therefore given in a vector form w.r.t. the non-parametric signal model in
(1) as
yst(n) = Zsbb(n) + vst, (13)
where
Zsb =
[
zst(θ0, υ1) zst(θ0, υ2) · · · zst(θ0, υK)
]
, (14)
zst(θ0, υk) = zs(υk)⊗ zt(υk), (15)
and ⊗ denotes the Kronecker product of two vectors: zt(υk) and zs(υk) =[
1 e− fsτmυk · · · e− fsτmυk(M−1)
]T
that is the discrete Fourier vector of
10
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the linear spatial samples (also known as the steering vector). The vector of
the noisy signals is represented w.r.t. to the harmonic model such that
yst(n) = Zsta(n) + vst, (16)
where
Zst =
[
zst(θ0,ω1) zst(θ0,ω2) · · · zst(θ0,ωL)
]
. (17)
With regards to the linear signal formulation (16), we can estimate the spec-
tral amplitudes a(n) by exploiting the basis matrix Zst, or Zt for single-
channel signals from the given frequencies and DOA of the harmonics.
1.3 Problem Statement
By preserving the spectral information of the signal of interest, we can avoid
any degradation in speech intelligibility in the presence of noise and interfer-
ing signals [76]. Hence, this research is motivated by the belief that the prior
spectral information of the signal of interest can perform speech enhance-
ment methods. This PhD thesis aims at the estimation of the spectral infor-
mation and enhancement of periodic signals associated with the advantage
of their model. We consider the problem for harmonic signals by exploiting
the relevant parameters of multichannel signals. In order to conduct such a
model-based signal enhancement, we generally require an accurate estimate
of the corresponding parameters, i.e.,
η =
[
θ0 η0
]T
=
[
θ0 ω0 |a1| ψ1 · · · |aL| ψL
]T . (18)
Estimation of these parameters is an issue in the presence of real-life noise,
and we focus on a number of methods to estimate the fundamental frequency
and the DOA.
2 Harmonic Model-Based Signal Enhancement
A tremendous amount of research has been devoted to audio and speech
enhancement as it is a key task for many audio processing applications,
see [6, 76] and the references therein. Numerous single-channel methods
have been proposed which can be extended to multichannel signals. Most
approaches have been classified into three categories [18]: spectral restoration
[41], filtering [25, 42, 57, 84], and model-based methods [25, 43, 49, 84, 86].
Spectral restoration technique minimizes the noise by estimating the spec-
trum of the clean signal, and the filtering technique passes the noisy signal
through a linear filter to estimate the signal in the time or the frequency
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domain. Both the spectral restoration and the filtering techniques can be de-
signed associated with the models of the clean signal. In other words, such
model-based spectral restoration and filtering methods are designed subject
to no distortion on the signal. This section briefly summarizes a number of
harmonic model-based techniques for spectral restoration of a noisy signal
which are directly related to the proposed methods in this thesis.
2.1 Single-Channel Signal Enhancement
Filtering is the most fundamental method of noise reduction that can be for-
mulated in time and frequency domains. We can estimate the signal of inter-
est by passing the noisy signal y(n) through the filter h in the time domain
such that
xˆ(n) = hHy(n) (19)
= hHx(n) + hHv(n). (20)
The general principle is to minimize the noise as much as possible. The
maximum signal-to-noise ratio (SNR) filter [4] is designed by maximizing the
defined output SNR (oSNR) such that
hmax = arg max
h
oSNR(h) (21)
= arg max
h
hHRxh
hHRvh
, (22)
where the covariance matrices of the clean signal and the noise, respectively,
are Rx = E
[
x(n)xH(n)
]
and Rv = E
[
v(n)vH(n)
]
, and E[·] is the mathe-
matical expectation. The Wiener filter is the well-known solution in noise
reduction that restores the desired signal by promising a minimum mean
square error (MMSE) of the estimated signal through the filter, i.e.,
hW = arg min
h
E
[
|xˆ(n)− x(n)|2
]
. (23)
Even though an optimal Wiener filter is noise dependent analytically and
improves the oSNR, its output suffers from speech distortion [19]. Regard-
ing the spectrum of the signal, we can intuitively design filter banks having
unit gains at the frequencies of the harmonics, i.e., ωl for l = 1, 2, . . . , L.
Therefore, the desired signal is passed undistorted using a bank of L filters
at those frequencies such that H(ω0) =
[
h(ω1) h(ω2) · · · h(ωL)
]
. For
example, the comb filter whose frequency response contains peaks at the har-
monics [84]. The Capon spectral estimator [16] (also known as the minimum
variance distortionless response [MVDR] filter) is an optimal solution with
12
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a minimum noise in the output subject to the distortionless constraint at the
frequencies of the harmonics such that
min
h(ωl)
hH(ωl)Ryh(ωl) subject to h
H(ωl)zt(ωl) = 1, (24)
where Ry = E
[
y(n)yH(n)
]
is the covariance matrix of the noisy signal. The
MVDR filter is given by
hMVDR(ωl) = R
−1
y zt(ωl)
[
zHt (ωl)R
−1
y zt(ωl)
]−1
. (25)
In [23, 25], the filter bank has been integrated into a single filter to pass all
the harmonics while minimizing the power at other frequencies. The filter
is adaptive with strong background noise reduction and guarantees that the
signal of interest is undistorted. This approach is represented as the following
optimization problem:
min
h(Ω)
hH(Ω)Ryh(Ω) subject to hH(Ω)Zt = 1T , (26)
where Ω ,
[
ω0 2ω0 . . . Lω0
]T , and 1 is defined as the all-ones column
vector of length L. This problem resembles the known linearly constrained
minimum variance (LCMV) filter and it is given by
hLCMV(Ω) = R−1y Zt
[
ZHt R
−1
y Zt
]−1
1. (27)
In practice, the covariance matrix Ry is estimated via averaging of the ob-
served signals over time. The statistics of the signal and the noise are as-
sumed to be stationary, which limits the performance of the covariance ma-
trix estimate for the limited number of samples. Moreover, the length of the
filter limits the number of samples. An iterative adaptive approach (IAA) has
been proposed to estimate the covariance matrix [39, 114]. This approach en-
ables us to estimate the covariance matrix full rank from only a few samples
at the expense of an increased computation complexity.
2.2 Multichannel Signal Enhancement
Array processing techniques have been initially developed for applications
of narrowband signals such as telecommunication, radar, and sonar [107].
Conventional array processing techniques typically exploit the assumption
that the desired signal and interferers are physically separated in space. A
beamformer, i.e., a spatial filter, is designed to steer the beam of the array in
one direction to estimate the signal with minimum noise in the output. Over
the years, many different beamformers have been developed, including both
data-independent (fixed) and data-dependent (adaptive) beamformers. In
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principle, data-dependent beamformers should yield better results than data-
independent beamformers in most scenarios. They can adapt to the acoustic
environment, but it is often difficult to estimate the statistics of the noise effi-
ciently and the location of the signal sources accurately which actually causes
signal cancellation. Some well-known examples of beamformer designs are
the delay-and-sum (DS) [108], maximum SNR [5], multiple sidelobe canceler
(MSC) [3], generalized sidelobe canceler (GSC) [14, 48], superdirective [34],
minimum variance distortionless reponse (MVDR) [16], and linearly con-
strained minimum variance (LCMV) [46] beamformers. An overview with
more details about various beamformer designs for microphone arrays have
been presented in [5, 12, 108] and the references therein.
Broadband beamformers are typically designed by K narrowband beam-
formers at nonparametric frequency bands υk, for k = 1, 2, . . . , K, and the
DOA θ0 such that
xˆ(n) = hH(θ0, υk)yst(n). (28)
The MVDR beamformer is designed to minimize the output power subject to
distortionless constraint on the given DOA at each frequency band, i.e.,
min
h(θ0,υk)
hH(θ0, υk)Ryst h(θ0, υk) subject to h
H(θ0, υk)z(θ0, υk) = 1, (29)
where Ryst = E
[
yst(n)yHst (n)
]
is the covariance matrix of the noisy spatiotem-
poral signals. The covariance matrix is estimated via either averaging of the
signals over an interval, or the IAA that has been introduced as the recursive
least squares (RLS) algorithm in [107] (e.g., [60]). The MVDR beamformer is
given by
hMVDR(θ0, υk) = R
−1
yst z(θ0, υk)
[
zH(θ0, υk)R
−1
yst z(θ0, υk)
]−1
, (30)
and the DS beamformer is given as a special case of the MVDR beamformer
in white noise as
hDS(θ0, υk) = z(θ0, υk)
[
zH(θ0, υk)z(θ0, υk)
]−1
. (31)
A fine spectral estimate result in small frequency grids with the cost of
an increased computational complexity. Although, the distortionless con-
straint may not be valid of the true harmonics in a case with large frequency
grids. Moreover, broadband beamformers may pass non-coherent noise at
frequency bands other than the frequencies of the desired signal. Use of
the spectral information is an approach for speaker separation [87], and
in conjunction with a microphone array, beamforming provides a versatile
tool in separation of audio sources concerning their DOAs [108]. Hence,
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the harmonic-model filtering approach in (27) can be extended into the spa-
tiotemporal filtering with the following problem formulation [63]:
min
h(θ0,Ω)
hH(θ0,Ω)Ryst h(θ0,Ω) subject to h
H(θ0,Ω)Zst = 1T . (32)
The solution is given by
hLCMV(θ0,Ω) = R−1yst Zst
[
ZHst R
−1
yst Zst
]−1
1. (33)
Acknowledging the importance of the use of a priori knowledge about the
spectrum of the signal, we present a class of parametric beamformers in pa-
per A. The beamformers achieve better results in noise reduction with a min-
imum noise in the frequencies between the harmonics, and improve speech
intelligibility in comparison with the non-parametric beamformers.
2.3 Performance Measures
We usually apply some criterion to evaluate the performance of speech en-
hancement. In developing the algorithms for speech enhancement, the sub-
jective is to improve intelligibility and the quality of speech signals. In order
to verify such algorithms, different performance criterion are utilized: sub-
jective listening tests and objective measures. The subjective listening test
provides quality and intelligibility evaluations that involve comparison of
the original and enhanced signal by some listeners [76] (e.g., mean-opinion-
score tests [69]). In most cases, subjective listening tests are indeed time-
consuming to train the listeners and conduct the test. In contrast, objective
evaluations involve some measures between the original and the enhanced
signal. Some commonly used objective measures include signal-to-noise ratio
(SNR), speech distortion index [19], perceptual evaluation of speech quality
(PESQ) measure [92], and the recently proposed measurement of short-time
objective intelligibility measure (STOI) [104]. These mathematical measures
can also be integrated by some algorithms to optimize them, e.g., the maxi-
mum SNR filter in paper A.
The speech distortion index is given by the ratio of the power of the dif-
ference between the filtered and unfiltered desired signals to the power of
the desired signal as
υsd (h) =
E
[∣∣hHx(n)− x1(n)∣∣2]
E
[
|x1(n)|2
] . (34)
The LCMV filters in (27) and (33), which are designed to be subjected to no
distortion on the harmonics, gives υsd (hLCMV) = 0. Paper A also proposes
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a trade-off filter, hT. The performance of the filter is between the maximum
SNR and the LCMV filters such that
oSNR (hmax) ≥ oSNR (hT) ≥ oSNR (hLCMV) (35)
and
υsd (hmax) ≥ υsd (hT) ≥ υsd (hLCMV) = 0. (36)
Such performance measures show that the noise reduction with the maxi-
mum output SNR is not necessarily optimal when the output signal is dis-
torted.
3 Fundamental Frequency and Direction-of-Arrival
Estimation
The performance of the filters, which are designed based on the model of
the signal of interest, degrades, if the parameter estimates of the model are
inaccurate. For example, the output SNR of beamformers degrades in the
presence of steering vector errors due to direction-of-arrival (DOA) and fre-
quency errors. Although a number of methods have been proposed to lessen
this problem [35, 72], we introduce optimal solutions to estimate the param-
eters of the model with the minimum error.
In estimation theory, the measured signals are assumed to be stochastic
with a probability distribution depending on the noise and the parameters
of the model, and, for a sufficiently large number of samples, the probability
density function of the measured signals has a normal distribution around
an expectation according to the central limit theory [10]. Most parameter
estimation methods rely on the assumption that the signal of interest is sta-
tionary over a set of samples. Although the parameters of speech signals are
dynamic, we can assume that the speech signals are quasi-stationary over
short intervals, about 20–30 ms, which consequently limits the number of
samples and the accuracy of the estimates [101]. Some efforts have recently
been made for non-stationary signals using a linear chirp model of increas-
ing/decreasing frequency over time in order to estimate the related parame-
ters [32, 38, 103].
The accuracy of the parameter estimates is an issue in the presence of
noise. The noise is usually considered as a stochastic signal with characteris-
tics that limit the accuracy of the estimates of deterministic parameters. Real-
life signals are captured in different situations, e.g., exhibition halls, restau-
rants, streets, airports and train stations, in the presence of noise sources
such as a crowd of people (babble noise) and cars. The long-term average
of the power spectrum of the noise signals in real-life is different from white
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noise [65] that is commonly assumed in some noise reduction [53, 73] and
parameter estimation [24] algorithms. Hence, a noise robust estimator is re-
quired in real-life applications.
Many non-parametric methods have been proposed to estimate the fun-
damental frequency [55], which are essentially based on the similarities of the
observations, for example, the auto-correlation based method [89]. In general,
the non-parametric methods do not have a unique estimate [24]. Another
class of methods are parametric which are devised from classical spectral es-
timation approaches [101]. The estimation of the fundamental frequency, as
the parameter of the deterministic signal model, has been investigated in [24]
and is generally categorized in three groups:
• statistical methods
• filtering methods
• subspace methods
For the deterministic parameters, deviation of the observations cannot be
known exactly, but it is possible to make probabilistic statements from statis-
tics of the observations. In statistical methods, the probability of the pa-
rameter of interest is maximized to find the maximum likelihood (ML) esti-
mate [61, 62, 71, 85], or the maximum a posteriori (MAP) estimate [51, 105]
that is obtained from Bayesian statistics. Although the statistical methods
are statistically efficient and attain the Cramér-Rao lower bound (CRLB) for
a high number of samples, the statistical methods are typically restricted
to the white Gaussian noise assumption [24]. The filtering methods, as an-
other approach, are derived intuitively based on the concept of the harmonic
model-based filtering for signal enhancement [25, 61, 63]. However, the filter-
ing methods do not attain the CRLB [29]. The subspace methods are based on
the principle in the Euclidean space that the vector space of the noisy signal
includes a subspace of the clean signal and a subspace of the noise. Some fun-
damental frequency estimators have been proposed in [27, 30, 115] based on
the subspace orthogonality of the harmonics. The most common approaches
are based on the eigen decomposition of the orthogonal subspaces, e.g., the
multiple signal classification (MUSIC) [96] and the estimation of signal pa-
rameters by rotational invariance techniques (ESPRIT) [93], which are com-
putationally complex with a biased fundamental frequency estimate [24, 26].
Audio source localization, i.e., DOA estimation, is necessary for an au-
dio system with microphone arrays, and it is a challenging problem in the
presence of noise and other interfering sources [13]. The existing localization
techniques are generally defined for non-parametric signals, which may be
divided into two categories:
• The steered response power (SRP) of a non-parametric beamformer,
which scans various locations and searches for a peak in the output of
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the beamformer to estimate the DOA of a signal source [36] or multiple
sources [111].
• The time-differences-of-arrival (TDOA) estimation [21], e.g., the gener-
alized cross-correlation of the phase transform (GCC-PHAT) between
two received signals [70] and the least squares estimator [17, 20].
The performance of localization methods generally depends on the level of
the noise, the quantity of employing microphones, and the spacing between
the microphones. Moreover, the performance of the SRP-based methods de-
pends on the performance of the applying beamformer. Conventional beam-
formers are highly frequency-dependent, and their steered response is pro-
portional to increasing frequency [22] that limits the performance of the SRP-
based methods. A number of frequency invariant beamformers have been
proposed in [74, 110] to perform the SRP-based methods [109]. The high-
resolution spectral analysis based on the spatiospectral correlation matrix
estimate is a modification of the SRP methods that results in sharp peaks
with a high resolution [93, 96]. The cost of this approach is high computation
complexity, and in the presence of reverberation, the noise and the source
are highly correlated which leads to the removal of the signal of interest as
well as the noise [36]. The TDOA-based estimators are preferable because of
a computational advantage over the SRP-based methods. The TDOA-based
methods are commonly limited on a single-source with poor results in noise.
However, we can extend the TDOA-based estimators to scenarios with mul-
tiple sources using the model of harmonic signals, e.g., the position-pitch
plane based (POPI) estimator [113], and increase the accuracy concerning the
noise statistics, e.g., the statistically efficient DOA estimator in [62]. We can
estimate the DOA in the same fashion as in the estimation of the fundamental
frequency. Moreover, joint DOA and fundamental frequency estimation can
be concluded using the nonlinear least squares (NLS) [61], the spatiotemporal
filtering [63], and the subspace [115] methods. In multiple source scenarios,
the estimation of the fundamental frequency and the DOA jointly has ad-
vantages over separate estimation in situations with overlapping DOAs or
fundamental frequencies, as long as the other one is distinct.
3.1 Filtering Methods
The harmonic model-based filters for speech enhancement have the mini-
mum output power while they pass the desired signal undistorted. We can
also use such filters for two-dimensional (2D) spectral estimation [82]. The
parameter estimates of the model can then be obtained by maximizing the
output power of the filters, i.e., E
[
|xˆ(n)|2
]
. We can use either the designed
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filter bank H(ω0) such that
{ωˆ0}H(ω0) = arg maxω0 tr
{
HH(ω0)RyH(ω0)
}
, (37)
or the designed LCMV filter hLCMV(Ω) such that [28]
{ωˆ0}hLCMV(Ω) = arg maxω0 h
H
LCMV(Ω)RyhLCMV(Ω) (38)
= arg max
ω0
1T
[
ZHt R
−1
y Zt
]−1
1, (39)
where tr(·) denotes the trace of a square matrix. The filter bank has cross-
terms which do not appear in (37), and the result of the filter bank is not the
same as the result of the LCMV filter [24]. The filtering solution has also been
extended to estimate the fundamental frequency and the DOA jointly in [63]
using the spatiotemporal filter hLCMV(θ0,Ω) such that
{θˆ0, ωˆ0}hLCMV(θ0,Ω) = arg max{θ0,ω0}
hHLCMV(θ0,Ω)Ryst hLCMV(θ0,Ω)
= arg max
{θ0,ω0}
1T
[
ZHst R
−1
yst Zst
]−1
1. (40)
Although the resulting filters are data-dependent, the mean squared error
(MSE) of the estimates does not reach the CRLB [63]. Moreover, these estima-
tors require matrix inversions and products for each point in the search grid,
which are computationally expensive.
3.2 Statistical Methods
An optimal estimator is associated with the deterministic signal model to
find the most likely probability density function (PDF) of the signal or the
parameters of the corresponding model. In general, an ML estimator is asso-
ciated with the given parameters by maximizing the PDF of the signal. The
least squares (LS) estimator is the most famous solution with statistically ef-
ficient results in white Gaussian noise. In order to estimate the fundamental
frequency and the DOA by fitting the given data in the LS estimator, the
nonlinear least squares (NLS) estimator is represented by
{θˆ0, ωˆ0}NLS = arg min{θ0,ω0} ‖
yst(n)− Zsta(n)‖22 . (41)
The NLS method has the solution for joint fundamental frequency and DOA
estimates in white Gaussian noise [61] given by
{θˆ0, ωˆ0}NLS = arg max{θ0,ω0}
yHst (n)Zst(Z
H
st Zst)
−1ZHst yst(n). (42)
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The NLS estimator is statistically efficient in white noise, i.e., it has the lowest
possible variance of the estimate. We can achieve an approximate NLS (aNLS)
estimator when N ×M→ ∞ such that [24, 61]
{θˆ0, ωˆ0}aNLS = arg max{θ0,ω0}
∥∥∥yHst (n)Zst∥∥∥22 (43)
= arg max
{θ0,ω0}
L
∑
l=1
∣∣∣yHst (n)z(θ0, lω0)∣∣∣2 . (44)
The resulting joint DOA and fundamental frequency estimator is computa-
tionally simpler than the NLS. The estimates are obtained by locating the
highest peak in the sum of the power spectrum of the harmonics. The aNLS
is the same as the harmonic summation (HS) solution [85] in the fundamental
frequency estimation that fits harmonic sine-waves to the input data. In pa-
pers E and F, we apply the harmonic summation to extend the SRP method
in order to estimate the parameters of harmonic signals.
In the following, we introduce two estimators of the fundamental fre-
quency and the DOA in a sequential process, and extend them into a solu-
tion of joint estimates in paper B. A statistically efficient solution has been
proposed in [71] to estimate the fundamental frequency from the location of
spectral peaks of the harmonics, ωˆl , which we call unconstrained frequency
estimates (UFEs), and the corresponding power spectrum estimates |aˆl |2. The
estimator is based on the weighted least-squares (WLS) solution. The weight-
ing matrix of the WLS approach is given by the corresponding Fisher infor-
mation matrix (FIM) under the white Gaussian noise assumption. The esti-
mator is the sum of the weighted UFEs such that
{ωˆ0}WLS =
L
∑
l=1
l |aˆl |2 ωˆl
/ L
∑
l=1
l2 |aˆl |2. (45)
A DOA estimator has been proposed in [62] based on mutual coupling of the
multichannel phase estimates of the given harmonics. The estimator consists
of two steps using the WLS method that the weighting matrices are given by
the FIM in the assumption of white Gaussian noise. The last step of the WLS
DOA estimator is designed w.r.t. the DOA estimates θˆl of the given harmonics
as
{θˆ0}WLS =
L
∑
l=1
l2 |aˆl |2 θˆl
/ L
∑
l=1
l2 |aˆl |2. (46)
The WLS estimators are computationally simpler than the corresponding
NLS estimators, though they achieve similar performance to the NLS method
for a large number of samples and/or high SNR [71].
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To avoid the white noise assumption in the aforementioned WLS esti-
mators, we have shown in paper B that the additive noise can be converted
into an equivalent phase-noise in each sinusoid [106]. We can therefore ap-
proximate the multichannel noisy signal as the sum of harmonics with the
phase-noise ∆ψl,m(n) for the lth harmonic at the time instance n and the
microphone m, i.e.,
ym(n) = xm(n) + vm(n)
≈
L
∑
l=1
ale
(ωln−ωl fsτm+∆ψl,m(n)). (47)
We therefore model the UFEs and the DOA estimates of the harmonics with
multivariate normal distributions, respectively, such as
Ωˆ =
[
ωˆ1 ωˆ2 . . . ωˆL
]T , N (dLω0, R∆Ω) , (48)
Θˆ =
[
θˆ1 θˆ2 . . . θˆL
]T , N (1θ0, R∆Θ) , (49)
where N (·, ·) denotes the normal distribution that its first argument is the
vector of the expected values and the second one is the covariance matrix of
the variables, and dL =
[
1 2 . . . L
]T . The covariance matrices R∆Ω and
R∆Θ are related to the diagonal matrix R∆Ψ which includes the reciprocal
narrowband SNRs of the harmonics (i.e., Φ(ωl)/|al |2) such that
R∆Ψ =
1
2
diag
{
Φ(ω1)
|a1|2
Φ(ω2)
|a2|2 · · ·
Φ(ωL)
|aL|2
}
, (50)
where Φ(ωl) is the narrowband power spectrum of the noise at the lth har-
monic. Therefore, the covariance matrices can be estimated in practice from
statistics of the UFEs and the DOA estimates of the harmonics. We propose
then the fundamental frequency and the DOA estimators using the spectral
characteristics of the noise and show that the estimators are robust against
colored Gaussian noise.
The number of harmonics, L, must be known for the aforementioned
methods, though the estimation of the number of harmonics is a difficult
problem known as model order estimation. The maximum a posteriori (MAP)
[37] (see also [102]), the Akaike information criterion (AIC) [2], and the mini-
mum description length criterion (MDL) [91] are the most common solutions
for the model order selection. The MAP is commonly used for random pa-
rameters whose a priori density function is known, and it is defined from the
FIM that results as a penalty term. Hence, the MAP model order estimator is
presented by the penalized MSE of an ML estimator: either the LS amplitude
estimator [102] or the NLS (or the optimal model-based filter) fundamental
frequency estimator [23] that obtains joint estimates of the fundamental fre-
quency and the model order. No similar model order estimation has been
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considered for the multichannel case before. In the following, we incorporate
the statistical methods (the harmonic summation and the MAP model or-
der estimation) with the non-parametric filter h(θ0, υk) to estimate the model
order of periodic signals from multichannel signals in papers E and F.
In a scenario with multiple harmonic sources, the estimation problem
turns into a multi-pitch estimation problem. This problem can be solved by
extending most of the fundamental frequency estimation solutions given a
priori knowledge of the number of measured sources as well as the model
order of the harmonic sources [24]. Some methods have been proposed
to avoid such assumptions; for example, the non-negative matrix factoriza-
tion (NMF) method [9, 100] that decomposes the spectrogram of the sig-
nal into two matrices to represent it in terms of a set of a magnitude spec-
trum and an activation matrix. A recently proposed pitch estimation using
block sparsity (PEBS) technique [1] uses a sparse dictionary. To avoid the
assumptions on the number of sources and the model orders, it imposes the
large dictionary W =
[
Zt,1 Zt,2 . . . Zt,S
]
on S feasible fundamental fre-
quencies and the maximum harmonics given by the basis matrices Zt,r for
r = 1, 2, . . . , S. The PEBS method has two steps: first, sparse spectral ampli-
tudes a(n) =
[
aT1 (n) a
T
2 (n) . . . a
T
S (n)
]T of the dictionary are estimated
using the penalized LS estimator, i.e.,
aˆ(n) = arg min
a
1
2
‖yn−Wa(n)‖22 + λL ‖a(n)‖1 + λGL
S
∑
r=1
‖ar(n)‖2 , (51)
where λL and λGL are the regularization coefficients of the penalties. Second,
Q fundamental frequencies are estimated for a given Q˜ sources such as{
ωˆ0,1 ωˆ0,2 . . . ωˆ0,Q˜
}
PEBS
= arg max
ω0,1 ω0,2 ...ω0,Q˜
P
(
{‖aˆr(n)‖2 |ω0,r}Sr=1
)
.
(52)
The resulting estimates may suffer from some spurious estimates [1]. In pa-
per C, we prove that the regularization coefficients should not be identical
for all components of the dictionary, and we apply flexible penalty terms for
a smooth spectral evaluation over multiple frames.
3.3 Performance Measures
The performance of the parameter estimates ηˆ is tested in different situations
of signal and noise. This evaluation is conducted to find uncertainties from
the true parameter values. The squared error (ηˆ− η)2 has more emphasis on
large errors than the absolute error |ηˆ− η|. Therefore, we analyze statistics
of the squared error, i.e., E
{
(ηˆ− η)2}, by repeating the estimation process
of the same signal. This sampling is also known as Monte-Carlo simulation
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that results in random samples ηˆb for b = 1, 2, . . . , B to calculate the MSE of
B estimates from random samples, i.e.,
MSE(ηˆ) =
1
B
B
∑
b=1
(ηˆb − η)2. (53)
In Gaussian noise, the MSE of an unbiased estimator2, i.e., E
{
ηˆ
}
= η, is
evaluated by the Cramér-Rao lower bound (CRLB) [66], and the estimator is
called statistically efficient when the MSE attains the boundary. The CRLB of
the ith parameter of the parameter vector η is defined as
CRLB([ ηˆ ]i) = [I(η)−1]i,i, (54)
with
[I(η)]i,j = −E
∂
2 ln P
({{
ym(n)
}N−1
n=0
}M−1
m=0 , η
)
∂[η]i ∂[η]j
 , (55)
where ln P
({{
ym(n)
}N−1
n=0
}M−1
m=0 , η
)
is the log-likelihood function of M × N
independent samples. In white Gaussian noise, asymptotic CRLBs of joint
fundamental frequency and DOA estimates have been formulated for ULAs
in [61]. In paper B, we derive the CRLBs in colored Gaussian noise which are
given by
CRLB(ω0)=
12
NM(N2−1) (d
T
L R
−1
∆ΨdL)
−1, (56)
CRLB(θ0) =
[ 12c2
NM(M2−1)(ω0 fsδ cos θ0)2 +
12 tan2 θ0
NM(N2−1)ω20
]
(dTL R
−1
∆ΨdL)
−1.
(57)
We also show that the CRLB of the DOA for the given fundamental frequency
is lower than or equal to the CRLB of the DOA in the joint estimates, i.e.,
CRLB(θ0|ω0) ≤ CRLB(θ0), and the CRLB of the fundamental frequency for
the given DOA is the same as the CRLB of the DOA in the joint estimates,
i.e., CRLB(ω0|θ0) = CRLB(ω0).
4 Contributions
This section gives an overview of the papers A through G which form the
main contribution of this thesis. In multichannel noise reduction, paper A
2Note that the expected value of the squared error includes both variance and squared bias-
error, i.e., E
{
(ηˆ− η)2} = Variance(ηˆ) + [Bias(ηˆ)]2.
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proposes a class of beamformers. The beamformers are designed using the
fundamental frequency and the direction of arrival (DOA) of periodic signals.
The estimation of the fundamental frequency and the DOA is considered in
papers B, C, D, E, and F. Besides the proposed harmonic model-based beam-
formers, paper G also proposes a non-parametric beamformer with control-
lable linear constrains on the DOAs of the signal of interest and interferers.
Paper A: Harmonic model-based beamforming for speech enhancement
Beamformers should ideally be designed so that the desired signal,
from a certain direction of arrival, is passed while background noise
and interferers, at other directions, are attenuated as much as possi-
ble. Traditional broadband beamformers are designed without a prior
assumption on the signal. In this paper, we propose a new class of
broadband beamforming to pass the harmonics of periodic signals. The
proposed harmonic model-based beamforming has advantages over the
traditional broadband beamforming in noise reduction. As a result, the
quality and intelligibility of speech signals are comparably higher than
the results of traditional beamformers.
Paper B: Computationally efficient and noise robust fundamental fre-
quency and DOA estimation
This paper proposes the estimation methods associated with noise statis-
tics subject to distortionless constraints on the frequencies of the har-
monics of periodic signals. The estimators are based on the maximum-
likelihood (ML) of the frequency and the corresponding DOA estimates
of the harmonics that make them statistically efficient. The proposed
estimators are robust against different types of noise that makes them
applicable in real-life scenarios. In addition, the methods are computa-
tionally simpler than the nonlinear least squares estimator [61].
Paper C: Multi-pitch estimation and tracking
Multi-pitch estimation, without posing a detailed a priori assumption
of periodic sources, is a challenging problem. In this paper, we ap-
ply a general dictionary consisting of feasible fundamental frequen-
cies and the corresponding harmonics. By doing this, we incorporate a
Bayesian prior and assign data-dependent regularization coefficients in
the (multi-) pitch estimation using block sparsity (PEBS) approach [1].
This version of the PEBS method has advantages on spectral estimation
with less bias error and no spurious pitch estimates.
Paper D: Pitch estimation and tracking
In paper B, we propose an estimator of the fundamental frequency from
unconstrained frequency estimates (UFEs) of the harmonics. In a se-
ries of the ML estimates of a changing fundamental frequency, the fre-
quency estimates must change smoothly over time. In this paper, we
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propose two estimators, namely a hidden Markov model and a Kalman
filter, to optimally use the correlation of the consecutive UFEs over time.
The results show that the proposed Bayesian based estimators are more
accurate and smoother than the result of the ML estimator.
Paper E: Joint fundamental frequency and DOA estimation using a broad-
band beamformer
Estimation of the DOA and the fundamental frequency is not an easy
task in a scenario of multiple sources. In microphone array signal pro-
cessing, beamforming is commonly applied to extract the signal of in-
terest at the given DOA and frequency. In this paper, we propose a
method to estimate the fundamental frequency and the DOA jointly
from the output of the broadband minimum variance distortionless
response (MVDR) beamformer [16]. This approach is faster than the
other estimators. Moreover, the model order of the harmonics is also
estimated from the output of the beamformer using the maximum a
posteriori (MAP) model order estimation method.
Paper F: Joint fundamental frequency and model order estimation using
a broadband beamformer
Fundamental frequency estimation methods are often based on a priori
assumption on the model order of the signal. However, estimation of
the model order is not trivial in scenarios with multiple sources. This
paper proposes an estimator of the joint fundamental frequency and
the model order from the output of a beamformer at the given DOA of
the signal of interest. The estimator is based on the MAP model order
estimation method in [102].
Paper G: A controllable linearly constrained beamformer
The linearly constrained minimum variance (LCMV) beamformer [46]
is the known solution to reject interferers at the DOAs other than the
signal of interest. This paper presents a general form of an optimal
beamformer to compromise between noise reduction and interference
rejection. To control the performance of the beamformer, we select some
interferers either to reject or to attenuate using controllable constraints
on the DOA of the audio sources. As a result, the proposed controllable
LCMV (C-LCMV) beamformer has a performance between the MVDR
and the LCMV beamformers.
5 Conclusion and Future Direction
In this thesis, we have contributed generally in noise reduction of periodic
signals. The results of this research can be used to enhanace signals of
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voiced speech and some musical instruments in different applications such as
hearing-aids and music information retrival. We have exploited the model of
periodic signals, and proposed some optimal solutions to estimate the signal
of interest through estimating the parameters of the model. We have mainly
focused on two steps. First, we have estimated the parameters of the signal of
interest from noisy spatiotemporal samples captured by a microphone array.
In array processing, a spatial filter is usually designed to steer a beam to the
direction-of-arrival (DOA) of the signal of interest. Second, we have enhanced
the signal of interest by introducing a framework to design spatiotemporal
filters by exploiting the estimated parameters. The idea was tailored to ex-
tend a number of data-independent (fixed) and data-dependent (adaptive)
beamformers using the estimated DOA and fundamental frequency of peri-
odic signals. We have shown that the proposed model-based beamformers
have advantages over the traditional non-parametric beamformers in increas-
ing the quality and ineligibility of speech signals.
Fundamental frequency is the parameter of interest according to the model
of harmonic signals. We have proposed a number of solutions to estimate
the fundamental frequency and the DOA either separately or jointly. We
have shown that the harmonic model-based beamformers are also capable
of estimating the parameters. We have also proposed a joint estimator of the
fundamental frequency and DOA from the output of a non-parametric beam-
former. Moreover, we have proposed estimators of the parameters concerning
the noise statistics based on the weighted least-squares (WLS) method. We
have shown that this approach is a maximum likelihood estimator, which
is statistically efficient in colored noise. The proposed WLS-based methods
are computationally simpler than the state-of-the-art nonlinear least squares
(NLS) estimator. With regard to the continuity of the frequency changes
over time, we have also proposed two Bayesian methods in the fundamen-
tal frequency estimation. Although the aforementioned estimators make a
priori assumptions on the number of harmonic sources and the model order
of the harmonics, we have extended an estimator using a dictionary, which
avoids such assumptions. We have shown that the estimates change over time
smoothly.
Although many efforts have been dedicated to estimating the parame-
ters of harmonic signals for several decades, parameter estimation of voiced
speech signals is a difficult problem in the acoustic resonances of the vo-
cal tract which are known as formants [76]. This phenomenon changes the
spectral envelope of the spectrum in a smooth shape of peaks at formant fre-
quencies and spectral valleys in other frequencies. This phenomenon may
attenuate the power spectrum of some harmonics, which causes losses of
some harmonics in low local SNRs. Therefore, estimation of the model or-
der and the fundamental frequency of voiced speech signals would not be
easy. The future work might investigate how to estimate the parameters of
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harmonics with regard to the formant frequencies.
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1. Introduction
Abstract
Broadband beamforming is a well-known solution to multichannel noise reduction. In
noise reduction, speech quality is directly related to the amount of residual noise and
speech distortion. This paper presents a framework for parametric broadband beam-
forming which exploits the frequency-domain sparsity of voiced speech to achieve
more noise reduction than traditional nonparametric broadband beamfoming with-
out introducing additional distortion. In this approach, the harmonic modeling of
voiced speech signals is considered to parameterize the beamformers specifically by
the fundamental frequency of the harmonics. This approach considers separation and
enhancement of periodic sources by exploiting the spectral and spatial properties of
the signal sources. Accordingly, both data-independent and data-dependent harmonic
model-based beamformers are derived in the time domain, i.e., (1) delay-and-sum, (2)
null forming, (3) Wiener, (4) minimum variance distortionless response (MVDR),
and (5) linearly constrained minimum variance beamformers. In addition, this paper
also introduces a spatiotemporal filter as a trade-off between the maximum signal-
to-noise ratio solution and the proposed harmonic model-based MVDR beamformer.
Some numerical results on synthetic signals and real-life examples confirm the su-
perior properties of the introduced framework, in terms of noise reduction, speech
distortion, and objective measures for speech quality and speech intelligibility, com-
pared to nonparametric broadband beamformers.
1 Introduction
Speech signals recorded by voice communication systems are often accompa-
nied by unwanted noise and interferences in real life. These nuisance signals,
that degrade the quality and intelligibility of speech signals, have a profound
impact on voice communication systems, so an effective speech enhancement
method is required to mitigate or eliminate the effects of added noise and
interference. Nowadays, many voice communication systems are equipped
with microphone arrays that provide spatial sampling in addition to the tem-
poral sampling. Microphone arrays increases the performance of voice com-
munication systems as the number of microphones increases, since the noise
reduction and the degrees of freedom to separate interferers are potentially
increased [1].
Beamforming is one approach to noise reduction using microphone ar-
rays. It comprises of a set of finite-impulse-response (FIR) filters to create a
space-tapered or a spatiotemporal filter, and an optimal filter is desired to
minimize the noise and competing interference with a reasonable distortion
on the desired speech signal, which can be obtained with, e.g., the multi-
channel Wiener filter. A beamformer is applied on multichannel signals to
discriminate against signals from different direction of arrivals (DOAs), other
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than that of the desired signal [2]. Narrowband beamformers, which are gen-
erally applied for communication and radar signals at a certain frequency
band, attenuate signals from other directions. They are designed to pass the
signal of interest and reject interferers [3]. Broadband beamformers are gen-
erally designed using narrowband beamformers for each of the frequency
bands of the signal. To accomplish noncoherent noise reduction as well, nu-
merous data-dependent beamformers have been developed (see [1, 4–6] and
the references therein) which have been inspired mostly from single-channel
data-dependent filters based on statistics of the signal and noise. The linearly
constrained minimum variance (LCMV) beamformer [3] minimizes the resid-
ual noise, and enforces a set of linear constraints on the desired signal and
interferers. Also, the Wiener post-filtering of the output of the minimum vari-
ance distortionless response (MVDR) beamformer [7] provides a minimum
mean-squared error (MMSE) solution [8]. In general, nonparametric broad-
band beamformers are designed at all frequency bands. However, large parts
of audio and speech signals are relatively sparse over the frequency bands,
e.g., the harmonics of voiced speech. In other words, only a few frequency
bands constitute the signal, and nonparametric broadband beamformers, e.g.,
the delay-and-sum and the MVDR beamformers, may partially retain noise
in the frequency bands where the signal is zero.
For voiced speech and some musical instruments, it is reasonable to as-
sume periodicity in short time intervals. Hence, the harmonic model, as the
sum of sinusoids which are represented by a fundamental frequency and fre-
quencies of the corresponding harmonics, can provide an efficient solution
to capture, code, and transmit as well as manipulate and enhance periodic
signals. Various harmonic model-based filters have been proposed for single-
channel signal enhancement [9] and dereverberation [10]. For example, the
data-dependent filter based on the optimal Capon spectral estimator [11] has
been proposed with the distortionless constraint on the harmonics [12]. This
harmonic model-based filtering passes the periodic signal of interest undis-
torted, and minimizes the noise and the other remaining interferers. How-
ever, it has still not been thoroughly considered how to optimally use the
harmonic model for the enhancement of multichannel signals.
In the following, we exploit multichannel signals in order to increase de-
grees of freedom of the harmonic model-based filters, and suppress inter-
ferers which may be at the same frequency bands of the signal of interest
in a scenario that interferers located at different positions. In this paper,
we introduce optimum solutions to the multichannel signal enhancement in
the maximum likelihood sense to provide the best possible output signal-
to-noise ratio (SNR) for broadband periodic signals such as voiced speech.
We propose harmonic model-based beamformers, in contrast to the nonpara-
metric broadband beamformers. More specifically, we generalize the prin-
ciples of the single-channel filterbank [12] and the spatiotemporal filtering
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technique [13], and propose harmonic model-based beamforming which re-
sembles a filterbank designed for the given spatial and spectral information.
In this paper, the DOA and the fundamental frequency with the correspond-
ing harmonics are treated as known parameters. The estimation problem of
those parameters from noisy observed signals is outside the scope of this pa-
per, but interested readers can find some existing methods for obtaining those
in [13–20] and the references therein. We design fixed, or data-independent,
delay-and-sum and null forming beamformers herein with the distortionless
constraints on the aforementioned spatial and spectral parameters of the mul-
tichannel signals. To reduce noncoherent noise as well as the coherent inter-
ferers, we derive data-dependent harmonic model-based beamformers based
on the nonparametric MVDR and LCMV beamformers and the multichannel
Wiener filter. Moreover, the Karhunen-Loève expansion (KLE) is interesting
as another data-dependent approach in noise reduction [21]. The KLE is
computed in the subspace from the eigenvalue decomposition of the signal
correlation matrix. The multichannel linear filtering technique has been as-
sociated with the KLE approaches based on the joint diagonalization [22] of
either the correlation matrices of the noisy speech and the noise signals [23],
or the correlation matrices of the speech and the noise signals [24]. The filters
have been designed to minimize the speech distortion subject to a flexible
noise reduction level [25], which results a trade-off distortion of the desired
signal [23, 26]. In this paper, we also propose a linear filter based on the joint
diagonalization of the correlation matrices of the speech and the noise signals.
We apply the correlation matrix of the speech signals derived from proper-
ties of the harmonic signals instead of an estimate of the signals’ correlation
matrix. The amount of noise reduction and speech distortion depends on the
number of applied eigenvectors in the proposed trade-off filter which com-
promises between the maximum SNR solution and the proposed harmonic
model-based MVDR beamformer.
The remainder of this paper is organized as follows. Section II describes
the multichannel signal model and problem formulation which form the basis
of the paper. Section III outlines the conventional way of beamforming. Sec-
tion IV represents the objective performance metrics of beamformers, namely
the noise reduction factor, speech distortion index, and mean-squared error
criterion. Then, Sections V and VI develop fixed and data-dependent har-
monic model-based beamformers respectively. Section VII represents tradi-
tional non-parametric beamformers as a special case of the harmonic model-
based beamformers. Then, some numerical examples are presented in Section
VIII. Finally, Section IX concludes this work.
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2 Signal Model and Problem Formulation
We consider the conventional signal model in which a microphone array with
M sensors receives the unknown speech source signal s(t), at the discrete-
time index t, in some noise field. The received signals are expressed as [1]
ym(t) = gm(t) ∗ s(t) + vm(t)
= xm(t) + vm(t), m = 1, 2, . . . , M, (A.1)
where gm(t) is the acoustic impulse response from the speech signal source
to the mth microphone, ∗ denotes the convolution operation, and xm(t) and
vm(t) are the speech and additive noise signals, respectively, at microphone
m, which are assumed to be uncorrelated, and zero-mean. By definition,
the terms xm(t), m = 1, 2, . . . , M, are coherent across the array. The noise
signals, vm(t), m = 1, 2, . . . , M, are typically only partially coherent across
the array. We further assume that microphone 1 is chosen as the refer-
ence sensor. Therefore, x1(t) is the desired signal that we want to recover
from the sensors’ observations from the far-field speaker. Moreover, we
assume that the unknown speech source signal is quasi-stationary over a
short interval, e.g., 20–30 ms. Hence, over the most recent time samples,
[ s(t) s(t−1) · · · s(t−L+1) ], the spectral and statistical properties of the
signal are constant for small L.
In this study, we consider a uniform linear array (ULA) consisting of M
omnidirectional microphones, where the distance between two successive
sensors is equal to δ and the direction of the source signal to this ULA is
parameterized by the azimuthal angle θ lying inside the range 0 to pi. The
speech signal can be modeled by using the sum of sinusoids in the peri-
ods of voiced speech. Therefore, we model the convolved speech signal at
the mth microphone as a harmonic signal source. Moreover, the acoustic
impulse response essentially models the reverberation of an acoustic envi-
ronment which leads to spectral and temporal smearing of the signal source.
Although some nonharmonic components are added by the room reverbera-
tion due to indirect-path responses and long-term non-stationarity, the rever-
beration does not actually impair the frequency of the direct-path signal [10].
Therefore, by reconstructing the harmonic components and suppressing the
residual noise and nonharmonic components we can enhance the signal of in-
terest without assuming a priori knowledge about the indirect-path responses
of the acoustic impulse response. For notational simplicity and computa-
tional efficiency, we use the discrete-time analytical signal [27] in an anechoic
acoustic environment as well as in [20]:
xm(t) =
N
∑
n=1
anenω0[t− fsτm(θ)], (A.2)
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where N is the model order, the complex amplitude an is associated with the
nth harmonic,  =
√−1 is the imaginary unit, ω0 is the pitch or fundamental
frequency, fs is the sampling frequency,
τm(θ) = (m− 1) δ cos θc (A.3)
is the relative delay of an impinging plane wave on the ULA, and c is the
speed of sound in the air. Basically, the broadband signal, xm(t), whose
fundamental frequency is ω0, is the sum of N narrowband signals. Using
(A.2), we can express (A.1) as
ym(t) =
N
∑
n=1
anenω0[t− fsτm(θ)] + vm(t)
=
N
∑
n=1
anenω0te−nω0 fsτm(θ) + vm(t). (A.4)
Putting together the samples of the mth microphone observations in a vector
of length L, we get
ym(t) =
[
ym(t) ym(t− 1) · · · ym(t− L + 1)
]T
= xm(t) + vm(t)
= Dm,N(θ,ω0)a(t,ω0) + vm(t), (A.5)
where the superscript T is the transpose operator, xm(t)=Dm,N(θ,ω0)a(t,ω0),
Dm,N(θ,ω0) =
[
dm,1(θ,ω0) dm,2(θ,ω0) · · · dm,N(θ,ω0)
]
(A.6)
is a matrix of size L× N, with
dm,n(θ,ω0) = e−nω0 fsτm(θ) ×
[
1 e−nω0 · · · e−nω0(L−1) ]T (A.7)
being a vector of length L,
a(t,ω0) =
[
a1eω0t a2e2ω0t · · · aNeNω0t
]T (A.8)
is a vector of length N, and
vm(t) =
[
vm(t) vm(t− 1) · · · vm(t− L + 1)
]T . (A.9)
The complex amplitudes, [ a1 a2 · · · aN ], are assumed to be zero-mean cir-
cular complex random variables that have independent phases uniformly dis-
tributed on the interval (−pi , pi]. Therefore E
[
aia∗j
]
= 0 for i 6= j, and the
correlation matrix of a (of size N × N) is
Ra = diag
(
E
[
|a1|2
]
, E
[
|a2|2
]
, . . . , E
[
|aN |2
])
(A.10)
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where E[·] is the mathematical expectation, and the superscript ∗ is the complex-
conjugate operator. Define the vector of length N:
1N =
[
1 1 · · · 1 ]T . (A.11)
It is obvious that 1TNa(t,ω0) = x1(t), which is the desired signal. Now, con-
catenating all microphone signal vectors, we obtain the vector of length ML:
y(t) =
[
yT1 (t) y
T
2 (t) · · · yTM(t)
]T
= x(t) + v(t)
= DN(θ,ω0)a(t,ω0) + v(t), (A.12)
where x(t) = DN(θ,ω0)a(t,ω0),
DN(θ,ω0) =

D1,N(θ,ω0)
D2,N(θ,ω0)
...
DM,N(θ,ω0)
 (A.13)
is a matrix of size ML× N, and
v(t) =
[
vT1 (t) v
T
2 (t) · · · vTM(t)
]T . (A.14)
We deduce that the correlation matrix of y(k) (of size ML×ML) is
Ry = E
[
y(t)yH(t)
]
= Rx + Rv
= DN(θ,ω0)RaD
H
N(θ,ω0) + Rv, (A.15)
where the superscript H is the conjugate-transpose operator,
Rx = DN(θ,ω0)RaD
H
N(θ,ω0) is the correlation matrix of x(t), and Rv =
E
[
v(t)vH(t)
]
is the correlation matrix of v(t). It is important to observe that
the matrix Rx is rank deficient only if ML > N, which is easy to satisfy by just
increasing M or (especially) L; this will always be assumed. We will see how
to exploit the nullspace of Rx to derive all kind of broadband beamformers.
In the rest, it is assumed that the desired signal propagates from the fixed
direction θ0; so in (A.12) and (A.15), θ is replaced by θ0. Therefore, our signal
model is now
y(t) = DN(θ0,ω0)a(t,ω0) + v(t). (A.16)
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3 Broadband Beamforming
The conventional way to perform beamforming is by applying a complex-
valued temporal linear filter of length L at the output of each microphone
and summing the filtered signals. The beamformer output is then
z(t) =
M
∑
m=1
hHm ym(t)
= hHy(t)
= xfd(t) + vrn(t), (A.17)
where
h =
[
hT1 h
T
2 · · · hTM
]T (A.18)
is the spatiotemporal linear filter of length ML, with hm, m = 1, 2, . . . , M
being the temporal filters of length L,
xfd(t) =
M
∑
m=1
hHm Dm,N(θ0,ω0)a(t,ω0)
= hHDN(θ0,ω0)a(t,ω0) (A.19)
is the filtered desired signal, and
vrn(t) =
M
∑
m=1
hHm vm(t)
= hHv(t) (A.20)
is the residual noise. We deduce that the variance of z(t) is
σ2z = h
HRyh
= σ2xfd + σ
2
vrn , (A.21)
where
σ2xfd = h
HDN(θ0,ω0)RaD
H
N(θ0,ω0)h (A.22)
is the variance of xfd(t) and
σ2vrn = h
HRvh (A.23)
is the variance of vrn(t).
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4 Performance Measures
In this section, we derive some very useful performance measures that are
needed not only for the derivation of different kind of beamformers but
also for their evaluation. The performance measures are special cases of the
well-known general expressions in [1, 28] by using the harmonic model. We
parameterize the signal correlation matrix, and discuss the noise reduction
performance, as well as the speech distortion performance, and the mean-
squared error (MSE) criterion. We show how the MSE is naturally related to
all second-order performance measures.
4.1 Noise Reduction
Since microphone 1 is the reference, the input signal-to-noise ratio (SNR)
is computed from the first L components of y(t) as defined in (A.16), i.e.,
y1(t) = D1,N(θ0,ω0)a(t,ω0) + v1(t). We easily find that
iSNR =
tr
[
D1,N(θ0,ω0)RaDH1,N(θ0,ω0)
]
tr (Rv1)
=
1TNRa1N
σ2v1
, (A.24)
where tr(·) denotes the trace of a square matrix, Rv1 is the correlation matrix
of v1(t), and σ2v1 is the variance of v1(t).
The output SNR is obtained from (A.21). It is given by
oSNR (h) =
σ2xfd
σ2vrn
=
hHDN(θ0,ω0)RaD
H
N(θ0,ω0)h
σ2v1 h
HΓvh
, (A.25)
where Γv = Rv/σ2v1 is the pseudo-correlation matrix of v(t). We see from
(A.25) that the gain in SNR is
G (h)= oSNR (h)
iSNR
=
1
1TNRa1N
×h
HDN(θ0,ω0)RaD
H
N(θ0,ω0)h
hHΓvh
. (A.26)
The white noise gain (WNG), W (h), is obtained by taking Γv = IML, where
IML is the ML×ML identity matrix.
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The noise reduction factor quantifies the amount of noise being attenuated
by the beamformer. This quantity is defined as the ratio of the power of the
original noise over the power of the noise remaining after filtering, i.e.,
ξnr (h) =
tr (Rv1)
Lσ2vrn
=
1
hHΓvh
. (A.27)
For optimal filters, it is desired that ξnr (h) ≥ 1.
4.2 Speech Distortion
The desired speech signal can be distorted by the beamformer. Therefore, the
speech reduction factor is defined as
ξsr (h) =
tr (Rx1)
Lσ2xfd
=
1TNRa1N
hHDN(θ0,ω0)RaD
H
N(θ0,ω0)h
. (A.28)
For optimal filters, it is preferred that ξsr (h) ≥ 1. In the distortionless case,
we have ξsr (h) = 1. Hence, a beamformer that does not affect the desired
signal requires the constraint:
hHDN(θ0,ω0) = 1
T
N . (A.29)
It is clear that we always have
G (h) = ξnr (h)
ξsr (h)
. (A.30)
The distortion can also be measured with the speech distortion index:
υsd (h)=L
E
[
|xfd(t)− x1(t)|2
]
tr (Rx1)
=
E
[∣∣∣hHDN(θ0,ω0)a(t,ω0)−1TNa(t,ω0)∣∣∣2]
1TNRa1N
.
=
[
hHDN(θ0,ω0)−1TN
]
Ra
[
DHN(θ0,ω0)h−1N
]
1TNRa1N
. (A.31)
It has been proven in [29] that 0 ≤ υsd (h) ≤ 1, and a value of υsd (h) close to
0 is preferred for optimal filters.
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4.3 Mean-Squared Error Criterion
We define the error signal between the estimated and desired signals as
e(t) = z(t)− x1(t) (A.32)
= eds(t) + ers(t),
where
eds(t) = xfd(t)− x1(t)
=
[
hHDN(θ0,ω0)− 1TN
]
a(t,ω0) (A.33)
represents the signal distortion and ers(t) = vrn(t) represents the residual
noise. We deduce that the mean-squared error (MSE) criterion is
J (h) = E
[
|e(t)|2
]
(A.34)
= 1TNRa1N + h
HDN(θ0,ω0)RaD
H
N(θ0,ω0)h
− hHDN(θ0,ω0)Ra1N − 1TNRaDHN(θ0,ω0)h + hHRvh.
Since E [eds(t)e∗rs(t)] = 0, J (h) can also be expressed as
J (h) = E
[
|eds(t)|2
]
+ E
[
|ers(t)|2
]
= Jds (h) + Jrs (h) , (A.35)
where Jds (h)= tr (Rx1)υsd (h) /L, and Jrs (h)= tr (Rv1)/Lξnr (h). Finally, we
have
Jds (h)
Jrs (h)
= iSNR× ξnr (h)× υsd (h)
= oSNR (h)× ξsr (h)× υsd (h) . (A.36)
This shows how the MSEs are related to the most fundamental performance
measures.
5 Fixed Harmonic Model-Based Beamformers
The harmonic model-based beamformers (HBs), which we introduce them
throughout this paper, have distortionless constraints with respect to the har-
monics, in contrast with the nonparametric broadband beamformers (BBs)
which have distortionless constraints with respect to uniformly spaced fre-
quency bands (we discuss about the BBs in Section 7). To understand the
general idea, Fig. A.1 shows an example of the spatial directivity pattern
of the beamformers for an equally spaced linear array. The vertical axis is
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Fig. A.1: Spatial directivity pattern of two broadband beamformers designed with the constraints
with respect to (left) all frequency bands and (right) harmonics.
the normalized frequency in radians per second, and the horizontal axis is
the angle in radians. The beamformers have unit gain with respect to their
constraints at the given DOA, i.e., θ0 = pi/2, and the frequencies of the har-
monics (right) and uniformly spaced frequency bands (left).
5.1 Delay-and-Sum
The delay-and-sum (DS) beamformer is obtained by maximizing the WNG
subject to the distortionless constraint, i.e.,
min
h
hHh subject to hHDN(θ0,ω0) = 1
T
N . (A.37)
We deduce that the optimal solution is
hDS−HB=DN(θ0,ω0)
[
DHN(θ0,ω0)DN(θ0,ω0)
]−1
1N . (A.38)
As a result, the WNG is
W (hDS−HB)=
1
1TN
[
DHN(θ0,ω0)DN(θ0,ω0)
]−1
1N
. (A.39)
In the presence of spatially white noise, the DS beamformer is optimal in the
sense that it gives the maximum gain in SNR without distorting the desired
signal. However, in the presence of other noises, we should not expect very
high gains. Moreover, we can obtain lim
ML→∞
DHN(θ0,ω0)DN(θ0,ω0) = ML×
IN . Therefore, the WNG of the DS-HB depends directly to both M and L, i.e.,
W (hDS−HB)→ ML/N.
49
Paper A.
5.2 Null Forming
Let us assume that there is a broadband interference with fundamental fre-
quency ω1 and model order N1 in the direction θ1. The matrix DN1(θ1,ω1)
of size ML× N1 is associated with this interference.
Now, we would like to perfectly recover the desired signal and completely
cancel the interference. The constraint is then
hHC =
[
1TN 0
T
N1
]
, (A.40)
where
C =
[
DN(θ0,ω0) DN1(θ1,ω1)
]
(A.41)
is the constraint matrix of size ML× (N + N1) and 0N1 is the zero vector of
length N1. Then, our criterion is
min
h
hHh subject to hHC =
[
1TN 0
T
N1
]
, (A.42)
from which we find the optimal solution:
hNF−HB = C
(
CHC
)−1 [ 1N
0N1
]
. (A.43)
Obviously, we must have ML > N + N1. The generalization of this approach
to any number of interferences is straightforward.
6 Data-Dependent Harmonic Model-Based Beam-
formers
This section deals with a class of data-dependent beamformers, where some
signal statistics need to be estimated. In theory, data-dependent beamformers
give much better results than fixed beamformers since they can adjust pretty
quickly to the new environment.
6.1 Wiener
The harmonic model-based Wiener beamformer is easily derived by taking
the gradient of the MSE, J (h) [eq. (A.34)], with respect to h and equating the
result to zero:
hW−HB=
[
DN(θ0,ω0)RaD
H
N(θ0,ω0)+Rv
]−1
DN(θ0,ω0)Ra1N . (A.44)
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Determining the matrix inverse with the Woodbury identity leads to another
interesting formulation of the harmonic model-based Wiener beamformer:
hW−HB=R−1v DN(θ0,ω0)
[
R−1a +DHN(θ0,ω0)R
−1
v DN(θ0,ω0)
]−1
1N
=R−1v DN(θ0,ω0)
[
DHN(θ0,ω0)R
−1
v DN(θ0,ω0)
]−1
P (θ0,ω0) 1N ,
(A.45)
where
P (θ0,ω0)=
(
R−1a
[
DHN(θ0,ω0)R
−1
v DN(θ0,ω0)
]−1
+ IN
)−1
.
In spatially white noise, we can approximate P (θ0,ω0) as P =
(
σ2v1
ML R
−1
a + IN
)−1
for a large filter, i.e., ML→ ∞.
6.2 Minimum Variance Distortionless Response
The celebrated minimum variance distortionless response (MVDR) beam-
former proposed by Capon [7, 11] is easily derived by optimizing the fol-
lowing criterion:
min
h
hHRvh subject to hHDN(θ0,ω0) = 1
T
N . (A.46)
We obtain
hMVDR−HB=R−1v DN(θ0,ω0)
[
DHN(θ0,ω0)R
−1
v DN(θ0,ω0)
]−1
1N . (A.47)
The perfectly matched beamformer to the signal parameters results in
hHMVDR−HBRyhMVDR−HB = 1TNRa1N + h
H
MVDR−HBRvhMVDR−HB. Therefore,
minimizing the residual noise is equivalent to minimizing the noisy signal,
i.e., hHRyh, and we can express the MVDR beamformer alternatively as the
minimum power distortionless response (MPDR) beamformer [30]. We ob-
tain the MPDR beamformer interestingly by exploiting the correlation matrix
of the noisy signals as
hMPDR−HB=R−1y DN(θ0,ω0)
[
DHN(θ0,ω0)R
−1
y DN(θ0,ω0)
]−1
1N . (A.48)
We can identify the harmonic model-based Wiener beamformer in (A.45)
as the weighted MVDR beamformer in (A.47). The diagonal weight matrix
P (θ0,ω0) is related to the narrowband input SNRs of the harmonics. There-
fore, we can conclude that the MVDR and Wiener beamformers are approx-
imately equivalent in high input SNRs. Moreover, it has also been shown
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in [21] that we always have a trade-off in noise reduction and speech distor-
tion index between the MVDR and Wiener beamformers, i.e.,
oSNR (hW−HB) ≥ oSNR (hMVDR−HB) ≥ iSNR, (A.49)
υsd (hW−HB) ≥ υsd (hMVDR−HB) = 0, (A.50)
ξsr (hW−HB) ≥ ξsr (hMVDR−HB) = 1. (A.51)
6.3 Linearly Constrained Minimum Variance
We can derive a linearly constrained minimum variance (LCMV) beamformer
[3, 31], which can handle more than one linear constraint, by exploiting the
nullspace of the desired signal correlation matrix. Again, we assume the
presence of a unique interference as explained in Subsection 5.2. The criterion
to be optimized is now
min
h
hHRvh subject to hHC =
[
1TN 0
T
N1
]
, (A.52)
where C is defined in Subsection 5.2. We obtain
hLCMV−HB = R−1v C
(
CHR−1v C
)−1 [ 1N
0N1
]
. (A.53)
While the LCMV beamformer completely cancels the interference, there is
no guarantee that the output SNR is greater than the input SNR [32]. The
generalization of this LCMV beamformer to any number of interferences is
straightforward, as long as the filter length ML is larger than the number of
constraints. Now, we can express the linearly constrained minimum power
(LCMP) beamformer, which utilizes the correlation matrix of the noisy sig-
nals, by the following equation:
hLCMP−HB = R−1y C
(
CHR−1y C
)−1 [ 1N
0N1
]
. (A.54)
Although the MVDR/LCMV and the MPDR/LCMP beamformers are
theoretically the same, an inaccurate estimate of the correlation matrix in
practice causes mismatch between the actual and the presumed signal in the
MPDR/LCMP beamformers. Furthermore, the MVDR/LCMV beamformers
are more robust to DOA estimation errors than the MPDR/LCMP beamform-
ers [30, 33]. Therefore, for the sake of the maximum WNG, we can add the
minimum filter norm constraint as hHh ≤ k to the beamformers in addition
to the distortionless constraints, where k is a positive constant. This modi-
fication corresponds to the so-called diagonal loading approach [11, 30, 34]
which is given by Ry ← Ry + λIML, where λ is a positive constant. In gen-
eral, the diagonal loading technique is applied to improve the performance
of the beamformers with errors on the signal parameters (i.e., the DOA and
frequency) and an inaccurate estimation of the correlation matrix.
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6.4 Maximum SNR and Trade-Off
We designed the model-based beamformers based on the frequencies of pe-
riodic signals. Here, we unify the multichannel filtering approach in the
subspace [24] with the harmonic signal model (A.15). The two Hermitian
matrices Rx and Rv can be jointly diagonalized as follows [22]:
BHRxB = Λ, (A.55)
BHRvB = IML, (A.56)
where B is a full-rank square matrix (of size ML×ML) and Λ is a diagonal
matrix whose main elements are real and nonnegative. Furthermore, Λ and
B are the eigenvalue and eigenvector matrices, respectively, of R−1v Rx, i.e.,
R−1v RxB = BΛ. (A.57)
The eigenvalues of R−1v Rx can be ordered as λ1 ≥ λ2 ≥ · · · ≥ λN >
λN+1 = · · · = λML = 0, and we denote the corresponding eigenvectors
by b1, b2, . . . , bML. The correlation matrix (for consistency) can also be diag-
onalized as
BHRyB = Λ+ IML. (A.58)
The maximum SNR beamformer is obtained by maximizing the output
SNR. It is clear that (A.25) is maximized with
hmax = β1b1, (A.59)
where β1 6= 0 is an arbitrary complex number. The optimal value of β1 is
obtained by minimizing distortion. Substituting (A.59) into Jds (h) in (A.35)
and minimizing the resulting expression with respect to β1, we find the max-
imum SNR filter with minimum distortion:
hmax =
b1bH1
λ1
RxiML. (A.60)
Due to the relation bH1 Rxb1 = λ1 and b
H
1 Rvb1 = 1, it can be verified that
oSNR (hmax) = λ1, (A.61)
which corresponds to the maximum output SNR, and
oSNR (h) ≤ oSNR (hmax) , ∀h. (A.62)
It is possible to derive a class of trade-off beamformers:
hT,Q =
Q
∑
q=1
βqbq (A.63)
=
Q
∑
q=1
bqbHq
λq
RxiML, (A.64)
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where 1 ≤ Q ≤ N. We observe that for Q = 1 and Q = N, we obtain hT,1 =
hmax and hT,N = hMVDR−HB, respectively. We deduce that the output SNR
and the speech reduction factor of the trade-off beamformer are, respectively,
as [26]
oSNR
(
hT,Q
)
=
∑Qq=1 λq|βq|2
∑Qq=1 |βq|2
, (A.65)
ξsr
(
hT,Q
)
=
1TNRa1N
∑Qq=1 β
2
qλq
. (A.66)
Therefore, we will have
oSNR
(
hT,1
) ≥ oSNR (hT,2) ≥ · · · ≥ oSNR (hT,N) (A.67)
and
ξsr
(
hT,1
) ≥ ξsr (hT,2) ≥ · · · ≥ ξsr (hT,N) . (A.68)
7 Nonparametric Broadband Beamforming
Nonparametric broadband beamforming is a general technique without im-
posing a priori assumption regarding the signal. The general filter-and-sum
beamformers, fixed and data-dependent beamformers, are designed over a
wide frequency bands (see Fig. A.1). This is equivalent to decomposing the
signal into K uniformly spaced frequency bands, i.e., υ1, υ2, . . . , υK, as
x(t) =
K
∑
k=1
bkeυk [t− fsτm(θ)], (A.69)
where b1, b2, . . . , bK are complex spectral amplitudes of the corresponding
frequencies. Therefore, the signal is modeled as
y(t) = DK(θ0)b(t) + v(t), (A.70)
where b(t) =
[
b1eυ1t b2eυ2t · · · bKeυK t
]T and
DK(θ0) =

d1,1(θ0, υ1) · · · d1,1(θ0, υK)
d2,1(θ0, υ1) · · · d2,1(θ0, υK)
...
...
dM,1(θ0, υ1) · · · dM,1(θ0, υK)
 . (A.71)
Such a broadband signal model leads to nonparametric broadband beam-
formers (BBs). The BB approach is a special case of the HB approach which
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is based on the exact model of the signal in (A.2). The known BBs can be
derived from either the nonparametric expression in (A.70), or the proposed
HBs. For instance, the nonparametric broadband MVDR and Wiener beam-
formers, respectively, are given by
hMVDR−BB = R−1v DK(θ0)
[
DHK (θ0)R
−1
v DK(θ0)
]−1
1K, (A.72)
hW−BB = R−1v DK(θ0)
[
R−1b +D
H
K (θ0)R
−1
v DK(θ0)
]−1
1K, (A.73)
where 1K is the all ones column vector of length K. For DHK (θ0)R
−1
v DK(θ0)
to be invertible, we require that K ≤ L. Substituting (A.72) and (A.73) into
(A.25) and (A.31), for N ≤ K, we get
oSNR (hMVDR−HB) ≥ oSNR (hMVDR−BB) , (A.74)
υsd (hMVDR−BB) ≥ υsd (hMVDR−HB) = 0, (A.75)
and
oSNR (hW−HB) ≥ oSNR (hW−BB) , (A.76)
υsd (hW−BB) ≥ υsd (hW−HB) ≥ 0. (A.77)
These expressions show, interestingly, how the HBs are better than the BBs in
noise reduction (these properties are valid for both the data-dependent and
fixed beamformers).
8 Simulations
In this section, we give numerical examples to illustrate the performance of
the proposed harmonic model-based beamformers (HBs) in different situa-
tions. We verify the relationship between the objective measures of the HBs,
and compare them with the nonparametric broadband beamformers (BBs).
The measures are the amount of noise reduction and the speech distortion
index. The perceptual evaluation of speech quality (PESQ) [35] and short-
time objective intelligibility measure (STOI) [36] are also used to evaluate the
quality and intelligibility of the output speech signals.
8.1 Synthetic Signals
Firstly, we carried out simulations on synthetic signals generated using the
harmonic signal model in (A.2) as well as computer-generated random noise
(spatially white noise), and conducted Monte-Carlo simulations for different
settings. The desired signal had the fundamental frequency ω0 ∈ U{200, 500}×
(2pi/ fs), and N = 5 harmonics with complex amplitudes |an| ∈ U{0.25, 1.5}
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Fig. A.2: (Top) White noise gain and (bottom) speech distortion index of (left) the Wiener and
MVDR beamformers and (right) the DS and MPDR beamformers as a function of the input SNR.
and phases φn ∈ U{−pi,pi}, where U denotes a random uniform distribu-
tion, and fs = 8.0 kHz is the sampling frequency. The signal has the DOA
θ0 ∈ U{0,pi} radians with respect to a uniform linear array (ULA) with the
distance between two successive sensors δ = 0.04 m, and the speed of sound
c = 343.2 m/s. We assumed that the DOA, the fundamental frequency, and
the number of corresponding harmonics are known in these experiments,
though the parameters can be estimated using the methods of [14–17, 19, 20].
We investigate the relationship between the white noise gain (WNG),
W(h), and the speech distortion index, vsd(h), of the nonparametric and
the harmonic model-based Wiener and MVDR beamformers versus different
input signal-to-noise ratios (iSNRs). We applied L = 30 temporal and M = 3
spatial samples to design beamformers. The objective measures of the BBs
and the HBs are plotted as dashed and solid lines, respectively, in the rest
of the paper. The results in Fig. A.2(left) show that the Wiener beamformer
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Fig. A.3: White noise gain and speech distortion index of the Wiener and MVDR beamformers
as a function of the filter length.
reduces the noise while distorting the desired signal specifically in low input
SNRs. The Wiener beamformer has a higher WNG than the MVDR beam-
former, though it causes distortions on the speech signal. The WNG and
the speech distortion index of the Wiener beamformer fall monotonically to-
ward the MVDR beamformer when increasing the input SNR. In general, the
MVDR-HB and W-HB obtain a higher WNG and lower speech distortion than
the MVDR-BB and W-BB. Moreover, we compare the results of the MPDR-BB
and MPDR-HB with the DS-BB and DS-HB, where the DS beamformer cor-
respond to the MVDR beamformer in spatially white noise. Fig. A.2(right)
shows the results of the MPDR beamformers using diagonal loading versus
different λ and iSNR. We see that the MPDR-BB has the worst performance
in high SNRs and with low diagonal loads. At the same time, the WNG
and speech distortion index of the MPDR-HB, as well as the DS-BB and the
DS-HB, are constant in different iSNRs.
In the next experiment, we evaluate the performance of the beamformers
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Fig. A.4: (Left) White noise gain,W(h), in dB, and (right) speech distortion index, vsd(h), of the
trade-off filter and the Wiener and MVDR harmonic model-based beamformers as a function of
the number of harmonics.
versus the space-tapered filter length, ML, while keeping either M = 3 or
L = 30. In this experiment, spatially white noise was added at 0 dB SNR.
The results are depicted in Fig. A.3. As can be seen, the WNG increases with
the filter length for the stationary signal. Therefore, a longer filter length
should be applied for more noise reduction, and less distortion in the Wiener
beamformers. Despite the WNG of the HBs directly relates to L, the WNG
of BBs is fixed in large Ls. Therefore, the performances of HBs and BBs
cross when varying L. In Fig. A.4, we can see that the performance of the
Wiener-HB and the MVDR-HB is decreased with the number of harmonics,
i.e., the HBs lose their degrees of freedom for a large number of constraints.
We explore the properties of the trade-off filter for Q = 1, . . . , 7. We recall
that Q = 1 corresponds to the maximum SNR filter, and Q = N corresponds
to the MVDR-HB for the defined synthetic signal with N harmonics. More
specifically, no distortion is achieved by exploiting as many significant eigen-
vectors as the number of harmonics. We can see that the performance of the
trade-off filter depends on Q; the WNG and the speech distortion index of
the trade-off filter increases when Q is decreased.
In the experiments, we considered no mismatch of the parameters of the
model. Figure A.5 shows the normalized white noise gains of the DS-BB and
DS-HB in the presence of DOA and fundamental frequency mismatches. The
beamformers h and h˜ were designed, respectively, using the true parameters,
(θ0,ω0), and the mismatched parameters, (θˆ0, ωˆ0). In this experiment, we
applied M = 3 and L = 80, and the signal source had θ0 = pi/2, ω0 =
200× (2pi/ fs), and N = 1, 2, . . . , 5. As can be seen, the gain of the DS-HB is
sensitive to mismatch of the DOA and the fundamental frequency, and it is
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Fig. A.5: Normalized white noise gain of the harmonic model-based (red color) and the broad-
band (blue color) beamformerers in the presence of the DOA and the fundamental frequency
mismatch, respectively.
less sensitive to DOA mismatch than the DS-BB.
8.2 Real-Life Experiments
In this section, we evaluate the proposed beamformers in real-life scenar-
ios. We considered a reverberant environment, and for generating the mul-
tichannel signals, we employed an online MATLAB implementation [37] of
the image method [38] with the maximum amount of sound reflections from
the reflecting walls in the room impulse response (RIR) generator [37]. We
simulated the room size 6 × 5 × 3 m (length×width×height), and placed
two simultaneous speakers (one male and one female) at the fixed locations
2× 4× 1.5 m and 4× 4× 1.5 m that results in directions of arrival θ0 = 71.6◦
and θ1 = 108.4◦ with respect to the array centered at 3× 1× 1.5 m. The uni-
form array included M = 4 microphones with the same distance δ as in the
previous experiment. The reflection coefficient was set to achieve T60 = 200
ms reverberation time. The microphone outputs were simulated by convolv-
ing the speech signals with the RIRs, and added to multichannel and spatially
coherent babble noise [39]. We employed the Keele database [40], which con-
sists of male and female speech, and downsampled the speech signals with
the sampling frequency fs = 8.0 kHz. The interfering speech signal level
was as hight as the desired signal, i.e., 0 dB signal-to-interference ratio (SIR),
and the babble noise was added at 5 dB SNR. We designed the beamform-
ers using the estimated parameters of the voiced speech parts. We estimated
the fundamental frequency and the number of harmonics from the separate
clean nonreverberant signals (direct-path signals) using frames of samples.
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Fig. A.6: Spectrograms of (a) the reverberant original signal, (b) the noisy signal (mixed at 5
dB SNR of the babble noise and 0 dB SIR of an interfering speech signal), and (c-d) the output
signals of the LCMV-BB and the LCMV-HB.
The frames’ size were 20 ms (corresponding to 160 temporal samples) and
updated every 10 ms. For speech processing, 20–30 ms of voiced speech sig-
nals is commonly assumed as a short-term stationary signal. We applied the
non-linear least-squares (NLS) fundamental frequency estimator [15] and the
Bayesian information criterion (BIC) model order estimator [41]. Moreover,
we applied the normalized low frequency energy ratio (NLFER) in the fre-
quency domain [42] to select the frames which contain voiced speech. We
selected the frames having an NLFER(t) ≥ 0.4 over the frequency range
[60 , 420]× (2pi/ fs) radians per second, where NLFER(t) is the ratio of the
signal energy over the entire signal. The beamformers had L = 60 taps and
updated every 10 ms. In order to estimate the noise statistics, a voice activ-
ity detection (VAD) algorithm [43, 44] can be used to recognize non-speech
frames in the utterance. However, in the presence of non-stationary noise
and competing speakers, VAD is not trivial. Hence, in this experiment, we
estimated the correlation matrix Rˆv directly from the noise signal based on
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recursive averaging:
Rˆv(t) = αRˆv(t−T) + 1−αT
T−1
∑
s=0
v(t−s)vH(t−s), (A.78)
and regularized the correlation matrix [45] such that
Rˆv,reg(t) = (1− γ)Rˆv(t) + γ tr
[
Rˆv(t)
]
ML
IML. (A.79)
We chose T = 100, α = 0.2, and γ = 0.001 to the best results in terms of
output SNR and perceptual score. We retrieved the correlation matrix of the
clean voiced speech directly from the corresponding parameter estimates as
Rˆx = DNˆ(θ0, ωˆ0)RˆaD
H
Nˆ(θ0, ωˆ0) with Rˆa = diag
( |aˆ1|2 |aˆ2|2 · · · |aˆN |2 ).
The complex amplitudes were estimated using the least-squares estimator.
For the frames of unvoiced signals, we applied the corresponding BBs.
In the following experiment, the spectrogram of 1.8 seconds of the rever-
berant speech signal and its noisy mixture with the babble noise and inter-
ference are shown in Figs. A.6(a-b). The output signals of the nonparametric
and harmonic model-based LCMV beamformers are shown, respectively, in
Figs. A.6(c-d). As can be seen, the LCMV-HB have less noise between the
harmonics than the LCMV-BB. In this experiment, the PESQ and STOI scores
were measured from differences between the direct-path clean speech signal
and the filtered signals. At the bottom of the spectrograms, the measures
show that the examined HB is closer to the original speech signal than the
corresponding BB. We evaluate the performance of the tailored beamformers
as a function of the noise level. The simulation results in Figs. A.7 shows
that all HBs perform well, achieving a higher output SNR in addition to
higher PESQ and STOI scores than the corresponding BBs. For example, al-
though the null forming nonparametric beamformer (NF-BB) has lower per-
formance measures than the noisy input signal, the corresponding harmonic
model-based beamformer NF-HB has better results. The maximum SNR fil-
ter achieves the maximum output SNR, but its PESQ and STOI scores are
lower than the other model-based beamformers. We see from the figures that
the output SNR of the beamformers increases with the input SNR, similar
to the previous experiments on the synthetic signal. Moreover, although the
Wiener-HB has a higher output SNR and PESQ score than the MVDR-HB,
we can see that the MVDR-HB is more intelligible than the Wiener-HB.
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Fig. A.7: According to the order of plots, output SNR, PESQ, and STOI of the beamformers as a
function of the SNR of the babble noise in a real-life experiment.
In the last experiment, we conducted the previous experiment setup in
5 dB SNR and without the interfering speech source. Figure A.8 compares
the PESQ and the STOI measures of the enhanced and noisy signals in dif-
ferent reverberation times. As expected, the DS-HB and MVDR-HB perform
better than the corresponding BBs. As can be seen, the DS-HB is also more
intelligible than the MVDR-BB.
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Fig. A.8: (Left) PESQ and (right) STOI scores of the nonparametric and harmonic model-based
beamformers as a function of the reverberation time.
9 Conclusion
In this paper, we have presented a new class of broadband beamformers. In
the proposed technique, we have exploited a priori knowledge about voiced
speech signals to develop model-based beamforming. We started by formu-
lating multichannel signals considering the spatial and the spectral proper-
ties of periodic signals. We have exploited the harmonic frequencies that give
us an advantage to decompose harmonic sources with regard to respective
fundamental frequencies. Experiments on synthetic and real signals have
demonstrated the properties of the proposed harmonic model-based beam-
formers, compared with nonparametric beamformers. The most important
observation from the experiments is that the harmonic model-based beam-
forming is superior to the nonparametric beamforming in speech enhance-
ment with higher quality and intelligibility scores.
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1. Introduction
Abstract
Many natural signals, such as voiced speech and some musical instruments, are ap-
proximately periodic over short intervals. These signals are often described in math-
ematics by the sum of sinusoids (harmonics) with frequencies that are proportional
to the fundamental frequency, or pitch. In sensor (microphone) array signal process-
ing, the periodic signals are estimated from spatio-temporal samples regarding to the
direction of arrival (DOA) of the signal of interest. In this paper, we consider the
problem of pitch and DOA estimation of quasi-periodic audio signals. In real life
scenarios, recorded signals are often contaminated by different types of noise, which
challenges the assumption of white Gaussian noise in most state-of-the-art methods.
We establish filtering methods based on noise statistics to apply to nonparametric
spectral and spatial parameter estimates of the harmonics. We design minimum vari-
ance solutions with distortionless constraints to estimate the pitch from the frequency
estimates, and to estimate the DOA from multichannel phase estimates of the har-
monics. Applying this filtering method as the sum of weighted frequency and DOA
estimates of the harmonics, we also design a joint DOA and pitch estimator. In white
Gaussian noise, we derive even more computationally efficient solutions which are
designed using the narrowband power spectrum of the harmonics. Numerical results
reveal the performance of the estimators in colored noise compared with the Cramér-
Rao lower bound. Experiments on real-life signals indicate the applicability of the
methods in practical low local signal-to-noise ratios.
1 Introduction
Audio communication systems, such as teleconferencing, hearing-aids, and
telecommunications, receive audio signals along with interferences and noise
that degrade the quality and intelligibility (for speech signals) of the signals
of interest. Audio source separation and enhancement are therefore relevant
but challenging problems in audio and speech signal processing, and many
works have already been devoted to them [1]. Filtering methods are common
solutions for the enhancement problem, and recent parametric approaches
rely on the periodic signal model [2–4]. Therefore, accurate parameter esti-
mates of the periodic signals are required. The basic idea is that some audio
signals, such as voiced speech and harmonic musical instruments, are ap-
proximately periodic over short intervals, and Fourier series describes such
a signal as the sum of sinusoids (harmonics), which have frequencies pro-
portional to the fundamental frequency, or pitch as it is commonly referred
to. The harmonic signal model is exploited in many pitch estimation meth-
ods [5], e.g., the subspace orthogonality based method [5, 6] and the Markov-
like weighted least squares (WLS) pitch estimator [7]. The WLS pitch estima-
tor is the computationally efficient solution with good statistical performance
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in white Gaussian noise. However, either missing or spurious frequency es-
timates in practice, often result in large pitch estimation errors [5].
Microphone array signal processing methods provide tools to improve
audio communication systems. They utilize spatio-temporal samples to sep-
arate audio signals coming from different directions, relative to the array, at
the same time. For example, a beamformer can steer the array outputs in the
direction of the signal of interest (interested readers can find an overview of
existing methods in [8] and [9]). The estimation of the direction of arrival
(DOA) is a crucial and challenging problem, especially in noisy environ-
ments [10]. A general DOA estimator is first to estimate the time-difference of
arrival (TDOA) between the microphones, e.g., using the correlation [11–13]
and the phase shift [14] estimation methods, and then map the TDOA esti-
mates to a DOA estimate. Although the conventional TDOA estimators are
designed with a single source assumption [10], they possess an advantage
over the other DOA estimation methods in terms of computational com-
plexity [10]. For multiple signal sources, the broadband TDOA estimation
method [14] has been used in the time-frequency domain [15], and the har-
monic signal model has been used recently in [16]. The harmonic model-
based DOA estimator [16] has been designed based on the WLS method by
exploiting the weight matrices which are the Fisher Information Matrices
(FIMs) in spatial white Gaussian noise. The estimator attains the Cramér-Rao
lower bound (CRLB), and outperforms such state-of-the-art methods as the
steered response power (SRP) method [17] and the position-pitch plane based
(POPI) method [18].
In real-life scenarios, audio signals are often recorded in the presence of
different types of background noise, e.g., traffic noise and wind noise, that
have non-uniform power over the entire spectrum [19]. Therefore, the perfor-
mance of the pitch and the broadband DOA estimation methods is degraded
because of the incorrect white Gaussian noise assumption. However, an ideal
estimator should be robust against different noise types. Furthermore, the
vast majority of the pitch and the DOA estimators have traditionally been
designed separately and applied in a sequential process, i.e., by estimating
either the DOA of the given pitch or estimating the pitch of the signal re-
ceived from the known DOA. Using a sequential process in the case of mul-
tiple signal sources with overlapping properties, either spatial or temporal
parameters, the other parameter may not be estimated correctly. For exam-
ple, if two sources at different angles have the same pitch, an estimation of
their DOA is not trivial if the pitch is estimated first. Therefore, joint estima-
tion of DOA and pitch would be beneficial for both estimates. Some meth-
ods have recently been proposed based on the two-dimensional (2D) spectral
density estimation that intuitively characterizes spectral and spatial proper-
ties of the periodic signals [20]. We can divide the estimators generally into
three groups of methods: the subspace based methods [21, 22], the filtering
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based methods [23–25], and the statistical based methods, e.g., the nonlin-
ear least squares (NLS) method [26]. The subspace and the filtering based
methods apply the correlation matrix estimate of the spatio-temporal signals.
Although the recently proposed joint spatio-temporal filtering method [25] is
an optimal solution based on the Capon spectral density estimator, it has the
disadvantage of a high computational complexity on large spatio-temporal
signals. In white noise, the joint spatio-temporal filter expression is the same
as the NLS joint estimator [26]. Moreover, for the most real world signals,
the angle and the frequency of periodic signals are continuous parameters
that correspond to highly coherent spectral density with large angle and fre-
quency grids. In order to obtain high resolution estimates in many of the joint
DOA and pitch estimation methods, a high computational complexity would
be required, since they require two-dimensional grid searches that limits the
feasibility of the methods in real-time applications.
In this paper, we propose consistent and computationally efficient solu-
tions concerning the properties of the model of periodic signals in the pres-
ence of Gaussian noise. We estimate the fundamental frequency of periodic
signals from unconstrained frequency estimates (UFEs) of the harmonics con-
sidering the fact that the frequency estimates of the harmonics may have dif-
ferent uncertainties over the spectrum [27, 28]. The UFEs have different un-
certainties related to the reciprocal of narrowband signal-to-noise ratio (SNR)
of the harmonics. Therefore, we can estimate the properties of noise at the fre-
quencies of the harmonics from statistics of the UFEs. We propose a filtering
solution that resembles the sum of weighted UFEs, and design a minimum
variance distortionless response (MVDR) filter as an optimal solution to esti-
mate the pitch from the UFEs. For the DOA estimation problem, we consider
the properties of spatio-temporal signals, and design two filters based on the
two-step procedure in [16]. First, we consider the linear relationship between
the unwrapped multichannel phase estimates of the harmonics which are re-
lated to the so–called spatial frequencies, and design a filter to estimate the
spatial frequencies of the harmonics. We then estimate the DOA from the
estimated spatial frequencies of the harmonics. In each of these two steps,
we estimate the properties of noise from statistics of the multichannel phase
and DOA estimates of the harmonics. Moreover, we extend the proposed es-
timators into a joint pitch and DOA estimator from unconstrained frequency
and DOA estimates of the harmonics using a 2D spectral density of spatio-
temporal signals. Finally, we formulate simplified yet rigorous estimators in
white noise. We derive the WLS pitch and DOA estimators in [7] and [16],
respectively, from the proposed optimal approaches, and also propose a joint
DOA and pitch estimator from the designed optimal filter in white noise as
the computationally efficient solution.
The proposed estimators are computationally simple which resemble the
sum of weighted parameters (i.e., the frequencies, the phases, and the DOAs)
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of the harmonics. However, the most state-of-the-art parametric DOA and
pitch estimators search over the signals that makes them computationally
complex. Moreover, we estimate the weights using the properties of the signal
and noise. Therefore, the proposed estimators are robust against different
noise types.
The remainder of this paper is organized as follows: in the next section
we present multichannel harmonic signal model. We present the pitch and
the DOA estimation methods separately in Sections 3 and 4 and the joint es-
timation method in Section 5. Next, we formulate the CRLB of the parameter
estimates in Section 6. We conduct some experiments, and analyze the com-
putational complexity of the methods in Section ??. We then conclude this
work in Section 7.
2 Signal Model
2.1 Single-Channel Signal Model
Harmonic signals are modeled as the sum of sinusoids. We exploit discrete-
time analytical signals to simplify the notation and facilitate a fast implemen-
tation, as obtained using the methods detailed in [29, 30]. We therefore define
such a signal as L harmonics with frequencies ωl ∈ [0,pi], real amplitudes αl ,
and phases ψl ∈ [−pi,pi] for l = 1, . . . , L at the discrete-time index n as
x0(n) =
L
∑
l=1
αl e j (ωl n+ψl), (B.1)
where j =
√−1. The frequencies of the harmonics are integer multiples of
the fundamental frequency ω0 such that
Ω ,
[
ω1 ω2 . . . ωL
]T
= dL ω0, (B.2)
where dL =
[
1 2 . . . L
]T , and the superscript T is the transpose operator.
We assume that the observed signal x0(n) is contaminated with the complex-
valued Gaussian noise v0(n) with zero mean, i.e.,
y0(n) = x0(n) + v0(n). (B.3)
The real and imaginary parts of the noise are uncorrelated and have the equal
narrowband power spectrum Φ0(ω)/2, for ω ∈ [0, 2pi]. At a high narrow-
band SNR at the frequency ωl , i.e., SNR
l = α2l /Φ0(ωl) 1, we consider that
the phase of each sinusoid is perturbed by the real phase-noise ∆ψl(n), given
by [27]
∆ψl(n) =
|v0(n)|
αl
sin(lω0n + ψl + $0), (B.4)
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where $0 is a uniformly distributed random phase on [−pi,pi] [31]. The
phase-noise causes local oscillations from the center of lω0n + ψl with the
variance given by
E
{
∆ψ2l (n)
}
=
1
2 SNRl
=
Φ0(ωl)
2 α2l
, (B.5)
where E{·} denotes the statistical expectation. It can be shown that the phase-
noise of the harmonics are uncorrelated, i.e., E
{
∆ψi(n)∆ψk(n)
}
=0, for i 6= k,
and the covariance matrix of the phase-noise vector
∆Ψ0 =
[
∆ψ1(n) ∆ψ2(n) . . . ∆ψL(n)
]T is
R∆Ψ0 = E
{
∆Ψ0∆ΨT0
}
=
1
2
diag
{Φ0(ω1)
α21
Φ0(ω2)
α22
· · · Φ0(ωL)
α2L
}
, (B.6)
where diag{·} denotes the diagonal matrix formed with the vector input
along its diagonal. We therefore approximate the noisy signal by converting
the additive noise to the phase-noise:
y0(n) ≈
L
∑
l=1
αl e j (ωln+ψl+∆ψl(n)). (B.7)
This expression shows that the additive noise signal, in high narrowband
SNRs, distorts only the phases of the sinusoids.
2.2 Multichannel Signal Model
We consider M omnidirectional microphones of an array receive a plane wave
from a far field harmonic source at the direction θ0 ∈ [−pi/2,pi/2] radians in
an anechoic environment. We assume the first microphone as the reference,
and model the signal at the m+1th microphone, for m = 0, 1, . . . , M− 1, as
a delayed signal due to the model of the array as xm(n) = x0(n−Fm), where
Fm is the relative delay between the first and the m+ 1th microphone. Hence,
the array output is given by
x(n) =
[
x0(n) x1(n) . . . xM−1(n)
]T
=
L
∑
l=1
αl e j (ωln+ψl) zs(ωl,s), (B.8)
where zs(ωl,s) is called the steering vector that causes different discrete phase
shifts among the microphones as a function of the spatial frequency ωl,s. Here
we exploit a uniform linear array (ULA) to prove the concept, but the results
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can be generalized for different structures of the array. Hence, the relative
delay of the ULA is given by Fm = m fsτ0 sin(θ0), and the steering vector that
corresponds to the hypothesized plane wave of the lth harmonic is
zs(ωl,s) =
[
1 e−jωl,s . . . e−j(M−1)ωl,s
]T
, (B.9)
where ωl,s = ωl fsτ0 sin(θ0) with sampling frequency fs and delay τ0 = δ/c
between two adjacent sensors with a distance of δ and speed of sound c.
We assume that the multichannel signals are contaminated with the additive
complex-valued Gaussian noise vm(n), i.e.,
ym(n) = xm(n) + vm(n), for m = 0, 1, . . . , M− 1, (B.10)
with zero mean and the narrowband power spectrum Φm(ω)/2. At a high
narrowband SNR, SNRlm = α2l /Φm(ωl)  1, the additive Gaussian noise in
each channel can be converted into an equivalent phase-noise, i.e.,
∆ψl,m(n) =
|vm(n)|
αl
sin(ωln + ψl −ωl,sm + $m), (B.11)
where $m is a uniformly distribute random phase [−pi,pi], and the covariance
matrix of the phase-noise vector ∆Ψm=
[
∆ψ1,m(n) ∆ψ2,m(n) . . . ∆ψL,m(n)
]T
is given by
R∆Ψm =
1
2
diag
{Φm(ω1)
α21
Φm(ω2)
α22
· · · Φm(ωL)
α2L
}
. (B.12)
Finally, we approximate the noisy signal as
ym(n) ≈
L
∑
l=1
αl e
j (ωln+ψl−ωl,sm+∆ψl,m(n)). (B.13)
3 Pitch Estimation
Spectral density estimate describes and analyzes a signal, and a maximum-
likelihood (ML) estimator of a single sinusoid finds the peak location of the
spectral density [32]. Over the N most recent time samples of a stationary
signal, i.e., ym(n) =
[
ym(n) ym(n+1) . . . ym(n+N−1)
]T , the variance of
the ML frequency estimator is related to the reciprocal of the cubic number
of the samples and the narrowband signal-to-noise ratio (SNR) [33]. We can
consider enough samples to resolve closely spaced multiple sinusoids [34].
Moreover, the estimation methods of the other parameters of the given fre-
quencies have been investigated in [32], e.g., the amplitude and phase esti-
mation [35]. In this section, we estimate the pitch from a set of nonparametric
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frequency estimates of the harmonics. We call these unconstrained frequency
estimates (UFEs), which are the locations of the peaks in the spectral density
estimate given the number of harmonics. Although these estimates include
a coarse estimate of the fundamental frequency, we develop an optimal solu-
tion considering the harmonic signal model and noise statistics.
3.1 Single-Channel Frequency Filtering
Following the signal approximations in (B.7) and (B.13), the UFEs can be
expressed as the sum of the true frequencies of the harmonics plus the fre-
quency estimation errors ∆Ωm due to the phase-noise vector ∆Ψm for m = 0,
i.e.,
Ωˆm =
[
ωˆ1 ωˆ2 . . . ωˆL
]T
, Ω+ ∆Ωm. (B.14)
We consider the UFEs of a ML frequency estimator as multivariate random
variables with the non-zero frequencies limN→∞ E
{
Ωˆm
}
= Ω and the covari-
ance matrix which is given by [33]
R∆Ωm =
12
N(N2 − 1) R∆Ψm . (B.15)
This expression reveals that the variance of the frequency estimates is di-
rectly related to the corresponding narrowband power spectrum of the noise.
Therefore, we can estimate the narrowband SNRs of the harmonics from
statistics of the UFEs.
We estimate the fundamental frequency from the weighted sum of the
UFEs by apply a real-valued linear filter, hω ∈ RL, such that
ωˆ0,m = hTω Ωˆm
= hTω dL ω0 + h
T
ω∆Ωm. (B.16)
With the distortionless constraint that hTω dL = 1, the variance of the estima-
tor is given by
E
{
(ωˆ0,m −ω0)2
}
= E
{
(hTω∆Ωm)(∆Ω
T
mhω)
}
= hTωR∆Ωm hω. (B.17)
We design an optimal filter to minimize the variance with the distortionless
constraint, i.e.,
min
hω
hTωR∆Ωm hω (B.18)
subject to hTω dL = 1.
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The minimum variance distortionless response (MVDR) filter is the solution
that has the following form:
hω,MVDR = R
−1
∆Ωm dL(d
T
L R
−1
∆Ωm dL)
−1 (B.19)
=
1
L
∑
l=1
l2α2l
Φm(ωl)
[
α21
Φm(ω1)
. . . Lα
2
L
Φm(ωL)
]T
.
Depending on the color of the Gaussian noise, the power spectrum of the
noise is different across the frequencies. In white noise, which has a uniform
power spectrum, the optimal filter can be simplified in the specific case. The
weights of the MVDR filter are replaced by the weights which relate to the
squared amplitudes of the harmonics. The design is eventually the same as
the weighted least squares (WLS) pitch estimator [7] in white noise as
hω,WLS =
1
L
∑
l=1
l2α2l
[
α21 2α
2
2 . . . Lα
2
L
]T . (B.20)
Regarding to the noisy signal approximation (B.7), we can use the narrow-
band power spectrum of the UFEs for the squared amplitudes of the harmon-
ics.
3.2 Multichannel Frequency Filtering
We can extend the single-channel pitch estimator of a single source to a so-
lution for multichannel signals in a sequential process. Firstly, we estimate
the fundamental frequency from the UFEs of M channels, individually. The
estimates are [
ωˆ0,0 ωˆ0,1 . . . ωˆ0,M−1
]T , 1Mω0 + ∆ΩM, (B.21)
where 1M is the all-ones column vector of length M, and ∆ΩM is a vector
consists of the estimation errors. We assume that the noises among the mi-
crophones are uncorrelated, the covariance matrix R∆ΩM = E
{
∆ΩM∆ΩTM
}
is therefore diagonal and formed by the variance of the individual estimates,
i.e., E
{
(ωˆ0,m−ω0)2
}
= (dTL R
−1
∆Ωm dL)
−1. Secondly, we apply a real-valued
post-filter, gω, of length M at the individual estimates in the previous step,
and design an optimal filter such that
min
gω
gTωR∆ΩM gω (B.22)
subject to gTω1M = 1.
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We find the optimal solution:
gω,MVDR = R
−1
∆ΩM
1M(1
T
M R
−1
∆ΩM
1M)
−1. (B.23)
The variance of the estimator is gTω,MVDRR∆ΩM gω,MVDR = (1
T
M R
−1
∆ΩM
1M)
−1,
and in the case that the noise power spectrum is identical among the micro-
phones, the variance is
gTω,MVDRR∆ΩM gω,MVDR =
1
M
(dTL R
−1
∆Ωm dL)
−1 (B.24)
=
12
NM(N2 − 1) (d
T
L R
−1
∆Ψm dL)
−1.
4 DOA Estimation
This section presents a harmonic model-based DOA estimator based on the
properties of the multichannel harmonic signals. The estimator applies the
multichannel phase estimates of the given harmonics of a periodic signal in
the following two-steps process.
4.1 Multichannel Phase Filtering
According to the harmonic signal model in (B.8), the phase of the lth har-
monic in the (m+1)th microphone is
ψl,m = ψl −ωl,sm. (B.25)
The collection of multichannel phases lies on a continuous line that originates
from the first microphone as
ψl =
[
ψl,0 ψl,1 . . . ψl,M−1
]T
= ΠM
[
ψl
ωl,s
]
, (B.26)
where the matrix defined as ΠM =
[
1M (1M − dM)
] ∈ RM×2 is based
upon the number of microphones and the linear relationship between the
TDOAs of the ULA and dM =
[
1 2 . . . M
]T . Following the noisy signal
approximation in (B.13), the multichannel phase estimates ψˆl are distorted
by the multichannel phase-noise vector ∆ψl =
[
∆ψl,1 ∆ψl,2 . . . ∆ψl,M
]T ,
i.e.,
ψˆl , ψl + ∆ψl . (B.27)
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The covariance matrix of the multichannel phase-noise vector of a ML phase
estimator given the frequency [33] is given by
R∆ψl =
1
2Nα2l
diag
{
Φ0(ωl) Φ1(ωl) · · · ΦM−1(ωl)
}
. (B.28)
We estimate the parameter vector
[
ψl ωl,s
]T by applying a real-valued
filter, Hψl ∈ RM×2, such that[
ψˆl
ωˆl,s
]
= HTψl ψˆl
= HTψlΠM
[
ψl
ωl,s
]
+ HTψl∆ψl . (B.29)
With the distortionless constraint that HTψlΠM = I2×2, the total variance of
the joint estimator is given by
E
{∥∥∥∥ [ ψˆlωˆl,s
]
−
[
ψl
ωl,s
] ∥∥∥∥2
2
}
= E
{
tr
{
(HTψl∆ψl)(∆ψ
T
l Hψl )}
}
= tr
{
HTψl R∆ψl Hψl
}
, (B.30)
where I2×2 is an identity matrix of size two-by-two, tr{·} is the trace of a
square matrix, and ‖ · ‖2 denotes the `2-norm. A minimum variance of the
parameter vector estimate is achieved by solving the following optimization
problem
min
Hψl
tr
{
HTψl R∆ψl Hψl
}
(B.31)
subject to HTψlΠM = I2×2.
Using the method of Lagrange multipliers, we obtain
Hψl ,MVDR = R
−1
∆ψl
ΠM(Π
T
MR
−1
∆ψl
ΠM)
−1. (B.32)
Applying the optimal solution Hψl ,MVDR on the multichannel phase esti-
mates, we obtain the spatial frequency of the lth harmonic as ωˆl,s = ωl,s +
∆ωl,s. The estimation error has a normal distribution with the variance
E
{
∆ω2l,s
}
=
[
(ΠTMR
−1
∆ψl
ΠM)
−1
]
2,2
,
where [·]i,i denotes the ith diagonal element of a square matrix. In the case
of identical noise power spectrum among the microphones, the variance is
E
{
∆ω2l,s
}
=
6Φm(ωl)
α2l NM(M
2 − 1) . (B.33)
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4.2 DOA Filtering
The DOA of each harmonic can be estimated individually from the spatial
frequency estimates in the previous step such that θˆl = sin−1(ωˆl,s/lω0 fsτ0).
The first-order approximation of the spatial frequency estimates with respect
to individual DOA estimates is given by
ωˆl,s = ωl fsτ0 sin(θl + ∆θl) (B.34)
≈ ωl,s +ωl fsτ0∆θl cos(θ0), (B.35)
where the estimation error is ∆θl ≈ ∆ωl,s/ωl fsτ0 cos(θ0) and it has a normal
distribution as well as the spatial frequency estimate. In fact, the DOAs of
the harmonics are equal, i.e.,
Θ ,
[
θ1 θ2 . . . θL
]T
= 1Lθ0, (B.36)
and their individual DOA estimates are
Θˆ =
[
θˆ1 θˆ2 . . . θˆL
]T
, Θ+ ∆Θ, (B.37)
where
∆Θ =
[
∆θ1 ∆θ2 . . . ∆θL
]T
≈ 1
ω0 fsτ0 cos(θ0)
[
∆ω1,s
∆ω2,s
2 . . .
∆ωL,s
L
]T
.
The covariance matrix of the DOA estimates given the spatial frequency esti-
mates is
R∆Θ = E
{
∆Θ∆ΘT
}
= Q2 diag
{
E
{
∆ω21,s
} E{∆ω22,s}
4
· · · E
{
∆ω2L,s
}
L2
}
,
where Q = 1/ω0 fsτ0 cos(θ0). Substituting (B.33) into the covariance matrix
results in
R∆Θ =
6Q2
NM(M2 − 1) diag
{Φm(ω1)
α21
· · · Φm(ωL)
L2α2L
}
=
(N2 − 1)Q2
M(M2 − 1) Γ
2
LR∆Ωm , (B.38)
where ΓL = diag
{
1 1/2 · · · 1/L}. It shows how much uncertainty there
is among the harmonics due to the spatial frequency estimation error in the
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previous step, and their variance relates not only to the reciprocal of narrow-
band SNRs, but also to the order of the harmonics. In other words, in the
case of uniform narrowband SNRs, the DOA estimates of high frequencies
have less variance than the DOA estimate of the fundamental frequency.
We estimate the DOA by applying the filter hθ ∈ RL with the distortion-
less constraint hTθ 1L = 1 on the DOA estimates of the harmonics such that
θˆ0 = hTθ Θˆ
= hTθ 1Lθ0 + h
T
θ ∆Θ. (B.39)
The variance of the result is given by
E
{
(θˆ0 − θ0)2
}
= E
{
(hTθ ∆Θ)(∆Θ
Thθ)
}
= hTθ R∆Θhθ . (B.40)
Minimizing the variance subjected to the distortionless constraint, we design
the MVDR filter then
hθ,MVDR = R
−1
∆Θ1L
(
1TL R
−1
∆Θ1L
)−1. (B.41)
Substituting (B.38) into (B.41), leads to the interesting expression
hθ,MVDR=
1
L
∑
l=1
l2α2l
Φm(ωl)
[
α21
Φm(ω1)
. . . L
2α2L
Φm(ωL)
]T
. (B.42)
In white Gaussian noise, we reach interestingly to the WLS DOA estimator
[16] from the designed optimal filter such that
hθ,WLS =
1
L
∑
l=1
l2α2l
[
α21 4α
2
2 . . . L
2α2L
]T . (B.43)
5 Joint DOA and Pitch Estimation
In the previous two sections, we estimated the pitch and the DOA of a peri-
odic signal by minimizing the phase-noise with respect to either the temporal
frequency or the spatial frequency, holding the other one fixed. These ap-
proaches are limited to the case when the harmonics are well separated and
the narrowband SNRs of the harmonics are high. In such a situation, spatio-
temporal signal processing characterizes both the temporal and the spatial
frequencies at the same time, however, computationally are more complex.
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Algorithm 1 Joint DOA and pitch estimation for K sources.
1: Estimate the two-dimensional spectral density J(θ,ω).
2: Estimate initial DOAs of the known K sources.
3: Estimate the model orders
{
Lk
}K
k=1 from J(θˆint,k,ω).
4: Localize
{
Lk
}K
k=1 peaks in
{
θˆint,k
}K
k=1±η to find
{
Λˆk
}K
k=1, where η is the
DOA neighboring bound.
5: Estimate the DOA and the pitch of K sources separately:
[
ωˆ0,k θˆ0,k
]T
=
HT(ωk ,θk)Λˆk.
Therefore, we consider the properties of the spatio-temporal signals, and lo-
calize the peaks in a two-dimensional (2D) spectral density estimate to find
the frequencies and DOAs of the harmonics such that
Λˆ =
[
Ωˆ
Θˆ
]
, Λ+ ∆Λ, (B.44)
where Λ =
[
dTLω0 1
T
Lθ0
]T is constituted by the true frequency and DOA
values, and ∆Λ =
[
∆ΩT ∆ΘT
]T
are the errors caused by the phase-noise.
These errors have a multivariate normal distribution with zero means and
the covariance matrix given by (it is proved in the next section)
R∆Λ =
 R∆Ω tan(θ0)ω0 ΓLR∆Ω
tan(θ0)
ω0
ΓLR∆Ω R∆Θ +
tan2(θ0)
ω20
Γ2LR∆Ω
 , (B.45)
where R∆Ω = R∆Ωm /M when the power spectrum of noise is identical
among the microphones.
We Apply a real-valued filter, H(ω,θ) ∈ R2L×2, on the frequency and DOA
estimates of the harmonic, Λˆ, as follows:[
ωˆ0
θˆ0
]
= HT(ω,θ)Λˆ
= HT(ω,θ)
[
dLω0
1Lθ0
]
+ HT(ω,θ)∆Λ. (B.46)
Using the distortionless constraints given in the previous two sections, the
total variance of the joint estimates is
E
{∥∥∥∥ [ ωˆ0θˆ0
]
−
[
ω0
θ0
] ∥∥∥∥2
2
}
= E
{
tr
{
(HT(ω,θ)∆Λ)(∆Λ
T H(ω,θ))}
}
= tr
{
HT(ω,θ)R∆ΛH(ω,θ)
}
. (B.47)
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Since the true frequencies and DOAs are independent, we define H(ω,θ) ,[
fω 0
0 fθ
]
, where fω and fθ are real-valued vectors holding the distortionless
constraints, and 0 is the zero vector of length L. An optimal filter is designed
to approach the minimum variance of the joint estimates as
min
H(ω,θ)
tr
{
HT(ω,θ)R∆ΛH(ω,θ)
}
= fTωR∆Ωfω + f
T
θ
(
R∆Θ +
tan2(θ0)
ω20
Γ2LR∆Ω
)
fθ
(B.48)
subject to fTω dL = 1, and f
T
θ 1L = 1.
The MVDR filter is designed as
H(ω,θ),MVDR =
[
A 0
0 B
]
, (B.49)
where
A = R−1∆Ω dL(d
T
L R
−1
∆Ω dL)
−1,
B =
(
R∆Θ +
tan2(θ0)
ω20
Γ2L R∆Ω
)−1
1L
[
1TL
(
R∆Θ +
tan2(θ0)
ω20
Γ2L R∆Ω
)−1
1L
]−1
.
In white noise, the WLS estimator results as
H(ω,θ),WLS =
1
L
∑
l=1
(lαl)2
[ [
α21 2α
2
2 . . . Lα
2
L
]T 0
0
[
α21 4α
2
2 . . . L
2α2L
]T
]
(B.50)
The joint and the multichannel pitch estimators have the same variance,
i.e., (dTL R
−1
∆Ω dL)
−1. However, the variance of the DOA estimate in the joint
estimator is greater than (or equal to) the DOA estimate given the frequencies
of the harmonics, i.e.,[
1TL
(
R∆Θ +
tan2(θ0)
ω20
Γ2L R∆Ω
)−1
1L
]−1≥(1TL R−1∆Θ1L)−1. (B.51)
This interesting statement is derived as well as the minimum variance of the
DOA estimate in the next section.
5.1 Multiple Sources Estimates
We can potentially separate multiple signal sources which are located at dif-
ferent positions at the same time. Therefore, the joint DOA and pitch esti-
mator can be used in multiple source scenarios. The general algorithm to
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Fig. B.1: Scatter plot of (black) DOAs and frequencies of the harmonics of two sources, and (red)
joint DOA and pitch estimates of the sources.
estimate the parameters of K sources is outlined in Alg. 1. Clearly, we re-
quire initial DOAs of the signal sources to estimate the number of harmonics
(model order) Lk and the join parameter estimates Λˆk for k = 1, 2, . . . , K,
respectively in steps 3 and 4. Therefore, we apply a broadband nonparamet-
ric DOA estimator using the 2D spectral density J(θ,ω) for ω ∈ [0,pi] and
θ ∈ [−pi/2,pi/2] such that{
θˆint,k
}K
k=1 = arg max{θk}Kk=1
∫
J(θk,ω)dω. (B.52)
To estimate the model order of each source, we incorporate the Bayesian
information criterion (BIC) [36] (see also [37]) with the 2D spectral density
estimate [38]. As it turns out, we localize Lk peaks in a range of DOAs to
estimate Λˆk. We design the filters H(ωk ,θk) for each source separately. As an
example, we apply the covariance matrix in (B.45) to model two signals that
have L1 = 5 and L2 = 6 harmonics at the angles θ0,1 = 0 and θ0,2 = pi/4
radians, respectively, in white noise. Fig. B.1 illustrates the scatter plot of
Monte-Carlo frequency and DOA estimates of the harmonics as well as the
joint estimates using the proposed MVDR method.
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6 Performance Analysis
The most commonly used benchmark for assessing the accuracy of a deter-
ministic parameter estimate is the lowest possible mean squared error (MSE),
which is equal to the minimum variance of an unbiased estimate and called
the Cramér-Rao lower bound (CRLB). The CRLB of DOA and pitch esti-
mates in white noise had been formulated in [26], which also showed that the
asymptotic bounds approach the exact bounds for large spatial and temporal
samples. In this section, we derive the asymptotic CRLB of those parameters
in general Gaussian noise by relying on the signal approximations in (B.7)
and (B.13).
6.1 Single-Channel Pitch Estimate
We write the real-valued arguments of the harmonics of a noisy signal as
Ξ0(n) , dLω0n +Ψ+ ∆Ψ0, where Ψ =
[
ψ1 ψ2 . . . ψL
]T . The likelihood
function of these arguments is modeled as a multivariate normal distribu-
tion with non-zero means as a linear combination of the auxiliary parameter
vector ξ =
[
ω0 Ψ
T]T and the covariance matrix R∆Ψ0 , i.e.,
p(Ξ0(n), ξ) ∼ N (dLω0n +Ψ, R∆Ψ0). (B.53)
For N independent samples Ξ0 ,
{
Ξ0(n)
}n=N−1
n=0 with the likelihood function
of p(Ξ0, ξ), the Fisher information matrix (FIM), I(ξ) of the given parameter
vector is
I(ξ) =
−E{ ∂2 ln p(Ξ0,ξ)∂ω20 } −E{ ∂2 ln p(Ξ0,ξ)∂ω0 ∂ΨT }
−E{ ∂2 ln p(Ξ0,ξ)∂Ψ ∂ω0 } −E{
∂2 ln p(Ξ0,ξ)
∂Ψ ∂ΨT
}

=
[N(N−1)(2N−1)
6 d
T
L R
−1
∆Ψ0
dL
N(N−1)
2 d
T
L R
−1
∆Ψ0
N(N−1)
2 R
−1
∆Ψ0
dL NR
−1
∆Ψ0
]
. (B.54)
The CRLB of the ith unbiased parameter estimate, i.e., E{ξˆi} = ξi, is obtained
from the inverse of the FIM such that CRLB(ξi) = [I(ξ)
−1]i,i. With the Wood-
bury’s identity of the matrix inversion, we get the asymptotic CRLB of the
fundamental frequency and the phases of the harmonics, respectively, as
CRLB(ω0) =
12
N(N2 − 1) (d
T
L R
−1
∆Ψ0
dL)
−1, (B.55)
CRLB(ψl) =
[
3(N − 1)
N(N + 1)
dL(d
T
L R
−1
∆Ψ0
dL)
−1dTL +
1
N
R∆Ψ0
]
l,l
. (B.56)
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When the fundamental frequency is known, the FIM of the parameter vector
ξ = Ψ is I(ξ) = NR−1∆Ψ0 . Hence, the CRLB of the phase estimate given the
frequency is
CRLB(ψl |ω0) =
[
1
N
R∆Ψ0
]
l,l
=
Φ0(ωl)
2Nα2l
. (B.57)
6.2 Multichannel DOA and Pitch Estimates
We write the real-valued arguments of the harmonics in (B.13) as Ξm(n) ,
dLω0n−dLω0 fsτ0 sin(θ0)m+Ψ+∆Ψm and the corresponding likelihood func-
tion with respect to the auxiliary parameter vector ξ =
[
ω0 θ0 Ψ
T]T as
p(Ξm(n), ξ) ∼ N (dLω0n−dLω0 fsτ0 sin(θ0)m+Ψ, R∆Ψm).
We have the FIM of the real-valued arguments of N ×M independent sam-
ples Ξ ,
{{
Ξm(n)
}n=N−1
n=0
}m=M−1
m=0 with the likelihood function p(Ξ, ξ) as
I(ξ) =

−E{ ∂2 ln p(Ξ,ξ)
∂ω20
} −E{ ∂2 ln p(Ξ,ξ)∂ω0∂θ0 } −E{ ∂2 ln p(Ξ,ξ)∂ω0∂ΨT }
−E{ ∂2 ln p(Ξ,ξ)∂θ0∂ω0 } −E
{ ∂2 ln p(Ξ,ξ)
∂θ20
} −E{ ∂2 ln p(Ξ,ξ)
∂θ0∂Ψ
T }
−E{ ∂2 ln p(Ξ,ξ)∂Ψ∂ω0 } −E
{ ∂2 ln p(Ξ,ξ)
∂Ψ∂θ0
} −E{ ∂2 ln p(Ξ,ξ)
∂Ψ∂ΨT
}
 . (B.58)
Assuming identical covariance matrices among the microphones, the asymp-
totic CRLB of pitch and DOA estimates, respectively, are
CRLB(ω0) =
12
NM(N2 − 1) (d
T
L R
−1
∆Ψm dL)
−1, (B.59)
CRLB(θ0) =
[ 12
NM(M2 − 1)(ω0 fsτ0 cos(θ0))2+ (B.60)
12 tan2(θ0)
NM(N2 − 1)ω20
]
(dTL R
−1
∆Ψm dL)
−1.
When the fundamental frequency is known, we derive the CRLB of the DOA
estimate given the frequency through the FIM of the parameter vector ξ =[
θ0 Ψ
T]T, which yields
CRLB(θ0|ω0) =
12 (dTL R
−1
∆Ψm dL)
−1
NM(M2 − 1)(ω0 fsτ0 cos(θ0))2 . (B.61)
The CRLBs of the joint estimates confirm the results of [26] in white Gaus-
sian noise. In particular, the bounds depend not only on the number of the
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Fig. B.2: Normalized power spectrum of the colored noise.
samples and noise statistics, but also on the parameters of the signal. For ex-
ample, a large number of harmonics yield low CRLBs of pitch and DOA esti-
mates, and the lowest bound of a DOA estimate results at zero angle. Further-
more, the DOA estimate given the fundamental frequency, has a lower bound
than the DOA estimate in the joint estimates, i.e., CRLB(θ0|ω0) ≤ CRLB(θ0).
Following the proposed joint estimator, the real-valued arguments of the
harmonics are represented as Ξm(n) , Ω n−Ω sin(Θ) fsτ0m + Ψ+ ∆Ψm,
where  denotes the element wise product of two vectors, and sin(Θ) is the
vector includes the sine transform of the DOAs of the harmonics. We can
then derive the covariance matrix (B.45) through the FIM of the likelihood
function p(Ξ, ξ) with respect to the parameter vector ξ =
[
ΩT ΘT ΨT
]T.
We now proceed to evaluate the proposed estimators. First we conduct
500 Monte-Carlo simulations for the parameter setting of synthetic signals
in the presence of colored noise, and then compare the mean squared error
(MSE) of the results with the given CRLBs. We also conduct experiments
using real audio signals. Finally, we analyze the computation complexity of
the estimators.
In simulations, we generate the colored noise vm(n) by passing a com-
plex white noise w(n) with zero mean and variance σ2 through a filter with
impulse response g(n). The corresponding output signal and the power spec-
trum are, respectively,
vm(n) =
∞
∑
k=−∞
g(k)w(n− k), (B.62)
Φm(ω) =
∣∣∣ ∞∑
k=−∞
vm(n)e−jωk
∣∣∣2 = σ2 |G(ω)|2, (B.63)
where G(ω) is the Fourier transform of g(n). For G(ω) = 1/(1 + ae−jω +
be−j2ω), with a = −0.9, b = 0.3, and σ2 = 1, the normalized power spectrum
of the resulting signal is shown in Fig. B.2. Most energy of the colored noise
resides in low frequencies and in the range of the fundamental frequency of
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real audio signals. We have generated such the colored noise to mimic some
real environmental noise, e.g., wind noise [19].
We estimate the covariance matrices of the parameter estimates once per
frame using B earlier estimates. For example, the covariance matrix of the
UFEs is calculated at the time instance n as
Rˆ∆Ωm =
1
B
B−1
∑
b=0
∆Ωm(n + b)∆Ω
T
m(n + b), (B.64)
where ∆Ωm(n) = Ωˆm(n)− µˆΩm(n), and µΩm(n) = E
{
Ωˆm(n)
}
. We can esti-
mate the statistical expectation using the time average of the earlier station-
ary parameters, however, the long-term properties of speech signals are not
stationary. Therefore, we apply an exponential moving average with a for-
getting factor 0 < λ < 1 to update the time-varying statistical expectation of
the UFEs, i.e.,
µˆΩm(n) = λ Ωˆm(n) + (1−λ) µˆΩm(n−1). (B.65)
In the estimation of the unconstrained frequencies of the harmonics, we
may miss some harmonics at low narrowband SNRs due to an incorrect
model order estimate. This practical problem causes a mismatch between
the UFEs and the true harmonics. Though this objective itself establishes an-
other problem, we propose a heuristic solution to estimate dL of the UFEs.
In Alg. 2, we compare an expected fundamental frequency with the mini-
mum difference between the expected UFEs. Furthermore, in the covariance
matrix estimation of the UFEs, the problem is twofold: short-term (ST) and
long-term (LT) harmonics mismatch. For example, Figs. B.3-a and B.3-b show
the case that the second harmonic of the UFEs is missed over time. The short-
term mismatch causes a bias error in the covariance matrix estimate. In the
long-term mismatch, we can estimate the covariance matrix successfully.
Algorithm 2 Estimate dL of the UFEs
Inputs: Ωˆm(n) and µˆΩm(n)
1: γ = min
{∣∣[µˆΩm(n)]h − [µˆΩm(n)]k∣∣} for h 6= k
2: if
∣∣[µˆΩm(n)]1 − γ∣∣ < e then
3: dL=
⌊
Ωˆm(n)/[µˆΩm(n)]1
⌉
4: else
5: dL=
⌊
Ωˆm(n)/γ
⌉
, where
⌊ · ⌉ means the nearest integer.
6: end if
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Fig. B.3: (top) Examples of missing the second harmonic over time in (a) short-term (ST) and
(b) long-term (LT). (bottom) MSE of the pitch estimates for (c) the ST and (d) the LT situations
plotted in dashed and solid lines, respectively, as a function of the missed harmonic.
6.3 Synthetic Signal Analysis
We generate synthetic signals for simulations using the signal model in (B.8).
The signals have L = 5 complex sinusoids with ω0 = 0.15pi, identical am-
plitudes with uniformly distributed random phases, and in the direction
θ0 = pi/6 radians. We apply M = 5 omnidirectional microphones for a
uniform linear array (ULA) with the fixed distance between adjacent micro-
phones, δ = 0.04 m, where c = 343.2 m/s, and fs = 8.0 kHz. All signals are
corrupted with the colored Gaussian noise. The unconstrained frequencies
are estimated using the multiple signal classification (MUSIC) method [39]
given the number of harmonics, where the model order can be estimated in
practice using a method in [37]. We estimate the amplitudes of the UFEs us-
ing the least squares as
[
αˆ1 αˆ2 . . . αˆL
]T
=
∣∣(ZHZ)−1ZHy(n)∣∣, where Z =[
zt(ωˆ1) zt(ωˆ2) . . . zt(ωˆL)
]
, and zt(ωˆl) =
[
1 ejωˆl . . . ej(N−1)ωˆl
]T
. The
number of samples and the broadband frequency grids are N = 60 and
F = 65,536, respectively. We design the proposed MVDR filters using the
statistics of B = 100 estimates, and assign them on the last estimates.
In the first experiment, we evaluate the single-channel pitch estimates
of the synthetic signal versus the narrowband SNR of the fundamental fre-
quency in Fig. B.4-a. The MSE of the proposed method is shown with the
competing statistical efficient methods: the nonlinear least squares (NLS) [5],
the subspace orthogonality based method (ORTH) [5, 6], and the WLS [7]. We
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Fig. B.4: MSE of pitch estimates: (a) versus the narrowband SNRl , l = 1, and (b) the number of
the harmonics in SNRl = 5 dB.
−10 −5 0 5 10 15 20
10−7
10−6
10−5
10−4
10−3
SNR [ dB ]
M
S
E
(a)
 
 
θˆ0 (MVDR)
θˆ0 (WLS)
θˆ0 (BH-MVDR)
CRLB
5 10 15
10−7
10−6
10−5
10−4
10−3
M
M
S
E
(b)
 
 
Fig. B.5: MSE of DOA estimates versus (a) the narrowband SNRl , l = 1, and (b) the number of
microphones in SNRl = 0 dB.
can see although the NLS method has the lower MSE than the ORTH and the
WLS methods, below an SNR of 15 dB, the methods have a bias error. The
MSE of the proposed method is lower than the other methods, and comes
close to the CRLB in the narrowband SNRs greater than or equal to −5 dB.
Next, we investigate about the effect of the number of harmonics on the per-
formance. In 5 dB SNR, Fig. B.4-b shows that the WLS and the ORTH have
the same results, and however the MUSIC method has a bias error (this can
be seen in a single sinusoid, i.e., L = 1), the proposed method compensates
this bias error in large model orders, L ≥ 5, and has a lower MSE than the
NLS in L ≥ 3.
Next, we examine the harmonics mismatching problem by conducting
experiments using the synthetic signal in white noise and 5 dB narrowband
SNRs at the harmonics. We simulate the ST and LT situations by changing
the amplitude of lthe harmonic to zero, where l = 0 means all amplitudes
are not zero. We apply Alg. 2 to the MVDR filters with e = 100× (2pi/ fs)
rad/sample. Figs. B.3-c and B.3-d show the MSE of pitch estimates in the ST
and the LT situations, respectively. As can be seen, the MVDR pitch estimator
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Fig. B.6: MSE of joint (a-b) DOA and (c-d) pitch estimates versus the narrowband SNRl , l = 1,
of (a-c) white noise and (b-d) colored noise.
has a larger MSE than the NLS and the ORTH methods in the ST situation.
However, the MVDR pitch estimator that uses the Alg. 2 nearly reaches the
CRLB and outperforms the competing methods in the LT situation. Moreover,
these experiments confirm the importance of an accurate estimate of dL in the
proposed pitch estimator.
In the next experiments we explore the performance of the proposed two-
step MVDR DOA estimator, in the colored noise, compared with the har-
monic mode-based DOA estimators: the WLS method [16], and the estima-
tion method using the broadband MVDR beamformer (BH-MVDR) [23]. In
the BH-MVDR method, the DOA is estimated by maximizing the integrated
two-dimensional (2D) spectral density estimate, of noisy signals, over the
given frequencies of the harmonics. In the proposed DOA estimator, we es-
timate the multichannel phases of the harmonics from the arguments of the
complex amplitude estimates. We apply the NLS complex amplitude estima-
tor [5] such that (ZHZ)−1ZHym(n), where Z =
[
zt(ω0) zt(2ω0) . . . zt(Lω0)
]
.
We unwrap the phase estimates using the algorithm in [40]. Fig. B.5 shows
the MSE of the DOA estimate versus different narrowband SNR of the fun-
damental frequency, and also versus different number of microphones. The
results indicate that the WLS estimator has the higher MSE compared with
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Fig. B.7: (top) Spectrogram and UFEs of a speech signal drowned in car noise. (bottom) Pitch
estimates of the noisy speech signal.
the CRLB of the DOA estimate in all situations, and the BH-MVDR method
has a lower MSE than the WLS method in low SNRs (< 0 dB) and a small
number of microphones (M ≤ 4). In contrast, the proposed MVDR method
has lower MSE than the competing methods, and reaches close to the CRLB
in all situations.
In the joint DOA and pitch estimation, we apply the Capon 2D spectral
density estimator [41] that is formulated for the spatio-temporal samples. We
choose the length of sub-vectors of the temporal and spatial samples, respec-
tively, as N = 20 and M = 2 in order to obtain a full-rank covariance matrix
estimate of spatio-temporal samples. Fig. B.6 shows the MSE of the estimates
in white and colored noise. As can be seen, the proposed MVDR method
reaches the CRLB as well as the NLS method [26] in white noise, while the
WLS method that is designed using the power spectrum estimates of the har-
monics has a bias error. This error is because the Capon method suffers from
the biased power spectrum estimate in small samples [42]. We can also see
that the MVDR method reaches the bounds in different narrowband SNRs as
opposed to the results of the NLS and the WLS methods in colored noise.
6.4 Real-Life Signal Analysis
In the first real-life experiment, we play back a female speech signal with a
total length of 2.3 seconds along with a car noise signal in 10 dB SNR, and
fs = 8.0 kHz. The speech is an utterance of “Why were you away a year
Roy?". We estimate the UFEs over 30 ms frames using the discrete Fourier
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Fig. B.8: (top) Spectrogram and UFEs of the simultaneous female speaker and trumpet signals
in 10 dB SNR of white noise. (middle) pitch and (bottom) DOA estimates of two sources at the
same time.
transform (DFT) and the maximum a posteriori (MAP) model order estimator
[36], and update the estimates at each time instance. We apply the time-
varying mean value in (B.65) with λ = 0.8, and estimate the covariance matrix
once per frame by averaging B = 100 earlier estimates. Fig. B.7 shows the
spectrogram of the noisy signal as well as the UFEs, and the MVDR pitch
estimates compared with the results of the WLS and the NLS pitch estimators.
As one can see the NLS method has spurious estimates during 1.6 – 1.75 sec,
and the WLS method has many spurious estimates because of the harmonics
mismatch problem. In contrast, the proposed MVDR filtering method has a
few outliers compared to the competing methods.
In another experiment we simulate an anechoic room, using the room
impulse generator in [43], and play back the female speech signal along with
a stepping down trumpet signal from the fixed directions θ0,1 = −pi/4 and
θ0,2 = pi/4 radians, respectively, in 10 dB SNR of spatial white noise on
M = 5 microphones of the ULA with δ = 0.04 m. The output power of
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Table B.1: MSE of joint pitch and DOA estimates in a room with reverberation
Synthetic Trumpet Violin
ωˆ0 MVDR 5.1× 10−9 3.1× 10−8 4.3× 10−8
WLS 7.7× 10−9 2.6× 10−7 7.9× 10−8
NLS 5.7× 10−10 1.2× 10−7 9.4× 10−8
θˆ0 MVDR 1.0× 10−3 3.0× 10−3 5.2× 10−3
WLS 1.4× 10−3 1.5× 10−3 7.2× 10−3
NLS 1.8× 10−3 5.5× 10−3 1.1× 10−3
the MVDR broadband beamformer [44] is used to estimate the 2D spectral
density. The frequency and the corresponding DOA estimates are separated
with respect to the initial DOA estimates ±0.056pi radians of two sources
(see Alg. 1). Fig. B.8 shows the spectrogram of the noisy signal at the first
microphone and the UFEs of two sources. This figure also shows joint pitch
and DOA estimates using the proposed MVDR filtering method. The outliers
are smeared out using the dynamic programming given in [45]. As one can
see, the pitch of the trumpet signal is estimated successfully, however, its first
harmonic is drowned in the noise and the first harmonic of the speech signal.
Moreover, even though the fundamental frequencies of two signal sources
change close of each other, or overlap in sometimes, their DOA and pitch are
estimated successfully.
Finally, we conduct experiments using a multichannel audio database
(SMARD) [46] with the configuration number 2010 of the database with five
microphones (channels 17, 18, · · · , 21) of a ULA. Monophonic notes of syn-
thetic, trumpet, and violin sounds have been played back through a loud-
speaker and recorded by the ULA with 0 dB SNR of white noise in a room
with a reverberation time of approximately 0.15 seconds. We compare the
results of the joint DOA and pitch estimators with the measured true DOA
and the estimated pitch of the clean signals using the ORTH method [6], and
show their MSE in Table B.1. We have applied Alg. 2, and used the estimated
dL in the MVDR and the WLS methods. The table indicates that the estimates
using the NLS, MVDR, and WLS methods are slightly close with low errors,
which verifies that the methods are applicable to real-life signals.
6.5 Complexity
The computational complexity of the WLS pitch estimator has been investi-
gated in [7] and compared with the NLS method. Floating-point operations
per second (flops) of a particular computing has shown that the WLS is com-
putationally much simpler than the NLS method [7]. Here we investigate
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Table B.2: Computation complexity of the estimation methods.
NLS O {[N(2L2+1)+L3+N2(L+1)]Nω0}
ω0 MVDR P+O
[
L3+L2(B+1)+L(2B+3)+3
]
WLS P +O (3L+2)
where P = O [ f (N, 1, Nω, 1)]
NLS O {[M(2L2+1)+L3+N2M2(L+1)]Nθ}
θ0 MVDR O
{
M(L3+2L2N+LN)+L
[
M3+(B+4)M2+
(2B+8)M+9
]
+BL2+(2B+5)L+2
}
WLS O [M(L3+2L2N+LN)+10LM+11L+1]
NLS O {[NM(2L2+1)+L3+N2M2(L+1)]Nω0 Nθ}ω0
θ0
 MVDR P+O [8L3+4L2(B+1)+2L(2B+3)+2]
WLS P+O (5L+2)
where P = O [ f (N, M, Nω, Nθ)]
the computational complexity of the NLS method [26], and compare with
the proposed methods using big O notation. Table B.2 shows the computa-
tional complexity of the methods, where Nω0 , Nθ , and Nω are the number
of grids for the ranges of pitch, DOA, and the entire frequency spectrum,
respectively, and f (·) is the complexity of a spectral density estimator. For
example, the complexity of the DFT and the MUSIC methods are approxi-
mately (2NM+1)NωNθ and N3M3+(N2M2+N M)NωNθ , respectively, where
N and M are the number of sub-vectors of temporal and spatial samples to
estimate the correlation matrix of the spatio-temporal samples [25]. We ex-
amine the computational complexity of the compared methods as a function
of the number of samples using L = 5, M = 4, N = 60, B = 100, Nω0 = 400,
Nω = 4000, and Nθ = 180. In this example, the length of sub-vectors are the
rounded half of the number of samples. We can see in Fig. B.9 that the WLS
and the MVDR methods are computationally much simpler than the NLS
method in different numbers of samples. Moreover, the most computation
complexity of the WLS and the MVDR methods is the computation of the
spectral density estimation, O [ f (·)].
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Fig. B.9: Computational complexity of (a) pitch estimation, (b) DOA estimation, and (c-d) joint
pitch and DOA estimation. The superscripts ∗ and ∗∗ denote the DFT and the MUSIC spec-
tral density estimation methods, respectively, and ∗∗∗ denotes the two-steps DOA estimation
methods.
7 Conclusion
In this paper, we have presented harmonic model-based DOA and pitch es-
timation methods associated with the distortionless constraints on the har-
monic signal model. The proposed methods are designed using the narrow-
band noise statistics, which consequently makes the estimates robust against
different types of noise. Without a detailed a priori assumption of the noise,
we have estimated the narrowband noise statistics, at the frequencies of the
harmonics, from the statistics of the parameter estimates of the harmonics.
We have shown that the state-of-the-art and statistically efficient WLS pitch
and DOA estimators are special cases of the proposed estimators in white
Gaussian noise. Using a maximum-likelihood parameter estimator, we have
also shown that the variance of the pitch and the DOA estimates are equal
to the corresponding Cramér-Rao lower bounds, which are the smallest vari-
ance of the unbiased estimates. Experimental results also demonstrated the
statistical efficiency of the proposed methods, and revealed that the other
methods that are designed based on the wrong white noise assumption are
suboptimal in colored noise. The results on real-life signals also confirmed
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the applicability of the methods either in low local SNR or a scenario with
overlapping frequencies of two sources. As a result, the proposed methods
are robust in colored noise, and computationally simpler than the NLS DOA
and pitch estimators.
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1. Introduction
Abstract
In this paper, we consider the problem of multi-pitch estimation and tracking of an
unknown number of harmonic audio sources. The regularized least-squares is a solu-
tion for simultaneous sparse source selection and parameter estimation. Exploiting
block sparsity, the method allows for reliable tracking of the found sources, without
posing detailed a priori assumptions of the number of harmonics for each source. The
method incorporates a Bayesian prior and assigns data-dependent regularization coef-
ficients to efficiently incorporate both earlier and future data blocks in the tracking of
estimates. In comparison with fix regularization coefficients, the simulation results,
using both real and synthetic audio signals, confirm the performance of the proposed
method.
1 Introduction
Estimation of the fundamental frequency, or pitch, detailing a set of audio
sources, is an important problem in a wide range of applications, such as
source separation, music transcription, and enhancement [1–3]. In speech
recognition, for example, reliable pitch estimates are required in a prosodic
implementation. The topic has for this reason attracted much interest, in
particular for single pitch estimation [4], but the more challenging problem
of multi-pitch estimation has also been given notable attention [5–8]. Often,
these methods make strong a priori assumptions on the number of measured
sources, as well as on the model orders of these sources. To determine such
model order information is well known to be challenging [6], although some
efforts on joint pitch and model order estimator techniques have been pre-
sented for the single pitch case [9]. For joint multi-pitch and model order
estimation of the given number of sources, the problem have been formu-
lated for polyphonic music transcription [5].
The recent pitch estimation using block sparsity (PEBS) technique intro-
duced in [8] avoids such assumptions by imposing a verity of sparsity con-
straints, such that from a large dictionary of feasible pitches, both the number
of sources and the model order of each found source can be determined. In
this work, we introduce an extension of the PEBS algorithm to allow the
efficient tracking of audio sources. Given the natural behavior of audio sig-
nals, the pitch often changes smoothly over time. That makes pitch values
in sequential data frames highly correlated, which is often exploited in pitch
tracking [10–12]. To allow for such temporal smoothness, we introduce data-
dependent regularization coefficients for the sparsity constraints in the PEBS
method, such that the estimate for the currently processed data frame is af-
fected by the local spectral neighborhood of both the past and future data
frames. The approach builds on earlier work on the adaptive Lasso [13] and
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the Bayesian Lasso [14], as well as use a Gaussian smoothing kernel to regu-
larize the corresponding components in the PEBS dictionary.
The remainder of this paper is organized as follows: In the next section,
we present the signal model. In Section 3, we present the proposed multi-
pitch estimation and tracking using Bayesian inference. Experimental results
are presented in Section 4. Finally, we conclude on our work in Section 5.
2 Signal Model
Consider a sum of M harmonic audio sources, each with a fundamental fre-
quency ωm, and containing Lm harmonics, for m = 1, 2, . . . , M, and Let
yn =
[
y(n) y(n+1) . . . y(n+N−1)]T (C.1)
denote the data frame processed at time n, with N being the length of the
frame. To simplify the notation and to reduce the resulting computational
complexity, we here model the discrete-time analytical signal of the measured
signals, as obtained using the method detailed in [15] (see also [6]). Thus, yn
may be well modeled as
yn ,
M
∑
m=1
Zmbm + v = Zb + v (C.2)
where
Z =
[
Z1 Z2 . . . ZM
]
Zm =
[
zm z2m . . . z
Lm
m
]
zlm =
[
1 ejlωm . . . ejlωm(N−1)
]T
b =
[
bT1 b
T
2 . . . b
T
M
]T
bm =
[
bm,1 bm,2 . . . bm,Lm
]T
and (·)T denotes the transpose. The matrix Z contains the Ltot = ∑Mm=1 Lm
complex-valued sinusoids, with the corresponding complex amplitudes b,
and is formed out of sub-basis matrices, Zm, detailing the tones presented in
each of the M sources. The additive noise, v, is here formed similar to yn
in (C.1), and is assumed to be a circularly symmetric Gaussian distributed
white noise, i.e., E{v(n)vH(n)} = σ2v IN , where E{·} denotes the expectation.
3 Multi-pitch Estimation and Tracking
Consider the problem of spectral amplitude estimation of multiple sinusoids
from the observed signal yn. For the given (known) basis matrix Z, with
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N  Ltot, and where the complex basis vectors zlm are assumed to be inde-
pendent, one may form an estimate of the unknown pitch frequencies using
the ordinary least-squares (LS) method, minimizing the sum of squared resid-
uals such that bˆ = (ZHZ)−1ZHyn. However, such a solution requires knowl-
edge of both the number of sources and the number of harmonics for each
source. To avoid these assumptions, we define a (large) dictionary matrix
over the considered range of frequencies, ωr ∈ [ωmin,ωmax], and harmon-
ics, such that the allowed number of harmonics for the dictionary elements
r = 1, 2, · · · , S are limited to Lr = bpi/ωrc, where b·c denotes the truncation
operation to the nearest lower integer. Accordingly,
yn , Wa + v (C.3)
where the N × S dictionary matrix is formed as
W =
[
Z1 Z2 . . . ZS
]
(C.4)
where S  M. The spectral amplitudes of the Lext = ∑Sr=1 Lr sinusoids of
the dictionary, i.e.,
a =
[
aT1 a
T
2 . . . a
T
S
]T (C.5)
are exceedingly sparse, containing only Ltot non-zero values. Then, for the
problem of multi-pitch estimation, we form an estimate of the pitch frequen-
cies by maximizing the likelihood of the spectral amplitude estimates, aˆ, of
the corresponding frequencies, such that
Ωˆ = arg max
Ω
P
({‖aˆr‖2}Sr=1∣∣Ω) (C.6)
where Ω =
[
ω1 ω2 . . . ωM˜
]T
, for a given M˜, which may differ from the
true number of sources, M.
Under the assumption of circularly symmetric Gaussian noise, the spec-
tral amplitude estimates may be formed using the maximum likelihood (ML)
method, such that
aˆML = arg maxa log P(yn
∣∣a, σv) (C.7)
where
P(yn|a, σv) =
1
(2piσ2v )N/2
exp
(
− 1
2σ2v
‖yn−Wa‖22
)
is the likelihood function, with ‖ · ‖2 denoting the `2-norm. Given that the
additive noise is assumed to be white, the resulting ML estimate coincides
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with the standard LS estimate, and may thus be efficiently formed accord-
ingly. However, in order to avoid over-fitting, one often instead forms the
regularized LS estimate (see, e.g., [16]). The least absolute shrinkage and se-
lection operator (Lasso) [17] is a well known regularized LS estimator that
shrinks the sum of absolute values of the amplitudes toward zero. Impos-
ing a Laplace distribution on the amplitudes, the likelihood for those may be
expressed as [14]
P(ar,lr |τr,lr , σv) =
τr,lr
2σv
exp
(
−τr,lr
σv
|ar,lr |
)
. (C.8)
Interpreting the Lasso as a Bayesian posteriori estimator, we express the prob-
ability of the spectral amplitudes, given the observations, and using the pa-
rameter vector Ψ =
{⋃S
r=1
⋃Lr
lr=1
τr,lr
}
, as
P(a|yn,Ψ, σv) ∝
S
∏
r=1
Lr
∏
lr=1
P(yn
∣∣ar,lr , τr,lr , σv)P(ar,lr ∣∣τr,lr , σv)
∝ exp
(
− 1
2σ2v
‖yn−Wa‖22
) S
∏
r=1
Lr
∏
lr=1
exp
(
−τr,lr
σv
|ar,lr |
)
. (C.9)
As noted in [8], one may further include the group sparsity constraint to
restrict the number of variable solutions (see also [18, 19]). Therefore, we ex-
tend on this notation by expressing the probability of the grouped variables,
using the parameter vector Ψr =
{⋃Lr
lr=1
τr,lr
}
, as
P(a|yn,Ψ, σv) ∝ exp
(
− 1
2σ2v
‖yn−Wa‖22
) S
∏
r=1
P(ar
∣∣Ψr, σv) (C.10)
where P(ar
∣∣Ψr, σv) ∝ exp(− ‖Ψr‖2σv ‖ar‖2). Herein, we take into consideration
the spectral neighborhood as it evolves over time, such that
aˆ = arg max
a
log P(a
∣∣yn,Ψ, σv)
= arg min
a
1
2
‖yn−Wa‖22 + J (C.11)
where J denotes the imposed constraints, formed as
J = ‖ψL a‖1 +
S
∑
r=1
‖ψGL,r‖2‖ar‖2 (C.12)
and with  denoting the element-wise matrix product. To allow for the
required sparsity constraints [8], the penalty term J involves both the `1-norm
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penalty for the ordinary Lasso and the `2-norm penalty for the group-Lasso.
The real-valued and non-negative regularization coefficients
ψL =
[
ψTGL,1 ψ
T
GL,2 . . . ψ
T
GL,S
]T
(C.13)
ψGL,r =
[
ψGL,r,1 ψGL,r,2 . . . ψGL,r,Lr
]T
(C.14)
are assigned to the individual and grouped sinusoids, respectively, to make
a trade-off between the residual and penalties. In [8], the PEBS estimator
was formulated using common regularization coefficients for the two norms,
such that
J = λL‖a‖1 +
S
∑
r=1
λGL,r‖ar‖2 (C.15)
where λL=τσv and λGL,r=τσv
√
Lr with the common shrinkage coefficient τ.
As shown in [8], the resulting minimization may suffer from spurious
estimates for weak signals and/or onsets, occasionally resulting in an over-
estimation of the model order. To reduce the occurrence of such spurious
estimates, and to allow for a smooth spectral evaluation over frames, we in
the following expand on the penalties in (C.15) to instead allow for more flex-
ible penalty terms. In order to do so, we introduce adaptive weighting of the
penalty terms in PEBS, using the notation of an adaptive Lasso, as introduced
in [13], such that
‖ψGL,r‖2 =
σˆv
(‖a˜r‖2)k
(C.16)
ψGL,r,lr =
σˆv
(|a˜r,lr |)k
(C.17)
where k > 0 is a user defined parameter, and with the noise variance be-
ing estimated as σˆv u ‖yn−Wa˜‖2, and a˜ = E{a
∣∣Ψ, σv}, with E{·} denoting
the expectation. The resulting adaptive penalty thereby offers a more flexi-
ble trade-off between the mean-squared error (MSE) and the bias. The intro-
duced penalty is reminiscent of the iterative re-weighting adaptive Lasso [13],
wherein the bias is similarly reduced by applying less shrinkage to the im-
portant predictors.
As the frequency content of most audio signals are piecewise smooth
[20, 21], it is reasonable to model the dominant components in each frame
as being close to those in the earlier and the following frames. Thus, the
neighboring frames can be expected have nearly the same expectation of the
absolute values, i.e., E
{|a(n+t)|∣∣Ψ, σv} ' E{|a(n)|∣∣Ψ, σv}. In practice, one
may apply time averaging over 2T+1 initial estimates of a(n) to find an esti-
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mate of the expectation at the time instance n, such that
E{a(n)∣∣Ψ, σv} ≈ 12T+1 T∑t=−T aˆ(n+t) h(t) (C.18)
where h(t) is a phase shift vector depending on the specific frequencies of the
dictionary with unit absolute values, and where aˆ(n) denotes the estimated
amplitude vector at time n, as obtained from the initialization or the earlier
processed frames. For fast varying spectral content, as well as for poor initial
or earlier spectral estimates, we include a spectral smoothing, formed using
kernel regression. Here, we make use of the Nadaraya-Watson method intro-
duced in [22], which use a monotonic decay over spectral neighborhood of
the considered centroid, such that
a¯r,lr =
∑Sg=1 ∑
Lg
lg=1
KΣ(xg−xr) a˜g,lg
∑Sg=1 ∑
Lg
lg=1
KΣ(xg−xr)
(C.19)
where the kernel function is defined as
KΣ(xg−xr) = exp
(
− 1
2
(xg−xr)TΣ−1(xg−xr)
)
with Σ denoting the diagonal covariance matrix, giving more weight to the
amplitudes a˜g,lg at the data point xg = [ωg, lgωg]
T that has a smaller Eu-
clidean distance to xr = [ωr, lrωr]T .
4 Experimental Results
To investigate the performance of the extended PEBS method, we conducted
simulations using both synthetic and real audio signals. Since the PEBS
method preferably outperforms most stat-of-the-art methods, such as Capon,
ANLS, and ORTH [8], we here only compare the found results with the PEBS
method. In these simulations, we solved the convex minimization in (C.11)
using the Matlab CVX package [23].
In the first experiment, we estimate the spectral amplitudes of a single-
source synthetic signal for varying number of samples and signal-to-noise
ratio (SNR). The synthetic signal was generated using the signal model in
(C.2). The fundamental frequency of these signals were uniformly drawn on
ω1∈ [160, 290]× (2pi/ fs), with a uniformly distributed number of harmonics
L1 ∈ U{5, bpi/ω1c}, unit amplitudes, and sampling frequency fs = 8.0 kHz.
The used dictionary contained S = 130 candidate pitches. The expectation in
(C.16) and (C.17) was approximated using (C.18) with k = 0.5. Fig. C.1 shows
the resulting normalized MSE as obtained from 100 Monte-Carlo simulations.
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Fig. C.1: Normalized MSE of the spectral amplitude estimates versus the sample length N, at
SNR = 10 dB (top), and versus SNR, using N = 150 (bottom).
As comparison, the figure shows the amplitude estimates of the PEBS method
with the adaptive penalties, aˆAGL, using different initiation estimates: the
PEBS amplitude estimates with common penalties (a˜ = aˆGL), the Tikhonov1
amplitude estimates (a˜ = aˆTikh), and the actual amplitudes (a˜ = a). Here, the
user parameters have been set as δ = 0.1, λL = 0.12, and λGL,r = 0.12
√
Lr.
As is clear from the figure, the extended PEBS method offers an improved
performance as compared to the regular PEBS algorithm, over all considered
data lengths (except for the initial estimates using the Tikhonov estimator)
and SNRs.
We proceed to examine a real audio signal consisting of a mixture of a
female voice and a trumpet signal, corrupted by an additive white noise,
with SNR = 10 dB, using N = 150 samples per frame. We apply 2T+1= 3
initial estimates in (C.18), using the regular PEBS estimates, and with Σ =
diag{6.25, 0.01} × (2pi/ fs)2 in the kernel smoother, where diag{·} denotes a
diagonal matrix formed from a vector argument. Fig. C.2 shows the spectro-
gram of the examined signal, together with the resulting pitch estimates of
the two audio sources. As can be seen from the figure, the extended PEBS
method estimates and tracks the audio sources smoothly, whereas the PEBS
method suffer from some overshoots. For instance, at time 0.09 sec, the PEBS
1The Tikhonov estimator is formed as a regularized LS estimate such that aˆTikh = (WHW +
δI)−1WHyn, where δ ≥ 0 is the regularization coefficient, and I ∈ RLext is an identity matrix.
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Fig. C.2: Spectrogram of the examined speech and trumpet signals (top), and the resulting
multi-pitch estimates (bottom).
estimate finds the pitch of one of the sources close to the other, clearly mis-
takenly the spectral sidelobes of the first source for the pitch of the other
signal source (see also Fig. 3). As can be seen from the Fig. C.3, the spectral
amplitude estimates using the common PEBS method have some spurious
non-zeros, and bias in comparison with the extended PEBS method.
5 Conclusion
In this work, we have presented a method for multi-pitch estimation and
tracking of audio signals such as voiced speech and harmonic musical instru-
ments, without assuming detailed prior knowledge about the signal sources.
We have applied a general dictionary consisting of a set of groups for feasible
fundamental frequencies and harmonics. Using `1-norm penalties is a well
known solution for such the sparse signal formulation for both the individual
and grouped sinusoids. We have shown that the regularization coefficients
of the penalty terms should not be identical for all components of the dictio-
nary, and assigned data-dependent regularization coefficients incorporated
with an expectation on individual and grouped sinusoids. Experimental re-
sults have confirmed that the data-dependent regularization coefficients have
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a lower bias in comparison with the fixed ones. To track the pitch values
smoothly over time, we have also applied a low-pass filter on the expected
values to assign monotonic regularization coefficients regarding the spectral
and temporal neighborhoods.
References
[1] P. Smaragdis and J. C. Brown, “Non-negative matrix factorization for
polyphonic music transcription,” in Proc. IEEE Workshop Appl. of Signal
Process. to Aud. and Acoust. IEEE, 2003, pp. 177–180.
[2] B. Kostek, “Musical instrument classification and duet analysis employ-
ing music information retrieval techniques,” Proc. IEEE, vol. 92, no. 4,
pp. 712–729, 2004.
[3] J. Jensen and J. H. L. Hansen, “Speech enhancement using a constrained
iterative sinusoidal model,” IEEE Trans. Speech Audio Process., vol. 9,
no. 7, pp. 731–740, Oct. 2001.
[4] L. Rabiner, M. Cheng, A. E. Rosenberg, and C. McGonegal, “A com-
parative performance study of several pitch detection algorithms,” IEEE
Trans. Acoust., Speech, Signal Process., vol. 24, no. 5, pp. 399–418, 1976.
[5] M. Davy, S. Godsill, and J. Idier, “Bayesian analysis of polyphonic west-
ern tonal music,” J. Acoust. Soc. Am., vol. 119, no. 4, pp. 2498–2517, Apr.
2006.
[6] M. G. Christensen and A. Jakobsson, “Multi-pitch estimation,” Synthesis
Lectures on Speech and Audio Process., vol. 5, no. 1, pp. 1–160, 2009.
113
References
[7] H. Kameoka, T. Nishimoto, and S. Sagayama, “A multipitch analyzer
based on harmonic temporal structured clustering,” IEEE Trans. Audio,
Speech, and Language Process., vol. 15, no. 3, pp. 982–994, 2007.
[8] S. I. Adalbjörnsson, A. Jakobsson, and M. G. Christensen, “Multi-pitch
estimation exploiting block sparsity,” Signal Processing, vol. 109, pp. 236–
247, 2015.
[9] M. G. Christensen, J. L. Højvang, A. Jakobsson, and S. H. Jensen, “Joint
fundamental frequency and order estimation using optimal filtering,”
EURASIP J. on Applied Signal Process., vol. 2011, no. 1, pp. 1–18, Jun.
2011.
[10] D. Talkin, “A robust algorithm for pitch tracking (rapt),” Speech coding
and synthesis, vol. 495, p. 518, 1995.
[11] A. de Cheveigné and H. Kawahara, “YIN, a fundamental frequency es-
timator for speech and music,” J. Acoust. Soc. Am., vol. 111, no. 4, pp.
1917–1930, Apr. 2002.
[12] H. Ney, “A dynamic programming algorithm for nonlinear smoothing,”
Signal Processing, vol. 5, no. 2, pp. 163–173, March 1983.
[13] H. Zou, “The adaptive lasso and its oracle properties,” Journal of the
American statistical association, vol. 101, no. 476, pp. 1418–1429, 2006.
[14] T. Park and G. Casella, “The bayesian lasso,” Journal of the American
Statistical Association, vol. 103, no. 482, pp. 681–686, 2008.
[15] S. L. Marple, Jr., “Computing the discrete-time “analytic” signal via
FFT,” IEEE Trans. Signal Process., vol. 47, no. 9, pp. 2600–2603, Sep. 1999.
[16] C. M. Bishop, Pattern Recognition and Machine Learning (Information Sci-
ence and Statistics). Secaucus, NJ, USA: Springer-Verlag New York, Inc.,
2006.
[17] R. Tibshirani, “Regression shrinkage and selection via the lasso,” Journal
of the Royal Statistical Society. Series B (Methodological), pp. 267–288, 1996.
[18] M. Yuan and Y. Lin, “Model selection and estimation in regression with
grouped variables,” Journal of the Royal Statistical Society: Series B (Statis-
tical Methodology), vol. 68, no. 1, pp. 49–67, 2006.
[19] J. Friedman, T. Hastie, and R. Tibshirani, “A note on the group lasso and
a sparse group lasso,” arXiv preprint arXiv:1001.0736, 2010.
114
References
[20] S. Karimian-Azari, N. Mohammadiha, J. R. Jensen, and M. G. Chris-
tensen, “Pitch estimation and tracking with harmonic emphasis on the
acoustic spectrum,” in Proc. IEEE Int. Conf. Acoust., Speech, Signal Process.,
April 2015, pp. 4330–4334.
[21] C. Dubois and M. Davy, “Joint detection and tracking of time-varying
harmonic components: a flexible bayesian approach,” IEEE Trans. Audio,
Speech, and Language Process., vol. 15, no. 4, pp. 1283–1295, 2007.
[22] T. Hastie, R. Tibshirani, J. Friedman, T. Hastie, J. Friedman, and R. Tib-
shirani, The elements of statistical learning. Springer, 2009, vol. 2, no. 1.
[23] M. Grant and S. Boyd, “Matlab software for disciplined convex program-
ming,” Online accessiable: http://cvxr.com/cvx, 2013.
115
References
116
Paper D
Pitch Estimation and Tracking with Harmonic
Emphasis on the Acoustic Spectrum
Sam Karimian-Azari, Nasser Mohammadiha, Jesper Rindom
Jensen, and Mads Græsbøll Christensen
The paper has been published in the
Proceeding IEEE Int. Conf. Acoust., Speech, Signal Process. pp. 4330-4334, 2015.
c© 2015 IEEE
The layout has been revised.
1. Introduction
Abstract
In this paper, we use unconstrained frequency estimates (UFEs) from a noisy har-
monic signal and propose two methods to estimate and track the pitch over time. We
assume that the UFEs are multivariate-normally-distributed random variables, and
derive a maximum likelihood (ML) pitch estimator by maximizing the likelihood of
the UFEs over short time-intervals. As the main contribution of this paper, we pro-
pose two state-space representations to model the pitch continuity, and, accordingly,
we propose two Bayesian methods, namely a hidden Markov model and a Kalman
filter. These methods are designed to optimally use the correlations in the consecutive
pitch values, where the past pitch estimates are used to recursively update the prior
distribution for the pitch variable. We perform experiments using synthetic data as
well as a noisy speech recording, and show that the Bayesian methods provide more
accurate estimates than the corresponding ML methods.
1 Introduction
Audio signals such as recordings of voiced speech and some music instru-
ments can be modeled as a sum of harmonics with a fundamental frequency
(or pitch). In practice, these signals are recorded in the presence of noise,
and thus, the clean harmonic model will be less accurate. As a result, obtain-
ing an accurate estimate of the pitch in noisy conditions is both challenging
and very important for a wide range of applications such as enhancement,
separation, and compression. Different pitch estimation methods have been
investigated in [1, 2] which are based on a harmonic constraint. One common
method to estimate the pitch is through the maximum likelihood (ML) frame-
work [3]. In ML methods, consecutive pitch values are estimated indepen-
dently, where obtaining a minimum-variance estimate is guaranteed [4, 5].
However, the pitch values in a sequence are usually highly correlated, which
motivates the development of the Bayesian methods to optimally use the cor-
relations. The Bayesian methods incorporate prior distributions, and can be
used to derive the minimum mean square error (MMSE) estimator and the
maximum a posteriori (MAP) estimator [6], e.g., [7].
State-of-the-art methods mostly track pitch estimates in a sequential pro-
cess, e.g., [8–10]: first, pitch values are estimated in each time-frame, which
is a sub-vector of the whole signal, and then they are smoothed, using a
dynamic programming approach such as [11], without considering the noise
statistics. For instance, the method in [8] uses a nonlinear smoothing method,
which is a combination of median and low-pass filtering, and the method
in [9] tracks pitch estimates based on a hidden Markov model (HMM). How-
ever, to obtain an optimal solution, the estimation and tracking have to be
done jointly. One method that does this is proposed in [12], which operates
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in the time-domain and uses a HMM based system to utilize the temporal
correlation. This estimator is optimal if the noise is stationary with known
statistics, while it is suboptimal in the more practical scenario where the noise
statistics are unknown. A simple method to improve the performance in this
scenario is to update the signal and noise statistics over time using a low-pass
filter with exponential forgetting factor [13].
In this paper, we use the relation between harmonics to estimate and
track the pitch in a harmonic signal. Herein, we jointly estimate and track
pitch incorporating both the harmonic constraints and noise characteristics.
First, we analytically find an optimal ML pitch estimator in each time-frame
using unconstrained frequency estimates (UFEs)1, which are the perturbed
frequencies of harmonics in Gaussian noise [20]. One of the key contribu-
tions of this work is to transfer the pitch estimation problem with the har-
monic constraints into a state-space representation where the state equation
is designed to model the pitch evolution. Consequently, we can use a state-of-
the-art Bayesian method to estimate the pitch values. We propose a discrete
state-space representation, an HMM, using which we develop a MAP estima-
tor for the pitch. We also propose a continuous state-space, a Kalman filter
(KF), which is used to obtain an MMSE estimate of the pitch. Both the HMM
and KF based methods utilize the correlations and lead to recursive pitch
estimates.
The rest of this paper is organized as follows: In Section 2, we present
the signal model, and introduce the ML pitch estimator. For a sequence of
observations, the Bayesian estimators are presented in Section 3. Then, in
Section 4, some experimental results are presented. In closing, the work is
concluded in Section 5.
2 Problem Formulation
2.1 Signal Model
We model a harmonic signal2, e.g., voiced speech, as a sum of L(n) sinusoids
at the time instance n like
s(n) =
L(n)
∑
l=1
αl e
j (ωl(n)n+ϕl), (D.1)
1 UFEs are multiple single-frequency tones, which are the location of peaks of spectral den-
sities over frequency, assuming that the number of harmonics are known, e.g. using a method
in [14, 15]. Different methods for estimation of the spectral density have been investigated in [16],
e.g., using discrete Fourier transform (DFT), MUSIC [17], NLS [18], and Capon [19].
2Here, we utilize the discrete-time analytical signal, as in [21], to simplify the notation and
reduce the resulting complexity.
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where ωl(n) = lω0(n), and αl and ϕl are amplitude and initial phase of
each sinusoid, respectively. In the signal sub-vector s(n) = [ s(n), s(n−
1), · · · , s(n−M−1) ]T , we assume that the signal parameters are approxi-
mately stationary, and collect the constrained frequencies like
Ω(n) = [ω1(n), ω2(n), . . . ,ωL(n) ]
T = dL(n)ω0(n), (D.2)
where the superscript T is the transpose operator, and dL(n)= [ 1, 2, . . . , L(n) ]
T .
We assume that the harmonic signal s(n) is contaminated by additive Gaus-
sian noise v(n) with the variance of σ2 and zero mean as
x(n) = s(n) + v(n), (D.3)
i.e., v(n) ∼ N (0, σ2). If the narrowband signal-to-noise ratios (SNRs) of sinu-
soids are high enough, the observed signal of such harmonic model can be
approximated by the angular noise ∆ωl(n) with a zero-mean normal distri-
bution on each sinusoid [22] as
x(n) ≈
L(n)
∑
l=1
αl e
j (ωl(n)n+∆ωl(n)+ϕl). (D.4)
Therefore, unconstrained frequency estimates (UFEs)—of the constrained
frequencies—can be approximated as the summation of the true frequencies
and an error term ∆Ω(n) that is defined as ∆Ω(n) = [∆ω1(n),∆ω2(n), . . . ,
∆ωL(n) ]T [20], i.e.,
Ωˆ(n) = [ ωˆ1(n), ωˆ2(n), . . . , ωˆL(n) ]
T
= Ω(n) + ∆Ω(n), (D.5)
where ∆Ω(n) is a zero-mean multivariate-normally-distributed variable with
the covariance matrix defined as
R∆Ω(n) = E{∆Ω(n)∆ΩT(n)}, (D.6)
where ∆Ω(n) = Ωˆ(n)−E{Ωˆ(n)}, and E{·} denotes the mathematical expec-
tation. In white Gaussian noise, the precision matrix (inverse of the covari-
ance matrix) is given by [20]:
R−1∆Ω(n) =
2
σ2
diag
{
α21, α
2
2, . . . , α
2
L
}
, (D.7)
where diag{·} denotes the diagonal matrix formed with the vector input
along its diagonal. Consequently, for the time frame x(n) = [ x(n), x(n−
1), · · · , x(n−M−1) ]T , the probability density function (PDF) of the UFEs
given the unknown pitch is approximately given by a multivariate normal
distribution with the constrained and non-zero mean:
P(Ωˆ(n)|ω0(n)) ∼ N (dL(n)ω0(n), R∆Ω(n)). (D.8)
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2.2 ML Pitch Estimate
Assuming that pitch is a deterministic parameter, the maximum likelihood
(ML) estimator can be used to obtain an estimate for the pitch, where the
log-likelihood function of the UFEs is maximized:
ωˆ0(n) = arg max
ω0(n)
log P(Ωˆ(n)|ω0(n)). (D.9)
The optimal ML pitch estimator can be obtained by taking the first derivative
of the likelihood function with respect to ω0(n) and setting it to zero, and is
given by
ωˆ0(n)=
[
dTL(n)R
−1
∆Ω(n)dL(n)
]−1dTL(n)R−1∆Ω(n)Ωˆ(n).
In the particular case with white Gaussian noise, the ML pitch estimator is
simplified to
ωˆ0(n) =
1
∑Ll=1(l αl)2
[ α21, 2α
2
2, . . . , Lα
2
L ] Ωˆ(n), (D.10)
which is the same result as the weighted least squared (WLS) pitch estimator
in [5].
3 Pitch Tracking
In general, the ML estimator is interesting because it is the minimum-variance
unbiased estimator in Gaussian noise. Using M samples of a stationary sig-
nal, the minimum variance of the ML pitch estimator is inversely propor-
tional to M3 [1]. Speech signals generally are not stationary, but a voiced
speech signal often has an stationary pitch during a short-time frame less
than 30 ms that, consequently, limits the number of samples and the variance
of the obtained pitch estimate. Moreover, pitch values are usually correlated
in a sequence; this a priori information can be used to minimize the estima-
tion error, which is the aim of this section.
In the following subsections, we compute the likelihood of a given Ωˆ(n)
using (D.8), for which we need to compute the covariance matrix using (D.6).
To evaluate (D.6), the expected value E{Ωˆ(n)} has to be computed first. Since
the pitch is varying over time, we use an exponential moving average (EMA)
method with a forgetting factor 0 < λ < 1 to recursively update the time-
varying mean value as:
E{Ωˆ(n)} = λ Ωˆ(n) + (1− λ)E{Ωˆ(n−1)}. (D.11)
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After computing E{Ωˆ(n)}, we can compute R∆Ω(n) using (D.6). For this pur-
pose, we use an ML estimator for the covariance (from normally-distributed
observations) among N estimates [6]:
R∆Ω(n) =
1
N
n
∑
i=n−N+1
∆Ω(i)∆ΩT(i). (D.12)
3.1 Discrete State-Space: HMM
In this section, we assume that pitch is a discrete random variable and de-
velop an HMM-based pitch estimation method to utilize the correlation be-
tween consecutive pitch values. For our problem, the hidden state corre-
sponds to the pitch. HMM provides a simple and yet effective way to model
the temporal correlations and has been widely used in speech processing
[9, 23]. We discretize the interval that encloses the possible values of pitch
into Nd centroids. In practice, since pitch is a continuous variable, the dis-
cretization may introduce a systematic bias in the estimation. However, this
bias can be arbitrarily lowered by increasing Nd.
We use a first-order Markov model, where the state variable depends only
on the one step past as:
P(ω0(n)|ω0(n−1), · · · ) = P(ω0(n)|ω0(n−1)), (D.13)
where P(ω0(n)|ω0(n−1)) denotes the transition probability from ω0(n− 1)
to ω0(n), and ∑ω0(n) P(ω0(n)|ω0(n−1)) = 1. By gathering all these prob-
abilities, we obtain an Nd × Nd matrix which is usually referred to as the
transition matrix. Since the neighboring pitch values are highly correlated,
it is reasonable to assume that ω0(n) is likely to be close to ω0(n−1), and
the probability of a pitch estimate far from ω0(n−1) will be very small. In
order to use this a priori information, we pre-define the transition matrix by
sampling from a normal PDF. Hence, the diagonal elements of the transition
matrix correspond to the maximum value of a normal PDF with the variance
σ2t , and the neighboring values are sampled from the normal PDF in steps of
one standard deviation.
In a hidden state-space model, we have a series of observations, i.e., UFEs,
which indirectly relate to states, and each state has an emission distribution
that is the same as the likelihood function in (D.8). We aim to estimate pitch
(the hidden state) in a causal manner, i.e., given only the current and past
observations {Ωˆ(n), Ωˆ(n− 1), . . .}. This yields a MAP estimate for pitch, and
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the common method to implement it is through the forward algorithm [23]:
ωˆ0(n) = arg max
ω0(n)
log P(ω0(n)|Ωˆ(n), Ωˆ(n−1), · · · ) (D.14)
= arg max
ω0(n)
log P(Ωˆ(n)|ω0(n))+
log P(ω0(n)|Ωˆ(n−1), Ωˆ(n−2), · · · ), (D.15)
that maximizes the log-likelihood function plus the logarithm of the prior
distribution, which appears as a regularization term. The prior distribution
is recursively updated as
P(ω0(n)|Ωˆ(n−1), Ωˆ(n−2), · · · ) = (D.16)
∑
ω0(n−1)
P(ω0(n)|ω0(n−1))P(ω0(n−1)|Ωˆ(n−1), · · · ).
Note that the maximization in (D.14) is simply choosing the maximum value
in an Nd-dimensional vector.
3.2 Continuous State-Space: Kalman Filter (KF)
As it was discussed in Section 3.1, pitch is a continuous variable and, hence, it
is theoretically preferred to model the variations of pitch using a continuous
state-space representation, e.g., [24]. In this section, we develop such model,
where the state-evolution equation is designed to take into account the cor-
relation of the pitch values in the consecutive frames. For this purpose, we
write the complete state-space representation as follows:
ω0(n) = ω0(n−1) + δ(n),
Ωˆ(n) = dL(n)ω0(n) + ∆Ω(n),
where δ(n) ∼ N (0, σ2t ) and ∆Ω(n) ∼ N (0, R∆Ω(n)) are the state and ob-
servation noise, respectively, which are assumed to be independent. Kalman
filtering is a well-known method that computes the MMSE estimate of the
hidden state variable in above [25], which is used here.
First, a pitch estimate is predicted using the past estimates as
ωˆ0(n|n−1) = ωˆ0(n−1|n−1) (D.17)
where ωˆ0(n|n−1) denotes the predicted estimate using the past observations
until Ωˆ(n−1), and ωˆ0(n−1|n−1) denotes the updated estimate at time n−
1 using all the past observations, including Ωˆ(n−1). The variance of the
prediction is also given by
σ2K (n|n−1) = σ2K (n−1|n−1) + σ2t , (D.18)
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Fig. D.1: Obtained MSE using the proposed methods as a function of SNR. See text for details.
where σ2K (n|n−1) and σ2K (n−1|n−1) denote the variance of the predicted
estimate and updated estimate, respectively.
Second, the pitch estimate is updated. For this purpose, the error term
(or innovation) is computed as
e(n) = Ωˆ(n)− dL(n) ωˆ0(n|n−1). (D.19)
Then, the predicted estimate is updated:
ωˆ0(n|n) = ωˆ0(n|n−1) + hK(n)e(n), (D.20)
where hK(n) denotes the Kalman gain and is given by
hK(n) = σ2K (n|n−1)dTL(n)
[
ΠL(n)σ
2
K (n|n−1) + R∆Ω(n)
]−1,
where ΠL(n) = dL(n)d
T
L(n). The variance of the updated estimate is also
recursively updated using
σ2K (n|n) =
[
1− hTK (n)dL(n)
]
σ2K (n|n−1). (D.21)
4 Experiment Results
We perform simulations to estimate and track the pitch in synthetic and real
speech signals using the proposed methods. In the first experiment, we esti-
mate the frequency of a sinusoid signal with the sampling frequency fs = 8.0
kHz. A 65536-point discrete Fourier transform (DFT) was applied on data
samples during 10 ms, i.e., M = 80. The forgetting factor λ in (D.11) was
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Fig. D.2: Spectrogram of a speech signal in the presence of car noise at SNR = 5 dB (top), and
estimated pitch values, superimposed on the spectrogram (bottom).
set to 0.6, and N = 50 observations were used to estimate the noise covari-
ance matrix in (D.12). The sinusoid signal in this experiment was a linear
chirp signal with L = 5 harmonics with random phases and identical am-
plitudes during 0.1 s, which was then perturbed by additive white Gaussian
noise at various signal-to-noise ratios (SNRs). The starting pitch of the chirp
signal was 400pi/ fs and it increases with a rate of r = 100 Hz/s. For the
HMM-based pitch estimator, the frequency range ω ∈ [150, 280] × (2pi/ fs)
was discretized into Nd = 1000 samples. The variance related to the state
transition for both HMM- and KF-based methods was set to be proportional
to the linear chirp rate, i.e., σt =
√
2pir/ f 2s . Fig. D.1 shows the obtained
Mean Square Error (MSE), using 100 Monte-Carlo simulations for each SNR.
As can be seen, the HMM- and KF-based pitch estimates have lower MSE
than the corresponding ML pitch estimate, ωˆ0,ML, and a state-of-the-art pitch
estimator from [5], which is denoted by ωˆ0,WLS. Moreover, the figure shows
that the first harmonic of the UFEs (denoted by ωˆ1) results in significantly
larger errors than all the other methods.
In the next experiment, we estimate the pitch in a speech signal degraded
by car noise at SNR = 5 dB. We select voiced speech segments using the
normalized low frequency energy ratio [26], and estimate the number of har-
monics using the MAP order estimation [15]. A fixed σt = 0.0318pi/ fs was
used for both HMM- and KF-based methods. The other parameters were
set: M = 240, λ = 0.9, and N = 150, as the best choise for this experiment.
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Fig. G.3 depicts the estimated pitch values on the spectrogram of the noisy
signal. As can be observed, the HMM-based method tracks the pitch values
smoothly and more accurately compared to the other methods.
5 Conclusion
The work presented in this paper has focused on pitch estimation. We have
formulated an ML estimator for the pitch, which was then extended to utilize
the correlations between consecutive pitch values to achieve higher accuracy
and continuity for sequential pitch estimates. We have proposed HMM- and
KF-based pitch estimation methods from the unconstrained frequency esti-
mates, where noise characteristics were updated recursively. These charac-
teristics make a contour over the frequency and time evolution, which were
considered in the joint pitch estimation and tracking. Experimental results
showed that both HMM- and KF-based methods outperform the correspond-
ing optimal ML pitch estimator and another state-of-the-art method, based
on the weighted least squares. Moreover, results using a real speech signal
showed that the HMM-based method tracks the pitch more accurately and
smoothly than the KF-based method.
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1. Introduction
Abstract
The harmonic model, i.e., a sum of sinusoids having frequencies that are integer
multiples of the pitch, has been widely used for modeling of voiced speech. In mi-
crophone arrays, the direction-of-arrival (DOA) adds an additional parameter that
can help in obtaining a robust procedure for tracking non-stationary speech signals
in noisy conditions. In this paper, a joint DOA and pitch estimation (JDPE) method
is proposed. The method is based on the minimum variance distortionless response
(MVDR) beamformer in the frequency-domain and is much faster than previous joint
methods, as it only requires the computation of the optimal filters once per segment.
To exploit that both pitch and DOA evolve piece-wise smoothly over time, we also ex-
tend a dynamic programming approach to joint smoothing of both parameters. Sim-
ulations show the proposed method is much more robust than parallel and cascaded
methods combining existing DOA and pitch estimators.
1 Introduction
The estimation of the fundamental frequency, or pitch as it is commonly re-
ferred to, of voiced speech signals is a challenging problem, as it is a key
feature in many solutions for enhancement, separation, classification, com-
pression, coding, etc. Various methods have been investigated to solve this
problem for the single-channel case (see, e.g., [1–3]). However, for the multi-
channel case, much less work has been done. When using a microphone
array, the spatial information, such as the direction-of-arrival (DOA), pro-
vides additional information that can be used for such tasks as separation
and enhancement. Likewise, a spatial filter, or beamformer, can be used for
extracting signals impinging on the array from any particular DOA [4]. Mul-
tiple concurrent speech signals, which each are of broadband nature, may
have overlapping spectral features with common pitch and harmonics and
are, hence, difficult to separate. A beamforming technique can be used for
locating and separating such signals by joint estimation of both the DOA and
pitch of the desired signal in cases where it would otherwise not be possible.
The estimation of each parameter has traditionally been treated sepa-
rately [5], and estimates of both can be obtained using cascaded or paral-
lel combinations of pitch and DOA estimators. In the cascaded approach, a
broadband beamformer estimates the DOA and extracts a signal from which
the pitch can be found using a standard estimator (e.g., one of those in [2]).
Using a parallel approach, multi-channel pitch estimation [6] can be run in
parallel with a broadband DOA estimator to obtain both pitch and DOA
from the multi-channel signal. It is easy to see that, in multi-source scenar-
ios, these estimation procedures may have problems with sources having the
same DOA or overlapping harmonics.
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As we have argued, joint DOA and pitch estimation (JDPE) methods are of
interest as a robust alternative to cascaded or parallel approaches. Some ap-
proaches have recently been proposed, including the non-linear least squares
(NLS) method [7], the spatio-temporal filtering based on the linearly con-
strained minimum variance (LCMV) beamformer [8], the correlation based
method [9], and the subspace-based method [10]. While these methods per-
form well, they are computationally intensive, and faster methods may be
required for some applications. More specifically, the methods of [7, 8] have
cubic complexity for each combination of DOA and pitch candidates. Fur-
thermore, none of these methods exploit that the pitch and DOA evolve in a
piece-wise smooth manner.
In this paper, we present a fast algorithm for JDPE. The method is based
on the frequency-domain minimum variance distortionless response (MVDR)
beamformer, which is used to estimate the 2D spatio-temporal spectrum of
the observed signal once per segment. From this 2D spectrum, the DOA
and the pitch are estimated jointly by forming sums over the 2D spectrum
for combinations of DOAs and pitches. This process essentially estimates
the power of the assumed underlying periodic signal. Also, the number
of harmonics is determined in the process using the maximum a posteriori
method of [11, 12], something that is required to avoid ambiguities in the
pitch estimates. Finally, the piece-wise smoothness of the DOA and pitch
over time is exploited by the extension of the method [13] to include also the
DOA.
The rest of this paper is organized as follows: in Section 2, we introduce
the signal model and MVDR-based broadband beamforming, from which the
proposed method is developed in Section 3. Later on, in Section 4, experi-
mental results are reported. Finally, the paper is concluded in Section 5.
2 Problem Formulation
2.1 Signal Model
An array of M microphones receives broadband acoustic waves from D de-
sired sound sources in a noisy environment without reverberation. We as-
sume each desired complex signal, sd(n), is quasi-periodic with Ld number
of harmonics, where d = 1, ..., D, and it is stationary over the sampling inter-
val N. The signals captured by the mth microphone relating to the dth source
are delayed by τmd depending on their distance and the sampling frequency
fs. A linear combination of all sources besides an additive noise em(n) con-
stitutes this model:
xm(n) =
D
∑
d=1
sd(n− fsτmd) + em(n), (E.1)
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where
sd(n− fsτmd) =
Ld
∑
l=1
adl ejlω0dn e−jlω0d fsτmd , (E.2)
and ω0d is the fundamental frequency of the dth source. While many different
array structures can be considered, we will assume a uniform linear array
(ULA) structure herein for a proof of our concept. Consider a ULA denoted
by M consecutive microphones with the specific inter-distance δ. Supposing
a long distance from the ULA to the sources in comparison with δ, a plane
wave and a homogeneous magnitude adl can be assumed across the array.
By choosing the first microphone as a reference, the time delay between the
other microphones and the reference is ∆τmd = (m − 1)δ sin(θd)/c, where
θd is the direction of desired signal, c is the wave propagation velocity and
∆τmd = τmd − τ1d.
We can also formulate our signal model in the frequency domain, which
is useful for deriving the proposed method. Stacking the spectral amplitudes
of the observed signals at the M sensors for the frequency bin ω gives
X(ω) = [X1(ω)X2(ω) . . . XM(ω) ]T . (E.3)
By exploiting the relation between the sensor signals described by (E.2), the
model further yields
X(ω) =
D
∑
d=1
z(θd,ω) Sd(ω) + E(ω), (E.4)
where z(θd,ω) = e−jω fsτ1d [ 1 e−jψ2d . . . e−jψMd ]T , and ψmd = ω fs∆τmd.
2.2 MVDR Broadband Beamformer
The Capon beamformer, which is also known as the minimum variance
distortionless response (MVDR) beamformer, is a type of baseband filter
that can be extended to a broadband filter through a filter bank approach
(FBA) [3]. To approach the proposed JDPE method, we introduce the broad-
band frequency-domain MVDR (FMV) algorithm as a quick solution in com-
parison with other time-domain beamformers [14].
First, a narrowband beamformer W(θ,ω) is designed to minimize the
output power of the filter while it has a unit gain at a specific DOA, θ ∈
[−90◦,+90◦], and a sub-band frequency ω. In this way, we design a nar-
rowband beamformer for a wide range of frequencies to get the broadband
beamformer, i.e.,
min
W(θ,ω)
WH(θ,ω)RX(ω)W(θ,ω) (E.5)
s.t. WH(θ,ω)z(θ,ω) = 1,
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where RX(ω) ∈ CMxM is the correlation matrix of X(ω) i.e., RX(ω) =
E{X(ω)XH(ω)} that E{·} represents the expectation operation, and {·}H rep-
resents the conjugate transpose of a matrix. The correlation matrix RX(ω) is
not known in most practical scenarios, so we estimate it as
RˆX(ω) =
1
B
B
∑
b=1
Xb(ω)X
H
b (ω), (E.6)
where Xb(ω) denotes the bth complex spectral amplitude out of the last B
estimates, and {·ˆ} denotes the estimate. In practice, blocks of N samples
are used to obtain the spectral amplitude estimates with consecutive blocks
overlapping by Q samples.
The adaptive weights of the beamformer W(θ,ω) are formed using the
Lagrange multiplier method [3] which yield
W(θ,ω) =
Rˆ−1X (ω)z(θ,ω)
zH(θ,ω)Rˆ−1X (ω)z(θ,ω)
. (E.7)
Inserting the optimal beamformer in the output power expression
WH(θ,ω)RˆX(ω)W(θ,ω) results in
J(θ,ω) =
1
zH(θ,ω)Rˆ−1X (ω)z(θ,ω)
, (E.8)
which should be an estimate of the spatio-temporal spectral power for θ and
ω.
According to the designed filter, the estimated covariance matrix has to
be invertible (E.7-E.8). This can be ensured by choosing B ≥ M in (E.6). In
practice, B and Q should be chosen such that a good trade off between the
robustness of the estimate and the validity of the stationary assumption is
obtained.
3 Proposed Method
3.1 Order Estimation
To estimate the parameters (θd,ω0d) of the desired signal source, we need
an estimate of the number of harmonics Ld according to the signal model in
(E.2). Here, we propose a model-order estimator, which is optimal in sin-
gle source scenarios. The method is inspired by the maximum a posterior
(MAP) estimator in [2, 11], where the noise variance is estimated using the
directional spectrum obtained using the FMV method. It penalizes a maxi-
mum likelihood (ML) estimation method to find the maximum a posteriori
probability of Φ and the number of harmonics, L(θ,ω0), given the temporal
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spectrum at the candidate direction θ. In this way, we can estimate the model
order for the relative pair of DOA and fundamental frequency [15]:
Lˆ(θ,ω0) = arg min
L(θ,ω0)
{− ln f (J(θ)|Φ, L(θ,ω0)) + 12 ln |Gˆ|}, (E.9)
where J(θ) = [ J(θ, 0) J(θ, 2piNf ) . . . J(θ, (
Nf
2 − 1) 2piNf ) ], Nf is the length of the dis-
crete Fourier transform (DFT), and Φ denotes the vector containing the other
estimation parameters: fundamental frequency, amplitudes, and phases. In
the following, the notation of L(θ,ω0) is simplified to be exposed by L. The
penalty part Gˆ of this estimation is an approximation of the Fisher informa-
tion matrix (FIM) relating to Φ, i.e.,
Gˆ ≈ −E
{
∂2 ln f (J(θ)|Φ, L)
∂Φ∂ΦT
}
Φ=Φˆ
. (E.10)
The determinant of the given Hessian matrix Gˆ can be normalized [15]
with respect to the number of samples N (see [11]) as:
|Gˆ| = |K−2| |K Gˆ K|, (E.11)
where it can be shown that K is given by
K =
[
N− 32 0
0 N− 12 I2Lx2L
]
. (E.12)
The estimate of the number of harmonics in (E.9) can be simplified by assum-
ing that N is large, in which case [12] we obtain
Lˆ ≈ arg min
L
{N ln σˆ2L +
3
2
ln N + L ln N}, (E.13)
where σˆ2L is the noise variance related to every candidates of a number of
harmonics, and a fundamental frequency, ω0. That is
σˆ2L = 2
(
N
Nf
Nf/2−1
∑
i=0
J(θ, i
2pi
Nf
)−
L
∑
l=1
J(θ, lω0) + r
)
, (E.14)
where, we have introduced the regularization factor r to account for inaccu-
rate noise variance estimates for relatively small N.
3.2 Joint DOA and Pitch Estimation and Smoothing
A JDPE method for speech signals in a noisy field is proposed in this section
based on the FMV method, and the general idea is depicted in Fig. E.1.
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Fig. E.1: General diagram of the frequency-domain MVDR beamformer to joint DOA and pitch
estimation (JDPE)
To estimate the fundamental frequency, the initial assumption of stationary
temporal samples is introduced for an appropriate number of samples N in a
tapped-delay line (TDL). The samples are mapped to the frequency domain
using the DFT, and then the MVDR beamformer estimates a time-dependent
2D spectrum J(θ(t),ω(t)) at each time instance t.
According to the model in (E.2), the desired signals only have frequency
contents at the harmonic frequencies. Hence, to estimate the pitch, we should
only consider those bins. Therefore, we introduce the cost function
J0(θd(t),ω0d(t)) =
Lˆd
∑
l=1
J(θd(t), lω0d(t)). (E.15)
Then, the pitch and the DOA are estimated jointly by maximizing J0(θd(t),ω0d(t))
for one source as
(θˆd(t), ωˆ0d(t)) = arg max
(θd(t),ω0d(t))
J0(θd(t),ω0d(t)). (E.16)
The series of estimated parameters [θˆd, ωˆ0d] have to be a continuous and
smooth function of time according to the pitch and the position of the actual
sound source. Smoothing of one dynamic parameter had been solved using a
recursive algorithm in [13]. In this approach, a transition cost function c(t, t0)
at time t is accumulated over the preceding states since t0. The forward path
is then the path that minimize the accumulated cost function D(t) among all
previous cost functions;
D(t) = min
t∗
{D(t∗) + c(t∗, t0)} − Bs, (E.17)
where t∗ ∈ [t0, t), Bs is a smoothing factor (Bs > 0), and
c(t∗, t0) =
||[θˆd(t∗), ωˆ0d(t∗)]− [θˆd(t0), ωˆ0d(t0)]||2
(t∗ − t0) . (E.18)
Note that the transition cost function proposed here, is a generalization of
the function in [13] from 1D to 2D.
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Fig. E.2: The room layout and the azimuth angles of sound sources; θ1 ≈ -53◦ and θ2 ≈ 45◦
4 Experimental Results
To evaluate the proposed JDPE method, we simulated a cocktail party in a
room without reverberation with zero reflection order, as shown in Fig. E.2.
The desired voiced speech, S1 uttering the sentence: “Why were you away
a year Roy?”, and a periodic signal with five harmonics, S2, as an interfer-
ence are played simultaneously along with diffusive white noise. The sound
propagation in a rectangular room is simulated using the image method [16].
This method simulates the room impulse response relating to the dimension,
the reflection order and geometric position of acoustic sources and micro-
phones [17]. We used this method to simulate acoustic waves on a ULA
with three hyper-cardioid microphones, M = 3, at the specified positions
with inter-distance of δ = 0.04 m, and those were oriented respecting to the
zero azimuth and elevation angles of the ULA. The distance between the
microphones in the ULA should be smaller than half of the wavelength to
avoid aliasing [3]. In addition, a real-life acoustic ambiance was simulated
by adding diffusive acoustic noise, and the wave propagation speed was as-
sumed c = 343.2 m/s. The spectrograms of the desired voiced speech and
the interfered signal are shown in Fig. E.3. For the signal measured using the
first microphone, the signal-to-interference-ratio (SIR) was 12.8 dB, while the
signal-to-noise-ratio (SNR) was 10 dB.
Time-domain input signals were sampled across TDLs with fs = 8.0 kHz
of length N = 256, refreshed every 2.5 ms (20 time steps), and preserved in
a buffer containing the B = 10 most recent ones. We calculated the DFTs of
these vectors using zero-padded FFTs with a rectangular window of length
N f = 4096. The cross-correlation matrices for all frequency bins were then
estimated from the B past DFTs, and they were used in three different meth-
ods: a parallel method, a cascade method, and the proposed method. The
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Fig. E.3: Spectrograms of the desired voiced speech (left), and the interfered mixture (right)
smoothing and the regularization factors in the proposed method were set to
Bs = 0.001pi and r = 10−6. In the parallel method, the FMV beamformer [14]
runs along with the multi-channel pitch estimator in [6]. Finally, in the cas-
caded method, the NLS method [2] is applied after beamforming with the
aforementioned parameters. Note that, in the cascaded method we used a
Hanning window with 50% overlapping to recover the time domain signals.
Fig. E.4 depicts the results of the proposed JDPE method in comparison
with the results of the cascaded and parallel methods. In order to evaluate
the acquired results, we compared the estimates with the true DOA, θ1 ≈ -
53◦, and single channel pitch estimates of the clean signal obtained using the
NLS method [2]. It shows the continuity and smoothness of both estimated
DOA and pitch analytically, and the robust estimations are approved in terms
of measured mean-square error (MSE) (see Table E.1).
5 Conclusion
In this paper, we have proposed the JDPE method. In this method, the DOA
and pitch are estimated jointly by integrating the broadband MVDR spec-
trum over the harmonic frequencies for a set of candidate pitches and DOAs,
and later on maximizing. The simplicity of the proposed method is a sig-
nificant advantage in comparison with other joint estimation methods. The
MVDR spectrum which can be implemented efficiently using FFTs, needs
to be calculated once. It benefits the method as a fast spectral estimation.
Our second contribution, is the spatio-temporal smoothing of the obtained
Table E.1: Mean square error (MSE) of estimated DOA and pitch of the different experiments
MSE(ω0) [Hz2] MSE(θ) [degree2]
JDPE 122.1 1.5
Parallel 2.3x103 0.4
Cascade 2.9x103 0.4
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Fig. E.4: Estimation of pitch (top), and DOA (bottom) at the different experiments
DOA and pitch estimates using dynamic programming, which improves the
robustness of the underlying estimator. Our simulations show that the pro-
posed joint estimator outperforms traditional methods, i.e., a cascaded and a
parallel approaches which estimate pitch and the DOA separately in a real-
life scenario.
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1. Introduction
Abstract
In signal processing applications of harmonic-structured signals, estimates of the
fundamental frequency and number of harmonics are often necessary. In real sce-
narios, a desired signal is contaminated by different levels of noise and interferers,
which complicate the estimation of the signal parameters. In this paper, we present an
estimation procedure for harmonic-structured signals in situations with strong inter-
ference using spatial filtering, or beamforming. We jointly estimate the fundamental
frequency and the constrained model order through the output of the beamformers.
Besides that, we extend this procedure to account for inharmonicity using uncon-
strained model order estimation. The simulations show that beamforming improves
the performance of the joint estimates of fundamental frequency and the number of
harmonics in low signal to interference (SIR) levels, and an experiment on a trumpet
signal show the applicability on real signals.
1 Introduction
In real life, we often have multiple signal sources present at the same time,
which has a detrimental impact on the quality and intelligibility of a recorded
speech signal. We can improve the quality of a desired signal by choosing an
appropriate enhancement method, which can be categorized in three differ-
ent groups: statistical, filtering, and subspace methods [1]. In the enhance-
ment of harmonic-structured signals as considered here, e.g., voiced speech,
both the fundamental frequency and number of harmonics estimates are nec-
essary in filter designs (for example [2–4]). Therefore, we require to estimate
these parameters. The estimation of the fundamental frequency, or pitch in
audio signal processing, is a challenging problem with applications in en-
hancement, separation, classification, compression, etc., and different meth-
ods have been investigated in the single-channel case [1, 5]. The estimation
of number of harmonics is another problem in enhancement of harmonic-
structured signals. This integer-valued parameter relating to the number of
sinusoidal components must be estimated from the received signals to yield
accurate pitch estimates and high-quality enhancement, and some methods
have been investigated in the single-channel case [6].
In most of the state-of-the-art methods for fundamental frequency and
number of harmonics estimations, the desired signal is assumed to be de-
graded by additive white Gaussian noise [7–10]. For example, the Markov-
like weighted least-squares (WLS) [11] (see also [1, 12]) and the maximum a
posteriori (MAP) [6, 13] methods are fundamental frequency and number of
harmonics estimators for only one signal source. In a situation with the pres-
ence of interference having the harmonic structure, which is very common,
some methods are available to estimate the parameters of multiple signal
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sources [1]. In these methods, the basic assumption is that the desired signal
has higher power than the interferers [2, 14], something that is not always
the case. Besides that, multiple harmonic-structured signals with spectral
overlap may cause a wrong estimate of the fundamental frequency and the
number of harmonics. Furthermore, the inharmonicity problem [15], which
is the phenomenon that the frequencies of the harmonics are not exact inte-
gers of a fundamental frequency, results in a model mismatch, and leads to
biased parameter estimates, e.g., in stiff-stringed instruments.
Exploiting spatial separation is a solution to separate multiple signals us-
ing multiple microphones, and beamforming is one such technique to esti-
mate the signal arriving from the desired direction [16] using different source
localization methods which have been investigated in [17]. In this paper,
we estimate both the fundamental frequency and the number of harmonics,
which we call the model order, of a harmonic-structured signal using a beam-
forming technique to separate the desired signal from high power interferers,
which are spatially separated, e.g., by using broadband minimum variance
distortionless response (MVDR) [18, 19] beamforming. We can also estimate
the model order of the desired signal from the output of the beamformer [20]
using the MAP method with the constrained harmonic-model, consisting of
a fundamental frequency and its integers. Because of the problem of inhar-
monicity and harmonic frequencies mismatch, we extend this method for the
unconstrained model, consisting of independent sinusoidal components, to
estimate both the fundamental frequency and model order. Then the funda-
mental frequency estimate will be performed using the WLS method [11].
The rest of this paper is organized as follows. In Section 2, we introduce
the multi-source signal model that the work is based on and apply it in beam-
forming. In Section 3, we derive the constrained and unconstrained model
order and fundamental frequency estimates, and then explore the results of
simulations in Section 4. In closing, the work is discussed in Section 5 along
with its relation to state-of-the-art.
2 Problem Formulation
2.1 Signal Model
We consider N independent sources of harmonic acoustic waves, which are
placed at different spatial positions, that propagate acoustic waves from their
respective direction of arrival (DOA), i.e., θn for n = 1, . . . , N, relative to a
receiver. We assume a microphone array with a set of M omnidirectional
microphones receives these acoustic waves besides random noise, i.e., ym(t)
and vm(t) for m = 1, . . . , M. Then, we model the combination of harmonic-
structured signal sources, i.e., xn(t) = ∑Lnl=1 αn,l e
(lωnt+ϕn,l) that ωn is the
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fundamental frequency with Ln number of harmonics with the magnitude of
αn,l and phase of ϕn,l ,
ym(t) =
N
∑
n=1
Ln
∑
l=1
αn,l e
(lωnt+ϕn,l)e−lωn∆τm,n+ vm(t), (F.1)
where  =
√−1, and ∆τm,n is the time difference of arrival between the mth
and the first microphone for the nth source. By expressing the signal model
(F.1) in the frequency-domain vector notation [19], the received broadband
signals Y(ω) = [Y1(ω) . . . YM(ω) ]T are formulated as functions of the steer-
ing vector d(θn,ω), signal sources Xn(ω), and noise V(ω), defined similar to
Y(ω), as
Y(ω) =
N
∑
n=1
d(θn,ω)Xn(ω) + V(ω), (F.2)
where the steering vector is the set of phase shifts between microphones
defined at each subband by choosing the first microphone as the reference
d(θn,ω) = [ 1 e−ω∆τ2,n · · · e−ω∆τM,n ]T. (F.3)
With the aim of the spatial source separation, we can write the spatial cor-
relation matrix, by the assumption of uncorrelated signal sources and noise,
as
RY(ω) = E{Y(ω)YH(ω)}
=
N
∑
n=1
d(θn,ω)JXn(ω)d
H(θn,ω) + RV(ω), (F.4)
where E{·} denotes mathematical expectation, and the superscript H the
transpose-conjugate operator. We define JXn(ω) = E{|Xn(ω)|2} as the sub-
band power of each signal source, and the noise correlation matrix as RV(ω) =
E{V(ω)VH(ω)}.
2.2 Spatial Filtering
All the complex values of the microphone outputs at the subband ω are ap-
plied to a complex-valued spatial filter H(θ,ω), or a beamformer as we refer
to it, of the length M at each candidate direction θ subject to HH(θ,ω)d(θ,ω) =
1. In general, the output signal will be
Z(θ,ω) = HH(θ,ω)Y(ω), (F.5)
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and the output power of the designed filters is
JZ(θ,ω) = E{Z(θ,ω)ZH(θ,ω)}
= HH(θ,ω)RY(ω)H(θ,ω). (F.6)
By considering X1(ω) as the desired signal, and substituting (F.4) into (F.6)
at the direction of the desired signal, i.e., θ1, we acquire the output power of
the beamformer as
JZ(θ1,ω) = JX1(ω) + H
H(θ1,ω)RV(ω)H(θ1,ω)
+
N
∑
n=2
HH(θ1,ω)d(θn,ω)JXn(ω)d
H(θn,ω)H(θ1,ω)
= JX1(ω) +Ψ(θ1,ω), (F.7)
where Ψ(θ1,ω) is a residual noise-plus-interference after filtering. The broad-
band output power of the filter, and the broadband output power of the
noise-plus-interference are, respectively,
JZ(θ) =
1
2pi
∫ 2pi
0
JZ(θ,ω)dω, (F.8)
Ψ(θ1) =
1
2pi
∫ 2pi
0
Ψ(θ1,ω)dω = JZ(θ1)− JX1 , (F.9)
where JX1 is the broadband power of the desired signal.
The delay-and-sum (DS) beamformer is designed based on the principle
that the directivity pattern of the filter is steered to the DOA of interest, i.e.,
HDS(θ,ω) = d(θ,ω)/M, and the desired signal can be filtered in the com-
position of different signals (F.2) depending on the respective DOA. Besides
the directivity pattern criteria, the minimum variance distortionless response
(MVDR) beamformer is designed to minimize the output power
min
H(θ,ω)
HH(θ,ω)RY(ω)H(θ,ω) (F.10)
s.t. HH(θ,ω)d(θ,ω) = 1,
then the optimal MVDR filter is given by [21]
HMVDR(θ,ω) =
R−1Y (ω)d(θ,ω)
dH(θ,ω)R−1Y (ω)d(θ,ω)
. (F.11)
3 Proposed Method
The signal source Xn with an integer number of harmonics, i.e., Ln, can be
modeled in two ways: the constrained (C) harmonic-model that is the integra-
tion of integer frequency coefficients relating to the fundamental frequency
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ωn, i.e.,
XCn (ωn) = [ Xn(ωn) Xn(2ωn) ... Xn(L
C
nωn) ]
T, (F.12)
and the unconstrained (UC) model that is the integer number of independent
periodic signals, i.e.,
XUCn (Ωn) = [ Xn(ωn,1)Xn(ωn,2) ... Xn(ωn,LUCn ) ]
T, (F.13)
where Ωn = [ ωn,1 ωn,2 ... ωn,LUCn ]
T is a set of unconstrained frequencies.
By the assumption of two models, the power of the desired signal can be
estimated as
JCX1(ω1) = 2 ‖ XC1 (ω1) ‖22, (F.14)
JUCX1 (Ω1) = 2 ‖ XUC1 (Ω1) ‖22. (F.15)
We can estimate the model order of a harmonic signal from the output
power of a beamformer at the desired direction by minimizing the broadband
noise power [20]. For both the constrained and unconstrained models in
(F.12) and (F.13), we write the broadband output power of the noise-plus-
interference from (F.9) like
ΨC(θ1) = JZ(θ1)− JCX1(ω1), (F.16)
ΨUC(θ1) = JZ(θ1)− JUCX1 (Ω1). (F.17)
With the assumption of white Gaussian noise and using N f frequency sam-
ples, we can jointly estimate the fundamental frequency and the number of
constrained harmonics using the MAP method in the model order estima-
tion [1, 6] as
(LˆC1 , ωˆ
C
1 )≈arg min
LC1 ,ω1
{
N f ln[ΨC(θ1)] +
3
2
ln N f + LC1 ln N f
}
, (F.18)
which consists of the log-likelihood function of the noise-plus-interference
and the penalty part. The penalty part is estimated through the normaliza-
tion of the Fisher information matrix for a candidate fundamental frequency
and L1 related amplitudes and phases [14]. We can extend this method for
estimating the number of independent sinusoids and the related amplitudes
and phases, i.e.,
(LˆUC1 , Ωˆ1)≈arg min
LUC1 ,Ω1
{
N f ln[ΨUC(θ1)] +
5
2
LUC1 ln N f
}
. (F.19)
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Fig. F.1: Performance of the model order and the fundamental frequency estimators for different
SIRs [dB], with SNR = 20 dB, and ∆ωn/2pi = 0.00025.
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Fig. F.2: Performance of the model order and the fundamental frequency estimators for different
∆ωn/2pi, with SNR = 20 dB, and SIR = −1.5 dB.
To estimate the fundamental frequency that has the best match to the fre-
quency estimates obtained using the unconstrained model, i.e., Ωˆ1, we apply
the WLS method [11]:
ωˆUC1 =
∑Lˆ
UC
l=1 l |X1(ω1,l)|2 ω1,l
∑Lˆ
UC
l=1 l2 |X1(ω1,l)|2
. (F.20)
4 Simulation Results
In the following, we evaluate the proposed method and compare the re-
sults with single-channel (SC) results in different experiments using syn-
thetic data, and also in a simulation with a real trumpet sound. Then, we
measure the root mean square errors (RMSEs) of the fundamental frequency
and percentage of correctly model order estimates from 200 Monte-Carlo
simulations. In all simulations, we place two synthetic signals at θ1 = 60◦
and θ2 = 40◦, where ω1/2pi = 0.0225, L1 = 5 with unit amplitudes, and
ω2/2pi = 0.0275, L2 = 7, with equal amplitudes depending on signal to inter-
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Fig. F.3: Performance of the model order and the fundamental frequency estimators for different
SNRs [dB], with ∆ωn/2pi = 0.00025, and SIR = −1.5 dB.
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Fig. F.4: Performance of the model order and the fundamental frequency estimators using dif-
ferent number of microphones, with ∆ωn/2pi = 0.00025, SNR = 10 dB, and SIR = −1.5 dB.
ference ratio (SIR) levels, and the sampling frequency is fs = 8.0 kHz. These
harmonic-structured signals are simulated like Ω1 = [ (ω1 + ∆ω1,1) (2ω1 +
∆ω1,2) ... (L1ωn + ∆ω1,L1) ]
T, where the ∆ω1,l is a normal distribution of the
frequencies with a variance of zero for simulating the constrained harmonic-
model, and a non-zero variance for the unconstrained model with perturbed
harmonics.
We model a uniform linear array (ULA) consisting of M = 10 omnidirec-
tional microphones, for which the distance between two successive sensors is
δ = 0.04 m (smaller than half of the minimum wavelength δ ≤ λmin/2),
and add independent white Gaussian noise to each microphone depend-
ing on signal to noise ratio (SNR) levels. The time differences of arrival is
∆τm,n = (m− 1)δ sin(θn)/c, where the wave propagation speed is assumed
to be c = 343.2 m/s. The mathematical expectation is estimated by time av-
eraging of B temporal frames [20, 22]. In the MVDR beamforming design
(F.11), the full rank correlation matrix can be guaranteed by choosing B ≥ M,
so that, we choose B = 30 in all simulations.
First, the spectral amplitudes of each subband are estimated using a 512
point discrete Fourier transform (DFT). Then, for spectral estimation with
large frequency grids, the 65536 point DFT is taken from the zero-padded
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Fig. F.5: According to the order of plots from top to down: the spectrograms of a clean trumpet
signal |X1(ω)| and the distorted signal |Y1(ω)|, and the estimates of the number of harmonics
and the fundamental frequency.
inverse-DFT of the output signal from the beamformers, and the broad-
band output power in (F.18) and (F.19) are normalized like in [20]. Figure
F.1 shows that the fundamental frequency and the model order estimation
methods are performed in low SIRs using beamforming, and the MVDR
beamformer performs better than the DS beamformer. Figure F.2 indicates
that the unconstrained model order estimate is more accurate in comparison
with the constrained harmonic-model in high ranges of perturbed harmonics,
∆ωn/2pi ≥ 0.001. The MVDR beamformer outperforms the DS beamformer
in low SNRs and number of microphones in figures F.3 and G.2, respec-
tively. We also conduct an experiment on a trumpet signal with vibrato, as
the desired signal, which is corrupted by a synthetic signal similar to in the
previous simulations and white Gaussian noise, i.e., SIR = −1.5 dB and SNR
= 10 dB. Figure F.5 indicates that the unconstrained model order has better
estimates than the other model, and the fundamental frequency estimates
via the constrained model has better results, compared with the clean signal
estimates using the constrained harmonic-model.
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5 Discussion and Conclusion
In this paper, we improve the fundamental frequency and model order esti-
mates of harmonic-structured signals in situations with low SIR. In the multi-
channel parameter estimation methods in [10] and [8], it has been considered
that a desired signal is contaminated only by Gaussian noise, although in
situations with spatially separated interference signals, which are likely in
real scenarios, the joint fundamental frequency and constrained model or-
der estimates [14] can be facilitated using spatial filters [20]. Simulations
show beamforming will yield better results than the corresponding single-
channel estimates, and the optimal MVDR beamformer outperforms the DS,
as an example, for closely spaced signal sources. Moreover, through the
MAP model order estimation with a uniform probability distribution of ran-
dom candidates, a general unconstrained model is approached instead of a
particular model in [15]. To approach high-resolution of spectral estimates
with a minimum variance capability, the DFT method, which we used in our
experiments, can be replaced by different methods [5], e.g., unconstrained
model extension of the methods in [14] and [23], note that also in the two-
dimensional MVDR filter design [23].
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1. Introduction
Abstract
The minimum variance distortionless response (MVDR) and the linearly constrained
minimum variance (LCMV) beamformers are two optimal approaches in the sense of
noise reduction. The LCMV beamformer can also reject interferers using linear con-
straints at the expense of reducing the degree of freedom in a limited number of
microphones. However, it may magnify noise that causes a lower output signal-to-
noise ratio (SNR) than the MVDR beamformer. Contrarily, the MVDR beamformer
suffers from interference in output. In this paper, we propose a controllable LCMV
(C-LCMV) beamformer based on the principles of both the MVDR and LCMV beam-
formers. The C-LCMV approach can control a compromise between noise reduction
and interference rejection. Simulation results show that the C-LCMV beamformer
outperforms the MVDR beamformer in interference rejection, and the LCMV beam-
former in background noise reduction.
1 Introduction
Multiple acoustic sources are usually present in real situations. For speech
processing applications such as teleconferencing and hearing aids, noise re-
duction techniques are developed to achieve a high quality and preserve the
intelligibility of the desired signal. In single-channel signal enhancement
methods, both the desired signal and noise are filtered at the same time [1].
While the speech quality is increased in the Wiener filter, which is an example
of a known noise-reduction filter [1, 2], speech distortion will be increased in
the presence of interference. Exploiting spatial separation is another solution
to separate multiple signals and enhance the desired signal using multiple
microphones, which is called a microphone array.
Beamforming is one of the techniques for microphone arrays to estimate
the signal arriving from a desired direction-of-arrival (DOA), and separate
different signal sources [3]. The basic principle is that the received signals
through multiple microphones are synchronized by delays depending on the
desired DOA using complex weighted filters and summed, e.g., as in the
delay-and-sum (DS) beamforming [4]. Besides the spatial separation, signal
enhancement is another issue in the filter design, where the adaptive filters
are designed to minimize the noise and interference using the statistics of
the received signals. An adaptive multichannel filter can provide a trade-
off between noise reduction and signal distortion [5], e.g., the multichannel
Wiener filter [6], and the maximum SNR filter [4]. Some well-known exam-
ples of beamformer designs are the least-squares, multiple sidelobe canceler
(MSC) [7], generalized sidelobe canceler (GSC) [8, 9], superdirective [10], min-
imum variance distortionless response (MVDR) [11], and linearly constrained
minimum variance (LCMV) [12] beamformers. For more details about vari-
161
Paper G.
ous beamformer designs, we refer the reader to [4] and [13].
In this paper, we propose a new beamformer based on the principles of the
MVDR and LCMV beamformers using the spectral decomposition [14–16].
Both are designed to minimize the output power subject to a unit output
gain at the desired DOA, and through exploiting the decomposition of inter-
fering signals, we can have multiple constraints to reject the interference in
the LCMV. Although the number of constraints degrades degree of freedom
(DOF) of a beamformer which is as many as the number of microphones [17].
Though there is a trade-off between noise and interference reduction, the
LCMV beamformer may magnify the background noise [18] with having
high sidelobes [19]. Therefore, we explore a new flexible beamformer based
on the paradigm of minimum variance in order to control the output signal-
to-interference-plus-noise ratio (SINR) and signal-to-interference ratio (SIR).
That is, we propose the controllable LCMV (C-LCMV) beamformer with a
variable number of constraints.
The rest of this paper is organized as follows. In Section 2, we model
the composition of multiple signal sources in vector notation and design the
MVDR and LCMV beamformers accordingly. In Section 3, we propose the
C-LCMV beamformer, and then explore the properties of this method in sim-
ulations in Section 4. The work is concluded in Section 5.
2 Problem Formulation
2.1 Signal Model
We consider a microphone array, consisting of M omnidirectional micro-
phones, receives broadband signals from N acoustic sources besides a back-
ground noise, where N ≤ M. In general, we model the received signals at the
frequency index f in a vector notation as y( f ) = [Y1( f ) Y2( f ) · · · YM( f ) ]T,
where Ym( f ) is the mth microphone narrowband signal and the superscript
T is the transpose operator. We write the vector y( f ) as a function of the
(known) steering vectors dn( f ) and signal sources Xn( f ) for n = 1, ..., N
[4, 16] like
y( f ) = d1( f )X1( f ) +
N
∑
n=2
dn( f )Xn( f ) + v( f )
= D( f )x( f ) + v( f ), (G.1)
where v( f ) = [V1( f ) V2( f ) · · · VM( f ) ]T is the additive background noise,
x( f ) = [X1( f ) X2( f ) · · · XN( f ) ]T is the collection of signal sources, and we
define D( f ) as the M × N matrix containing all steering vectors relating to
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the N signal sources, i.e.,
D( f ) = [ d1( f ) d2( f ) · · · dN( f ) ]. (G.2)
We assume that Xn( f ) and Vm( f ) are uncorrelated and zero mean. Further-
more, we consider X1( f ) as the desired signal that we wish to extract from
the observations, while Xn( f ) for n = 2, 3, . . . , N are interferers.
The correlation matrix of y( f ) is defined as Φy( f ) = E
[
y( f )yH( f )
]
,
where E[·] denotes mathematical expectation, and the superscript H is the
transpose-conjugate operator. If we assume all signal sources and noise are
uncorrelated, we can write the correlation matrix as
Φy( f ) = D( f )Φx( f )DH( f ) +Φv( f )
= d1( f ) φX1( f ) d
H
1 ( f ) +Φin( f ) +Φv( f ), (G.3)
where Φx( f ) = diag[ φX1( f ) φX2( f ) . . . φXN ( f ) ] is a diagonal matrix of
size N × N containing the variances of the sources at the frequency index
f , i.e., φXn( f ) = E
[ |Xn( f )|2 ], the correlation matrix of v( f ) is Φv( f ) =
E
[
v( f )vH( f )
]
, and Φin( f ) = ∑Nn=2 dn( f ) φXn( f ) d
H
n ( f ) is the interference
correlation matrix. If the components of the steering vectors are only phase
shifts, which is usually the case, then dHn ( f )dn( f ) = M. As a result, we can
deduce the narrowband input SIR and input SINR respectively like
iSIR( f ) =
φX1( f )
∑Nn=2 φXn( f )
, (G.4)
iSINR( f ) =
M φX1( f )
tr [Φin( f ) +Φv( f )]
, (G.5)
where tr [·] denotes the trace of a square matrix.
We apply a complex-valued filter, or a beamformer as we refer to, h( f ) =
[ H1( f ) H2( f ) · · · HM( f ) ]T on the microphone outputs, that results Z( f ) =
hH( f ) y( f ) with the variance of
φZ( f ) = hH( f ) d1( f ) φX1( f ) d
H
1 ( f ) h( f ) + (G.6)
hH( f ) [Φin( f ) + Φv( f ) ] h( f ).
With the distortionless constraint that hH( f )d1( f ) = 1, we can write the
narrowband output SIR and output SINR respectively like
oSIR[h( f )] =
φX1( f )
hH( f )Φin( f ) h( f )
, (G.7)
oSINR[h( f )] =
φX1( f )
hH( f ) [Φin( f ) +Φv( f ) ] h( f )
. (G.8)
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2.2 Minimum Variance Beamformers
A fixed beamformer is a signal independent filter with a specific beampat-
tern, e.g., the DS beamforming has a unit gain at the desired DOA, i.e.,
hDS( f ) = d1( f )/M. However the desired signal is obtained from the de-
sired direction, the output signal suffers from interference-plus-noise except
for the unlikely cases when the nulls of the DS beamformer are situated
at the direction of interferers. Signal dependent beamformers are designed
adaptively to minimize the variance of the output signal. The MVDR or the
Capon method [11] minimizes the output interference-plus-noise variance of
the beamformer [20], i.e.,
min
h( f )
hH( f ) [Φin( f ) +Φv( f ) ] h( f ) (G.9)
subject to hH( f ) d1( f ) = 1,
and the MVDR beamformer is given by [4]
hM( f ) =
[Φin( f ) +Φv( f ) ]−1d1( f )
dH1 ( f ) [Φin( f ) +Φv( f ) ]
−1d1( f )
. (G.10)
In the MVDR filter design, interferers are assumed to be uncorrelated with
the desired signal; otherwise the desired signal may be suppressed. Herein,
we generalize the MVDR beamformer to derive the LCMV filter that nulls
out N − 1 number of interferers and minimizes the noise variance, i.e.,
min
h( f )
hH( f )Φv( f ) h( f ) (G.11)
subject to hH( f )D( f ) = iTN ,
where iN is the first column of the N × N identity matrix, IN . The solution
for the LCMV beamformer is
hL( f ) = Φ−1v ( f )D( f )[DH( f )Φ−1v ( f )D( f ) ]−1iN . (G.12)
3 Proposed Method
The optimization procedures in the MVDR and the LCMV beamformers con-
sist of the number of constraints and the residual (interference-plus-)noise.
To design a beamformer which has properties between those beamformers,
we now introduce a general expression for the signal model. We divide N
signal sources into two sets of N1 and N2 sources as x( f ) = [ xTN1( f ) x
T
N2( f ) ]
T.
Therefore, the received signals can be written like
y( f ) = DN1( f ) xN1( f ) + [DN2( f ) xN2( f ) + v( f ) ], (G.13)
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where DN1( f ) and DN2( f ) are matrices containing the steering vectors of
the related signal sets, i.e., D( f ) = [DN1( f ) DN2( f ) ]. We can rewrite the
correlation matrix of this decomposition as
Φy( f ) = DN1( f )ΦxN1 ( f )D
H
N1( f ) +Φin,N2( f ) +Φv( f ), (G.14)
where Φin,N2( f ) = DN2( f )ΦxN2 ( f )D
H
N2( f ), and ΦxN1 ( f ) and ΦxN2 ( f ) are the
correlation matrices of the xTN1( f ) and x
T
N1
( f ) signal sets, respectively.
We apply the signal decomposition model (G.13) to propose a beam-
former which we call the controllable LCMV (C-LCMV) inspired from LCMV
and MVDR beamformers. For the set of N1 signal sources, containing the de-
sired signal, the filter is constrained to null out the remaining N1− 1 interfer-
ers, and the remaining N2 = N − N1 signal sources are minimized together
with the background noise, i.e.,
min
h( f )
hH( f ) [Φin,N2( f ) +Φv( f ) ] h( f ) (G.15)
subject to hH( f ) DN1( f ) = i
T
N1 .
The C-LCMV beamformer is designed using the method of Lagrange multi-
pliers as
hC( f ) = [Φin,N2( f ) +Φv( f ) ]
−1 DN1( f )× (G.16)
[DHN1( f ) [Φin,N2( f ) +Φv( f ) ]
−1DN1( f ) ]
−1iN1 .
This optimal filter is controlled using a different number of constraints, i.e.
N1 = 1, 2, . . . , N. In particular cases, if N1 = 1 or N1 = N, the filter will be
the MVDR beamformer or the LCMV beamformer, respectively. Therefore,
the C-LCMV beamformer has the following properties:
oSINR [hL( f )] ≤ oSINR [hC( f )] ≤ oSINR [hM( f )] , (G.17)
oSIR [hM( f )] ≤ oSIR [hC( f )] ≤ oSIR [hL( f )] . (G.18)
4 Simulation Results
We investigate the performance of the C-LCMV beamformer comparing with
the DS, MVDR, and LCMV beamformers in an anechoic environment. We
use a uniform linear array (ULA) which the distance between microphones
is δ = 0.04 m, i.e., smaller than the half of the minimum wavelength to avoid
spatial aliasing, and the wave propagation speed is assumed c = 340 m/s.
By selecting the first microphone as the reference microphone, the steering
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Fig. G.1: Output SINR (left) and output SIR (right) of different beamformers versus frequency
(input SINR = 8 dB, and input SIR = 13 dB).
vector dn( f ) = d ( f , θn) can be written as a function of the DOA of the nth
signal source, i.e., θn, as
dn( f ) = [ 1 e−j2pi f τ0 cos θn · · · e−j2(M−1)pi f τ0 cos θn ]T, (G.19)
where j =
√−1, and τ0 = δ/c is the delay between two successive sensors at
the zero angle.
In Figure G.1, we plot narrowband oSINRs and oSIRs for various num-
ber of constraints N1, where M = 9, and N = 5 white Gaussian signal
sources at θ1 = pi/6, θ2 = pi/2, θ3 = 2pi/3, θ4 = 5pi/6, and θ5 = pi. This
figure illustrates that the C-LCMV beamformer performs in the range be-
tween the MVDR and LCMV beamformers. In the next experiments, we use
three speech signals and white Gaussian noise, which are located at θn (for
n = 1, 2, 3, and 4), and synthesized according to the signal model (G.1). The
desired speech signal is an utterance of “Then, the sun shine", and interferers
are utterances of “Why were you away?" and “Somebody decides to break
it!".
The speech signals were sampled at fs = 8.0 kHz during 1.28 sec. The
desired speech signal is expected to be enhanced using the aforementioned
filters in frequencies 0.1– 4.0 kHz, because the linear constrained beamform-
ers may have a low output SNR at low frequencies [18]. We divide this
multi-channel signal into 75% overlap frames with 256 samples, and trans-
form them into frequency-domain using a 256-point discrete Fourier trans-
form (DFT). Finally, the output signal of designed filters are transfered into
time-domain using the inverse DFT.
The minimum output power beamformer is closely related to the mini-
mum variance beamformer with the distortionless constraint and the perfect
signal match [21]. Therefore, the (interference-plus-)noise correlation ma-
trix can be replaced by Φy( f ) in the filter designs (G.10), (G.12), and (G.16).
We run simulations using different number of microphones and background
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Fig. G.2: Output SINR (top row) and output SIR (bottom row) of different beamformers versus
number of microphones in 20 dB noise (left column) and versus input SNR level using M = 9
(right column).
noise levels. Since two interfering speech signals may have correlation with
the desired signal, that is likely, in the C-LCMV beamformer we only null
them out and minimize the power of the uncorrelated interfering signal by
choosing N1 = 3. Figure G.2 shows that the broadband oSINR and oSIR
of the C-LCMV beamformer performs in the range between the MVDR and
LCMV beamformers.
The expectation is estimated by time averaging, and the correlation matrix
of the received signals, at a time instance t, is estimated as
Φˆy,t( f ) =
1
B
B
∑
b=1
yt,b( f ) yHt,b( f ), (G.20)
where yt,b( f ) is the bth spectral amplitude estimate out of the last B esti-
mates [22]. Moreover, the full rank correlation matrix can be guaranteed by
choosing the buffer size as B ≥ M, and we choose B = 100. In practice, the
correlation matrix estimate may has error due to the limited number of sam-
ples in low iSNRs and the dominant desired signal. Diagonal loading [14]
is a solution for this problem, i.e., Φˆy( f ) ← Φˆy( f ) + γIM, that we choose
γ = 10−4. In −5 db broadband iSINR (20 dB background noise), Figure G.3
shows spectrograms of the noisy signal at the first microphone, the output
signals of beamformers using M = 11 microphones. Although the LCMV
beamformer outperforms the MVDR beamformer by removing interferers,
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the LCMV beamformer distort the speech signal at low frequencies. The
experiment results indicate that the C-LCMV beamformer removes interfer-
ence tracks from the noisy signal without distorting the desired signal at low
frequencies.
Fig. G.3: According to the order of plots from top to down: the spectrograms of the noisy signal
at the first microphone, the output signals of the MVDR, LCMV, and C-LCMV beamformers.
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5 Conclusion
The work presented in this paper has focused on signal enhancement in the
presence of interference. The LCMV beamformer may have infinite output
SIR, but have a lower output SNR than the MVDR beamformer. This prob-
lem is increased dramatically using a high number of constraints to remove
interferers, especially at low frequencies and closely spaced interference [18].
We have proposed the C-LCMV beamformer being able to control the quality
of the signal of interest, a trade-off between noise reduction and interference
rejection.
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