In order to analyze the topological structure of the data space using Kohonen's selforganizing feature map (SOFM), a criterion is discussed. The Euclidian distance between the reference vector and the data, the number of the reference vectors and the topology preserving measure are taken into account, and are combined in a unified criterion. Through computer simulation, it is confirmed that goodness of the different reference topologies, that is dimensions, can be clearly discriminated regardless the parameters. Thus, the unified criterion makes it possible to analyze the essential data space topology.
Introduction
The self-organizing feature map (SOFM) proposed by Kohonen [l] is useful t o map the environment features into the reference vector (RV) space, in which they are arranged in some order. The RV space has its own topology, that is structural constraint. This topology tends to be preserved during the SOFM learning. If this topology matches to that of the feature space, the features can be mapped onto the suitable RVs, at the same time, they are arranged in the plausible order.
On the other hand, the N-dimensional features, simply called "data" in the following, observed in some environment, are not usually distributed in a full N-dimensional space, rather they are partially distributed in limited sub-spaces. In data analysis, it will be important to analyze the essential dimension and the shape of the region, where the data are distributed.
In this paper, we discuss analysis of t,opological structure of the data space using Kohonen's SOFM. Especially, the essential dimension of the data distribution region is taken into account. For this purpose, criteria for evaluating the SOFM results are investigated.
A first problem is what is a correct topology for the data distribution. For example, N-dimensional data, distributed on a 2-dimensional plane or along a thin tube, has a 2-dimensional topology or a 1-dimensional topology. The next problem is what kinds of measures can be applied to evaluating the SOFM results. For this purpose, we employ the mean-square distance, the t,opology preservation mea sures [2], [3] and the number of the RVs. Their effi-
Self-organizing Feature Map
The SOFM, taken into account in this paper, is the original one proposed by Kohonen [l] . is selected as the winner. ~( j ' ) and its neighbors are shifted toward the input z ( i ) .
is a learning rate, 11 is an iteration number, and N B ( j ' , n ) indicates the neighbor of ~( j ' ) at the nth-iteration. p ( n > and N B ( j ' , n ) are gradually decreased as the SOFM makes progress.
Performance Measure for Optimun
Top o 1 ogy 
Euclidian Distance
The RVs are used to represent t,he input. vect,ors. lJsually, the number of the RVs is less t1ia.n t8ha.t of t,lie input data, Nx-5 N R . Thus, one RV represeiik a plural number of the input. data. This representat,ion is usually eva.lua.t,ed by the Euclidian distance between tlie winner RV and the corresponding input tlat,a. So, we employ the root,-mean-square error given by
Topology Preservation Measure
First, we must define goodness of the resulting topology. Since the topologies are categorized based on their dimension, the topology preservation measure may be suitable for this purpose. For example, in the case of the I-dimensional topology, it may be preferred that the RVs are locally arranged on a straight line and are located at equally spaced points. In the same manner, in the case of 2-dimensional topology, it is desired that the RVs are located at the square lattice. These structures can be defined as follows: The receptive field covered 
j f(j', k ) means the number of r ( j ) , whose receptive field R ( j ) borders on R(j'), and the topological dis-
and j is greater than k .
td [.] means the dishnce along the topology of the references. k is selected so as to detect the twisted topology. The large @ ( k ) indicates that its topology is highly deviated from the optimum one, and the small @ ( k ) means its topology is close to the optimum one. Therefore, the topology with a small @ ( k ) can represent, that of the data sub-space.
Number of Reference Vectors
The number of Rk's is also an important factor, which can be used to evahate goodness of t,he topology. If the given topology is well suited to the input data distribution, then it can be expected that the number of the RVs is small.
Coinbination of Three Measures

Relations among Three Measures
The next probleni is how to combine the above measures, the root-mean-square error (RMSE), the topology preserving measure (TPM) and the number of the RVs (NRV). For this purpose, relation among them is first discussed. In this paper, it is assumed that the input data are uniformly distributed in some region, which takes an arbitrary shape. Furthermore, we assume the use of the adaptive growing topology method [4] . In this method, the RVs, which are rarely used, are deleted. Thus, tlie shape is changed from the original one by deleting the unnecessary RVs while maintaining its dimension. In this case, the topol- 
Unified Criterion for Data Topology Analysis
Based on the above discussions, we combine the above three measures to generate a Data-TopologyMeasure(DTM).
DTM(N, M, Nx, NR) = F(RMSE, NRV, TPM) (6)
In this paper, we employ a linear combination given by a , p and y are scaling factors, which will be determined so that three criteria perform almost the same contribution.
In searching t8he optimum topology, it is required that the DTM of the optimum topology (M-dimension) always takes the minimum value regardless the other parameters, N , N x , NR. This property will be investigated in the next section through computer simulat,ion. The number of the data is N x = 1000. 1-, 2-and 3-dimensional topologies are taken into account for the RVs. 2-and 3-dimensional t,opologies have a square and a cube, respectively. All RVs are used in the SOFM procedure, that is no RV was eliminated. Figure 1 shows examples of the data, which are distributed on a 2-dimensional space, and RV distribution obtained by the SOFM using 1-, 2-and 3-dimensional topologies. Figure 2 shows examples of the RMSE. The learning almost converged around 1OOOiterations (epoches). Figure 3 Figure 4 shows the data distributions and the corresponding reference vector distributions. Figure 5 shows the DTM in terms of NRV.
. Simulation Results and Discussions
Siniulatioii Results
Discussions
Figure 3 (a) shows the RMSE gradually decrease as the NRV increase. If we have some limitation on the network size, that is NRV, it is not good to increase the NRV. It may have some optimum value. The data topology measure DTM, shown in Fig. 3 (b) , includes both the RMSE and the NRV, and have the minimum point. If we can determine the optimum scaling factor for some practical use, it is possible to find the optimum NRV. In this simulation, the data are distributed on the 2-dimensional plane. Therefore, the data topology analysis should be 2-dimension. In Figs.3 (a)  and 3 (b) , however, the RMSE and the DTM without the TPM of the 2-dimension are not always the minimum among three dimensions. By adding t,he TPM further, it is possible to distinguish them as shown in Fig. 3 (c) . The DTM of the 2-dimension can take the minimum value regardless the NRV. This means the combination of three measures is important in order to analyze the essential topology of the data distributed space.
In the next simulations, the region of the data distribution approaches to a cube. When d, = 0.3, the DTM for the 2-and 3-dimensional topologies are almost the same. However as d, is increased more, the DTM for the 3-dimensional topology is decreased compared with the other. Thus, the data distribution with d,, being larger than 0.5, can be analyzed to have a 3-dimensional structure.
Conclusion
In order to analyze the topological structure of the data space using Kohonen's SOFhI, a criterion has been discussed in this paper. The root-mean-square error, the number of the reference vectors and the topology preserving measure are taken into account, and are combined in a unified criterion. Through computer simulation, it has been confirmed that difference of goodness of the reference topology, that is dimension, can be made clear regardless the parameters. Thus, by using the unified criterion, it is possible to analyze the essential data space topology. Distribution of data(.) and reference
