The category of strict polynomial functors inherits an internal tensor product from the category of divided powers. To investigate this monoidal structure, we consider the category of representations of the symmetric group S d which admits a tensor product coming from its Hopf algebra structure. It is classical that there exists a functor F from the category of strict polynomial functors to the category of representations of the symmetric group. Our main result is that this functor F is monoidal. In addition we study the relations under F between projective strict polynomial functors and permutation modules and the link to symmetric functions.
Introduction
Strict polynomial functors were first defined by Friedlander and Suslin in [2] , using polynomial maps of finite dimensional vector spaces over a field k. They showed that the category of strict polynomial functors of a fixed degree d is equivalent to the category of modules over the Schur algebra S k (n, d) whenever n ≥ d. These algebras, named after Issai Schur and originally used to describe the polynomial representations of the general linear group, have been extensively investigated.
Another description of strict polynomial functors, namely defining them as k-linear representations of the category of divided powers, provides an important structure on the category of strict polynomial functors and hence on modules over the Schur algebra: The tensor product on the category of divided powers induces in a natural way an internal tensor product in the category of strict polynomial functors (defined in [6] ).
In order to describe this tensor product more explicitly we make use of the monoidal structure on the category of representations of the symmetric group. In fact, there exists a functor F, sometimes called the Schur functor, from the category of strict polynomial functors to the category of representations of the symmetric group which allows us to compare these monoidal structures. It turns out that the monoidal structure is preserved under the functor F. This yields explicit formulae for the tensor product of certain polynomial functors.
We work over an arbitrary commutative ring k. We start by recalling some basic definitions concerning strict polynomial functors and the description of the internal tensor product given in [6] . In the second section we focus our attention on representations of the symmetric group S d . In particular, we consider the kS d -module structure on the d-th tensor power of a free k-module E and its decomposition into permutation modules. We calculate the tensor product of permutation modules and its decomposition.
In the fourth section we show that the functor F maps certain important projective objects in the category of strict polynomial functors to the permutation modules. For this an essential ingredient is the parametrization of morphisms of these objects given by Totaro [10] . Finally we prove that F is a monoidal functor, see Theorem 4.4. In the last section we assume that k is a field of characteristic 0. In this case, the functor F induces an equivalence between strict polynomial functors and representations of the symmetric group. Moreover we explain and use the connection to symmetric functions.
Strict polynomial functors
In the following we briefly recall the definition of strict polynomial functors and of the internal tensor product as described in [6] . Let k be a commutative ring and denote by P k the category of finitely generated projective k-modules. For d ∈ N and V ∈ P k denote by Γ d V the S d -invariant part of V ⊗d where the (right) action of S d is given by permuting the factors. Sending a module
We define the category of degree d divided powers Γ d P k which has the same objects as P k and where the morphisms between two objects V and W are given by
This can be identified with Hom(V ⊗d , W ⊗d ) S d where for σ ∈ S d , f ∈ Hom(V ⊗d , W ⊗d ) and v i ∈ V the action is given by
In other words, the set of morphisms Hom
The category of strict polynomial functors is the category of k-linear representations of
where M k denotes the category of k-modules. The morphisms between two strict polynomial functors X, Y are denoted by
Representable functors The strict polynomial functor represented by the module
Via the Yoneda embedding the category (Γ d P k ) op can be identified with the full subcategory of Rep Γ d k consisting of all representable functors.
External tensor product For non-negative integers d, e and X ∈ Rep Γ d k and Y ∈ Rep Γ e k we can form the external tensor product
It is given on objects by (X ⊗ Y )(V ) = X(V ) ⊗ Y (V ) and on morphisms via the map
In particular, for positive integers n, d and a composition λ = (λ 1 , λ 2 , . . . , λ n ) of d in n parts, i.e. an n-tuple of non negative integers such that i λ i = d, we can form representable functors
λn k and take their tensor product to obtain a functor in
There is (cf [6, (2.8) ]) a canonical decomposition of the functor represented by k n
where Λ(n, d) denotes the set of compositions of d in n parts.
Colimits of representable functors
We will use the fact that every object in Rep Γ d k is a colimit of representable functors. This is an analogue of a free presentation of a module over a ring, see [8, III.7] . In our situation this can be done as follows. Let X be an object in Rep Γ d k and V ∈ Γ d P k . By the Yoneda lemma, every element v ∈ X(V ) corresponds to a natural transformation
} be the category whose objects are natural transformations F v from representable functors Γ d,V to X, where V runs through all elements in Γ d P k , and where a morphism between F v and F w , with v ∈ X(V ), w ∈ X(W ), is given by a natural transformation φ v,w :
k to be the functor sending a natural transformation F v to its domain, the representable functor Γ d,V . Then X = colim F X .
Representations of Schur algebras For n, d positive integers, the Schur algebra can be defined as
The tensor product of strict polynomial functors For V, W in P k denote by V ⊗ k W the usual tensor product of k-modules. This induces a tensor product on Γ d P k , the category of divided powers. It coincides on objects with the one for P k and on morphisms it is given via the following composite:
This yields an internal tensor product on
For arbitrary objects X and
Representations of symmetric groups
For positive integers n, d let
be the set of d-tuples of positive integers smaller equal than n. Let λ ∈ Λ(n, d) be a composition of d in n parts. We say that i belongs to λ (and write i ∈ λ) if i has λ l entries equal to l. Let E be a free k-module of dimension n. For a fixed basis {e 1 , . . . , e n } of E the d-th tensor power E ⊗d has a basis indexed by the set I(n, d). Namely we write
Permutation modules
Let the symmetric group S d act from the right on E ⊗d by place permutation:
By linear extension of the action, E ⊗d becomes a kS d -module and it decomposes as a direct sum of transitive permutation modules
where M λ is the k-span of the set {e i | i belongs to λ}. Note that this set is the same as
So we have a one to one correspondence between the elements of a basis of M λ and the elements of the group S d /S λ .
To every i ∈ λ we can associate a dissection d i of the set {1, . . . , d} into subsets of order λ 1 , . . . , λ n as follows:
Left modules
If we denote by mod kS d the (right) kS d -modules that are finitely generated projective over k, we have an equivalence of categories:
where the left action on Hom
Note that we can identify Hom kS d (E ⊗d , kS d ) with the left module E ⊗d where the action for π ∈ S d and
Namely, if we denote by λ M ⊆ E ⊗d the left permutation module corresponding to λ, i.e. the module with basis {πe i λ : π ∈ S d /S λ }, we get the following isomorphism of left modules:
We will identify λ M and Hom
The tensor product of representations of symmetric groups
The kS d -module structure on the tensor product of two representations of S d is given via the Hopf algebra structure of the group algebra kS d , i.e. for M, N ∈ Mod kS d , let M ⊗ k N be the usual tensor product over k together with the following diagonal action of S d :
The tensor unit is given by
Tensoring permutation modules For λ ∈ Λ(m, d) and µ ∈ Λ(n, d) define A λ µ to be the set of all m × n matrices A = (a ij ) with entries in N such that λ i = j a ij and µ j = i a ij .
For a field k of characteristic 0, James and Kerber showed in [5] how to decompose the tensor product of two permutation modules in terms of characters. The following is an analogue for k an arbitrary commutative ring:
Lemma 3.1. The tensor product of two permutation modules M λ and M µ can be decomposed into permutation modules as follows:
where A is regarded as the composition (a 11 , a 12 , . . . , a 21 , a 22 , . . . , a mn ).
Proof. The idea of the proof is taken from [5] . If we take, for any composition ν of d, as a basis for the permutation module
Consider now the orbits of d λ ⊗d µ under the action of
µ for all i ∈ λ and j ∈ µ. Two basis elements
to the same orbit if and only if
where the isomorphism is given by
Remark 3.2. In the same way, it is possible to tensor left permutation modules. Namely for
For left modules, the tensor unit is given by
Example 3.3. Let λ = (3, 1) ∈ Λ(2, 4) and µ = (2, 1, 1) ∈ Λ(3, 4). Then A λ µ consist of the following matrices: 
Recall that
There are two more orbits that can be obtained by taking, for example, the elements i ′ = (1112) and j ′ = (1213) resp. i ′′ = (1112) and j ′′ = (1321), which span the submodules M (2,1,0,0,0,1) ∼ = M (2,1,1) resp. M (1,1,1,1 ,0,0) ∼ = M (1,1,1,1) . All in all we get 1,1,1 ) .
4 From strict polynomial functors to representations of the symmetric group
The set of matrices A λ µ ⊂ M m×n (N) defined in the previous section also plays an important role in describing the set of morphisms Hom
k . This has been done by Totaro in [10, p. 8] and is also used in [7, Lemma 4.3] . It yields the following
Using 2.2 and 3.1 one obtains the following decompositions
and using the description of a basis of the Schur algebra (e.g. in [4] ), one gets even more:
where the basis elements of
, where we use the identification M ω ∼ = kS d . Thus we get a functor F from the category of strict polynomial functors to the category of representations of the symmetric group:
The functors Γ λ are mapped under F to the permutation modules, i.e.
Note that, in particular, the representable functor 
For the morphisms F induces the following isomorphism:
If we do not restrict to the subcategories add Γ and add M the functor
is not an equivalence in general. Schur proved that it is for k a field of characteristic 0. But for example if k is a field of positive characteristic p, the categories Rep Γ p k and kS p Mod are not equivalent.
The monoidal structure Independently of any assumption on the commutative ring k we have the following main result of this work: Theorem 4.4. The functor
preserves the monoidal structure defined on strict polynomial functors, i.e.
for all X and Y in Rep Γ d k and
Proof. As observed in the first section, every functor X in Rep Γ d k is a colimit of representable functors. One can show that we obtain the same if we only take the colimit with respect to those functors that are represented by finitely generated free modules.
Moreover the functor Hom Γ d k (Γ ω , −) preserves colimits, since it has a right adjoint. Thus it is enough to show the isomorphism (4.1) for functors represented by free modules. Let V = k n and W = k m for some non-negative integers n and m. Using the definition of the internal tensor product and the canonical decomposition (2.2) we get
Writing down the entries of ν ∈ Λ(n ·m, d) in an n × m matrix, we obtain a bijection between the set Λ(n · m, d) and the set of all n × m matrices with entries in N such that the sum of all entries is d. Every such matrix A = (a ij ) defines a couple (λ, µ) with λ ∈ Λ(n, d) and µ ∈ Λ(m, d) where λ i is given by j a ij and µ j is given by i a ij , so that A ∈ A λ µ . All in all we get a bijection of sets
and thus the following decomposition
where the matrix A = (a ij ) is seen as the composition (a 11 , a 12 , . . . , a 21 , a 22 , . . . , a mn ). Finally this yields
where ( * ) is due to Lemma 3.1.
For the respective tensor units we get:
The naturality of the coherence maps is obtained using that 
The equivalence in Lemma 4.3 yields the stated decomposition.
Relation to symmetric functions in characteristic 0
Assume that k is a field of characteristic 0. In this case, the categories Rep Γ d k and kS d Mod are semisimple and the functor F = Hom Γ d k (Γ ω , −) induces an equivalence. The simple objects in Rep Γ d k are given by the so called Schur functors and are mapped via F to the Specht modules i.e., the simple kS d modules. Since kS d Mod is semisimple we can identify every simple module with its character. As Macdonald explains in [9] there is an isometric isomorphism from the ring of irreducible characters of kS d , for all d ≥ 0, to the ring of symmetric functions. We will explain the various correspondences.
Ring of symmetric functions
Following [9] denote by Λ the Z-graded ring of symmetric functions. We recall various definitions and refer to [9] for more details. For any sequence of natural numbers α = (α 1 , α 2 , . . . , α n ) the monomial symmetric functions are defined by
where the sum is taken over all different permutations β of α. The distinct monomial symmetric functions form a Z-basis of Λ. There are many other bases, in our context some of them are of special interest. We describe them briefly.
Elementary symmetric functions For any natural number n define the n-th elementary symmetric function e n := m (1 n )
For any set of variables this is the sum of all products of n distinct variables, i.e.
If λ = (λ 1 , . . . , λ n ) is any sequence of natural numbers, set e λ := e λ 1 · · · e λn . An ordered composition of d, i.e. λ = (λ 1 , . . . , λ n ) with λ 1 ≥ · · · ≥ λ n ≥ 0 is usually called a partition of d. The set {e λ | λ partition of d} is a basis for the symmetric functions of degree d. If we consider all partitions of all non-negative integers d we obtain a Z-basis of the ring Λ.
Complete symmetric functions For any natural number n define the n-th complete symmetric function
For any set of variables this is the sum of all monomials of total degree n, i.e.
where the second sum is taken over all distinct permutations of α. Again, the set of h λ := h λ 1 · · · h λn , for all partitions λ, forms a Z-basis of the ring Λ.
Schur functions With λ ′ ∈ Λ(n ′ , d) the conjugate partition of λ ∈ Λ(n, d), the Schur function s λ can be defined as follows:
The set of Schur functions corresponding to all partitions is another possible Z-basis of the ring Λ.
Power sum For any natural number n define the n-th power sum
Relations between symmetric functions There are various relations between the symmetric functions defined above given by the so called Kostka numbers, cf. [9, 6. Table I ]. The most interesting ones for our purpose are
where K λµ is the number of tableaux of shape λ and content µ. In particular K λµ = 1 if λ = µ and K λµ = 0 if and only if λ ≥ µ with respect to the dominance order.
Scalar product One can define a scalar product on Λ by requiring that the bases {h λ } and {m λ } should be dual to each other, i.e.
This implies that s λ , s µ = δ λµ . The relation between the permutation modules and the Specht modules is also given via Kostka numbers. Since kS d is semisimple, each module can be decomposed into simple ones. Hence, every permutation module is the sum of some Specht modules, namely
Representations of the symmetric group
In particular
Let R d be the free Z-module generated by the irreducible characters of S d . One can define a graded ring structure on R = d≥0 R d where the multiplication is given by inducing the character φ × ψ of S d × S e to a character of S d+e . In terms of modules this implies that
A scalar product is given by the usual scalar product of functions on a group, namely
Tensor product The tensor product of two Specht modules can be described in terms of so called Kronecker coefficients g ν λµ :
Strict polynomial functors
The simple objects of Rep Γ d k are given by the Schur functors S λ defined in [1, II.1] (c.f. also [6] ) as follows: Let σ λ be the permutation of
where λ ′ is the partition conjugate to λ. Note that every r ∈ {1, . . . , d} can be written uniquely as r = λ 1 + · · · + λ i−1 + j for some i and j.
This permutation defines a map s λ : V ⊗d → V ⊗d as follows:
Denote by Λ d V the d-th exterior power of the module V . It is obtained from the d-th fold tensor product V ⊗d by taking the quotient with respect to the submodule spanned by elements of the form v ⊗ v, with v ∈ V . Similarly denote by S d V the symmetric power, obtained by taking the maximal quotient of V ⊗d on which S d acts trivially.
For V ∈ P k the Schur module S λ V is defined as the image of the map
where ∆ resp. ∇ is the inclusion resp. projection.
In particular this means that we have
In terms of strict polynomial functors, the decomposition (5.2) becomes
Tensor product The functor F sends the Schur functor S λ to the Specht module Sp(λ) (cf. [4, 6] ), hence the tensor product of Schur functors is again given by the Kronecker coefficients: 
From representations of the symmetric group to symmetric functions
where ψ ∈ R d and φ is the map sending an element π ∈ S d to p λπ where λ π is the cycle-type of π. 
Kronecker product Using the characteristic map, one can define an internal product, sometimes called Kronecker product, via the internal tensor product of modules over the symmetric group. For two symmetric functions f = ch(φ) and g = ch(ψ) define
Example 5.4. Since we know how to decompose the tensor product of two permutation modules, we can compute the Kronecker product of two complete symmetric functions:
From strict polynomial functors directly to symmetric functions
There is an alternative description of the characteristic map, going directly from strict polynomial functors to symmetric functions. Let F = d≥0 Rep Γ d k be the category of strict polynomial functors of bounded degree. Using the tensor product of the symmetric group modules, that corresponds for polynomial functors to the external tensor product, as defined in (2.1), one defines a product on the Grothendieck group K(F), which gives it the structure of a commutative, associative, graded ring with identity (cf. [9] , Appendix A) .
For a = (a 1 , . . . , a n ) ∈ k n , denote by diag(a) the diagonal endomorphism of k n with eigenvalues (a 1 , . . . , a n ). If X is a polynomial functor, the trace of X(diag(a)) is a polynomial function of (a 1 , . . . , a n ), which is symmetric. This determines a homomorphism of graded rings χ : K(F) → Λ, by χ(X)(a 1 , . . . , a n ) = traceX(diag(a)).
If we observe that K(Rep Γ d k ) ∼ = K(Mod kS d ) ∼ = R d we may identify K(F) with R. Under this identification, the map χ coincides with ch. Hence we get (cf. also [9, Appendix A]) χ(S λ ) = s λ .
Furthermore we can reobtain the correspondence between the strict polynomial functors Γ λ and the symmetric functions h λ by direct calculations:
We have Γ d (diag(a)) = diag(a) ⊗ · · · ⊗ diag(a) = diag(a) ⊗d , hence χ(Γ d )(a 1 , . . . , a n ) = trace(diag(a) ⊗d ) = (trace(diag(a))) d = (a 1 + · · · + a n ) d .
Recall that (a 1 + · · · + a n ) (a 1 , . . . , a n ) = h λ (a 1 , . . . , a n ). In the following table we collect some of the correspondences we have shown before.
