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El  advenimiento de  las  ciencias  de  la  computacio´ n a 
todos los a´mbitos de la vida moderna, ha exigido el desa- 
rrollo de aplicaciones que satisfagan los requerimientos 
de distintos tipos de usuarios, desde campos muy dispa- 
res, adapta´ndose a todo tipo de exigencias para lograr un 
alcance masivo. Claramente, esto implica lograr manipu- 
lar eficientemente datos no convencionales muy dis ı´miles 
como:  huellas  digitales,  ima´genes,  audio,  secuencias  de 
ADN, texto, video, etc. Como las soluciones tradiciona- 
les no suelen hacer frente a tales requerimientos, es ne- 
cesario  utilizar  depo´ sitos especializados y bu´ squedas no 
exactas sobre estos tipos dedatos. 
Adema´s de proveer una respuesta ra´pida y adecuada a 
dichas demandas, es necesario un uso eficiente del espa- 
cio disponible, y al considerar bases de datos masivas, las 
estructuras  en  particular  sera´n  estructuras  de  datos  con 
I/O  eficiente.  Las  Bases  de  Datos  Me´tricas  son  uno  de 
los modelos generales en los cuales se pueden utilizar es- 
tructuras de datos especializadas que contemplen estos 
aspectos. Los lenguajes de consulta no siempre poseen el 
poder expresivo necesario para reflejar las consultas con- 
sideradas  de  intere´s.  Ası´,  nuestra investigacio´ n pretende 
contribuir a consolidar este nuevo modelo de bases de da- 
tos desde variasperspectivas. 
Palabras Claves: bases de datos no convencionales, ex- 
presividad, ´ındices, lenguajes de consulta. 
Contexto 
El desarrollo del presente trabajo se enmarca en la 
lı´nea  de  investigacio´n  Bases  de  Datos  no  Convencio- 
nales del Proyecto Consolidado 30314, Tecnolog ı´as 
Avanzadas de Bases de Datos, de la Universidad Na- 
cional de San Luis La investigacio´n que se realiza en 
este proyecto, abarca aspectos relacionados con lo- 
grar que las bases de datos no convencionales, desti- 
nadas a manipular datos no estructurados, alcancen   la 
madurez de las bases de datos tradicionales. Es-    to 
incluye la expresividad de los lenguajes de con- sulta, 
los operadores necesarios para responder pre- guntas  
de  intere´s,  y  el  ana´lisis  de  aspectos  teo´ ricos, emp ı´ricos 
y aplicativos de los mismos; contribuyen- do  ası´  a  
distintos  campos  de  aplicacio´ n:  sistemas  de 
informacio´n  geogra´fica,  computacio´n  mo´ vil,  robo´ti- 
ca, visio´ n  artificial,  motores  de  bu´ squeda  en  internet, 
disen˜o asistido por computadora, etc. 
Nuestras investigaciones se realizan en la colabo- 
racio´ n  con  investigadores  de  otros  grupos  de:  Uni- 
versidad de Talca (Chile), Universidad Michoacana de  
San Nicola´s  de  Hidalgo (Me´xico)  y Centro de  In- 




La  evolucio´ n  de  la  tecnologı´a  ha  permitido  que  la 
computacio´ n   se  introduzca   en  los  diferentes  aspec- 
tos de la vida, tanto el social, como el laboral, pro- 
ductivo, recreativo, de la salud, etc. Esto se ha logra- 
do gracias al desarrollo de aplicaciones capaces de 
adaptarse tanto a estos nuevos entornos como a los 
diversos usuarios de las mismas. Para ello, las bases de 
datos han debido evolucionar hasta ser capaces de 
administrar todo tipo de datos y responder consultas 
sobre los mismos de una manera totalmente diferen- te 
a la tradicional, muchas veces ma´s intuitiva. Estos 
237 
 
avances contribuyen en aplicaciones como: compa- 
racio´ n  de  huellas  digitales,  bases  de  datos  me´dicas, 
reconocimiento de voz, reconocimiento facial, reco- 
nocimiento  de  ima´genes,  recuperacio´ n  de  texto,  bio- 
logı´a  computacional,  minerı´a  de  datos,  clasificacio´n 
y aprendizaje automa´tico, etc. 
A pesar de su diversidad, todas estas aplicaciones 
tienen caracter´ısticas comunes, que pueden englo- 
barse  en  el  modelo  de  espacios  me´tricos.  Formal- 
mente  un espacio me´trico consiste  de  un  universo  de 
objetos U y una funcio´ n de distancia definida entre 
ellos d : U×U ×−→R+ que mide la disimilitud entre 
los objetos. Este escenario es propicio para resolver 
demandas tales como, introducir una imagen en un 
buscador, esperando obtener aquellas que sean simi- 
lares a  la  muestra.  Por  ello, las  bu´ squedas  por  simi- 
litud,    provistas  por  este  modelo,  son  ma´s  naturales 
sobre estos tipos de datos. 
Los  Me´todos  de  Acceso  Me´tricos  (MAMs)  permi- 
ten  responder  eficientemente  a  este  tipo  de  bu´sque- 
das, evitando la  examinacio´n  secuencial  de los  datos. 
Sin  embargo,  es  esencial  su  optimizacio´n,  ya  que  la 
mayorı´a   de estos   me´todos   no esta´n disen˜ados   para 
soportar conjuntos masivos de datos, ni operaciones de  
bu´ squeda  complejas,  y  adema´s  no  admiten  dina- 
mismo. El trabajo con bases de datos masivas, o con 
objetos  muy  grandes,  da  lugar  tambie´n  a  investigar 
sobre  disen˜ar  MAMs  ma´s  eficientes  para  memorias 
jera´rquicas, al cambiar el modelo de costos. 
Otras  a´reas  de  investigacio´ n  exploradas  buscan  in- 
crementar la expresividad de los lenguajes de con- 
sulta  para  expresar  consultas    ma´s  precisas  y  carac- 
terizar nuevas arquitecturas que permitan reducir el 
flujo de bits entre el procesador y la memoria en re- 
lacio´ n a la cantidad de  datos utilizados por cada pro- 
grama,  para  mejorar  el  desempen˜o  en  administrado- 
res de bases de datos (DBMS) a bajo nivel. 
 
Lı´neas de Investigacio´ n y Desarrollo 
Expresividad de los Lenguajes 
Si se piensa en una base de datos simplemente co- 
mo  una  estructura  finita,  se  pueden  utilizar  las  lo´gi- 
cas  para  expresar  consultas  sobre  e´stas.  El  empleo 
de  lo´ gicas  para  expresar  consultas  (o  problemas)  da 
origen a la complejidad descriptiva, que clasifica a los  
problemas  segu´n  el  uso  de  recursos  lo´ gicos  tales como  
el  nu´ mero  de  variables,  cuantificadores,   ope- radores,  
etc.  Existe  una  relacio´ n  estrecha  entre  estos dos tipos 
de complejidades para clases que se iden- tifican  con  
la  computacio´n  factible,  pero  el  dominio de las 
estructuras  debe estar ordenado.  En ese  ca- 
so la clase de complejidad P es capturada por FO 
(First-Order Logic) extendida con un operador de 
punto  fijo.  Au´ n  ası´,  estas   lo´ gicas   todavı´a   resultan 
incompletas,   ya  que  ninguna  caracterizacio´ n   lo´ gica 
de  computacio´ n  factible  es  conocida  para  estructuras 
cuyo dominio no esta´  ordenado. 
A. Dawar demuestra en [9] que ninguna exten- sio´ n  
de  la  lo´ gica  de  punto  fijo,  con  un  nu´ mero  fini- to de 
cuantificadores generalizados, captura la clase de 
complejidad P y en [10] que ciertos problemas NP 
completos sobre inequivalencia  de auto´matas fi- nitos 
son expresables en el fragmento existencial de la lo´ gica   
SOω  mientras   que   el   problema   NP   com- pleto 3-
coloreablidad no lo es. Es importante utili- zar 
diferentes   lo´ gicas   para   separar   problemas   que   en 
complejidad cla´sica son vistos como similares. 
En  esta  lı´nea  de  investigacio´n  se  continu´ a  con  la 
l´ ınea estudiada por Dawar en SOω, la cual plantea una  
restriccio´ n  sema´ntica  a  la  SO,  donde  la  valua- cio´ n  
de las variables  relacionales  para los cuantifi- 
cadores de segundo orden son cerrados bajo ≡k. Se 
define  una  nueva  lo´gica  de  tercer  orden  (TO),  de- 
nominada  TOω.  E´  sta  intenta  caracterizar  y  estudiar 
clases de complejidad relacionales (temporales) de 
lo´ gicas  de  orden  superior.   Una  relacio´ n  se  dice  ce- rrada bajo ≡k si todas las tuplas del dominio sobre 
el que trabaja, que satisfacen las mismas formulas de 
FOk, esta´n en la relacio´n. Se definio´ una variacio´ n de 
una  ma´quina  relacional  no  deterministica,  denotada 
como 3-NRM, donde se permiten relaciones de ter- cer 
orden en el relational store; esto permite asociar TOω 
a una clase de complejidad temporal. Esa clase de 
complejidad fue llamada NEXPTIME3,r, como la 
clase  de  ma´quinas  3-NRM  que  trabajan  en  tiempo 
exponencial  de  acuerdo  al  taman˜o  de  la  entrada.  La 
clase NEXPTIME3,r es exactamente caracterizada 
por el fragmento existencial de TOω [1]. 
Arquitecturas de Procesadores Orientadas a 
Bases de Datos 
La arquitectura del procesador es la funcionali-  dad 
que se le provee al programador en lenguaje de 
ma´quina,  modos  de  direccionamiento,  operacio- nes, 
interrupciones y entrada-salida [2]. En ella se 
distinguen:  la  organizacio´n  ba´sica  del  flujo  de  datos 
y  el  control  (implementacio´ n)  y  la  estructura  fı´sica 
que  comprende  la  implementacio´n  (realizacio´ n).  El 
lenguaje  de  ma´quina  actual  no  es  ni  un  lenguaje  de 
aplicacio´ n  ni  un  lenguaje  de  hardware,  sino  algo  in- 
termedio. Entonces, ¿por que´  no interpretar directa- 
mente un lenguaje de alto nivel en lugar de compilar  a 
un lenguaje intermedio? o ¿por que´  no darle acceso 
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directo al programador, o compilador, al hardware en 
lugar de restringirlo al lenguaje de ma´quina? 
Se puede elegir  la  estrategia  de  “impulso  ha-  cia 
arriba”; es decir subir el nivel, para mejorar el 
desempen˜o  de  la ma´quina,  adema´s  de  facilitar  el  uso 
del  lenguaje  de  ma´quina.  Un  aspecto  a  considerar 
en  este  caso  es el  tra´fico  de  bits  y la  forma  usual  de 
reducirlo  es  tener  una  arquitectura  que  haga  lo  ma´s 
posible  con  cada  bu´squeda   de  instruccio´ n,   abando- 
nando la arquitectura de bajo nivel y yendo tan al-     to 
como el software lo permita. El otro aspecto es 
explotar la concurrencia, porque si una implemen- 
tacio´ n  conoce  ma´s  sobre  lo  que  debe  ser  hecho  en- 
tonces es posible que a menudo realice varias accio- 
nes  simulta´nemente.  El  implementador  posee  varias 
te´cnicas  para  aumentar  la  concurrencia:  paralelizar, 
segmentar (pipelining), adelantar, poner a un lado 
(cache look-aside), adivinar y corregir (control and 
data prediction). La otra estrategia es considerar el 
“impulso  hacia  abajo”.  Au´ n  si  todas  las  aplicaciones 
fueran escritas en lenguaje de alto nivel, hay razones 
para definir una arquitectura de computadora de ni- vel  
ma´s  bajo,  pues  existe  conflicto  de  intereses  entre 
usuario e implementador: el usuario desea expresar  en 
forma simple y breve, haciendo uso del contexto, y el  
implementador   desea   que  cada  instruccio´n    sea 
interpretada independientemente delresto. 
Por lo tanto, es importante definir una arquitectura 
cuando se construye una computadora. En la actuali- 
dad la investigacio´n sobre arquitecturas de procesa- 
dores ha sido desplazada por la de implementacio´n 
de procesadores. La mayor ı´a de los trabajos de in- 
vestigacio´ n se dedican a mejorar te´cnicas de predic- 
cio´ n (tanto de control  como de datos), te´cnicas pa- ra 
sincronizar  y  comunicar  procesadores  (nu´cleos) 
mediante mensajes y/o memoria compartida. Mu- 
chas de estas te´cnicas de implementacio´n surgieron  
en  los  an˜os  60  y  hoy  se  han  incorporado  a  los  di- 
sen˜os de microprocesadores  actuales. Sin embargo, 
estas te´cnicas de implementacio´n se podrı´an aplicar 
a todo tipo de arquitectura, desde una arquitectura 
RISC 1 (que intenta acercar el lenguaje de ma´quina 
al hardware del procesador) a una arquitectura que se 
aleje del hardware e intente disminuir el tra´fico de bits 
entre procesador y memoria. El objetivo en esta a´rea 
es plantear nuevas arquitecturas que minimicen el 
tra´fico de bits entre el procesador y la memoria. Se esta´ 
construyendo un simulador del set de instruc- ciones 
AMD-64 o x86-64, como “benchmark”, para evaluar 
el tra´fico de bits, como Specint y Specfp para 
 
1Acro´nimo del ingle´s “Reduced Instruction Set Computer”. 
la  arquitectura  x86.  Luego,  se  evaluara´  el  tra´fico  de 
bits para la arquitectura propuesta sobre los mismos 
benchmarcks, lo que implica construir tanto el simu- 
lador de la arquitectura como el compilador C  para  la 
misma. Finalmente, se pretende aprovechar al co- 
nocimiento adquirido para, desde bajo nivel, mejorar el 
desempen˜o de los DBMSs. 
Bases de Datos Me´tricas 
Las bases de datos no convencionales, que ges- 
tionan  ima´genes,  videos,  texto  libre,  secuencias  de 
ADN, audio, etc., pueden modelarse con espacios 
me´tricos  generales.  Debido  a  lo  costoso  que  resul- 
tan  los  ca´lculos  de  distancia,  el  nu´mero  de  ca´lculos 
realizados  al  crear  el  ´ındice  o  al  realizar  bu´squedas 
es usado como medida de complejidad. Por ello, el 
objetivo aqu ı´ es optimizar los MAMs, necesarios al 
momento de responder las diversas consultas a una 
base de datos, analizando aquellos que han mostra- do 
buen  desempen˜o  en las bu´squedas  para  reducir su 
complejidad considerando, cuando sea necesario, la 
jerarqu ı´a de memorias. En general, dada una base de 
datos X ⊆ U y una consulta q ∈ U, las consultas por 
similitud son de dos tipos: por rango o de k-vecinos 
ma´ s cercanos (k-NN). 
Me´todos de Acceso Me´tricos 
Como se dijo anteriormente, una de las optimza- 
ciones necesarias a los MAM’s es el dinamismo. Por 
ejemplo,  considerando  el  A´ rbol  de  Aproximacio´ n 
Espacial (SAT ), un ´ındice con muy buen desempen˜o  
en  espacios  de  mediana  a  alta  dimensio´n,  pero  to- 
talmente esta´tico, se desarrollo´  el A´rbol de Aproxi- 
macio´ n  Espacial  Dina´ mico  (DSAT)  [12]  que  permi- 
te realizar inserciones y eliminaciones, conservan- do 
muy buen desempen˜o en las bu´ squedas, pero que 
agrega un para´metro a sintonizar. El A´rbol de Apro- 
ximacio´ n  Espacial  Distal  (DiSAT )  [6],  una  varian- 
te  tambie´n  esta´tica  del  SAT   y  sin  para´metros,  logra 
optimizar  las  bu´squedas  respecto  de  ambos  (SAT  y 
DSAT). Por ello, se ha propuesto la Foresta de 
Aproximacio´ n  Espacial  Distal  (DiSAF)  [4],  que  es 
dina´mica,  para  memoria  principal  y  que  para  lograr 
mejorar  al  ma´ximo  su  desempen˜o,  aplica  la  te´cnica 
de dinamizacio´ n de Bentley y Saxe al DiSAT  y apro- 
vecha el profundo conocimiento que se tiene sobre la 
aproximacio´n espacial. 
Sin embargo, muchas veces los  ı´ndices  no  ca-  ben 
en memoria principal, ya sea porque adminis-  tran una 
base de datos  masiva,  o porque  los obje-  tos de la 
misma son muy grandes. Entonces surge la necesidad  
de  disen˜ar  ı´ndices  para  memoria  secun- daria. 
Muchos de estos ı´ndices  se basan en   “agru- 
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par  elementos”;  y  para  analizar  cua´n  buenos  son  los 
agrupamientos que logran, se pueden utilizar estra- 
tegias  de  optimizacio´n   basadas   en  heurı´sticas   bio- 
inspiradas.  Teniendo  esto  en  consideracio´n,   se  han 
disen˜ado  dos  nuevos  ´ındices  basados  en  la   Lista  de 
Clusters(LC)  [7]  que  son  totalmente   dina´micos,  es 
decir, admiten inserciones y eliminaciones de ele- 
mentos  y  esta´n  especialmente  disen˜ados  para  traba- 
jar  sobre  grandes  volu´menes  de  datos  [13].  La  Lis- 
ta  de  Clusters  Dina´ mica  (DLC),  tiene  buen  desem- 
pen˜o  en  espacios  de  alta  dimensio´n,  con  buena  ocu- 
pacio´n  de  pa´gina  y  operaciones  eficientes  tanto  en 
ca´lculos  de  distancia  como  en  operaciones  de  I/O. 
Sin  embargo,  las  bu´ squedas  en  ella  deben  recorrer 
completamente la lista de centros de los clusters, ele- 
vando  los  costos.  El  Conjunto  Dina´ mico  de  Clusters 
(DSC),  tambie´n  mantiene  los  clusters  en  memoria 
secundaria, pero organiza los centros de clusters en  un 
DSAT en memoria principal, permitiendo que las bu´ 
squedas  realicen  menos ca´lculos  de  distancia  y ac- 
cedan  a  menos  pa´ginas/clusters.   La  informacio´n  de 
ese  DSAT   tambie´n  se  aprovecha  en  las  inserciones, 
mejorando  los  costos  de  las  operaciones  en  ca´lculos 
de distancia y manteniendo los bajos costos de ac- ceso 
a disco. Ambos, DLC y DSC, han demostrado tener  
una  razonable  utilizacio´n  de  pa´ginas  de  disco y son 
competitivas respecto a las alternativas repre- 
sentativas del estado delarte. 
Algunas aplicaciones requieren que las respues- tas 
sean  au´ n  ma´s  ra´pidas,  aunque   sea  a  costa  de  al- 
gunos  errores:  se  intercambia  precisio´ n  (devolvien- 
do  so´lo  algunos  objetos  relevantes)  por  velocidad  en 
la  respuesta.  Este  tipo  de  bu´squedas   se  denominan 
aproximadas. Para conjuntos de datos masivos, las bu´ 
squedas  por  similitud  aproximadas  permiten  obte- ner  
un  buen  balance  entre  el  costo  de  las  bu´squedas y la 
calidad de la respuesta obtenida. El Algoritmo Basado 
en Permutaciones (PBA) [3]. es uno de los mejores 
representantes de este tipo de consultas, lo- grando una 
respuesta de alta calidad a un bajo costo. Por ello, se 
ha disen˜ado la Lista Dina´ mica de Permu- taciones 
Agrupadas (DLCP) [11] (combina LC con PBA),  que  
adema´s  es  dina´mica  y  para  memoria  se- cundaria. 
Este ı´ndice agrupa por distancia entre las 
permutaciones de los objetos, en lugar de por distan- 
cia entre  objetos  y se le puede indicar cua´ntos ca´lcu- 
los de distancia y/o operaciones de I/O utilizar, para 
obtener una respuesta ra´pida, aunque menos precisa. 
All-k-NN Aproximados 
Entre las aplicaciones que pueden modelizarse con 
espacios me´tricos, se encuentran algunas como 
la  prediccio´n  de  funciones,  la  clasificacio´ n  y  apren- 
dizaje  automa´tico,  la  cuantificacio´ n  y  compresio´ n  de 
ima´genes;  que  utilizan  las  bu´squedas  por similitud 
k- NN. Dado un elemento u  ∈ U y sea X ⊆ U la 
base de datos, k-NN(u) obtiene los k elementos en 
X-{u} que tengan la menor distancia  d a u. Una 
variante menos analizada de esta primitiva, denomi- 
nada  All-k-NN,  es  la  bu´ squeda  de  los k-vecinos  ma´s 
cercanos de todos los elementos de X; es decir,  ob- 
tiene los k-NN(ui) para cada ui ∈ X. Si |X| = n, 
se pretende resolver este problema realizando  menos 
de n2 ca´lculos de distancia, preprocesando los datos 
para  reducir  el  nu´mero  de  ca´lculos  de  distancia  (la 
complejidad en este modelo). 
Se han propuesto soluciones a este problema pa- 
ra  espacios  me´tricos  generales  [14],  basadas  en  la 
construccio´n del Grafo de los k-vecinos ma´ s cerca- 
nos (kNNG). El kNNG indexa un espacio me´trico y 
luego se emplea en la resolucio´n de las consultas por 
similitud. Su desempen˜o en las bu´ squedas supera al de 
las te´cnicas cla´sicas basadas en pivotes. La solu- cio´ n 
habitual para obtener el kNNG suele construir un 
ı´ndice y luego realizar bu´squedas de los k vecinos ma´s 
cercanos, para todos los elementos de la base de datos. 
Una aproximacio´ n al kNNG puede ser el Gra- fo de 
vecinos cercanos (knNG) [5]. Un caso particu- lar se 
obtiene cuando k = 1 y as ı´el 1nNG ser´ ıa el grafo que 
conecta a cada elemento con un elemento cercano, 
que puede ser, o no, su vecino ma´s cercano. 
Las  bu´ squedas  por  similitud  aproximadas  se  re- 
quieren en muchas aplicaciones que priorizan la ve- 
locidad  sobre la precisio´n  [15, 7, 16, 8]. Tambie´n re- 
sultan  u´tiles  en  espacios  me´tricos  de  alta  dimensio´n 
donde, resolver consultas requiere revisar casi todo   el 
conjunto de datos sin importar la estrategia utiliza- da.  
Lo  mismo sucede  cuando  la  funcio´n  de  distancia es 
demasiado costosa de calcular, o si se tiene una base  de  
datos  masiva.  En  estos  casos  adema´s,  puede surgir  
otro  problema:  el  costo  de  la  construccio´n  de un 
ı´ndice, para luego obtener los vecinos cercanos, puede 
resultar excesivo. 
Considerando estas situaciones y que gracias al 
conocimiento profundo que se tiene del DiSAT se sabe  
que  la  informacio´n  que  se  obtiene  durante  la 
construccio´n    del  ı´ndice  puede  aprovecharse  para  la 
obtencio´ n del 1nNG, se ha propuesto en [5] un enfo- 
que novedoso al problema: cada objeto es relaciona- 
do  con  el  elemento  ma´s  cercano  de  la  base  de  datos 
con  el  que  se  comparo´  durante  la  construccio´ n.  Ma´s 
au´ n,  la  construccio´ n  del  DiSAT  retorna  una  aproxi- 
macio´n del 1-NNG, la cual puede mejorarse median- 
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te reconstrucciones adicionales. Es posible obtener ası´  
un  adecuado  1nNG,  sin  realizar  bu´ squedas  y  uti- 
lizando  una  fraccio´ n  del  costo  de  la  solucio´n  habi- 
tual. La nueva propuesta permite recuperar el 1nNG 
con  bajo  costo,  una  muy  buena  precisio´n  y  un  error 
bajo, logrando un buen compromiso calidad/tiempo. 
Resultados y Objetivos 
Los estudios realizados sobre el modelo de espa- 
cios  me´tricos  permitira´n  mejorar  el  desempen˜o  de 
los  MAMs  analizados  y  estudiar  la  aplicacio´ n  de  los 
resultados obtenidos a otros [4, 5, 6, 13, 11]. 
Se  profundizara´  el  estudio  del  disen˜o  de  estructu- 
ras de datos, buscando incrementar su eficiencia en 
espacio y en tiempo: que se adapten mejor al nivel de 
la jerarquı´a  de memorias donde  se almacenara´n  y    a 
las caracter ı´sticas de los datos a ser indexados. Se 
espera brindar nuevas herramientas de administra- cio´ 
n  eficiente  para  las  bases  de  datos  me´tricas,  que 
permitan que su desarrollo se acerque al que tienen los 
modelos tradicionales de base dedatos. 
Se  continuara´  analizando  la  expresividad  de  las 
distintas   lo´ gicas,   para   lograr   caracterizar   la   clase 
de las consultas computables sobre bases de datos no 
convencionales. Adema´s, se    espera mejorar el 
desempen˜o  de  las  operaciones  de  bajo  nivel  que  rea- 
lizan los DBMS, mediante la propuesta de una nueva 
arquitectura delprocesador. 
 
Actividades de Formacio´ n 
Formacio´n de investigadores dentro de la lı´nea: 
Doctorado en Cs. de la Computacio´ n: una tesis so- 
bre expresividad de la lo´gica como lenguaje de con- 
sulta. 
Maestrı´a  en  Cs.  de  la  Computacio´ n:  una  tesis  so- 
bre  bu´squeda  por  similitud  aproximada  y  otra  sobre 
un ı´ndice dina´mico eficiente. 
Maestrı´a  en  Informa´ tica:  una  tesis,  de  la  Universi- 
dad  Nacional  de  San  Juan,  sobre  un  ´ındice  dina´mi- 
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