Abstract. Reducing the number of comparisons is the most common way to improve the effectiveness of data cleaning. We investigate the problem by using inconsistency. We split redundant data into three categories. For each category, we give an algorithm and analyze its complexity, and combine them together finally. In particular, we address the chasing problem for the method under functional dependency. At the last, we experimentally verify that these algorithms effective and scale well, and that the method helps us more efficiently detecting duplications.
Introduction
"Real-world data is dirty" [1] , noise in data exists in the form of redundancies and errors. Therefore, data usually needs to be cleaned before application. Deduplication is one of the most important branches of data cleaning. In practice, reducing the number of comparisons is the common way to solve the problem [2, 3] . Files(or tables) firstly are blocked into different blocks, and comparisons are made only within block [4, 5] . Determining appropriate blocks is important, since it directly influence the results. A good blocking method can dramatically reduce comparisons while have small impact on the results. Traditional methods [1, 5] usually block records depending on their key values. There are two disadvantages for methods blocking based on key, (1) redundant records with error key can not be well detected, and (2) the key is often chose by experts according to their domain-specific knowledge, which is time-consuming and error-prone.
Dependencies are introduced to capture more semantics and understand construction of relational model [7] . However, redundancies and errors bring inconsistency. Recently, it has been noticed that the inconsistency can be used for data cleaning. Constructing matching rule based on inconsistency was firstly proposed by W. Fan et al., [8, 9, 10] . They proposed a notion of "CFD" [8] to capture the inconsistency in database, and gave rules to help to choose key [9] . Inconsistency occurs when two records violate a dependency. In this paper, we propose a novel approach that improves the effectiveness of deduplication based on inconsistency. Example 1: Consider a relation which contains 6 attributes: "NAM", "CIT", "ZIP", "COU", "STR", "PHO". Every record contains information that identifies an unique house. House holder's name is stored in "NAM","ZIP", "STR", "CIT", "COU" represent post code, street, city, country of house, respectively. "PHO" stores the telephone number of house. Four FDs defined on the relation are shown as following: fd 1 : "ZIP", "COU" → "CIT" fd 2 : "STR", "CIT" → "ZIP" fd 3 : "PHO" → "COU" fd 4 : "PHO" → "CIT" An example database is shown as in table 1. Records r 1 , r 2 and r 5 identify same entity whose holder's name is "Peter Ludwig Berger". However, errors occur in values of r 2 and r 5 under different attributes ("CIT" and "PHO"of r 2 , "CIT" and "ZIP" of r 5 ). Records r 3 and r 4 identify other two different entities whose holders' names are "Allan R. Robinson" and "Angle Yang", respectively. Errors occur in values under "COU" of r 3 and "ZIP" of r 4 . In particular, all these houses located in the same street of the same city of the same country. Therefore, records were supposed to have same values under attributes "CIT", "ZIP", "COU", "STR". Obviously, there are total 5 violations can be detected by using query like Q vio under each FD, <r 1 , r 2 >, <r 4 , r 5 >, <r 1 , r 4 >, <r 3 , r 4 >, and <r 1 , r 5 >. Therefore, two pairs of duplicate records r 1 , r 5 and r 2 , r 5 can be discovered through only five comparisons by using suitable matching rules. Actually, for a given FD , the the detecting process can be divided into two phases(TP). In the first phase, records are divided into different partitions according to their values under .
Records in same partition share common value under . In the second phase, each partition obtained from the first phase is further divided into different sub-partitions according to their values under . Records in same sub-partition share common value under . Obviously, for any two records , if they belongs to same partition but different sub-partition, then they satisfy and , thus record pair is a violation under .
For convenience, the two phases together is simply referred to as the two phases(TP), and the result of TP is a set of blocks of I under , referred to as partition and represented as .
Given a FD , we construct two hash tables for the partition. In the first hash table, the key is hash value of each record value under , and each row contains a set of record values under . In the second hash table, the key is hash value of each record value under , and each row contains a set of records. Obviously, the time and space costs of constructing these two hash tables are in O(n), where n is the number of records.
Proposition 3:
The violations detected by these two phases are identical with those obtained by executing query like Q vio .
It is clear, for a given instance and a FD, either the first phase or the second phase can be done in liner time. In addition, if given a set of FDs, the time cost will be in , where n is the number of records and m is the number of FDs.
International On the other side, according to the FD fd 2 , the violation can be detected, since STR(r 3 ) = STR(r 4 ) and CIT (r 3 ) = CIT (r 4 ) and ZIP (r 3 ) ≠ ZIP (r 4 ). If ZIP (r 3 ) and ZIP (r 4 ) are considered to be same value, i.e., let values "EHu 9AB" and "EH8 9AB" equivalent. Then, reconsider the FD fd 1 , violation can be detected.
Example 2 reveals that violations that have already been detected can be used to find more potential violations. It is obviously that the process is iterative. We introduce a notion of chase [8] to capture the properties of the process. Given an instance set of records, a set of FDs and a collection of sets of values, the chase is based on successively applying the following rule 2015) values that potentially equivalent into one set, a collection C of such sets is obtained. Calculating such collection is solvable in liner time by constructing two hash tables and two graphs. Theorem 1: Given a set of records and a set of FDs, the chasing process terminates, and the chase is identical.
Proof: A necessary condition keeps the chasing process continue is that new violations can be found. There exists a upper bound(n 2 ) for the number of violations, where n is the number of records. In addition, according to the chasing rule, the chasing process only adds new violations. Therefore, the number of violations is monotone increasing, and thus the chasing process terminates. Suppose two terminal chasing sequences P =P 1 ,…,P k and P'= P' 1 ,…,P' m are obtained by applying TP under two different FD sequences s 1 and s 2 , and S, S' are two different sets of violations obtained from P and P', respectively. Without loosing generality, suppose and
. Sequence P* = P' 1 ,…,P' m , P 1 ,…,P k is the union of P'and P, it can be obtained by applying TP under FD sequence s 1 unites s 2 . It is clear that the set of violations obtained from sequence P* is the union of S and S', that means sequence P' is not a terminal chasing sequence, which contradicts with the assumption. Usually, the collection C is empty at the beginning of the chasing process, and updates itself after each partition is obtained. From the definition 2 and the chasing rule, we can infer that there are two necessary conditions which keep the chasing process continue. The first one is that there exist two FDs and such that , which referred to as influence relation from to . Given a set of FDs, the influence relations between them can be represented by an influence graph, where each node is labeled with a FD of , and for any two FDs , ∈ such that , there is a directed edge from the node labeled with to the node labeled with . The influence graph of the four FDs depicted in example II.1 is shown as in 
Summary
We have proposed a method to reduce the number of record comparisons based on inconsistency, and provided algorithms for the method. Our experimental results have verified the effectiveness and scalability of our methods. Future work in this field includes: (1) improve the performance of existing algorithm for BID when influence graph is SCG, a possible way is to develop more efficient index that trade space for time optimally; (2) we only consider the functional dependency in this paper, join dependency and inclusion dependency should be considered in our future work; (3) combine matching rule into the methods for real-life application.
