We use the notion of backward integration, with respect to a general Lévy process, to treat, in a simpler and unifying way, various classical topics as: Girsanov theorem, first order partial differential equations, the Liouville (or Lyapunov) equations and the stochastic characteristic method.
Introduction
In this paper we extend the results of [2] to the case of a Lévy process. In [2] the notion of backward integration is widely used to treat, in a simpler and unifying way various results from Kunita [8] , Krylov and Rozovskii [12] and Pardoux [11] . The idea comes from the following consideration: let X(t, s, x) be the solution of a ordinary stochastic differential equation (possibly with jumps), such that X(s, s, x) = x and let us consider the evolution operators U s,t acting on bounded measurable functions φ : R d → R defined as
U s,t φ(x) = φ(X(t, s, x)), 0 ≤ s ≤ t ≤ T.
It is easy to check that the following backward evolution property
holds thanks to the flow property of X(t, s, x). Thus, it is important to study the behavior of U s,t in the variable s, because it is only in this variable that U s,t φ is the solution of a stochastic evolution equation: in this equation the backward integration is the "natural" tool, of which we recall the definition in the appendix. Theorem 2.1 is the main result, from which we deduce the various applications in §4. We observe also that we prove directly the backward Itô formula, because it seems to illustrate better the rule of backward integration. For any nonnegative integer k and 0 ≤ α ≤ 1, we denote by C k,α (R d ) (resp. C 
|g(t, x) − g(t, x
(1.4)
Note that one may replace σ(r, X(r)) and γ(z, r, X(r)) with σ(r, X(r−)) and γ(z, r, X(r−)) in both stochastic integrals. It is well known that, under Hypothesis 1.1, the stochastic differential equation (1.4) has a unique solution, that we denote by X(t, s, x), t in [s, T ]. Assumptions (1.2) and (1.3) are used with p > 2d + 4 to show that the random field X(t, s, x) has a version which is cad-lag in t, cag-lad in s and twice continuously differentiable in x. Clearly this is set on a complete filtered probability space (Ω, F, P ) with a (standard) Wiener process w and a (standard) Poisson measure p with Lévy measure π. We are interested in the process (random field) (s, x) → φ(X(t, s, x)), which we'll denote by u t φ (s, x).
Main result
We denote by L s , M s and N s the linear operators defined for φ in C
and
To simplify the notation, it may be simpler to use
, and let us assume that F is twice continuously differentiable in x, G and H have locally Hölder continuous second derivative in x, i.e., for some 0 < θ < 1, for any r > 0 and any order of derivative ℓ ≤ 2, there exist a positive constants M = M (r) and a measurable function 6) where X(t, s, x) is the solution of (1.4). From now on, we denote this process η s (t) by η t (s, x), because we want to point out the dependency on (s, x). Indeed, the assumptions in G and H are sufficient to obtain a version of η t (s, x) which cad-lag in t, cag-lad in s and twice continuously differentiable in x.
To state the theorem let us introduce the following operators, for ψ in 
Then y t (s, x) satisfies the backward stochastic partial differential equation
Here recall thatdw(t) andp(dz,dt) mean the backward stochastic integration.
Recall that the stochastic integral is θ ′ -Hölder continuous in a parameter, the variable x in our case, if the integrand is θ-Hölder continuous in the parameter with θ ′ < θ, see Kunita [8] . The differential operators M G r and N H r acting on the integrands of the stochastic integrals are first-order, so that the resulting process is Hölder continuous in x. Also, it is clear that y t (s, x) has a version which is cad-lag in t, cag-lad in s and twice continuously differentiable in x.
We point out that, when F and G are bounded, and H = 0, Krylov and Rozovskii [6] found the quoted results using a different procedure. It is clear that our technique not uses any change of probability space to obtain a Girsanov formula.
Proof of the main result
To prove the main result we proceed by various steps.
Backward Itô formula I
In this section we will prove a backward Itô formula for the process φ (X(t, s, x) Consider the process X n (t) = X n (t, s, x) solution to the following stochastic differential equation
Such solution X n (t) has properties similar to those of equation (1.4), and if u
, together with their first and second derivatives in x, uniformly for 0 ≤ s ≤ t ≤ T and |x| ≤ r, for any fixed r > 0. Moreover, we can write the stochastic differential equation (3.2) as
for any n.
Hence we have
and we can deal with first sum as a continuous process. Therefore, we assume temporarily that
i.e., without changing notation we are working between two consecutive jumps, namely, in ]τ i , τ i+1 [ or alternatively, we do consider the jumps. Now, let Σ st be the set of all decompositions (or partitions)
, partially ordered in the usual way. For any σ in Σ st we set
and we have
To simplify the notation, we set
where D x means derivative in the variable x. It follows
Gathering all, we find
where
Now, by proceeding as in the usual proof of Itô formula, taking into account that we have
we deduce R(|σ|) → 0 in probability. So now, by setting φ n (s) = φ(t, s, x) = φ(X n (t, s, x)) with X n (t, s, x) given by (3.4), and letting |σ| tend to 0 in (3.5), we obtain
This means that for the first sum in (3.3) yields the contribution
) ,
given by (3.2). For the second sum in (3.3), i.e., the sum of jumps, we set
thus, establishing (3.1), replacingp withp n , for u t φ,n (s, x). Now, we can pass to the limit for n → ∞.
(also uniformly in finite intervals with respect to s and x). Consequently, u
s. (also uniformly in finite intervals with respect to s and x).
Also, it is easy to see, by the dominated convergence theorem, that
a.s., and
where the convergence is meant in
. Thus the proof is now complete.
Remark 1. Here, we recall a remark in [2] . In the case of only diffusions, using Stratonovich integral, instead of backward Itô integral, the second order term in L t disappears; consequently, equation (3.1) reduces to the first order stochastic partial differential equation studied by Kunita [9, 10] . We can say that equation (3.1) is essentially a first order equation. The same equation was found by Krylov and Rozovskii [12] . 
gives a solution of backward Kolmogorov equation X(t, s, x) )) into the operator L.
Backward Itô formula II
Under Hypotheses 1.1, (2.4) and (2.5), the unique solution of problem (2.6) is given by
We want to compute the backward Itô differential of η t (s, x) in s. In fact, by using the same technique as in the proof of Proposition 3.1, we can prove the following result: Proposition 3.2. Assume that Hypotheses 1.1, (2.4) and (2.5) hold. Then we have
for any 0 ≤ s < t ≤ T, and
Proof. For this end we note first that η t (s, x) verifies the following identity
where s ≤ r ≤ t.
As usual, the first step is to prove the result without the small jumps, actually we approximate π, p andp by π n , p n andp n as before.
Considering X n (t) given by (3.2) and , X n (r, s, x) ), dw(r)
which can be rewrite as
then we have
The first sum can be dealt as a continuous process, that is like (3.4) and
] .
Now we note that, in view of (3.8), we have
and then we can write η
,
.
and arguing as in preceding section, we can write
, we can write
Finally, for
Taking into account that X n (t, s, x) fulfills equation (1.4), and that η t n (s, x) is the solution to (2.6), we have, arguing as in the proof of Itô formula,
, letting |σ| tend to 0, we have the following contribution to η t n (s, x) from the first sum
) G(r, x),dw(r)
) .
For the second sum, i.e., the jumps, we have to use the analogous of identity (3.8) , that is
Writing this sum as an integral, that is ∫
we arrive to write it in the final form
Thus, we have established (3.1) for η t n (s, x). Now, we can pass to the limit for n → ∞ in the same way as in the preceding section.
To conclude we need the following lemma:
Lemma 3.3. Let us suppose that u(s), v(s) be of the following form
u(s) − u(t) = ∫ t s u 1 (r)dr + ∫ t s u 2 (r)dw r + ∫ [s,t)×R m * u 3 (z, r)p(dz,dr), v(s) − v(t) = ∫ t s v 1 (r)dr + ∫ t s v 2 (r)dw r + ∫ [s,t)×R m * v 3 (z, r)p(dz,dr).
Then we have
Proof. The procedure is just the same as before. As usual, the first step is to prove the result without the small jumps, actually we approximate π, p andp by π n , p n andp n as before, i.e., π n (B) = π({z ∈ B : n|z| ≥ 1}), n = 1, 2, . . . and B any Borel subset of R m * .
Thus, let us consider the following processes
then, there exists a sequence of stopping times (where one jump occurs) 0 < τ 1 < τ 2 < · · · and jumps z 1 , z 2 , . . . , such that we can write the preceding equations as
The first sum can be dealt as a continuous process, that is (we drop the index n to simplify notation)
Hence, let us write
Now we can write
it follows that L(|σ|) → 0 in probability as |σ| → 0. Hence
For the second sum we have simply
Thus, we have established (3.9) for u (n) (s)v (n) (s). Now, we can pass to the limit for n → ∞ in the same way as in the preceding section.
Proof of Theorem 2.1
Let us apply the previous lemma with u(s) = φ (X(t, s, x) ) and v(s) = η t (s, x). Recalling (3.1) and (3.7), we easily arrive to the conclusion. 
is a solution to the (backward) Kolmogorov equation
in the whole space R d .
Some applications
In this section we point out several consequences of formula (2.9), obtaining simpler proofs of known results as: Feynman-Kac, Girsanov, and stochastic Feynman-Kac formula.
Feynman-Kac Formula
This result is taken from [2] . 
where η t (s, x) is given by (2.6) or (3.6).
Proof.
Since G = H = 0, we have from (3.6)
Moreover formula (2.9) becomes
Taking expectation, the conclusion follows.
Girsanov Formula
First, let us consider the case of F = H = 0. Here we want to find an expression for the transition semigroup corresponding to the following the stochastic differential equation, with
in terms of X(t), the solution to the "simpler" equation
2)
The following result can be considered as a formulation of Girsanov's theorem. 
where η t (s, x) is given by
Proof. We only need to prove that both sides of identity (4.3), considered as functions of (s, x) fulfill the Kolmogorov equation
This is obviously true for the left hand side. For as the right hand side is concerned it is enough to apply formula (3.10), choosing F = H = 0. Now consider 0 ≤ s < T fixed and the stochastic differential equation associated with the integro-differential operator L 0,G,H s , see (2.1) and (2.7), considered in the variable r, i.e., the probability P sx in the canonical space such that
is a P sx -martingale for every smooth function φ.
Here we want to find an expression for the transition semigroup corresponding to the above probability P sx in terms of the same X(t) as in (4.2). The following result can be considered as a formulation of Girsanov's theorem. 4) where E sx denotes the expectation with respect to P sx and η t (s, x) is given now by
Proof. This is essentially the same of the case F = 0 and H = 0, the only point to notice is that now, the right-hand side of (4.4) is used to define a probability which is the solution of the desired martingale problem.
Note that in the previous case, the stochastic equations for Y and X could be set (but non necessarily) in the same probability space with the same Wiener process and Poisson measure. However, when the jumps are involved, one may have the stochastic equations for X set in an arbitrary probability space, and by taken the image, one may suppose that (4.2) is really set on the canonical probability space D([0, ∞), R d ) where the canonical process ω(t) = X(t, ω) solves the stochastic equation under the initial probability measure. Then, under the new probability measure P sx , the same canonical process ω(t) solves the equivalent of equation (4.1), which is given as a martingale problem or by specifying the characteristics of the canonical process under P sx , namely, the drift and diffusion terms are as in (4.1), but the integer measure ν (associated with the jumps of ω) has 
Stochastic Feynman-Kac Formula
Assume that we are given two probability filtered spaces (Ω 1 , F (1) , P 1 ) and (Ω 2 , F (2) , P 2 ), with respectively a pair of a k 1 -dimensional Wiener process w 1 and a (Poisson) random measure p 1 (dz 1 , dt) (with compensator π 1 (dz 1 )), with jump values in R m1 * , both adapted to a filtration {F (1) t } t≥0 , and a pair of a k 2 -dimensional Wiener process w 2 and a (Poisson) random measure p 2 (dz 2 , dt) (with compensator π 2 (dz 2 )), with jump values in R m2 * , both adapted to a filtration {F (2) t } t≥0 . Let us consider Ω = Ω 1 × Ω 2 , F = F (1) ⊗ F (2) , w = (w 1 , w 2 ) and that G = (0, G 2 ) where G 2 is k 2 -dimensional and the matrix σ = (σ 1 , σ 2 ) where σ 1 is n × k 1 matrix and σ 2 is n × k 2 matrix. Moreover, we can define on R m * , where m = m 1 + m 2 , the random measure
with associated compensator
and γ(z, t, x) = γ 1 (z 1 , t, x) + γ 2 (z 2 , t, x); we can suppose that γ i (0, t, x) = 0. hence, we consider the solution X(t) = X(t, s, x) to the equation (1.4) , that can be written as
We are here concerned with the following stochastic partial differential equation
(4.5)
In our case, we can write
This problem arises in studying Filtering Theory, e.g., see Pardoux [11] or Rozovskii [12] . Let us consider
} .
where X(t, s, x) is the process indicated above.
The following result gives a representation formula for the solution to (4.5) proved, by a different method in Krylov and Rozovskii [6] . Taking conditional expectation E 1 , the conclusion follows.
Appendix: backward integration
Let us recall briefly the backward integration for a standard Wiener process and a Poisson measure. In a given probability space (Ω, F, P ) let (w(t), t ≥ 0) be a Remark 5. Note that by using backward integration with respect to a Wiener and a Poisson measure we avoid possible difficulties with time reversal, e.g. see Jacod and Protter [4] .
