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Abstract
In this paper we introduce invariants of semi-free Hamiltonian actions of S1 on compact symplectic man-
ifolds using the space of solutions to certain gauge theoretical equations. These equations generalise both
the vortex equations and the holomorphicity equation used in Gromov–Witten theory. In the de.nition of
the invariants we combine ideas coming from gauge theory and the ideas underlying the construction of
Gromov–Witten invariants. ? 2002 Published by Elsevier Science Ltd.
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1. Introduction
The purpose of this paper is to de.ne invariants of symplectic manifolds with a Hamiltonian
action of S1. These invariants are obtained by studying the moduli space of solutions to a set of
equations which were introduced in [21], which generalise both the holomorphicity equation used in
Gromov–Witten theory and the gauge theoretical vortex equations (or their analogues as considered
in full generality by Ban.eld [3]). To de.ne the invariants we follow in part the ideas of [18,25],
and we are forced to assume some technical conditions (which generalise the usual monotonicity
condition, see Section 1.4 for details) on the symplectic manifold and the action. We expect that the
technique of virtual moduli cycles (as developed for example in [8,16,24,27]) will eventually allow
to give a de.nition of Hamiltonian Gromov–Witten invariants in full generality.
This paper is essentially based on the Ph.D. Thesis of the author [20], which was submitted to
the Universidad Aut;onoma de Madrid in the spring of 1999. The author discovered the equations
which are used to de.ne the Hamiltonian Gromov–Witten invariants inspired by previous work on
Hitchin–Kobayashi correspondence (see [21]). In the summer of 1999 the author knew that Cieliebak
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et al. had independently discovered the same equations and how to de.ne the invariants (see [6,9]).
Other invariants of equivariant sympletic manifolds where de.ned in [11]. Finally some ideas present
in this paper were inspired by [5].
This paper is organised as follows. In the rest of this section we introduce the equations and
sketch the de.nition of the invariants. In Section 2 we introduce Sobolev completions of the relevant
parameter space and we explain how to perturb the equations in order to get a smooth moduli space
of solutions. We also prove a regularity result for Sobolev solutions of the equations. In Section 3
we de.ne a compacti.cation of the moduli space of solutions to the equation. This compacti.cation
generalises Gromov compacti.cation of the moduli space of pseudo-holomorphic curves. In Section
4 we study the moduli of rational curves for a generic S1-invariant complex structure on X . In
Section 5 we recall the basic de.nition of the theory of pseudo-cycles and we use them to give a
de.nition of the invariants. Finally, in Section 6 we compute the invariants in a simple example.
1.1. Equivariant cohomology and the map 
In all the paper, and unless otherwise stated, all (co)homology groups will be considered with
integer coeEcients.
Let N be a topological space (say, a manifold, not necessarily of .nite dimension), and let T be
a compact connected abelian Lie group acting on N . Denote by ET → BT the universal T -principal
bundle (so ET is a contractible space on which T acts freely), and by NT :=ET ×T N the Borel
construction of N . The equivariant (co)homology of N is by de.nition the singular (co)homology
of NT , and it is denoted by
H ∗T (N ):=H
∗(NT ) and HT∗ (N ):=H∗(NT ):
Example 1. The additive group H 2T (N ) is isomorphic to the group of T -equivariant line bundles
on N (with the group structure given by tensor product); the isomorphism being given by the .rst
equivariant Chern class cT1 (see for example [22]).
Example 2. Suppose that N is connected. Since H 1(BT ) = 0 (because T is connected) an easy
argument with the Leray–Serre spectral sequence implies that there is an exact sequence 0 →
H 2(BT ) → H 2T (N ) → H 2(N ) → 0. Given a .xed point x∈NT ; one can geometrically split this
sequence thinking in terms of line bundles; by taking on any line bundle L → N the unique lift of
the action of T whose restriction to the .bre Lx is trivial. Equivalently; the sequence is split by the
retraction H 2T (N )→ H 2(BT ) induced by the section BT → NT with constant value x.
Lemma 3. For any manifold M there is a bijection{
T - principal bundle P → M and
a section  of P ×T N → M
}
homotopy and gauge equivalence
→ [M;NT ]:
On the LHS we identify two pairs (P → M;) and (P′ → M;′) if there is an isomorphism of
T -bundles f :P → P′ so that f∗′ is homotopic to  as sections of P ×T N . On the RHS, [M;NT ]
denotes homotopy classes of maps from M to NT .
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Proof. Let (P → M;) be a T -bundle and a section. Then (P; )∈ [M;NT ] is de.ned as follows.
There is a unique (up to homotopy) T -equivariant map c :P → ET ; since such maps are in 1–1
correspondence with sections of the bundle P ×T ET ; which has contractible .bres. By the same
principle we can identify  with a T -equivariant map ’ :P → N . So the map (c; ’) :P → ET × N
is T -equivariant (we consider the diagonal action on the target); and consequently it descends to a
map (P; ) :M → NT . The proof that  is well de.ned and induces a bijection is straightforward.
Remark 4. The map  is functorial in the following sense. If (P → M;) is a pair; P′ → M is a
T -principal bundle; and g :P′ → P is a morphism of T -principal bundles; then we get an induced
pair (P′ → M ′; g∗) (here we look at  as a T -equivariant map P → N and we de.ne g∗ as ◦g)
and we have (g∗P; g∗) =(P; ) ◦ g.
Example 5. Let (P → M;) be a pair as in the lemma. Any T -equivariant line bundle L → N
induces a line bundle LP = P ×T L → P ×T N and we have
(P; )∗cT1 (L) = c1(
∗LP)
(here cT1 denotes the equivariant .rst Chern class). By Example 1; this describes completely the map
(P; )∗ :H 2T (N )→ H 2(M).
1.2. The equations
Let (X 2n; !) be a compact symplectic manifold supporting a Hamiltonian action of S1 with moment
map  :X → Lie(S1)∗ = (iR)∗. Take a S1-invariant almost complex structure I ∈End(TX ) such that
g(·; ·) = !(·; I ·) is a Riemannian metric on X . Such an almost complex structure always exists and
is unique up to deformation (see Lemma 5.49 in [19]); so the Chern classes of the complex bundle
(TX; I) only depend on the deformation class of !.
Let  be a smooth compact connected Riemann surface with a .xed Riemannian metric. Let
E →  be a principal S1-bundle, and let  :F = E ×S1 X →  be the associated .bration with .bre
X . Since the moment map is by de.nition S1-invariant, it extends to give a map  :F → (iR)∗.
Let A be the space of connections on E, let G =Map(; S1) be the gauge group of E, and let
S="(F) be the space of smooth sections of F . The sections of F are in 1–1 correspondence with
S1-equivariant maps from E to X , and when no confusion arises we will denote a section and its
corresponding equivariant map with the same symbol. In the sequel G will act on A×S diagonally.
Any connection A∈A induces a projection $A :TF → TFv = Ker d . We de.ne the covariant
derivative with respect to A of a section ∈S to be
dA= $A ◦ d∈&1(;∗TFv):
On the other hand, since I is S1-invariant it can be extended to give a complex structure on TFv.
Hence, we can split dA as the sum of its holomorphic part @A∈&1;0(;∗TFv) plus its antiholo-
morphic part H@A∈&0;1(;∗TFv).
Let ( :&2() → &0() denote the contraction with the volume form on . We will henceforth
identify Lie(S1)∗= (iR)∗ with Lie(S1) = (iR) by assigning to a∈ iR the element a∗ : iR→ R which
maps b∈ iR to a∗(b)= 〈a; b〉=−ab∈R. Let c∈ iR and consider the following G-invariant equations
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on (A; )∈A×S:{
H@A= 0;
(FA + () = c;
(1)
where FA ∈&2(; iR) denotes the curvature of A. We call a pair (A; ) satisfying (1) a twisted
holomorphic curve.
Example. When X =C and S1 ⊂ C acts on it by multiplication; Eqs. (1) coincide with the abelian
vortex equations (see for example [10]). (Note; however; that in this paper we assume that X is
compact.)
Any connection A∈A gives rise to a splitting TF 
 TFv ⊕  ∗T. This allows to combine the
complex structure on TFv with the complex structure of T to get a complex structure IA ∈End(TF).
Lemma 6. Let ∈S. H@A= 0 if and only if  : → F is IA-holomorphic.
1.3. The moduli space
Let * be any element in HS
1
2 (X ) satisfying
deg *:=〈c1(ES1);  ∗*〉= degE:=〈c1(E); []〉;
where  :XS1 → BS1 denotes the projection. Let
M˜(*) = M˜I (*) = {(A; )∈A×S |(E; )∗[] = * and (A; ) satis.es (1)}:
Since both Eqs. (1) and the map  are gauge invariant, it follows that M˜ is invariant under the
action of G on AE ×SE , so it makes sense to de.ne
M(*) =MI (*) = M˜I (*)=G:
We denote the classes of elements in M(*) in brackets: [A; ]. We will only use the subscript I
when the complex structure is not clear from the context.
Let Ff =E×S1 X S1 and let X1; : : : ; Xr be the connected components of X S1 (since  is connected,
then the components of Ff are {E×S1 Xj}). We henceforth assume that the action is semi-free (i.e.,
S1 acts freely on the complementary of the .xed point set). It follows from the properties of the
moment map that for any 16 j6 r the restriction of  to Xj takes a constant value, say cj ∈ iR.
Let
C = C(E) = {cj − 2 i degE=Vol() | 16 j6 r}: (2)
Lemma 7. If c∈ iR \C; then the action of G on M˜(*) is free and for any [A; ]∈M(*) we have
() ⊂ Ff.
Proof. Take any (A; )∈A×S; and assume that there is a nontrivial gauge transformation which
.xes (A; ). Since the stabiliser of any connection is the set of constant gauge transformations; we
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deduce that (A; ) is .xed by a nontrivial constant gauge. Because the action of S1 on X is semi-free;
this implies that () ⊂ Ff; so
() ⊂ E ×S1 Xj (3)
for some 16 j6 r. Now assume that (A; ) satis.es (FA + () = c for some c∈ iR. Integrating
this equality over ; dividing by Vol() and using Chern–Weil theory to write i=2 
∫
 FA = degE;
we deduce from (3) that c∈C.
1.4. De6nition of the invariants
Our aim is to de.ne invariants of the manifold X together with the action of S1 by integrating
compactly supported cohomology classes on the moduli spaceM(*) pulled back from the equivariant
cohomology of X . For that we need two things: .rst, to de.ne a map ex :M(*) → XS1 ; second, to
give M(*) a structure of diMerentiable manifold and discuss some compactness issues.
Before de.ning ex we need some preparation. The Yang–Mills–Higgs functional YMHc :
A×S→ R is de.ned to be
YMHc(A; ):=‖FA‖2L2 + ‖dA‖2L2 + ‖()− c‖2L2
for any (A; )∈A ×S (here we use the S1-invariant metric on X induced by ! and I). Lemma
14 implies that if [A; ]∈M(*) then YMHc(A; ) is equal to
YMHc(*):=− 2 ic deg * + 〈[!− ]; *〉 (4)
(see Lemma 14 for the de.nition of [!− ]∈H 2S1(X ;R)).
De"nition 8. Let .∈R. We say that a .nite subset K ⊂  is .-dense if for any *′ ∈HS12 (X )
satisfying YMHc(*′)6. and any [A; ]∈M(*′); the image (K) is not entirely contained in the
.xed point set Ff.
Suppose from now on that c ∈ C(E) and K ⊂  is YMHc(*)-dense (that such a subset K
exists follows from Lemma 7 and the compactness theorem in Section 3, see Corollary 17). Let
SK denote the set of sections of the restriction F |K , and let S∗K ⊂ SK be the subset consisting of
the sections whose image is not entirely contained in Ff. Then G acts freely on A×S∗K , and we
denote by B∗K the corresponding orbit space. There is an obvious projection
pK :M(*)→ B∗K : (5)
We call pK the evaluation map.
Let x∈K , and de.ne Ex → B∗K to be the S1-bundle obtained by taking to quotient of A×S∗K ×
Ex → A ×S∗K by G (it is crucial that the action of G on A ×S∗K is free in order to obtain an
S1-principal bundle on B∗K). We call Ex the universal bundle.
Let also 1x :Ex → X be the S1-equivariant map induced by the map A × S∗K × Ex → X
which sends (A; K ; e) to K(e)∈X . Using Lemma 3 we get a homotopy class of maps x =
(Ex; 1x)∈ [B∗K ; XS1 ]. Also, let  A :B∗K →A=G denote the projection.
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In the remaining sections of the paper we will deal with the second part of the strategy. We will
suppose that X satis.es the following technical conditions:
(1) The action of S1 on X is semi-free;
(2) the manifold X is monotone; this means that there is a real number 2¿ 0 such that 2[!] =
c1(TX );
(3) each of the connected components X1; : : : ; Xr has monotone normal bundle Nj → Xj, i.e., c1(Nj)=
2j[!], where 2j¿ 0;
(4) we have for any 16 k6 r a bound
codimR Xk6 6: (6)
These conditions are necessary to assure that if Eqs. (1) are generically perturbed then the set of
equivalence classes of solutions carries naturally a structure of diMerentiable manifold, and to .nd
a nice enough compacti.cation of it which enables us to integrate cohomology classes pull-backed
from B∗K . If the action on X were not semi-free then the moduli of solutions M would be naturally
an orbifold (not necessarily a manifold), and there would not exist a universal bundle Ex, but an
orbibundle. Besides, the kind of perturbations which we use would not suEce to get smoothness,
and multivalued perturbations would have to be used instead (see [26]). (We remark that, although
the condition of being semi-free is rather restrictive, it has also a very natural geometrical meaning:
namely, it is equivalent to the condition of all Marsden–Weinstein quotients at regular values of 
being smooth.) Finally, the monotonicity condition and the bound on the codimension of the .xed
point set are restrictions of technical nature, and using more sophisticated techniques such as virtual
moduli cycles one might presumably get rid of them.
Example 9. Any monotone symplectic manifold of dimension 6 6 with a Hamiltonian action with
isolated .xed points satis.es the above conditions.
Recall that the cohomology with compact support of a locally compact space Z is
H ∗c (Z) = lim−→H
∗(Z; Z \ K);
where the limit runs through all the compact subsets K ⊂ Z . If Z is an oriented manifold of
dimension k we denote by
intZ :Hkc (Z)→ Z (7)
the composition of Poincar;e duality Hkc (Z)→ H0(Z) with the augmentation morphism H0(Z)→ Z.
We call this map integration over Z .
The following theorem is the main result of this paper. The reader is referred to Section 2.3 for a
precise de.nition of the perturbations 6 and the moduli space of solutions to the perturbed equations,
M6; I (*).
Theorem 10. For any big enough YMHc(*)-dense subset K ⊂ ; generic S1-invariant almost
complex structure I ; and generic and small enough perturbation 6; the following holds.
(i) The set M6; I (*) carries a natural structure of smooth manifold map of dimension
d(*):=〈cS11 (TX ); *〉+ 2(n− 1)(1− g) (here cS
1
1 denotes the equivariant 6rst Chern class).
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(ii) The map p∗K :Hd(B∗K)→ Hd(M6; I (*)) factors in a natural way through a map q :Hd(B∗K)→
Hdc (M6; I (*)).
(iii) The composition
⊕
u+v=d
HuS1(X )⊗ Hv(A=G)
∗x⊗ ∗A→ Hd(B∗K)
q→Hdc (M6; I (*)) intM→ Z
is a map which only depends on X ; * and c and is invariant under deformations of this data
(the deformations of c which are allowed are those which do not cross any critical value in
C(E)). We denote the map by HX;*;c.
We call the map HX;*;c :⊕u+v=d HuS1(X )⊗Hv(A=G)→ Z the Hamiltonian Gromov–Witten invariant
of X; *; c.
The following sections of the paper are devoted to preparing the proof of Theorem 10, which is
given in Section 5.3.
1.5. Symplectic interpretation
As most gauge theoretical equations, the second equation in (1) admits an in.nite dimensional
symplectic interpretation, which we now brieOy explain (see [21] for more details). The space A×S
admits a natural symplectic structure (the sum of the symplectic structure in A de.ned by Atiyah
and Bott in [2] and a symplectic structure on S obtained using !), the action of G on A×S is
Hamiltonian, and
9(A; ):=(FA + ()∈&0(iR∗) ⊂ &0(iR)∗
is a moment map for this action. On the other hand, the set
D* = {(A; ) | H@A= 0; (E; )∗[] = *}
is G-invariant. SoM(*) is the symplectic quotient of D* at the constant central element c∈&0(iR)∗.
Hence, the smooth locus of M(*) has a natural symplectic structure. Looking at the moduli space
M(*) as an in.nite dimensional symplectic quotient suggests a strategy to compute the invariants by
applying localisation techniques. But to apply localisation one must .nd a nice enough compacti.ca-
tion of the moduli space. The compacti.cation given in this paper is good enough to give a rigorous
de.nition of the invariants, but most likely is not .ne enough if we want to apply localisation. A
more sophisticated construction involving virtual moduli cycles would probably work, and we plan
to study these questions in a future paper.
2. Smoothness of the moduli space
2.1. Sobolev completions
Fix a real number p¿ 2 and for any k ∈N denote by Lpk the corresponding Sobolev norm. We
will, henceforth, work with the completions ALp1 , SL
p
1
and GLp2 (the de.nition of these completions
are standard, see for example [20]). The Sobolev embedding theorem implies that the elements of
SLp1 are continuous sections. Also, GL
p
2
is a Banach Lie group, which acts smoothly on ALp1 and
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SLp1 . Let S
∗ = {∈S |() ⊂ Ff}, and let S∗Lp1 be the closure of S
∗ in SLp1 . In the sequel we
will omit the Sobolev subscripts, and Sobolev completions will be implicity assumed.
One can give a natural Banach manifold structure to the set B = (A×S∗)=G. Let W → B be
the Banach vector bundle obtained by taking the quotient of the bundle on A ×S∗ whose .bre
over (A; ) is Lp(T 0;1⊗ ∗TFv)⊕ Lp(iR). Eqs. (1) provide then a smooth section : :B→W.
2.2. The deformation complex
For any [A; ]∈:−1(0) ⊂ B the derivative D[A;]: :T[A;]B → W[A;] is a Fredholm operator.
Its (real) index is equal to minus the index of the deformation complex
C0A;
d0→C1A; d1→C2A;; (8)
where C0A;=L
p
2 (iR)=LieG, C1A;=L
p
1 (
∗TFv)⊕Lp1 (T ∗⊗ iR)=T(A;)A×S and C2A;=Lp(T 0;1⊗
∗TFv)⊕ Lp(iR); d0 is given by the in.nitesimal action of G on A×S and d1 is the linearisation
of Eqs. (1). Let * =(E; )∗[]. A standard computation using Riemann–Roch gives
IndD[A;] = 2〈∗c1(TFv); []〉+ 2(n− 1)(1− g)
= 2〈cS11 (TX ); *〉+ 2(n− 1)(1− g) = d(*): (9)
2.3. Perturbing the equations
Recall that  :F →  denotes the projection. Let Hom0;1( ∗T; TFv) be the space of antiholomor-
phic smooth vector bundle maps from  ∗T to TFv. This space has an action of S1 induced by the
action on F . Let
P=Hom0;1( ∗T; TFv)S
1 ⊕ &0(; iR):
For any 6= (61; 62)∈P, consider the following perturbed equations:
H@A= 61;
(FA + () = c + 62: (10)
We call the pairs (A; ) satisfying (10) 6-twisted holomorphic curves. De.ne
M˜6(*) = M˜6; I (*) = {(A; )∈A×S |(E; )∗[] = * and (A; ) satis.es (10)}:
The set M˜6(*) is gauge invariant, so we may de.ne M6(*) = M˜6(*)=G. Assume that c∈ iR \C
and de.ne Pc = {(61; 62)∈P | |62| ¡d(c;C)}, where d(c;C) denotes the distance from c to the
set C. Then we may prove, exactly like in Lemma 7:
Lemma 11. If 6∈Pc; then the action of G on M˜6(*) is free.
Just as in Section 1.4, one can de.ne the notion of a .-dense subset K ⊂  for elements of
M6(*) and the restriction map exactly as in (5)
pK;6 :M6(*)→ B∗K : (11)
We call pK;6 the perturbed evaluation map.
I. Mundet i Riera / Topology 42 (2003) 525–553 533
Theorem 12. Assume that c∈ iR\C. There is a subset Pregc ⊂ Pc of Baire second category (with re-
spect to the C∞ topology on Pc) such that for any 6∈Pregc M6(*) is a smooth manifold of dimen-
sion equal to d(*) with a natural orientation. Furthermore; for any pair of perturbations 6; 6′ ∈Pc
there is a path P : [0; 1]→ Pc with P(0)= 6; P(1)= 6′ and such that MP(*) =
⋃
t∈[0;1]MP(t)(*) is
a smooth oriented cobordism between M6(*); and M6′(*).
Proof. The techniques needed to prove this result are rather standard; so we just sketch the argument.
More details are given in Theorem 3.4.4 in [20]; see also Theorem 23 in this paper and [7;8] for
analogous results. Let Z  l¿ 2 + d(*); and consider the completion Plc of Pc with respect to the
Cl norm. Let
MP(*) = {(6; A; )∈Plc ×A×S |(E; )∗[] = * and (A; ; 6) satis.es (10)}=G:
One can prove that this is a Banach manifold by observing that MP(*)=:−1P (0); where :P is the
section of the bundle  ∗BW→ Plc ×B de.ned by Eqs. (10); and checking that :P is transverse to
the zero section.
The projection  P :MP(*)→ Pl is a map whose diMerential is everywhere Fredholm with index
Ind(D P) = d(*). So, since l¿ 2 + Ind(D P), Sard–Smale theorem implies that there is a set of
Baire second category Preg; lc ⊂ Plc of regular values of  P. And  −1P (6) =M6(*) by de.nition.
Now a trick of Taubes (see p. 36 in [18]) allows to deduce that there is also a subset Pregc ⊂ Pc
of Baire second category of regular values of  P. The result on cobordisms is proved similarly.
Finally, the orientability follows from identifying the tangent space at [A; ]∈M6(*) with the
.rst cohomology group of the complex (8). By Hodge theory this group can be identi.ed with the
kernel of the elliptic operator d∗0 + d1 and, when 6∈Pregc , this kernel carries a natural orientation
because d∗0 +d1 has the same symbol as a Cauchy–Riemann operator plus the Hodge operator d+d∗
acting on 1-forms.
Theorem 13. Let 6∈P; and let (A; )∈A×S be a solution to (10). There is a gauge transfor-
mation g∈G such that both g∗A and g∗ are smooth.
Proof. Fix a smooth connection A0 ∈A and take any g∈G such that As=g∗A satis.es d∗(A0−As)=0.
Let s=g∗. We prove that As and s are smooth. Both ‖A0−As‖Lp1 and ‖ds‖Lp are bounded. The
second equation in (10) may be written (d(A0 − As) =−(FA0 + c− () + 62. Since  is smooth
and ‖d‖Lp is bounded; we deduce that ‖()‖Lp1 is also bounded. So ‖d(A0 − As)‖Lp1 is bounded.
Using the ellipticity of d + d∗; we get an Lp2 bound on A0 − As. From this we obtain a bound on
the Lp2 norm of the complex structure IAs constructed before Lemma 6. Now; Theorem B.3.4 in [18]
allows to deduce from this an Lp1 bound on d (which is a IAs holomorphic map from  to F; by
Lemma 6). So we have passed from Lp1 bounds on As and s to L
p
2 bounds on both. This step can
be repeated to obtain Lpk bounds for any k; and this .nishes the proof.
This implies that the space M6(*) is independent (as a set) of the chosen Sobolev completion.
To prove that the diMerentiable structure on M6(*) is also independent of the Sobolev norm, one
can use standard elliptic theory applied to the Kuranishi models which describe locally the moduli
spaces (see Section 3.3 in [20]).
534 I. Mundet i Riera / Topology 42 (2003) 525–553
3. Compactness
In this section we prove a theorem analogous to Gromov’s compactness theorem which describes
all possible limits of divergent sequences of elements in M in terms of singular 6-twisted holomor-
phic curves.
The following Lemma follows easily from Lemma 7.9 in [21] (note that in [21] we assume the
manifold X to be Kaehler; however, the result remains valid when the complex structure on X is
not integrable).
Lemma 14. For any (A; )∈A×S we have
YMHc(A; ) = ‖(FA + ()− c‖2L2 + 2‖ H@A‖2L2 − 2 (ic) degE + 〈[!− ]; (E; )∗[]〉;
where [! − ] is the class in H 2S1(X ;R) represented by the element ! −  of the Cartan–Weil
complex &∗S1(X ) (see for example [4,13]).
Corollary 15. Given *∈HS12 (X ); c∈ iR and 6∈P; there is a constant C(*; c; 6) such that if
[A; ]∈M6(*) then ‖FA‖L2 ¡C(*; c; 6) and ‖dA‖L2 ¡C(*; c; 6).
Before stating the main theorem of this section we need to make several de.nitions. For any
compact Riemann surface b we denote by G(b) the graph whose vertices are the irreducible
components of b and whose edges join pairs of vertices corresponding to irreducible components
whose intersection is nonempty. We call G(b) the incidence graph of b.
We say that b is a bubble curve if: (i) the singularities of b are nodal; (ii)  is one of
the irreducible components of b (we call it the principal component); all the other irreducible
components {v | v∈V (G); v =} are isomorphic to CP1 (and we call them bubbles); (iii) two
diMerent irreducible components meet at most in one point; (iv) G(b) is a tree.
For any bubble curve b there is a map m :b → , which we call contracting the bubbles, and
which is de.ned as follows. Let G be the incidence graph of b and let v0 ∈V (G) be the vertex
corresponding to the principal component. Let v∈V (G)\{v0}. Since G is a tree, there is a unique
shortest path from v to v0. Let i(v) be the vertex which belongs to this path and is adjacent to
v0, and let xi(v) be the intersection point of  and i(v). Then m maps any point in v to xi(v) ∈.
Finally, m is the identity on  ⊂ b.
Let 6∈P be any perturbation. A 6-twisted holomorphic bubble curve (6-THBC for short) is a
triple (b; A; b) where b is a bubble curve, A is a connection on E and b is a map from b to
F , satisfying the following properties:
(1)  ◦ b = m (recall that  :F →  is the projection);
(2) the restriction of b to any bubble v, which we denote by v, is a I -holomorphic map v →
X 
 Fm(v);
(3) let 0 be the restriction of b to ; then (A; 0) is a 6-twisted holomorphic curve, i.e., it satis.es
Eqs. (10).
A 6-THBC curve (b; A; b) is called stable if for any bubble v ⊂ b meeting less than three other
components of b the map v is not constant.
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Theorem 16. Consider sequences of cohomology classes {*j} ⊂ HS12 (X ) satisfying deg *i = degE
and gauge equivalence classes {[Aj; j]} ⊂M6(*j). Suppose that the sequence {YMHc(*j)} ⊂ R
is bounded. Then; after passing to a subsequence; there exists a stable 6-THBC (b; A; b) and
gauge transformations gj ∈G such that if (A′j; ′j) = gj(Aj; j) we have
(1) A′j → A in C∞;
(2) all cohomology classes *j are equal; say to *∈HS12 (X );
(3) (m∗E; b)∗[b] = *;
(4) the images ′j() ⊂ F converge pointwise to (b); that is; for any sequence xj ∈ there
exists x∈b such that ′j(xj)→ (x).
Proof. Fix some A0 ∈A. Take elements gj ∈G such that every A′j = g∗Aj satis.es d∗(A′j − A0) = 0;
and let ′j = g∗j. By gauge invariance; (A′j; ′j) satis.es Eqs. (10). As in the proof of Theorem 13
we deduce from the second equation a uniform bound ‖A′j −A0‖Lp1 ¡C. By Rellich’s theorem there
is a connection A∈A such that; passing to a subsequence if necessary; A′j → A uniformly in C0.
Hence {Ij = IAj} converge in C0 to I = IA. By Lemma 6; ′j : → F is a perturbed Ij holomorphic
map (as in [12;23]) for any j. Then Corollary 15 gives on ‖dA′j′j‖2L2 . This implies that the energy
of ′j viewed as a map from  to F is uniformly bounded.
We now apply Theorem 1 in [14] on Gromov compactness for pseudoholomorphic maps (which
is valid for continuous complex structures on the target manifold converging uniformly to a limit) to
deduce the existence (again, after restricting to a subsequence) of a bubble curve b together with
a limit map b :b → F , which is I holomorphic. We have an inclusion  ⊂ b such that the maps
′j → b pointwise on the complementary ′ ⊂  of the points which get a bubble attached in b.
From this we deduce that the restriction of b to  is a section of F (and not just a map). Now,
using the a priori estimates given in Section 3 of [14], and repeating the argument in the proof of
Theorem 13 we deduce that the restriction of (A; ) to any compact K ⊂ ′ is smooth and we have
(A′j; ′j) |K → (A; b)|K in C∞. This implies that the restriction of A to ′ satis.es d∗(A0 − A) = 0.
But since ‖A − A0‖Lp1 ¡∞ we deduce that the equality holds in all , so Theorem 13 implies
that (A; ) is smooth. Statements (2), (3) and (4) of the theorem follow from statement (3) of
Theorem 1 in [14].
Corollary 17. For any .∈R there is some .-dense subset K ⊂ . Furthermore; K can be taken so
that the following holds. Let (b; A; b) be a stable 6-THBC such that YMHc((m∗E; b)∗[b])
6.. Let S be the set of singular points in  ⊂ b. Then K\S is also .-dense.
Proof. We .rst prove that there exist .-dense subsets. For any B¿ 0 we denote by KB ⊂  any
.nite subset such that the disks of radius B centred at the points of KB cover . Suppose that there
exists no .-dense subset. Then one can .nd a sequence Bj → 0; sets KBj ; classes *j satisfying
deg *j =degE and elements [Aj; j]∈M6(*j) such that for any j the image of the points in KBj by
the section j is contained in Ff. By Theorem 16 one may take a subsequence of (Aj; j) which;
after suitably regauging; converge pointwise to a 6-THBC (b; A; b). Now; by construction; the
image of  ⊂ b must lie inside the .xed point set Ff. This is in contradiction with our choice
c ∈ C = C(E).
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To prove the other claim of the corollary, recall that the energy of any rational curve in X
is uniformly bounded from below (see for example Lemma 4.5.2 in [18]). Hence, the number of
bubbles in a stable 6-THBC (b; A; b) satisfying YMHc((m∗E; b)∗[b])6. is less than some
number N . This implies that the set S ⊂ b of singular points in  has at most N elements. Now, the
argument above can be used to get a collection of mutually disjoint .-dense subsets K1; K2; : : : ; KN+1.
It follows that the union
⋃
Ki satis.es the required properties.
4. Invariant complex structures and moduli of rational curves
It is well known that for a generic complex structure I ∈End(TX ) compatible with ! the moduli
space of simple I holomorphic maps s :CP1 → X is a smooth manifold of dimension 2〈c1(TX );
s∗[CP1]〉+2n (see for example Theorem 3.1.2 in [18]). (Recall that s is a simple map if it does not
factor through a nontrivial rami.ed covering CP1 → CP1.) However, in order for the Eqs. (10) to
be gauge invariant we need to chose S1-invariant complex structures on X , and these are in general
far from being generic. In fact, most of the times the moduli of simple holomorphic maps with
respect to S1-invariant complex structures is not smooth or does not have the expected dimension.
So to get smooth moduli of maps we have to restrict ourselves to subsets of the set of simple
holomorphic maps. We take these subsets to be simple curves with .xed isotropy pair (see below).
Let I! be the set of complex structures on X which are compatible with !, and let I!;S1 ⊂ I!
be the S1-invariant ones.
4.1. Isotropy pairs
De"nition 18. Let s :CP1 → X be any smooth map. We de.ne the isotropy pair of s to be the pair
of closed subgroups L(s) ⊂ H (s) ⊂ S1 de.ned as follows:
H (s):={C∈ S1| C · s(CP1) = s(CP1)} and L(s):={C∈H (s) | C|s(CP1) = Id}:
(The dot · means the action of S1 on X .)
Theorem 19. Let I ∈I!;S1 ; and let s :CP1 → X be a simple holomorphic map. Let H = H (s).
There exists a disk D ⊂ CP1 such that S1 · s(D) ∩ s(CP1) = H · s(D):
Proof. We need the following result (see Lemma 2.2.3 in [18]).
Lemma 20. Let I ∈I!; and let s1; s2 :CP1 → X be two simple I -pseudoholomorphic maps. Let
K ⊂ CP1 be a closed subset such that; for any x∈K; ds1(x) =0 =ds2(x). If the intersection
s1(K) ∩ s2(K) contains in6nitely many points; then s1 = s2.
Assume that H = 1. The case 1¡ |H | ¡∞ follows automatically by considering the action of
S1=H on X=H , and the case H = S1 is trivial.
1. Let X be the vector .eld on X generated by the in.nitesimal action of S1. One can prove that
there exists some closed subset 0 ⊂ CP1 with nonempty interior so that (i) s :0 → X is
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injective and there is some a¿ 0 so that | ds(x) | ¿ a for any x∈0, (ii) for any x∈0 the angle
between X(x) and the subspace ds(Tx0) ⊂ Ts(x)X is bigger than some b¿ 0 independent of x,
(iii) S1 · s(0) ∩ s(CP1) = s(0).
2. Let I = {(x; 2)∈0 × S1\{1} | s(x)∈ 2 · s(0)}, and let p : I → 0 and q : I → S1 denote the
projections. By (iii) it suEces to prove that 0\p(I) contains some disk.
It follows from (i) and (ii) that there exists c¿ 0 so that, for any x; y∈0 satisfying x =y and
s(x)∈ S1 · s(y), the distance d(x; y) is ¿ c. This has the following consequence: (a) there is an
open neighbourhood N of 1∈ S1 so that for any 2∈N\{1} we have q−1(2) = ∅ (to prove this,
use that s|0 is injective and the compactness of 0); (b) it follows from (a) that if e¿ 0 is small
enough so that the ball in S1 of radius e centred at 1 is contained in N , then for any C; C′ ∈ S1
and x∈0, if C · s(x) = C′ · s(x) and C = C′, then |C− C′|¿e.
3. Let M = S1\N and IM = q−1(M). By the de.nition of N we have p(IM ) =p(I), so it suEces to
prove that 0\p(IM ) contains some disk.
Let us suppose the contrary. The set IM ⊂ 0 ×M is closed and, since M is compact, p(IM ) is
also closed. It follows that p(IM ) = 0. It is a funny exercise to check that this fact, together with
(b), implies that for some 2∈M we have |q−1(2)| =∞ (hint: identify M with [0; 1] and consider
the function on 0(x) = min{C | (x; C)∈ IM}; then prove that there is some disk D ⊂ 0 so that
f|D :D → [0; 1] is continuous, hence at least one preimage contains in.nitely many elements). This
implies that |s(0)∩ 2 · s(0)|=∞ and this, by Lemma 20, tells us that s(0) = 2 · s(0), so 2∈H
in contradiction with our assumption H = 1.
Theorem 21. Let I ∈I!;S1 ; and let s∈ (CP1; X L) be a simple holomorphic map satisfying L(s)=L.
Then; the set {x∈CP1 |L =(S1)s(x)} (where (S1)s(x) denotes the stabiliser of s(x)∈X ) is 6nite.
Proof. Let ′={x∈CP1 |L =(S1)s(x)} and suppose that #′=∞. Since the set of diMerent stabilizers
of points of X is .nite; we may assume that there exists a group L′′ strictly containing L such that
′′ = {x∈CP1 | (S1)s(x) = L′′} has in.nite elements. Let now C∈L′′\L. Then s(CP1) and C · s(CP1)
intersect at an in.nite set ′′ of points. Hence by Lemma 20 they coincide; and so C∈H (s). But
now E(C)∈Aut(CP1) has in.nitely many .xed points (all the points in ′′); and so it must be the
identity. But this implies that C∈L; which is a contradiction.
Lemma 22. Let s :CP1 → X be a simple map; and let H = H (s) and L= L(s); so that s(CP1) ⊂
X L. Let " = H=L. There is a faithful representation E :" → Aut(CP1) = PSL(2;C) for which s is
"-equivariant.
Proof. Let g∈H be any element; and let i be the set of injective points of s; that is; i =
{x∈CP1| ds(x) =0; #s−1s(x) = 1}: The action of g on s(CP1) induces a holomorphic bijection
HEi(g) :i → i which can be extended to a homeomorphism HE(g) :CP1 → CP1: Now; since the map
s is simple; the noninjective points CP1\i can only accumulate at a .nite set of points (namely;
the critical points Ker ds); and hence the map HE(g) is holomorphic by standard removability of
singularities. This way we have de.ned a map HE :H → Aut(CP1). Obviously; Ker HE = L; so HE
induces a faithful representation E :" → Aut(CP1).
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4.2. The moduli of rational curves
Let L ⊂ S1 and " ⊂ S1=L be a closed subgroups. Let E :" → Aut(CP1) be a faithful representation
and de.ne
Map(L; "; E) = {s∈Map(CP1; X L)Lp1 |L(s) = L; s is "-equivariant w:r:t: E}
for any I ∈I!;S1 and B∈H2(X ) let
MI (L; "; E; B) = {s∈Map(L; "; E) | H@I s= 0; s simple; s∗[CP1] = B}:
Theorem 23. There is a subset IL;";E ⊂ I!;S1 of Baire second category (with respect to the C∞
topology on I!;S1) such that for any I ∈IL;";E and B∈H2(X ) the moduli space MI (L; "; E; B) is
smooth and oriented. Furthermore; for any I0; I1 ∈IL;";E; there exists a path [0; 1]  2 → I2 ∈I!;S1
such that the space
⋃
2∈[0;1]MI2(L; "; E; B) is a smooth oriented cobordism between MI0(L; "; E; B)
and MI1(L; "; E; B).
Proof. The proof; with due modi.cations; is exactly like that of Theorem 12 or of Theorem 3.1.2
in [18]. We give some more details; since in the course of the proof one needs to use Theorems 19
and 21. We start considering the completion Il!;S1 (resp. I
l
!) of I!;S1 (resp. I
l
!) in the C
l norm;
where l¿ 0 is a big enough integer; and we de.ne for any B∈H2(X )
MIl(L; "; E; B) =
{
(s; I)∈Map(L; "; E)×Il!;S1
∣∣∣∣ H@I s= 0; s∗[CP1] = B;s simple
}
:
We next prove that MIl(L; "; E; B) is a smooth Banach manifold. Let (s; I)∈MIl(L; "; E; B) be any
point. We have to check that the linearisation
DE(u; I) :&0(s∗TX L)"Lp1 × TII
l
!;S1 → &0;1I (s∗TX L)"Lp
of the equation at (s; I) is surjective. Here; we denote by &0;1I (s
∗TX L)" the "-invariant sections
of (0;1TCP1 ⊗C s∗TX L (the subscript stresses the fact that when tensoring over C we use the
complex structure I ; on the other hand; this bundle has an action of " through the representation
6). The tangent space TIIl!;S1 ⊂ TIIl! is equal to the subspace of "-invariant elements in TIIl! =
{Y ∈Cl((0;1I TX ⊗C EndI TX ) |!(Y ·; ·) + !(·; Y ·) = 0} (see p. 34 in [18]).
We now follow the notation (and the ideas) of the proof of Proposition 3.4.1 in [18]. We may write
the diMerential DE(s; I)(G; Y )=DsG+ 12 Y (s)◦ds◦ j; where j is the complex structure in CP1 and Ds
is a .rst-order diMerential operator whose symbol coincides with that of Cauchy–Riemann operator.
Hence Ds is elliptic and consequently Fredholm. So if DE(s; I) were not exhaustive there would
exist a nonzero element H∈&0;1I (s∗TX L)"Lq (where 1=p+ 1=q= 1) such that for any G∈&0(s∗TX L)"
and for any Y ∈TIIl!;S1∫
CP1
〈H; DsG〉= 0 and
∫
CP1
〈H; Y (s) ◦ ds ◦ j〉= 0: (12)
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We now invoque Theorem 19 and obtain a disk D ⊂ CP1 such that
S1 · s(D) ∩ s(CP1) = H · s(D):
Using theorem 21 we deduce that (after possibly shrinking D) all the elements in s(D) have stabiliser
equal to L. Then H vanishes on an open subset of D. For suppose that H(x) =0, where x∈D. One can
always .nd an endomorphism Y0 ∈End(Ts(x)X; Is(x); !s(x))L such that 〈H(x); Y0 ◦ds(x)◦j(x)〉 =0; since
H(x)∈Ts(x)X L. We extend Y0 to S1 ·s(x) in a S1-equivariant way (we can do this because (S1)s(x)=L
and we took Y0 to be L-invariant) and then we use a S1-invariant smooth cutoM function to extend
Y0 to a small neighbourhood of S1 ◦ s(x). This can be done in such a way that the right-hand side
integral in (12) does not vanish. And this is a contradiction.
Consequently H vanishes in D. Since it also satis.es the left-hand side equation in (12), Aronszajn’s
theorem [1] (see Theorem 2.1.2 in [18]) implies that H vanishes identically. So DE(s; I) must be
exhaustive, and this .nishes the proof that MIl(L; "; E; B) is smooth.
The proof of the .rst statement in Theorem 23 is resumed as Theorem 12 or in p. 36 in [18].
One uses the Sard–Smale theorem (for that l has to be big enough, depending on the index of the
linearisation DE, which on its turn is a function of B∈H2(X )) to prove the existence of a subset
IL;";E;B; l ⊂ Il!;S1 of second category such that for any I ∈IL;";E;B; l the moduli space MI (L; "; E; B)
is smooth. A trick of Taubes (p. 36 in [18]) shows that there exists a subset IL;";E;B ⊂ I!;S1 of
second category with the same property, but consisting of smooth complex structures and not of Cl
ones as before. Since the set of homology classes B∈H2(X ) is countable, IL;";E =
⋂
IL;";E;B (the
intersection runs over B∈H2(X )) is again of second category.
To .nish the proof, note that the linearisation of the equations is, modulo a compact operator, the
Cauchy–Riemann operator. Hence, the cohomology groups of the deformation complex carry natural
orientations (because they are complex vector spaces) and consequently so does the moduli space.
The last statement of the theorem on the independence of the cobordism class for generic I is
proved analogously.
We now de.ne the set of invariant regular almost complex structures to be
I
reg
!;S1 =
⋂
IL;";E;
where the intersection is taken for the triples (L; "; E) such that MI(L; "; E; B) is nonempty for some
B∈H2(X ). This is a set of Baire second category.
De"nition 24. Let s∈MI (L; "; E; B). We de.ne the critical set of s to be the following subset of
CP1:
Crit(s) =


CP1 if L= S1;
(CP1)" if L= 1 and " =1;
∅ otherwise:
Recall that we denote by X1; : : : ; Xr the connected components of X S
1
. Let us de.ne the function
fs : Crit(s)→ {1; : : : ; r} by the condition
s(x)∈Xfs(x) for any x∈Crit(s):
Finally, de.ne MI (L; "; E; B; f) = {s∈MI (L; "; E; B) |fs = f}.
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4.3. Index computations
Let B∈H2(X ), let I be a regular invariant almost complex structure, and s∈MI (L; "; E; B; f).
The deformation complex of the moduli MI (L; "; E; B; f) at s is
D"s :&
0(s∗TX L)" → &0;1I (s∗TX L)"; (13)
where D"s is equal to the Cauchy–Riemann operator modulo a compact operator (see p. 28 in [18]).
Since I is regular, this operator is onto and consequently the dimension of MI (L; "; E; B; f) at s is
equal to the dimension of the kernel of D"s and coincides with the index of (13). On its turn, the
index of (13) is the "-invariant part of the index of the full deformation complex
Ds :&0(s∗TX L)→ &0;1I (s∗TX L): (14)
Namely, if we denote by His the cohomology of (14), we have
dimMI (L; "; E; B; f) = dimKerD"s = dim(H
0
s )
" − dim(H 1s )": (15)
When " = 1 the index is readily computed using Riemann–Roch.
Lemma 25. Let sj :CP1 → Xj be a map such that the composition s = I ◦ sj (where I :Xj → X is
the inclusion) de6nes an element of MI (S1; 1; 1; B; f). We have
dimsMI (S1; 1; 1; B; f)6 dim Xj + 2〈B; c1(TX )〉:
Proof. Denote by Nj → Xj the normal bundle of Xj ⊂ X . We have
dimsMI (S1; 1; 1; B; f) = dim Xj + 〈sj∗[CP1]; c1(TXj)〉
= dim Xj + 〈sj∗[CP1]; c1(I∗TX )〉 − 〈sj∗[CP1]; c1(Nj)〉
6 dim Xj + 〈s∗[CP1]; c1(TX )〉= dim Xj + 〈B; c1(TX )〉;
after using in the second line one of the hypothesis on X (see Section 1.4).
The remaining of this subsection is devoted to the computation of the index when " =1. In this
situation Crit(s) consists of two points, which we denote by x+; x−. Let ±2∈Z=mZ be the weight
of the action of " on Tx±CP1. Since the representation E :" → Aut(CP1) is faithful, we have
(m; 2)=1. Then 16 l6m− 1 is the integer representing the class 2−1. Finally, P± (resp. Z±, N±)
is the number of weights of the action of S1 on TX |Xf(x±) which are 1 (resp. 0, −1).
Theorem 26. Let " = Z=mZ. The dimension of MI (1; "; E; B; f) is
2
m
(〈c1(TX ); B〉+ mn− m(P− + N+) + l(P− + N+ − P+ − N−)):
Proof. Let E = s∗TX . We denote by Ind"(E) the "-invariant part of the index of Ds :&0(E) →
&0;1(E); namely dimH 0(E)" − dimH 1(E)". By (15) we have
dimMI (1; "; E; B; f) = Ind"(E):
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This number can be computed taking instead of Ds any equivariant H@-operator on E (because only
the symbol matters). Let C= exp(2 i=m). We may write
dimH 0(E)" − dimH 1(E)"
=
2
m
(
m−1∑
k=0
Tr(E(k); H 0(E))− Tr(E(k); H 1(E))
)
=
2
m
(
deg (E) + n+
m−1∑
k=1
Tr(E(k); H 0(E))− Tr(E(k); H 1(E))
)
=
2
m
(
deg (E) + n+
m−1∑
k=1
P+C k + N+C −k + Z+
1− C 2k +
P−C k + N−C −k + Z−
1− C −2k
)
=
2
m
(deg (E) + mn− m(P− + N+) + l(P− + N+ − P+ − N−));
where Tr(E(k); H i(E)) denotes the complex trace of E(k) acting on Hi(E). In the second line we
have used Riemann–Roch theorem; in the third one Atiyah–Bott .xed point theorem (see Theorem
4.12 in [2]) and in the fourth one we have used the following elementary formulae:
∑m−1
k=1 (1 −
C 2k)−1 = (m− 1)=2 and ∑m−1k=1 C k(1− C 2k)−1 =−(m− 1)=2 + l− 1.
Theorem 27. dimMI (1; S1; E; B; f) = 2n− 2(P− + N+); where P± (resp. Z±; N±) is the number of
weights of the action of S1 on TX |Xf(x±) which are 1 (resp. 0; −1).
Proof. Let E = s∗TX and let " = S1. As before; we have to compute Ind"(E). For any p∈N;
let "p = Z=2pZ ⊂ S1; and consider the action of "p on E given by restriction. Then Ind"(E) =
limp→∞ Ind"p(E); so the equality follows from Theorem 26.
Using the formula deg(E) = P+ +N−− P−−N+, the above index can also be written Ind"(E) =
2(deg(E) + rk(E)− (P+ + N−)).
Lemma 28. Assume that " =1 and that deg(E)¿ 0. Then Ind"(E)6 2(deg(E) + rk(E))− 4.
Proof. Suppose that " = Z=mZ and that 16 l′6m − 1 is as in Theorem 26. Since Ind"(E) is
even (because both H 0s (E) and H
1
s (E) are complex spaces and the action of " respects the complex
structure) it is enough to prove
Ind"(E)=26 deg(E) + rk(E)− (1 + 1=m):
Writing the value of Ind"(E) given by Theorem 26; multiplying by m and simplifying we arrive at
the (equivalent) inequality
m+ 16 (m− 1) deg(E) + (m− l′)(P− + N+) + l′(P+ + N−);
which follows from P+ + N+ + P− + N−¿ 2; deg(E)¿ 1; m− l′¿ 1 and l′¿ 1.
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In the case " = S1 we apply the same limit trick as in the proof of Theorem 27.
4.4. Evaluation maps are submersions
Fix some tuple (L; "; E; B) and a point x∈CP1. The evaluation map evx :MI=MI(L; "; E; B)→
X L sends any s∈MI to evx(s) = s(x). When " = 1, Theorem 6.1.1 in [18] says that evx is a
submersion. But if " =1 we only have the following weaker result.
Lemma 29. Suppose that " = S1. Given I ∈I!;S1 ; a curve s∈MI (L; "; E; B) and a point x∈CP1
diMerent from x± (resp. equal to x±) there exists J¿ 0 such that for any v∈Ts(x)X L (resp.
for any v∈Ts(x)X S1) and every 0¡6¡r¡J there exists a smooth "-equivariant vector 6eld
G∈&0(s∗TX L)" and an in6nitesimal variation of almost complex structure Y ∈TII!;S1 (see The-
orem 23) such that the following holds:
(i) DsG+ 12 Y (s) ◦ ds ◦ j = 0 (that is; the pair (G; Y ) belongs to T(s; I)MI);
(ii) G(x) = v and
(iii) G is supported in " · BJ(x) and Y is supported in and arbitrarily small neighbourhood of
s(" · (Br(x)\B6(x)).
Proof. Since the proof is almost the same as that of Lemma 6.1.2 in [18]; we just give a sketch
and mention the diMerences. We .rst .nd a local solution G0 of DsG=0 in BJ(x) satisfying G0(x)= v
by solving a boundary value problem (see Proposition 4.1 in [17]). Next; we extend G0 to a section
of s∗TX L; multiplying by a cutoM function with support in a neighbourhood of Br(x)\B6(x). We
average G0 over " and get a section G∈&0(s∗TX L)". We can now .nd Y ∈TII!;S1 satisfying (i)
(because of "-equivariance we need to use Theorem 21; as was done in the proof of Theorem 23).
Y can be taken ful.lling also property (iii); just as in [18] but taking into account "-equivariance.
5. De"nition of the invariants
5.1. Pseudo-cycles
Here we slightly generalise the theory of pseudo-cycles explained in Section 7.1 in [18] to include
certain in.nite dimensional manifolds. All .nite dimensional manifolds are assumed to be K-compact
(countable union of compact sets).
Let Y be a diMerentiable manifold (not necessarily of .nite dimension). We say that Y admits
pseudo-cycles if it satis.es the following property: for any (k − 2)-dimensional smooth manifold N
with a smooth map g :N → Y there is an open neighbourhood U of g(N ) such that Hl(U ) = 0 for
any l¿k − 2.
From now on Y denotes a diMerentiable manifold admitting pseudo-cycles. Let M be an oriented
k-dimensional manifold, and let f :M → Y be a smooth map whose image is relatively compact.
De.ne the boundary &f of f(M) to be
&f =
⋂
K⊂M
f(M\K);
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where the intersection runs over all the compact subsets K of M . The set &f ⊂ Y coincides with the
set of all points in Y which are limit of sequences f(mj), where mj has no convergent subsequence
in M . Note that &f ⊂ Y is a compact subset.
We say that f :M → Y is a k-dimensional pseudo-cycle if f(M) ⊂ Y is relatively compact and
there exists a manifold N of dimension k − 2 together with a smooth map g :N → Y such that
&f ⊂ g(N ).
Two k-dimensional pseudo-cycles f :M → Y and f′ :M ′ → Y are said to be bordant if there
exists an oriented cobordism V between M and M ′, a smooth map h :V → Y extending f and
f′ whose image h(V ) ⊂ Y is relatively compact, a manifold W of dimension k − 1 and a map
i :W → Y so that &h ⊂ i(W ).
In the next lemma we denote by int the integration of compactly supported cohomology classes,
see (7).
Lemma 30. (1) Any k-dimensional pseudo-pseudo-cycle f :M → Y induces a map :f :Hk(Y ) →
Hkc (M) in such a way that (i) if f
′ :M ′ → Y is another k-dimensional pseudo-cycle bordant to f;
then intM ◦:f = intM ′ ◦:f′ as maps from Hk(Y ) to Z; (ii) if M is a compact manifold; then :f
is the composition of f∗ with the isomorphism H ∗(M) 
 H ∗c (M).
(2) Suppose that Y ′ also admits pseudo-cycles and let p :Y → Y ′ be a smooth map. Then
p ◦ f :M → Y is a pseudo-cycle and :f ◦ p∗ =:p◦f :Hk(Y ) to Hkc (M).
(3) Suppose that f :M → Y and g :M → Y ′ are pseudo-cycles, and that there are maps u :
Y → Z and u′ :Y ′ → Z , where Z is a topological space, satisfying u ◦ f = u′ ◦ g. Then :f ◦ u∗0 =
:g ◦ u∗1 :Hk(Z)→ Hkc (M):
Proof. To prove (1); let N be a (k − 2)-dimensional manifold and g :N → Y satisfy &f ⊂ g(N ).
Since Y admits pseudo-cycles; there is a neighbourhood U of g(N ) satisfying Hk−1(U )=Hk(U )=0;
so that there is an isomorphism i :Hk(Z) 
 Hk(Z; U ). By the de.nition of &f; there exists a compact
subset K ⊂ M so that f(M\K) ⊂ U . Hence; f induces a map f∗ :Hk(Z; U ) → Hk(M;M\K). We
then de.ne :f to be the composition of f∗ ◦ i with the natural map Hk(M;M\K)→ Hkc (M). Since
any compact subset K ′ ⊂ M is contained in a compact subset K ⊂ M satisfying f(M\K) ⊂ U; it
follows that :f is well de.ned. (i) follows from the same principle. (ii) follows from the de.nitions.
To prove (2) observe that since f(M) is relatively compact; so is p ◦ f(M); and we also have
p(&f) ⊂ &p◦f. Finally; (3) is straightforward.
Lemma 31. For any 6nite subset K ⊂ ; B∗K admits pseudo-cycles.
Proof. We .rst prove that any .nite (say; l) dimensional manifold Z admits pseudo-cycles. Let N
be a (k − 2)-dimensional manifold (with k − 2¡l) and let g :N → Z be a smooth map; take a
CW decomposition of Z and let Zk−2 be the corresponding (k − 2)-skeleton. By Sard’s theorem; the
image g(N ) does not cover any of the cells of dimension ¿k − 2. It follows easily that there is an
homotopy h :Z → Z such that: (i) h(g(N )) ⊂ Zk−2 and (ii) there exists a neighbourhood V of Zk
satisfying Hl(V ) = 0 for l¿k − 2 and such that h|h−1V is also an homotopy equivalence (roughly
speaking; chose a centre in each of the cells of dimension ¿k − 2 which does not belong to g(N );
and push away g(N ) in the radial directions). Then U = h−1V will do.
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In view of the preceeding result, to prove that B∗K admits pseudo-cycles it suEces to prove that
B∗K .bres over a .nite dimensional manifold with contractible .bres. Observe that A=G is the total
space of a vector bundle over the Jacobian H 1(;R)=H 1() =Af=G ⊂ A=G, which is a .nite
dimensional manifold (here Af denotes the set of connections whose curvature is proportional to a
.xed 2-form representing −2 i deg(E)). Now, since the projection p :B∗K →A=G is a .bration, it
turns out that there is a retraction BK → p−1(Af=G) with contractible .bres, and we are done.
Remark 32. The Borel construction XS1 also admits pseudo-cycles.
5.2. The map pK;6 is a pseudo-cycle
Fix some *; c satisfying deg * = degE and c ∈ C = C(E), and let K ⊂  be a YMHc(*)-dense
subset satisfying the property in Corollary 17. We want to prove that for generic 6 and I the map
p:=pK;6 :M6; I :=M6; I (*)→ B∗K
de.ned in (11) is a pseudo-cycle. Let us recall how p is de.ned. Identifying SK with
∏
k∈K Fk ,
we de.ne a map
p˜ :M˜6; I →A×SK
by setting p˜(A; ) = (A; {(k) | k ∈K}). Since K is YMHc(*)-dense, the image of p˜ is contained
in A × S∗K . Finally, since p˜ is G-equivariant, it descends to the quotient, thus giving the map
p :M6; I → B∗K .
5.2.1. Moduli of 6-THBCs
Let (b; A; b) be a 6-THBC. A subset {xk ∈b | k ∈K} is called a K-marking if for any k ∈K
we have m(xk) = k, where m :b →  denotes the contraction of the bubbles. Let now
N˜6; I (*) =

(b; A; b; {xk})
∣∣∣∣∣∣
(b; A; b) is a stable 6-THBC;
{xk} is a K-marking;
(m∗E; b)∗[b] = *:

 :
We de.ne a map q˜ :N˜6; I →A×SK by setting
q˜((b; A; b); {xk | k ∈K}) = (A; {(xk) | k ∈K}):
It follows from Corollary 17 that the image of q˜ is contained in A×S∗K .
We say that two K-marked 6-THBCs (bi ; Ai; 
b
i ; {xik}), i = 0; 1, are equivalent if there is a
gauge transformation g :E → E so that g∗A1 = A0, for any k ∈K we have g(b0(x0k)) = b1(x1k),
and g(b0(
b
0)) = 
b
1(
b
1) as subsets of F (here g denotes also the induced isomorphism g :F → F).
We denote the equivalence class of (b; A; b; {xk}) by [b; A; b; {xk}]. Let N6; I (*) be the set of
equivalence classes of elements in N˜6; I (*). We claim that the map q˜ descends to give a map
q :N6; I (*)→ B∗K :
To see this, observe that the quotient map N˜6; I (*) → N6; I (*) factors through the set N˜′6; I (*)
obtained by identifying two elements (bi ; Ai; 
b
i ; {xik}) (i = 0; 1) in N˜6; I (*) whenever A0 = A1,
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b0(x
0
k) = 
b
1(x
1
k) for any k ∈K , and b0(b0) = b1(b1) as subsets of F . Clearly q˜ de.nes a map
N˜
′
6; I (*)→A×S∗K . This map is G-equivariant, so it descends to give the desired map q. Theorem
16 implies that
p(M6; I) ⊂ B∗K is relatively compact and &p ⊂ q(N6; I (*)): (16)
5.2.2. Moduli of simple 6-THBCs
Fix for any k ∈K an isomorphism (which preserves both the complex and symplectic structures
and is S1-equivariant)  k :Fk → X , and let  :=
∐
 k :
∐
Fk → X .
We say that a stable 6-THBC (b; A; b) is simple if for any bubble ′ ⊂ b the composition
 ◦ b|′ :′ → X is a simple map, i.e., it is not multicovered.
Now we de.ne
N∗6; I;K =

[b; A; b; {xk}]∈
⋃
*′∈HS12 (X )
N6; I (*′)
∣∣∣∣ (b; A; b) is simplem|m−1(\K) is injective:

 :
Note that asking the restriction of m at m−1(\K) to be injective is the same as requiring the
singular points of b which belong to  to be contained in K .
For any T= [b; A; b; {xk}]∈N∗6; I;K we de.ne D(T):=(G; *0; i) as follows:
(1) G is a decorated graph whose underlying graph is the incidence graph G of b (see Section
3). Let V (resp. E) be the set of vertices (resp. edges) of G. Let Vbub ⊂ V be the vertices
corresponding to the bubbles, and let Ebub ⊂ E be the edges joining elements in Vbub. Let
Eprin ⊂ E be the edges of the form {0; v}, where 0 is the vertex corresponding to the principal
component, so that E = Ebub ∪ Eprin.
(a) Each vertex of v∈Vbub is decorated by the tuple (Lv; "v; Ev; Bv; fv) so that
 ◦ v ∈M(Lv; "v; Ev; Bv; fv):
(b) Each edge e∈Ebub is decorated by two pairs of spaces {Ze(0); Ze(1)} and {Ye(0); Ye(1)},
where {e(0); e(1)} are the two vertices joined by e, which are de.ned as follows: de-
note by xi ∈e(i) the points at which e(0) and e(1) meet; now, if xi ∈Crit(e(i)) then
Ze(i) = Crit(e(i)) and Ye(i) = Xfe(i)(xi); otherwise, Ze(i) = CP1 and Ye(i) = X . We remark that
by construction we must have Ye(0) ∩ Ye(1) = ∅ for any e∈Ebub.
(c) Each edge e = {0; v}∈Eprin is decorated by a pair of spaces Se ⊂ CP1 and Ye ⊂ X which
are de.ned exactly as above by taking x=0 ∩v and distinguishing the cases x∈Crit(v)
and x ∈ Crit(v).
(2) *0 is the cohomology class (E; 0)∗[0]∈HS12 (X ).
(3) i is a map from Vbub to K de.ned as in Section 3, namely, i(v) = m(x) for any v∈Vbub and
x∈v.
For any triple D = (G; *0; i) we de.ne N∗6; I;K(D) = {T∈N∗6; I;K |D(T) = D}.
We call D(T) the framing of T. We de.ne the top framing Dtop to be the framing D(T)
of a 6-THC T (so Dtop = (G0; *; i), where G0 is the graph consisting of a unique vertex—the
one corresponding to the principal component—and i is trivial). We will see later that, for generic
choices of 6 and I , N∗6; I;K =
⋃
DN
∗
6; I;K(D) gives a strati.cation of N
∗
6; I;K by (.nite unions of)
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smooth manifolds. The stratum corresponding to Dtop is the top dimensional one, and by de.nition
is equal to M6; I (*).
De"nition 33. Let I :X → XS1 → BS1 denote the inclusion of a .bre in the Borel construction. We
say that D = (G; *0; i) is *-admissible if G is connected and〈
cS
1
1 (TX ); *0 +
∑
v∈Vbub(G)
I∗Bv
〉
6 〈cS11 (TX ); *〉:
Now, for any [(b; A; b); {xk}]∈N6; I (*) there is some T∈N∗6; I;K(D), where D is *-admissible,
such that q(T) = q([(b; A; b); {xk}]). To get T, remove from b all bubbles whose image by m
lies away from K , and replace any multicovered bubble by its underlying simple curve. To prove
that the resulting 6 has *-admissible frame one needs to use the second of our hypothesis on X (see
Section 1.4).
In view of this fact and (16) we have
&p ⊂
⋃
D*-admissible
D =Dtop
q(N∗6; I;K(D)): (17)
5.2.3. Bounding the dimension of N∗6; I;K(D)
Fix some D= (G; *0; i). For any equivalence relation R ⊂ Vbub × Vbub (we use the same notation
as in the preceeding subsection) we de.ne N∗6; I;K(D; R) to be the set of [(b; A; b); {xk}]∈N∗6; I;K
satisfying:
for any v; v′ ∈Vbub;  (v(CP1)) =  (v′(CP1)) ⇔ (v; v′)∈R:
Theorem 34. Let Q=Pc×I!;S1 . There is a subset Qreg(D; R) ⊂ Q of the second category of Baire
such that for any (6; I)∈Qreg(D; R) the set N∗6; I;K(D; R) carries a natural structure of diMerentiable
manifold. Furthermore; if D = Dtop then R is trivial and we have dimN∗6; I;K(Dtop; R) = d(*) =
〈cS11 (TX ); *〉+ 2(n− 1)(1− g); and if D =Dtop then dimN∗6; I;K(D; R)6 d(*)− 2: Finally; the map
q :N∗6; I;K(D; R)→ B∗K is smooth.
Proof. We assume that D =Dtop (the case D=Dtop is proved in Theorem 12). We also assume for
simplicity that R is trivial; i.e.; (u; v)∈R if and only if u= v (the general case can be proved using
the same ideas).
De.ne UI to be the set of tuples (I; 6; A; 0; {v}) where I ∈I!;S1 , 6∈Pc,
(A; 0)∈ M˜6(*); {v}∈
∏
v∈Vbub
MI (Lv; "v; Ev; Bv; fv)}
and v(CP1) =v′(CP1) whenever v = v′. De.ne also
XI =UI ×
∏
k∈K
(i−1(k)× CP1)×
∏
e∈Eprin
Ze ×
∏
e∈Ebub
(Ze(0) × Ze(1))
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and
Y =
∏
e∈Eprin
(X × Ye)×
∏
e∈Ebub
(Ye(0) × Ye(1)):
Y is a .nite dimensional manifold, and XI carries a natural structure of Banach manifold (the latest
claim follows from combining the ideas in the proofs of Theorems 12 and 23). Now let e :XI → Y
be the map which sends
x = (I; 6; A; 0; {v}; {(vk ; Hxk)}i−1(k) =∅; {ze}e∈Eprin ; {(ze(0); ze(1))}e∈Ebub)
to
e(x) = ({( (0(i(v))); v(ze))}e={0; v}∈Eprin ; {(e(0)(ze(0)); e(1)(ze(1)))}e∈Ebub):
Denote by RX ⊂ X × X and de.ne
D=
∏
e∈Eprin
(X × Ye) ∩ RX ×
∏
e∈Ebub
(Ye(0) × Ye(1)) ∩ RX :
One can prove that e is a submersion of Banach manifolds. following the same ideas as in Proposition
6.3.3 in [18], but using our Lemma 29 instead of Lemma 6.1.2 of [18] (one also needs a version
of Lemma 29 for solutions to Eqs. (10), which can be proved following the same ideas as in the
lemma).
The gauge group G acts diagonally both on XI and Y. The action of g∈G sends the element
(I; 6; A; 0; {v}; {(vk ; Hxk)}; {ze}; {(ze(0); ze(1))}) of XI to
(I; 6; g∗A; g−10; {g−1(i(v))v}; {(vk ; Hxk)}; {ze}; {(ze(0); ze(1))});
where we are using here the action of S1 on {MI (Lv; "v; Ev; Bv; fv)} obtained by the action of S1
on X . Then we de.ne an action on X 2 | E | =
∏
e∈E(X × X ) by identifying (using  ) the copy
(X × X )e with (Fi(e) × Fi(e)) ⊂ F × F and restricting the diagonal action of G on F × F (here
use the obvious analogue of the map i :Vbub → K as a map i :E → K). Now, Y ⊂ X 2 | E | is
G-invariant, so this de.nes an action on Y by restriction. It is then straightforward to check that e
is G-equivariant. Finally, D ⊂ Y is G-invariant, so Z:=e−1(D) carries an action of G. This action
is free.
For any v∈Vbub we de.ne Gv to be the centralizer of Ev("v) ⊂ Aut(CP1). Clearly, Gv=PSL(2;C)
when "v =1 and Gv =C× when " =1. Now G=
∏
v∈Vbub Gv acts on XI as follows: {gv}∈G maps
(I; 6; A; 0; {v}; {(vk ; Hxk)}; {ze}; {(ze(0); ze(1))}) to
(I; 6; A; 0; {v ◦ g−1v }; {(vk ; Hxk)}; {g(ze)}; {(g(ze(0)); g(ze(1)))}):
With this de.nition Z is G-invariant. The action of G on Z commutes with the action of G, and
the resulting action of G× G on Z is free.
We now explain how to assign to any
(I; 6; A; 0; {v}; {(vk ; Hxk)}; {ze}; {(ze(0); ze(1))})∈Z
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a tuple ((b; A; b); {xk}) whose equivalence class lies inN∗6; I;K . First we construct the bubble curve
b as the quotient b = ( unionsq Vbub × CP1)= ∼; where
• k ∼ (v; ze) for any e = (0; v)∈Eprin such that i(e) = k ∈K ⊂ ,
• (e(0); ze(0)) ∼ (e(1); ze(1)) for any e∈Ebub.
By construction the section 0 and the maps {v} glue together to give a map b :b → F . Finally,
we take as marked points {xk} ⊂ b the points given by the collection {(vk ; Hxk)}. It is straightforward
to check that this construction is compatible with the action of G×G on Z, in such a way that if
we denote by p :Z→ Q the projection then we get a bijection for any (6; I)∈Q
p−1(6; I)=(G× G) →N∗6; I;K :
Reasoning as in Theorems 12 and 23 we deduce that there is a subset Qreg(D; R) ⊂ Q of second
category of Baire such that for any (6; I)∈Qreg(D; R) the preimage p−1(6; I)=(G × G) =N∗6; I;K is
a smooth manifold. Its dimension can be computed as
dimN∗6; I;K =dimM6; I (*0) +
∑
v∈Vbub
(dimM(v)− dimGv)− codim(D ⊂ Y)
+2|{k ∈K | i−1(k) = ∅}|+
∑
e∈Eprin
dim Ze +
∑
e∈Ebub
(dim Ze(0) + dim Ze(1));
where M(v) =MI (Lv; "v; Ev; Bv; fv). The last three summands account, respectively, for the choices
of {(vk ; Hxk)}i−1(k) =∅, {ze}e∈Eprin and {ze(0); ze(1)}e∈Ebub . On the other hand, since the curve b is nodal,
we have |{k ∈K | i−1(k) = ∅}|= |Eprin|.
Lemma 35. The following inequality holds:
codim(D ⊂ Y)−
∑
e∈Eprin
dim Ze −
∑
e∈Ebub
(dim Ze(0) + dim Ze(1))
¿ (2n− 2)|Eprin|+ (2n− 4)|Ebub| − 2A;
where A= |{e∈Ebub |Ye(0) ∪ Ye(1) =X }|.
Proof. De.ne for any e∈Eprin De = (X × Ye) ∩ RX and Ye = X × Ye; and for any e∈Ebub De =
Ye(0) × Ye(1)) ∩ RX and Ye = Ye(0) × Ye(1). Then we clearly have
codim(D ⊂ Y) =
∑
e∈Eprin∪Ebub
codim(De ⊂ Ye):
To bound these codimensions we begin by observing that for any e∈Eprin
codim(De ⊂ Ye)− dim Ze¿ 2n− 2:
Now let e∈Ebub. Each Ye(i); i = 0; 1; is either a copy of X or a connected component Xj of the
.xed point set (and in the latter case we have dim Ze(i) = 0). Furthermore; we have Ye(0) ∩ Ye(1) = ∅.
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Finally; recall that by hypothesis dim Xj¿ 2n − 6 for every j (see Section 1.4). Let De = (Ye(0) ×
Ye(1)) ∩ RX . Then we have
codim(De ⊂ Ye(0) × Ye(1))− dim Ze(0) − dim Ze(1)¿
{
2n− 4 if Ye(0) ∪ Ye(1) = X;
2n− 6 if Ye(0) ∪ Ye(1) = Xj;
On the other hand Theorem 12 gives
dimM6; I (*0) = 2〈cS11 (X ); *0〉+ 2(n− 1)(1− g)
and Lemmas 28 and 25 imply that
dimM(v)− dimGv6
{
2n+ 2〈c1(X ); Bv〉 − 6 if Lv = 1;
dim Xj + 2〈c1(Xj); Bv〉 − 6 if Lv = S1:
Putting everything together and using the fact that D is *-admissible and monotonicity of X we
have
dimN∗6; I;K6 2〈cS
1
1 (X ); *0〉+ 2
∑
v∈Vbub
〈c1(X ); Bv〉+ 2(n− 1)(1− g)
+ (2n− 6) |Vbub| − (2n− 4)(|Ebub|+ |Eprin|) + 2A
6 d(*) + (2n− 6)|Vbub| − (2n− 4)(|Ebub|+ |Eprin|) + 2A:
Since G is connected, |E(G) | ¿ |V (G)| −1, which implies |Ebub|+|Eprin|¿ |Vbub|. Finally, A6 |Eprin|
¡ |Ebub|+ |Eprin|, and we have
(2n− 6)|Vbub| − (2n− 4)(|Ebub|+ |Eprin|) + 2A6− 2
which proves the desired inequality.
The fact that q is smooth follows from the de.nitions.
5.3. Proof of Theorem 10
We have already proved almost everything. Let
Qreg =
⋂
D;R
Qreg(D; R)
and take any (6; I)∈Qreg. Statement (i) of the Theorem is given in Theorem 12 (or, more precisely,
in Theorem 34). (ii) follows from (16), (17), Theorem 34 and Lemma 30. To compare the invariants
obtained from two pairs (6; I) and (6′; I ′), use a cobordism similar to the one given by Theorem 12
(but allowing for changes of complex structure as well) to deduce that the pseudo-cycles
p :M6; I (*)→ B∗K and p :M6′ ; I ′(*)→ B∗K
are cobordant, and hence de.ne the same invariants (one needs to carry out a computation exactly
like that in Theorem 34 to prove that the pseudo-cycles are indeed cobordant).
550 I. Mundet i Riera / Topology 42 (2003) 525–553
The only thing we need to prove is that the invariants are independent of the YMHc(*)-dense
subset K ⊂ . Take some .nite subset K ′ ⊂  containing K . De.ne BK = (A ×SK)=G and BK ′
similarly. Since K ⊂ K ′ we have a restriction map j :BK ′ → BK and there is an inclusion
j−1(B∗K) ⊂ B∗K ′
(which is not equality in general). Now we have a diagram
the left-hand side triangle is obviously commutative and the right-hand side triangle is commutative
thanks to Remark 4. The fact that K and K ′ de.ne the same map H ∗S1(X )→ Z is now a consequence
of (2) in Lemma 30.
6. An example
Let X be the round sphere with the action of S1 given by rotations with a .xed axis. This action is
Hamiltonian, and we normalize the symplectic form so that we can chose a moment map  :X → iR
whose image is i[− 1; 1]. We take on X any S1-equivariant complex structure which is compatible
with the symplectic form. By Riemann’s uniformisation theorem there is a biholomorphism X 
 CP1.
The Borel construction of X is P(( ⊕ C) → BS1, where ( → BS1 is the line bundle associated
to the universal bundle ES1 → BS1. So, by Leray–Hirsch theorem, the equivariant cohomology of
X is
H ∗S1(X ) = Z[t; u]=〈t2 + tu〉:
Both t and u have degree 2 so, according to Example 1, they are the equivariant .rst Chern classes
of two S1 equivariant bundles (t; (u → X . One checks easily that (t is the pullback of ( and
(u is the tautological bundle over P(( ⊕ C). On the other hand we have HS12 (X ) 
 Z2 and,
choosing the isomorphism appropriately, the map which assigns to any pair (E → ; ∈"(E×S1 X ))
*(E; ):=(E; )∗[] can be described as follows. Let L=E×S1 C. Then E×S1 X =P(L⊕C), and
we have *(E; ) = (d; b)∈Z2, where d= deg L, b= deg∗O(−1) and O(−1)→ P(L⊕ C) denotes
the tautological line bundle.
Let us de.ne H˜ to be the set of pairs (L; ), where L→  is a holomorphic line bundle and
 is a holomorphic section of P(L⊕ C). De.ne also, for any L→ ,
P(L⊕ C)f = {[x : y]∈P(L⊕ C) | [x : y] = [1 : 0] or [x : y] = [0 : 1]}:
Fix some * = (d; b)∈HS12 (X ) and set
H(d; b) = {(L; )∈ H˜ | degL= d; deg∗O(−1) = b; () ⊂ P(L⊕ C)f}= ∼;
where the equivalence relation ∼ identi.es (L; ) with (L′; ′) whenever there is a holomorphic
isomorphism f :L → L′ such that f∗′ = . It turns out that H(d; b) carries a natural structure
I. Mundet i Riera / Topology 42 (2003) 525–553 551
of complex manifold which can be identi.ed with:
H(d; b) = {(x; y)∈ Sd−b× S−b|x ∩ y = ∅}; (18)
where Sk denotes the kth symmetric product of . This follows from these observations: .rst, if we
.x two line bundlesL;V→  then the holomorphic sections  of P(L⊕C) such that ∗O(−1)=V
are in one to one correspondence with the set of nowhere vanishing sections 1∈H 0(L⊗V−1⊕V−1)
up to multiplation by elements in C×; second, the action of the group of automorphisms of L
identi.es a section 1= (C; G)∈H 0(L⊗V−1 ⊕V−1) with 1′ = (C; 2G) for any 2∈C×.
Denote by E →  the smooth S1-principal bundle of degree d. The set of critical values is
C(E)={mE;ME}, where mE=−i−2 id and ME= i−2 id. If we take c∈ iR away from the convex
hull of mE and ME then Eqs. (1) have no solution. So let us .x any c = lmE + (1 − l)ME where
l∈ (0; 1).
It follows from Lemma 7 that for any [A; ]∈M(*) we have () ⊂ P(L⊕C)f. Consequently,
if we assign to [A; ] the pair [L; ] in which L is the holomorphic line bundle obtained by
considering on E the operator H@A, we get a well de.ned map
g :M(*)→H(d; b):
We now claim that the map g is a bijection. This is a very particular case of the main theorem
proved in [21], and as explained there it can be viewed as an in.nite dimensional version of the
equality between Geometric Invariant Theory quotients and symplectic quotients. It is, however, not
very diEcult to give a direct proof of the claim by applying for example the continuity method to
the second equation in (1) exactly as in [15] (but in our situation .nding the apriory estimates is
much easier than in [15], since the term () in the equation is uniformly bounded). Still more,
by studying the corresponding deformation problems one can prove that g is a diMeomorphism and
hence that M(*) is diMeomorphic to the right-hand side of (18).
In the rest of our discussion we assume that d− b and −b are ¿ 0 and we write H=H(d; b).
De.ne HH = Sd−b × S−b. For any k¿ 0 we have a line bundle Lk →  × Sk, which is
the pullback from × Pick  of the Poincar;e bundle, and a holomorphic section Kk ∈H 0(Lk) (well
de.ned up to multiplication by scalars). Taking pullbacks we get two line bundles which we denote
(somewhat abusively) by
Ld−b;L−b → × HH:
Let W =Ld−b ⊕L−b. Using the sections Kk we also get a holomorphic section 1 = [Kd−b :K−b]
of P(W). Finally, if we set E=Ld−b ⊗L−1−b then we get a map
H:=(E; 1) : × HH→ XS1 :
Let . =YMHc(d; b). Then, for any .-dense subset K ⊂  we have a commutative diagram
where j is the inclusion, x∈ (see Section 1.4 for the de.nition of x) and pK is de.ned by
using the identi.cation H 
M(*). The diagram is commutative because there is an isomorphism
of bundles p∗KEx 
 j∗H|{x}× HH:
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Since j is a pseudo-cycle (because HH\H has real codimension ¿ 2 in HH), (3) in Lemma 30
implies that in order to compute the Hamiltonian Gromov–Witten invariants one can work on the
compacti.cation HH.
6.1. A nonzero invariant
Let us write Ld−b (resp. L−b) for the restriction of Ld−b (resp. L−b) to {x} × HH, and let
=H|{x}× HH. It is straightforward to verify that
∗(t = Ld−b ⊗ L−1−b and ∗(u = L−b:
Now, if Lk → Sk is the restriction of the Poincar;e bundle Lk → × Sk to a slice {x} ×  then
we have∫
Sk
c1(Lk)k = 1:
This can be proved for example by observing that if Kk denotes the canonical section of Lk then
K−1k (0)∩{x}×={x∈ Sk | x∈ x} 
 Sk−1 (and this is a transverse intersection), and then applying
induction on k.
We deduce from this the value of the following Hamiltonian Gromov–Witten invariant
HS2 ; (b;d); c((t − u)d−bu−b) = 1:
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