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　　　ある直交ベクトル系生成アルゴリズム1）
　　　　　　　　　　　　　　　　　　　　関本年彦
　本論では，新しい直交ベクトル系生成アルゴリズムについて述べる。こ
のアルゴリズムは林武司2）によって提唱されたもので，筆者がそれに若干
の拡張を加えたものである。
　このアルゴリズムの特色はシュミット（Schmidt）の直交化法に比べ，は
るかに簡単なことであり，コンピュータ・プログラム用アルゴリズムとし
て用途が広いと考えられる。
　もともと，このアルゴリズムは正規分布に関する議論の中で見い出され
たものなので，本論においてもはじめに正規分布について概説した後，主
題のアルゴリズムとその応用について述べることにする。
　§1.線形代数的予備考察
　正規分布の考察に際しては，線形代数の枠組みと若干の幾何学的視点の
援用が有効である。そこで，本論で用いる線形代数の概念，記法などを解
説しておく。
　況は実数空間とし，況勺ま7z次元列ベクトル空間を表すことにする。ヱ
が況”の要素であれぼ
－258（23）一
と表せる。別の正規直交基底悩ｈ･‥，zら｝（各z4,の長さが１で, <Ui, Uk>
= 0 (i≠ゐ）であるような基底）に関する座標ｚ＝汪）は
記法を用いれば, x='(:ru･‥，石)である。各jｒ＝(翁)，ｙ＝(ｙ)∈沢Ｎこ対
して，それらの内積x＼y＼十…十jｒふを<x, y>で表す。<x, x>'ﾀﾞ2はベク
トルjｒの長さである。
　ｅパl<i<n)は第ｆ要素が１でほかの要素はすべてＯであるような列ベ
クトルとすると，仏。‥，嶮はづ附の標準基底である。Ｊ＝(Ｊｆ)は点Ｘの
基底仏,…，φに関する座標であると考えると，
を得る。この７｀を仏,…，心から佃ｈ‥･，zら｝への座標変換の行列とい
い，則ま正規直交基底を正規直交基底へ写すから7｀は直交行列，すなわち
7｀-1＝７が成り立つ。
　Ｘを確率変数とするとき，Ｘの期待値をＥ（Ｘ）と記すことにする。Ｘの
分布が密度関数fix)を持つならば
－257（24）－
である。
　Ｘは確率変数ＸＩ,…，Ｘ。を要素とする確率ベクトル，すなわち
とするとき, E(X,)を要素とする7z次元列ベクトル（Ｅ（Ｘ,））をＥ（Ｘ）と
記す。この記法により，/1をmXn行列とすると
が成り立つ。さらに，Ｍを確率変数Ｍａを（i，　k）要素とする確率行列と
するとき，Ｅ（Ｍａ）を（i，　fe）要素とする行列をＥ（Ｍ）と記すことにする。
この記法を用いて，Ｘかｎ次元確率ベクトルであるとき，行列Ｅ（Ｘ’Ｘ）
をＸの共分散行列といい，ｖａr（Ｘ）と記す。y1をmXn行列とすると
　この§では，とくに断わらないかぎり確率ベクトルの次元は7zとし，扱
うベクトルの次元も7zとする。
を正値２次形式3)とするとき，
－256（25）－
のような形式の密度関数を，原点を中心とする正規密度関数という。α＝
（匍を沢″の点ａの座標とするとき, (fCx ―a)を点ａを中心とする正規密
度関数という。
　正規分布は，以下に掲げるような顕著な性質をもっている。なお，以下
ではとくに断わらないかぎり，正規密度関数あるいは正規分布は原点を中
心とするものとする。
（1）正規密度関数の周辺(marginal)密度関数は，また正規密度関数であ
　る。
（2）正規確率ベクトルは，適当な直交変換により要素がたがいに独立であ
　るような正規確率ベクトルに変換される。
（3）Ｘが正規（（2.2）を密度関数にもつ正規確率ベタトル）であるとき，
　貳ヱ）に現われるＱはＸの共分散行列訂の逆行列であり，γはγ2＝
　（2π）”det（訂）で定められる。
（4）確率変数Ｘ,Ｙの同時分布が正規（Ｘ,Ｙを要素にもつ２次元確率ベク
　トルの分布が２次元正規密度関数をもつ）ならば，Ｘ,Ｙが独立であるこ
　ととＣｏｖ（Ｘ，Ｙ）＝Oとは同値である。
（5）Ｘが正規であるとき, X,,…,Ｘ。-1が与えられたときのＸ。の条件付期
　待値はXI,…，Ｘ。1の１次結合である：Ｅ（Ｅｊ ｘ１,…，Ｘ。i)=aiX汗…十
　a^-,X^^,.
2. 2.数学的考察
　正規密度関数(2. 2)の周辺密度関数
の正規性については，
　　　　　　　　　　　　　　　－255（26）－
を得るから，φ(jｒ1,…，心。)は正規密度関数である。
　定理２．１　正規確率ベタトルＸは，行列式が正の適当な直交行列Ｃに
よって，各要素Z,がたがいに独立な正規分布をする確率変数となるような
確率ベクトルＺ＝ＣＸに変換できる。
　証明　Ｘの密度関数が(2. 2)で与えられたとすると，Ｑは対称行列で
あるからそれを対角化するdet(Ｃ)＝1であるような直交行列Ｃが存在す
る。z= Cxとすれば, q(x)='xQx='zCQ'Czであり，これがｚの２次形式
　　　　　　　　　　　　－254(27)－
としても正値であることは正値の定義から明らかである。 CQ'C は対角行
列であるからその対角要素をjl,…,砥とすると9(jｒ)＝Σｄぞ(ｚ＝(ｚ,))
であり，Ｚの密度関数は
となるから，各Z;(l<z<n)はだかいに独立である。
　証明　Z，Ｃは前定理の通りとすると，ｖａr(Z)＝Ｃ訂ではｖａr(Z,)＝岬
を対角要素とする対角行列である。　したがって，Ｚの密度関数は
が成り立つ。これらから，γ2＝(2π)”det(ＣＭ'Ｃ)＝(2π)”det(訂)とＱ-1＝
訂が得られる。　　　　　　　　　　　　　　　　　　　　　　　　□
　正値対角行列の対角要素はすべて正であることに注意すれば，Ｑが対角
行列であることと訂が対角行列であることとは同値であることがわかる。
したがって，つぎの系を得る。
　系　Ｘ，Ｙの同時分布が正規であるならば，Cov(Ｘ，Ｙ)＝OはＸとＹが
独立であることの必要十分条件である。
　定理２．３　Ｘが正規であるとき，X1,…,Ｘ。1が与えられたときのＸ。の
　　　　　　　　　　　　　　－253(28)－
条件付期待値はX1,…，Ｘ。1の１次結合である。すなわち，
(2. 8)　　　E(X, ｘl,…，Ｘ。-1）＝αIXI十…十αい1X。_1
が成り立つ。さらに，Ｘの密度関数が(2. 2)であるとして，条件付分散
は弘一1である。
　証明　Xi ―Xu…，Ｘ。1＝石-1が与えられたときのＸ。の条件付密度関数
はＸの密度関数（2.2）をX1,…，Ｘ。_1の周辺密度関数(2. 6)で割った
ものであるから, (2. 5), (2. 6)から
であり，これから(2. 8)を得る。また, (2. 9)から，条件付分散が
弘一1であることが明らかである。　　　　　　　　　　　　　　　　　　□
である。　したがって，
　§３．２次元正規分布
　この§では，前§に述べたベクトル記法にはとらわれずに議論を進める。
一方，前§と同様に，とくに断わらないかぎり正規分布は原点を中心とす
るものとする。
　Ｘ，Ｙの同時分布が正規分布であり，ｖａr(Ｘ)＝ら2,ｖａr(Ｙ)＝（已，Ｃｏｖ
(Ｘ,Ｙ)＝ρびエ（ｙｙとすると，共分散行列訂は
－252（29）－
－251（30）－
である。
　Ｘ＝Ｊが与えられたときのＹの条件付密度関数は. X, Yの同時密度関数
(3. 4)をＸの周辺密度関数(3. 7)で割ったものあるから
したがって，Ｘ，Ｙの同時密度関数は
と書けるから，Ｘの周辺密度関数fXx)は，
　§4.直交基底生成アルゴリズム
4. 1.直交基底生成アルゴリズム
　が三沢”を単位ベクトル，／を単位行列とする。行列F=v'vが表す線形
写像は射影(すなわち，戸＝Ｆ)であるから，Ｇ＝／一万とおくとＧが表す
線形写像も射影で，沢つよＦ(沢つとＧ(沢つの直和となる。(ただし，
Ｆ(沢つとＧ(沢つはそれぞれＦおよびＧが表す線形写像にょる沢’の像で
ある。)すなわち, m'-=F(diつｅＧ(沢つが成り立ち，とくにＦ(沢つはtﾉ
にょって生成される１次元部分空間である。さらに／Ｆ＝Ｆであるから，
ＪＥＦ(沢つ，ｙＥＧ(沢つ　に対して＜ヱ,ｙ＞＝＜Ｆｘ，　Ｇｙ＞＝＜エ，　ＦＧｙ＞
＝＜jｒ,0＞＝Oが成り立ち，Ｆ(沢つとＧ(沢つは直交することがわかる。
すなわち，瓦Ｇは正射影系をなす。以上から，つぎの定理を得る。
　定理４．１　ｚﾉを単位ベクトルとすると，行列Ｇ＝ﾉｰぬﾉが表す線形写像
はtﾉを法線ベクトルとする超平面佃－1次元部分空間)への正射影であ
る。
　アルゴリズム(法線ベクトルむをもつ超平面上の直交基底)以下では，
v=(x,)はかならずしも単位ベクトルである必要はなく，０ペクトルでな
い任意の7z次元列ベクトルとし，zﾉを法線ベクトルにもつ超平面上の直交
基底{Vu Vz,…,硲-1}を作ることにする。はじめに，各社l<i<n)につい
て，jｒ,＝Oのときはtﾉ，としてｇ,を採る。残りのi=ii,---, ipについては
ヱ,≠Oと仮定するが，/)＝1の場合は，すでにすべてのVx, Vz,…, t'n-lが求
められたことになる。P>1の場合は，簡単のために凪…,ら}＝{1,…,糾
と仮定すれば，各k(l<k<p-l')に対して
－250（31）－
－249（32）－
よりＺの各要素Z.(l<i<n)はだかいに独立な平均Ｏ分散１の正規分布を
する。
　一方，ｙはＪを法線ベクトルとする超平面上への正射影であったから，
－248（33）－
である。
　あとがき
　本論の執筆にあたり，東京大学農学部　高野泰氏から有益なご助言を得
た。お礼申し上げる。
であるから，
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