Spike-frequency adaptation is a prominent feature of neural dynamics. Among other mechanisms, various ionic currents modulating spike generation cause this type of neural adaptation. Prominent examples are voltage-gated potassium currents (M-type currents), the interplay of calcium currents and intracellular calcium dynamics with calcium-gated potassium channels (AHP-type currents), and the slow recovery from inactivation of the fast sodium current. While recent modeling studies have focused on the effects of specific adaptation currents, we derive a universal model for the firing-frequency dynamics of an adapting neuron that is independent of the specific adaptation process and spike generator. The model is completely defined by the neuron's onset f -I curve, the steadystate f -I curve, and the time constant of adaptation. For a specific neuron, these parameters can be easily determined from electrophysiological measurements without any pharmacological manipulations. At the same time, the simplicity of the model allows one to analyze mathematically how adaptation influences signal processing on the single-neuron level. In particular, we elucidate the specific nature of high-pass filter properties caused by spike-frequency adaptation. The model is limited to firing frequencies higher than the reciprocal adaptation time constant and to moderate fluctuations of the adaptation and the input current. As an extension of the model, we introduce a framework for combining an arbitrary spike generator with a generalized adaptation current.
Introduction
Spike-frequency adaptation is a widespread neurobiological phenomenon, exhibited by almost any type of neuron that generates action potentials. It occurs in vertebrates as well as in invertebrates, in peripheral as well as in central neurons, and it may play an important role in neural information processing. Within the large variety of mechanisms responsible for spike-frequency adaptation, ionic currents that influence spike generation are of particular importance. Three main types of such adaptation currents are known: M-type currents, which are caused by voltage-dependent, highthreshold potassium channels (Brown & Adams, 1980) ; AHP-type currents, mediated by calcium-dependent potassium channels (Madison & Nicoll, 1984) ; and slow recovery from inactivation of the fast sodium channel (Fleidervish, Friedman, & Gutnick, 1996) .
Recent computer simulations and analytical studies have focused on specific adaptation mechanisms (Cartling, 1996; Wang, 1998; Ermentrout, 1998; Ermentrout, Pascal, & Gutkin, 2001) . To complement these approaches, we investigate a large group of potential cellular mechanisms. Our goal is to derive a single universal model that is independent of the biophysical processes underlying adaptation.
Such a framework has various advantages from both an experimental and a theoretical point of view. For example, it is often desirable to quantify spike-frequency adaptation without performing pharmacological manipulations to characterize specific adaptation currents (Benda, Bethge, Hennig, Pawelzik, & Herz, 2001) . This is particularly true if these currents have not yet been identified in detail. Furthermore, a low-dimensional phenomenological model is well suited for systematic network simulations and may thus help to elucidate the functional role of cellular adaptation on the systems level.
The phenomenon of spike-frequency adaptation is illustrated in Figure 1 . Let us assume that the investigated neuron is in a fully unadapted state. The initial response to a step-like stimulus reflects the properties of the nonadapted cell, which are determined by the fast processes of the spike generator only. The resulting behavior is covered by the neuron's onset f -I curve f 0 (I), which describes the initial firing frequency f 0 as a function of the stimulus intensity I. Due to adaptation, the firing frequency f decays to some steady-state value f ∞ . The neuron may even stop spiking after a while. Measuring f ∞ for different inputs I results in the steady-state f -I curve f ∞ (I). Electrophysiological recordings show that the decay of the firing frequency is often approximately exponential and characterized by some effective adaptation time constant τ eff , which may range from tens of milliseconds (Madison & Nicoll, 1984; Stocker, Krause, & Pedarzini, 1999) to several seconds (Edman, Gastrelius, & Grampp, 1987; Sah & Clements, 1999) . The model we are going to derive is completely defined by the onset f -I curve f 0 (I), the steady-state f -I curve f ∞ (I), and the effective time constant τ eff . These quantities can be easily measured experimentally and thus allow quickly characterizing the adaptation properties of individual neurons.
The article is organized as follows. In section 2, we extract generic properties of three prototypical adaptation mechanisms. This allows us to derive a universal phenomenological model in section 3. In section 4, we investigate how the parameters of the model are related to the neuron's f -I curves and how the adaptation time constant can be estimated experimentally. Based on the model, we analyze the effect of adaptation on the neuron's f -I curves and quantify signal transmission properties arising from adaptation in section 5. Section 6 extends our results and shows how the adaptation model can be combined with models of spike generation. We discuss the model in section 7. A list of commonly used symbols is given in the appendix.
To illustrate our results we use a modified Traub-Miles model (Ermentrout, 1998) as well as the Crook model (Crook, Ermentrout, & Bower, 1998) . We add either an M-type current or an mAHP current to simulate spikefrequency adaptation. The dynamical equations and parameter values are also summarized in the appendix.
General Characteristics of Adaptation Currents
In this section, we examine three basic types of ionic currents causing spike-frequency adaptation: M-type currents, mAHP-type currents, and sodium currents with slow recovery from inhibition. Our goal is to show that these different mechanisms can be described by an effective adaptation current I A :
As in the following, the time dependence of dynamical variables has been omitted for simplicity.ḡ a is the current's maximum conductance and E A is its reversal potential. The dynamics (2.1b) of the adaptation gating variable a is a simple relaxation toward a voltage-dependent steady-state variable a ∞ (V) with a time constant τ a (V) that could depend on the membrane potential V. m and h are possible additional voltage gated variables raised to the integer power p and q, respectively. Both variables, if present, have to be much faster than the adaptation variable a. The constant c is a proportionality factor for a. In essence, equations (2.1) are the well-known equations for a voltage gated current as introduced by Hodgkin and Huxley (1952) .
M-Type
Currents. M-type currents are slow voltage-dependent potassium currents (Brown & Adams, 1980) . Their dynamics is captured by 2b) whereḡ M denotes the maximum conductance and E M the reversal potential. The steady-state variable a ∞ (V) is a sigmoidal function of the membrane potential V with values between zero and one. M-type currents are mainly activated during a spike (see Figures 2 and 3 ). Between spikes, they deactivate slowly as determined by their time constant τ a (V). Activation of M-type currents causes spike-frequency adaptation, since as potassium currents they decrease the sensitivity of the spike generator to input currents. Equations (2.2) are a simple realization of the general description (2.1), with a being the only gating variable and c = 1.
mAHP
Currents. An important adaptation mechanism arises from medium afterhyperpolarization (mAHP) currents, which are calciumdependent potassium currents (Madison & Nicoll, 1984) . Three processes are involved in this type of adaptation. First, there are different voltage-gated calcium channels (N, P, Q, L and T type) that are rapidly activated by depolarizations (about 1 millisecond; Jaffe et al., 1994) . Recent calcium imaging studies show that the total calcium influx per spike is approximately constant (Schiller, Helmchen, & Sakmann, 1995; Helmchen, Imoto, & Sakmann, 1996) . Calcium-induced calcium release may also contribute to spike-triggered calcium transients (Sandler & Barbara, 1999) . All of these processes are very fast. They can be viewed as part of the spike generator and do not lead to adaptation. In the context of adaptation, the only relevant effect of these currents is that they increase the intracellular calcium concentration.
Second, calcium is removed with a slow time constant τ Ca . This process is the result of buffering, diffusion, and calcium pumps and can be described by
that is, the concentration of intracellular calcium [Ca 2+ ] is increased proportionally to the calcium influx I Ca (Traub, Wong, Miles, & Michelson, 1991) . The time constant τ Ca of the calcium removal determines the timescale of this type of adaptation. Thus, the calcium dynamics 2.3 is equivalent to the dynamics 2.2b of the gating variable a of an M-type current.
Finally, a potassium current I AHP is activated depending on the intracellular calcium concentration (Brown & Griffith, 1983; Madison & Nicoll, (Crook et al., 1998; Ermentrout, 1998) . Therefore, we can approximate it by
1984):
] where c > 0. With these approximations, an mAHP-type current can be summarized as
Since the calcium currents are fast, the calcium influx I Ca has been approximated by a function directly depending on the membrane potential. The dynamics of mAHP-type currents are thus formally equal to those of an M-type current.
Slow Recovery from Inactivation.
Slow recovery from inactivation of fast sodium channels is caused by an additional inactivation of the sodium current, which is much slower than the Hodgkin-Huxley-type inactivation h. It induces a use-dependent removal of excitable sodium channels and results in spike-frequency adaptation (Fleidervish et al., 1996) . Such currents are gated by an activation variable m and inactivation variable h, and an additional slow inactivation variable s:
The time constant τ m of the activation variable m is shorter than 1 millisecond, and τ h is of the order of a few milliseconds (Hodgkin & Huxley, 1952; Martina & Jonas, 1997) . In contrast, the time constant τ s of the slow inactivation process s ranges from a few 100 ms (Martina & Jonas, 1997; Fleidervish et al., 1996) to more than 1 second (Edman et al., 1987; French, 1989) . Substituting the term (1 − a) for the slow inactivation gating variable s results in The adaptation current differs from the spike-initiating component in equation (2.7a) by the factor a. Under realistic conditions, a never gets close to its maximum value, which is unity, since very high sustained firing frequencies would be required to do so. Therefore, most of the time, the adaptation current is smaller than the spike-initiating component. Because V always stays below the reversal potential of the sodium current, the driving force V − E Na is negative so that the second component in equation 2.7a is positive as the M-type current.
Universal Phenomenological Model
The previous section showed that three fundamental adaptation mechanisms can be reduced to a single current (2.1a), which is gated by a single variable obeying a first-order differential equation, (2.1b). We now go one step further and derive a phenomenological model for the firing frequency of an adapting neuron, whose parameters are independent of the specific adaptation process. To achieve this goal, we replace the adaptation gating variable a as well as the adaptation current I A by suitable time averages. All the dependencies on the membrane potential can then be replaced by functions depending on the firing frequency f . The resulting universal model for spike-frequency adaptation reads
The adaptation state A generalizes the averaged adaptation gating variable a and decays with an adaptation time constant τ toward the steady-state adaptation strength A ∞ , which depends on the current firing frequency f . The averaged adaptation current A · [1 + γ ( f )] depends linearly on A and may be influenced by f through γ ( f ). The term ( f ) covers a potential dependence of τ on f . The input current I minus the averaged adaptation current is mapped through the neuron's onset f -I curve f 0 (I) to result in the firing frequency f . In the next section, we first motivate equation (3.1a). We then derive the simplified adaptation current and its dynamics (3.1b) from the general adaptation current, equations 2.1.
Spike Generator and Firing Frequency.
Let us first consider a spiking neuron that does not adapt at all (see Figure 3A) . The neuron contains only fast ion channels responsible for spike generation. The membrane potential V at the neuron's spike initiating zone evolves according to
The parameter C is the membrane capacitance. Ionic currents of type i are characterized by a reversal potential E i and a conductance g i , whose dynamics is described by further differential equations (Hodgkin & Huxley, 1952; Johnston & Wu, 1997) . The input current I can be viewed as a dendritic current, a synaptic current, or a current injected through a microelectrode. In general, the membrane equation, 3.2, cannot be solved analytically. However, we do not need to know the exact time course of the membrane potential, because we are interested only in times at which spikes occur. For strong enough input, the neuron fires repetitively with firing frequency f (Hodgkin, 1948) . For constant or slowly varying stimulus I(t), this is captured by the neuron's f -I curve,
the simplest transformation of an input current into spikes. In the following, we use equation 3.3 to indicate that the spike generator transforms the input signal into a sequence of spikes from which a firing frequency f (t) can be computed. We discuss this process and the validity of equation 3.3 in more detail in section 6. The main advantage of using the neuron's f -I curve to characterize its encoding properties is that for real neurons, the f -I curve can be easily obtained from electrophysiological recordings. Adding an adaptation current (2.1a) can be viewed as adding a second input current. Formally, the firing frequency of the neuron is then given by
This provides a first hint that the main effect of an adaptation current may be a shift of the neuron's f -I curve in the direction of higher input currents I. Equation (3.4) is, however, insufficient for a model that involves firing frequency only, since it still contains m, h, and V. As a next step, we show how the adaptation current can be replaced by a suitable average that no longer depends on the spike generator.
Averaging the Adaptation Current.
Since the overall evolution of the adaptation gating variable a is slow compared to spike generation (see, for example, Figure 3C ), we may try to separate both subsystems and replace a by its running average a T over one period T of the fast subsystem
where T(t) denotes the time-dependent interspike interval (ISI). To allow this distinction between a fast and a slow dynamics, T(t) has to be short compared to the time constant of the adaptation processes, which is true for sufficiently high firing frequencies. This key assumption implies that the spike generator is operating in its super-threshold regime.
We next aim at replacing the adaptation current I A in equation 2.1a by a suitable average, (3.6) where the normalized weight function w(t), T 0 w dt = 1, is chosen such that I A T,w does not change the effect on the resulting firing frequency. Inserting the general adaptation current (2.1a) and replacing a by its time average 3.5 we obtain
where we can moveḡ A c a T out of the average. Then equation 3.7 represents an average over the variables V, m, and h of the spike generator only. If the effect of the adaptation current on the time course of these variables is approximately independent of the specific value of a T , then there exists a weight function that is independent of adaptation; the weight is solely a property of the spike generator. This is the second assumption needed for the separation of the fast spiking and the slow adaptation dynamics. It implies that the adaptation current simply reduces the input current and that fluctuations of the adaptation current have a negligible effect on the time course of the spike generator. This assumption amounts to a weak coupling between the adaptation current and the spike generator. Its validity depends on the particular dynamics of the spike generator and the strength of the adaptation current, as stronger adaptation currents will also have stronger fluctuations. The potential dependence of the γ ( f ) term in equation 3.1a on A can be used to verify this assumption (see section 4).
In the appendix, we show that for small adaptation strength, the weight w in equation 3.6 is directly related to the neuron's normalized response function. Response functions are typically small during spikes and deviate strongly from zero between spikes (Reyes & Fetz, 1993; Hansel, Mato, & Meunier, 1995; Ermentrout, 1996) . Strong fluctuations of the adaptation current during a spike and during the refractory period, as in Figure 3D , have almost no effect on the firing behavior. What really matters for spike generation is the time course of the adaptation current once the neuron has recovered from the last action potential.
Since in equation 3.7 we average over the variables V, m, and h of the fast spike-generating dynamics, the detailed time course of these fast variables is no longer important. Due to the weak coupling assumption, their time course is independent of adaptation and thus is uniquely characterized by the resulting firing frequency, since usually the superthreshold part of f -I curves is strictly monotonic. We can therefore replace the remaining term m p h q (V − E A ) T,w from averaging equation 2.1a by some functionρ( f ):
The example shown in Figure 4A illustrates how the time course of the voltage trace may depend on f . Similar graphs from experimental data can be found in the literature (see, e.g., Schwindt, 1973) . To emphasize the functional form ofρ( f ), we rewrite this term as ρ · [1 + γ ( f )], where ρ is a constant and γ ( f ) captures the frequency dependence (see Figure 4B ).
The adaptation current can thus be approximated by a function depending only on f :
(3.9)
For adaptation based on potassium currents (M-type and mAHP-type currents), both ρ, which equals V−E K T,w , and c are positive. For slow recovery from inactivation of sodium currents where c < 0, the membrane potential stays always below the reversal potential E Na , resulting in a negative ρ. Thus, cρ is again positive. Defining
as the adaptation state A and inserting equation 3.9 into equation 3.4, we finally obtain equation 3.1a. Adaptation shifts the onset f -I curve f 0 (I), as expected from equation 3.4. The γ ( f ) term adds a complication in that it distorts the f -I curve. Ermentrout, 1996) for the weight w to generate the data shown in the plot). Its absolute value ρ is larger than the f -dependent term ργ ( f ).
Averaging the Adaptation Dynamics.
It remains to show how the dynamics (3.1b) for the adaptation state A can be derived from the dynamics (2.1b) of the adaptation variable a. To do so, we average equation 2.1b over one ISI to get an equation for a T , which by definition, equation 3.10, is proportional to A.
The possible V dependence of τ a (V) introduces a complication. If we average equation (2.1b) directly, we have to factorize τ a (V)da/dt T into the product of τ a (V) T and da/dt T to isolate a T . However, this poses a problem as τ a (V) and da/dt co-vary. According to the Hodgkin-Huxley formalism, τ a (V) is given by a ∞ (V) divided by the corresponding rate constant α(V) of the transition of the channels from their closed to their open state (Johnston & Wu, 1997) . Typically, α(V) increases monotonically, and a ∞ (V) is a sigmoidal function whose linear range is located above the cell's resting potential and τ a (V) takes its maximum above but close to the resting potential (see also Figure 2 ). This results in a brief but strong negative deflection of τ a (V) from its mean value during an action potential, as visible in Figure 3E . At the same time, a(t) increases in a step-like manner when a spike occurs. This implies that τ a (V) and da/dt are strongly anticorrelated. For example, for the Crook model displayed in Figure 3 , the correlation is r = −0.79. Thus, we cannot average equation 2.1b directly and have to search for an alternative approach.
To isolate a T , we divide both sides of equation 2.1b by τ a (V) and then average over one ISI:
In general, the length of the averaging window T(t) depends on time t, so that
Since we assume that a changes little during one ISI, we can neglect the last term in parentheses and obtain
We still have to replace the term a/τ a (V) T by an appropriate factorization. This is possible because the fast fluctuations of τ a (t) during a spike strongly reduce a possible correlation between a(t) and 1/τ a (t). In the simulation shown in Figure 3 , this correlation is less than 0.15. The term a/τ a (V) T may therefore be approximated by a T 1/τ a (V) T . Dividing equation 3.11 by 1/τ a (V) T then results in the desired dynamics for a T :
As shown for equation 3.8, we can approximate averages of functions depending on V by functions depending on the firing frequency f . Doing so, we obtain the time constant
and steady-state variable
With these abbreviations, equation 3.14 reads Both κ( f ) andτ ( f ) can be obtained from either the time course of the adaptation gating variable a (see Figure 3C ), or by the averages 3.15 and 3.16 over a single ISI. Both methods agree well, as illustrated in Figure 5 for the modified Traub-Miles model and the Crook model with M-type currents. It is worthwhile to compareτ ( f ) with the time constant governing I A T,w . Figure 5A shows that these two functions agree well, too. Thus, at least for these two models and slowly varying input currents, the approximations involved in the averaging procedure are valid.
As suggested by Figure 5A , variations ofτ ( f ) might be small compared to its absolute value. Therefore, we rewriteτ ( f ) as τ [1 + ( f )] where τ is a constant and ( f ) captures the dependence on the firing frequency.
Multiplying equation 3.17 withḡ A cρ and setting A ∞ ( f ) =ḡ A cρκ( f ), we finally obtain the differential equation 3.1b for A =ḡ A cρ a (equation 3.10).
Parameters of the Adaptation Model
With the exception of the onset f -I curve f 0 (I), all parameters of the model rely on microscopic properties of a specific adaptation mechanism through averages over the adaptation gating variable or the membrane potential. We next show how the model parameters can be obtained from macroscopic measurements.
Steady-State Strength of Adaptation.
In steady state, the firing frequency is given by f ∞ (I), and the adaptation state A equals A ∞ . Solving the equation for the adapted firing frequency (3.1a) for A ∞ results in
where f
0 is the inverse function of the onset f -I curve f 0 . In steady state, the input I obeys
In Figure 5B , A ∞ ( f ) is compared with the averaged steady-state gating variable κ( f ).
What functional behavior do we expect for
To understand the dependence of κ( f ) on f , we decompose the time course of a ∞ (V(t)) during one ISI into a stereotypical waveform a S (t) reflecting the spike (with duration T S ) and a ISI (t) describing the nonspike-related part of a ∞ (V). Assuming τ a (V) to be constant, the average equation 3.16, reads
The first integral is a constant since the spike waveform is usually independent of firing frequency. The second integral is small compared to the first one since a ∞ (V) is not significantly activated by the low membrane potentials between spikes. We therefore expect κ( f ), and thus A ∞ ( f ), to be proportional to f = 1/T. Deviations from this behavior are caused by an activation of adaptation channels between spikes, or by frequency-dependent spike deformations.
For the modified Traub-Miles model A ∞ ( f ) is indeed proportional to f (see Figure 5B ), because the M-type current of this model is activated during spikes only (see Figure 2A) . In the Crook model, however, the current is already activated at lower potentials. This causes a nonlinear κ( f ) and a positive offset at f = 0. The offset can be removed by adding the spikeindependent part of the M-type current to the membrane equation, 3.2. Doing so, κ( f ) becomes approximately proportional to f for small firing frequencies.
The γ ( f ) -Term.
The γ ( f ) term describes the frequency dependence of the averaged adaptation current, equation 3.9. To determine this term, at least one adapted f -I curve f (I; A) of the neuron being at a certain constant adaptation state A is needed. γ ( f ) can then be derived from equation 3.1a,
In this equation, A is the distance between the onset f -I curve f 0 (I) and the adapted f -I curve f (I; A) at some firing frequency. Note that γ ( f ) is small in a region around this firing frequency. It can therefore be neglected for small fluctuations of the input I. In Figure 6 , an example of γ ( f ) is shown, together with information about how to measure f (I; A). Can we neglect the γ ( f )-term if the input has larger fluctuations? Let us decompose the time course of the membrane potential into a stereotypical spike waveform V S (t) of duration T S and a second term V ISI (t) describing the nonspike-related part of V. Similarly to equation 4.3, the average 3.8 with p = q = 0 then reads
As a simplifying hypothesis, let us further assume that V ISI (t), as well as the weight function w(t), obey a scale invariance such that V ISI (t) =V ISI (tf ) and w(t) =ŵ(tf ). Substituting x for tf , we get
The first integral covers spike-related phenomena and can be neglected because w(t) is small during the spike and usually T S T. According to our assumption, the second integral is independent of f , so thatρ( f ) is constant. Thus, for this scenario, the γ ( f ) term vanishes. A nonzero γ ( f ) The adapted f -I curves shifted on top of the onset f -I curve so that they align at f = 230 Hz. As expected, all of these f -I curves are similar in shape. The inset shows the corresponding γ ( f ) terms which were computed using equation 4.4 and the value of A set to the distance of the f -I curves at f = 230 Hz. The γ ( f ) terms are very similar, thus verifying the weak coupling assumption of the universal model. Above a firing frequency of approximately 50 Hz, the γ ( f ) term is small (less than 6%). The deviations of the f -I curves and thus the high (negative) values of the γ ( f )-term below 50 Hz may arise due to the difficulties in measuring the adapted f -I curves. (C) Firing frequencies evoked by the protocol for measuring an adapted f -I curve (see the inset). In this example, the neuron is first adapted to I 0 = 12 (conditioning stimulus, −300 ms < t < 0). Then the input is stepped to different test stimuli I (t > 0) to measure the initial response of the adapted neuron at these intensities (dots). The responses to higher test intensities show sharp peaks, which decay back to a new steady state. Lower test intensities result in decreased responses, which increase due to recovery from adaptation to the corresponding steady-state values. (D) A closer look at some of the responses in C reveals that the initial responses for stimulus intensities below the conditioning stimulus are not well defined. Since the neuron responds with repetitive firing to the conditioning stimulus, there might be a spike at t = 0 or shortly before. Thus, the lowest firing frequency that can be measured before a spike at time t is f ≈ 1/t (dotted line). As a consequence, firing frequencies (dots) measured below the 1/t line overestimate the real response. This results in the tails of the adapted f -I curves in A.
term most likely results from a dependence of V ISI (t) on f , which does not scale with f . Figure 4 gives one example.
Note that the γ ( f ) term should be independent of A (see the inset in Figure 6B ). If this is not the case, then the weak coupling assumption of the model is invalid.
Time Constants of Adaptation.
In addition to the onset f -I curve, the steady-state f -I curve, and the γ ( f ) term, we still need to know how to measure the adaptation time constant τ in equation 3.1b in order to apply the adaptation model to experimental data. To address this issue, we explore the relation between τ and the effective time constant τ eff describing the decay of the firing frequency during constant stimulation (see Figure 1B) . First, we discuss why these two time constants differ in general. Then we investigate how the time course of the adaptation state can be measured and used to estimate τ . Finally, we linearize the model 3.1 to give a direct relation between τ and τ eff .
The different estimates of τ are illustrated in Figure 7 . For simplicity, the ( f ) term introducing a dependence of the adaptation time constant on the firing frequency is neglected in the following analysis. We justify this in the last paragraph of this section.
In general, the adaptation time constant τ is not identical with the effective time constant τ eff (see Figure 1D ). The main reason is that the steadystate strength of adaptation A ∞ depends on the actual firing frequency. Thus, A ∞ is not constant, and A(t) is not necessarily an exponential function with time constant τ . The time constant τ A , which we obtain by fitting a single exponential to the time course of A(t), may therefore differ from τ . A possible discrepancy between τ and τ eff may also be due to the onset f -I curve and the γ ( f ) term. Both determine how A influences f . If γ ( f ) is nonzero or the onset f -I curve is nonlinear, τ eff differs from τ A and thus from τ .
Knowing f 0 (I) and γ ( f ) enables one to calculate the time course of A from equation 3.1a:
Using this equation, the time evolution of A can be computed without any knowledge about the adaptation time constant and mechanism, provided f −1 0 (I) exists. This is guaranteed if f 0 (I) is strictly monotone in the region of interest but excludes the subthreshold region where f 0 (I) vanishes. From the decay of A for constant I, the corresponding time constant τ A can be obtained by fitting a single exponential on A(t).
The dependence of A ∞ on f still causes τ A to differ from τ . However, for subthreshold stimuli, f is zero and so is A ∞ . Equation 3.1b reduces to τ dA/dt = −A, an exponential recovery of A with time constant τ . Since 
results in values much closer to τ . An alternative way to estimate τ is to fit f (t) computed with the model 3.1 to the measured f (t) with τ as the fit parameter. This gives the best estimate τ f of the true τ . For subthreshold stimulus intensities, τ A reveals a good estimate of τ too. (D) Note that for low firing frequencies (at about I < 4), the model assumption f 1/τ is not fulfilled. f = 0, we cannot compute the time course of A directly from equation 4.7. Instead, we have to probe A(t) by applying short test stimuli with given intensity I at different times after the offset of an adaptation stimulus. From the onset firing frequencies evoked by these stimuli, we can infer A(t) through equation 4.7. By fitting a single exponential on A(t), we finally obtain τ . Note, however, that with this method, we violate the assumption of high firing frequencies. For V-dependent time constants τ a (V), like the one of the M-type current in the Crook model (see Figure 2B ), this method measures the value of the time constant at resting potential, which can be much smaller than τ for the superthreshold regime.
A simple method to estimate τ for the superthreshold regime is to calculate it directly from τ eff . Eliminating A in equation 3.1b using equations 3.1a and 4.2, and expanding the f -I curves around f ∞ (I),
results in a linear differential equation for f :
In this equation, τ eff is the decay constant of the firing frequency f , which is given by
Thus, τ is scaled by the slopes of the f -I curves at the steady-state frequency f ∞ (I). This approximation is correct for small deviations of f from f ∞ (I). However, τ eff is usually measured by applying a constant stimulus to the unadapted neuron, as in Figure 1 . In this case, the initial response deviates significantly from the steady state and dominates the estimate of τ eff . It might therefore be better to expand the f -I curves at f 0 (I) instead of f ∞ (I). Doing so, we get 11) which generalizes the results of Ermentrout (1998) to arbitrary f -I curves. Especially slightly above the firing threshold of the onset f -I curve f 0 (I), its slope is much larger than that of the steady-state f -I curve. This causes τ eff to be smaller than at higher input intensities. However, the time constant resulting from the M-type current of the Crook model (see Figure 5A ) increases for small f , thus counteracting the effect of the f -I curves. Inverting equation 4.11 allows us to estimate the adaptation time constant τ from the measured τ eff , as illustrated in Figure 7 . An alternative and more precise method to estimate τ is to fit f (t) computed with the model 3.1 to the measured f (t) with τ as the fit parameter. If the resulting τ depends strongly on the input, one might consider the possible dependence of the time constant on f ; that is, ( f ) may not be negligible.
How strongly mightτ ( f ) depend on f ? By definition 3.15, the answer is determined by how V(t) depends on f . This is similar to the f dependence arising from averaging the driving force V −E A , equation 3.8, discussed earlier (see equation 4.6 and Figure 4) with the difference that now the average is not weighted by w. Since spikes are short compared to the remaining ISI, the main contribution of a possible dependence ofτ ( f ) on f results from changes of the time course of V ISI (t), which cannot be explained by a simple scaling in time by f . Thus, we expectτ ( f ) to depend only weakly on f . The Crook model (see Figure 5A ) confirms this expectation. For firing frequencies higher than 100 Hz, it reaches a constant value. However, for lower firing frequencies, it depends on f . On the other hand, the time constant of the modified Traub-Miles model is constant by definition.
Signal-Transmission Properties
Using the phenomenological model, equation 3.1, we can now quantify the influence of adaptation on the signal transmission properties of a neuron based solely on the knowledge of its f -I curves and adaptation time constant. Formulating filter properties of a neuron in terms of f -I curves has the important advantage that they can easily be measured with standard current injection techniques. This allows quantifying functional properties of individual neurons with low experimental effort.
There are two different types of f -I curves that have to be distinguished when discussing the signal-transmission properties of a neuron that exhibits adaptation: the adapted f -I curves f (I; A) including the onset f -I curve f 0 (I) = f (I; 0) as a special case, on the one hand, and the steadystate f -I curve f ∞ (I), on the other hand. In Figure 6A , these different f -I curves are illustrated for the modified Traub-Miles model. The adapted f -I curves describe the instantaneous response of a neuron in a given and fixed adaptation state A. They are important for the transmission of stimulus components, which are faster than the adaptation dynamics, since only for such stimuli, the adaptation state can be considered to be fixed (for more details, see section 5.3). Second, there is the steady-state f -I curve f ∞ (I). It describes the response of the neuron when it is fully adapted to the ap-plied fixed stimulus intensity and is therefore the relevant f -I curve for the transmission of stimulus components slower than the adaptation dynamics.
Adapted f -I Curves.
What do the f -I curves f (I; A) look like? Neglecting the γ ( f ) term, equation (3.1a) simplifies to f = f 0 (I − A). For fixed A, the adapted f -I curves are thus obtained by shifting the onset f -I curve by A. Adapted f -I curves of the modified Traub-Miles model (see Figure 6A ) indeed align on top of the onset f -I curve (see Figure 6B) .
We measure adapted f -I curves by first applying a constant stimulus I 0 to prepare the neuron in a specific adaptation state A. We then use different test intensities I and construct the adapted f -I curve from the evoked onset firing frequencies (see Figures 6C and 6D ).
Linear Steady-State f -I Curves and Linear Adaptation.
Alternatively, we can ask which functional form the steady-state f -I curve f ∞ (I) has, given a specific dependence of A ∞ on f . As shown by Ermentrout (1998) , adaptation linearizes the f ∞ (I)-curve. We now generalize his analysis.
In steady state, f equals f ∞ (I) and A = A ∞ . From equation 3.1a, we obtain the implicit equation
(5.1)
This equation can be generalized if A acts through a function η(A).
For example, an AHP-type current may depend nonlinearly on the calcium concentration, which represents the adaptation state. The implicit equation for f ∞ (I) then reads
generalizes the averaged steady-state adaptation current. Differentiating both sides of equation 5.2 yields
where the prime denotes a derivative with respect to the argument. We obtainĨ
There are two possibilities to obtain a linear steady-state f -I curve.
First, the derivative of the onset f -I curve is either constant or infinity. The latter is true for type I neurons, whose onset f -I curve is a square root function near their threshold (Ermentrout, 1996) . The derivative ofĨ A then also has to be constant. This implies thatĨ A is allowed to vary only linearly with f . This is the case if γ ( f ) vanishes and if η(A ∞ ( f )) depends linearly on f . Since most likely A ∞ is already proportional to the firing frequency (see Figure 5B ), η(A) has to equal A. We thus obtaiñ In the same manner, we can examine the influence of the γ ( f ) term on the adapted f -I-curves. Since A is fixed, the only term introducing an f 
dependence is γ ( f ):
(5.6)
Taking derivatives of both sides of this equation and rearranging terms results in
Analogous to the situation for f ∞ (I) (see equation 5.4), there are two cases for getting a linear adapted f -I curve. First, if the onset f -I curve is either a straight line or has an infinite slope at threshold, then γ ( f ) must depend linearly on f (see Figure 9 ). Note that in this scenario, linear steady-state f -I curves are not possible. Second, if the onset f -I curve is neither a straight line nor has an infinite slope, then the γ ( f ) term must depend appropriately on f according to equation 5.7 with f (I; A) only depending on A. In this case, linear steady-state f -I curves are unlikely since at the same time, γ ( f ) andĨ A have to satisfy equations 5.7 and 5.4, respectively. From a different point of view, we may summarize these findings as follows, given a type I or linear onset f -I curve. Observing a linearized steadystate f -I curve implies that γ ( f ) can be neglected and that the averaged adaptation currentĨ A ( f ) depends linearly on f . A nonlinear steady-state f -I curve implies a nontrivial γ ( f ) term or a nonlinearĨ A ( f ). If the adapted f -I curves are shifted versions of the onset f -I curve, the γ ( f ) term can be ruled out, and the nonlinear steady-state f -I curve is caused by a nonlinearĨ A ( f ). Note, however, that if the slope of the onset f -I curve is neither constant nor infinity, such general statements cannot be made.
High-Pass
Filter Properties Due to Adaptation. Spike-frequency adaptation is responsible for high-pass filter properties, since adaptation currents resemble an inhibitory feedback. By means of the model 3.1, we can easily quantify these filter properties for a specific neuron from the knowledge of its onset and steady-state f -I curve, and its adaptation time constant.
In essence, model 3.1 involves linear dynamics. The only nonlinearities are introduced by the f -I curves and the γ ( f ) term. Consider a stimulus I(t) with sufficiently small fluctuations so that the f -I curves can be linearized around the steady-state firing frequency and the γ ( f ) term can be neglected. We then obtain equation 4.9, which is linear in f , and we can calculate its transfer function H f (ω) by means of Fourier transformation. 
The transfer function H A (ω) of this low-pass filter is shown in Figures 10C  and 10D . The adaptation A follows directly the low-frequency components (ωτ eff < 0.2) of the stimulus, thus shifting the onset f -I curve appropriately toward the corresponding values of the steady-state f -I curve. As a consequence, these slow components are transmitted by the steady-state f -I curve. High-frequency components (ωτ eff > 2) have almost no effect on A. Thus, fast components are transmitted by an adapted f -I curve, which is the onset f -I curve shifted to higher input intensities because of low-frequency components. The shift of the onset f -I curve compensates for the mean value of the stimulus and optimizes the transmission of fast fluctuations, generating a special high-pass filter. Note that the transfer functions of both f and A depend on the effective time constant τ eff and not on the adaptation time constant τ . τ eff usually is a function of the input I, as shown in the context of result in cut-off frequencies much higher than expected from the value of the adaptation time constant. The dynamical behavior of an adapting neuron is therefore determined by the combined effects of the relative slopes of the onset and steady-state f -I curves and the adaptation time constant τ .
Combining Adaptation and Spike Generation
The model, equation 3.1, simply maps the stimulus I(t) through the onset f -I curve f 0 (I) into a firing frequency f (t) for a description of the spike generator. This approach is valid as long as the input current I(t) is approximately constant during an interspike interval.
As a consequence of this simple mapping, f (t) fluctuates as fast as I(t) does. However, the transformation of a stimulus into a sequence of spikes acts like a low-pass filter. Given the spikes only, fluctuations of the stimulus I(t) between two succeeding spikes cannot be observed. Thus, the firing frequency ν(t) measured from the spikes as the reciprocal of the interspike intervals is in general different and varies more slowly than the model's f (t). Only for stimuli that are approximately constant between two spikes, f (t) approaches ν(t).
For more rapidly varying stimuli, f (t) has to be fed into a model generating spikes from which a firing frequency ν(t) can be calculated and compared with the firing frequency measured experimentally.
The simplest way to do this is to use a nonleaky phase oscillator. This is the canonical model of dynamical systems having a stable limit cycle, just like a spike generator in its superthreshold regime for constant stimuli (Hoppensteadt & Izhikevich, 1997) . Here we apply it to time-dependent stimuli:
) from the adaptation model, equation 3.1, is the velocity of the phase angle ϕ. Every time ϕ reaches unity, a cycle is completed and a spike elicited. We can also use the phase oscillator 6.1 to compute a continuous firing frequency ν(t). At each time t, we integrate the activity f symmetrically both backward and forward in time until the integral reaches the value one:
The reciprocal of the required integration time T is the desired firing frequency ν(t). Dividing this equation by T results in an implicit equation for ν(t) as a running average with variable time window T(t) = 1/ν(t):
Computing ν(t) using equation 6.2 captures a large fraction of the low-pass properties of a spiking neuron, but of course this is only a simple sketch of a real spike generator. To extend our general approach to lower firing frequencies and stronger adaptation currents, it is necessary to incorporate the interaction between adaptation and spike generation. Let
be the dynamics of a specific spike generator, that is, an N-dimensional system of differential equations, which is driven by the input current I(t). Whenever one of the variables x(t) (e.g., the membrane potential or a phase angle) crosses a threshold, there is a spike, and this variable may be reset. This is a general formulation of conductance-based models (see equation 3.2), integrate-and-fire models, and phase oscillators (such as equation 6.1). For the θ model (Ermentrout, 1996) , for example, x = θ and g( x, I(t)) = q(1 − cos θ) + (1 + cos θ)c(I(t) − I * ), where q and c are constants and I * is the input intensity at which the bifurcation from quiescence to repetitive firing occurs. Whenever the phase angle θ crosses π there is a spike and θ is reset to −π . In order to use the adaptation model, equation 3.1, in conjunction with equation 6.4, we need to go back to the general adaptation current, equation 2.1, by undoing the averages but keeping the parameterization. An intermediate approach for moderate adaptation currents is 
where we set γ (ν) = 0, (ν) = 0, and A ∞ (ν)/ν = s = const to emphasize the linear character of such an adaptation current. All parameters γ , τ , , and A ∞ of the adaptation current in equations 6.5 and 6.6 are equal to those of the universal model, 3.1, and thus can be easily measured. However, a model like 6.5 is still limited to adaptation that is weakly coupled to the spike generator.
To overcome this limitation, we have to give up the independence of the adaptation model from microscopic properties of specific adaptation mechanisms. Consider
The adaptation variable y =ḡ A ca is proportional to the adaptation gating variable a.ρ( x) = m p h q (V − E A ) covers the coupling of the adaptation cur-rent on the variables x = (V, m, h, . . .) of the spike generator. This term is no longer independent of the adaptation mechanism. If adaptation is caused by slow recovery from inactivation, then p > 0 or q > 0. For all other adaptation mechanisms, p = q = 0. The adaptation reversal potential E A is an additional free parameter. Future studies will show which phenomenological quantities measure this parameter. The parameterization with macroscopically measurable quantities makes equations 6.5 and probably 6.7 superior to using a standard adaptation current like the M-type current, since all parameters can be estimated from measurements of the firing frequency without the knowledge of the specific adaptation mechanism.
Discussion
Based on a thorough mathematical analysis of several basic spike adaptation mechanisms, a universal phenomenological adaptation model, 3.1, has been introduced in this article. Our approach combines three important aspects: biophysics of ionic currents, electrophysiology, and the theory of signal processing. First, the model is derived from well-known biophysical kinetics. Second, the model is completely defined by macroscopic quantities such as the neuron's f -I curves and the adaptation time constant. These can be measured easily with standard recording techniques. In particular, neither pharmacological nor voltage clamp methods are needed, as demonstrated by a recent study on the dynamics of insect auditory receptor cells (Benda et al., 2001) . Third, the simplicity of the model framework allows quantitative predictions about the signal transmission properties of specific neurons arising from spike-frequency adaptation.
Comparison with Other Adaptation Models.
Most modeling studies concerned with spike-frequency adaptation rely on a specific adaptation mechanism. Among these mechanisms, the mAHP current has been investigated intensively. Wang (1998) analyzed a conductance-based model with calcium dynamics and an mAHP current. He recognized the important difference between the time constant of the calcium removal and the effective time constant as measured from the exponential decay of the firing frequency. However, since a linear model was used, the relation between these two time constants depended on the f -I curves at a given intensity ("percentage adaptation of firing frequency"). This neglects the fact that the investigated type of adaptation depends on the firing frequency and not on input intensity. In a more general investigation, Ermentrout (1998) observed the linearization of steady-state f -I curves in type I neurons. He compared this result with simulations of a conductance-based model with both M-type and mAHP currents. For f -I curves of the form f 0 (I) = c √ I, he derived a relation between τ and τ eff in agreement with the more general equation, 4.11. Adaptation in integrate-and-fire models often has been introduced by an adaptive threshold (MacGregor & Oliver, 1974; Liu & Wang, 2001) . However, such thresholds may result in divisive adaptation instead of the subtractive characteristic of equation 3.1a. Quantitative differences between an adaptive threshold and an adaptation current were studied by Liu and Wang (2001) in leaky integrate-and-fire neurons.
The adaptation model introduced by Izhikevich (2000) is a specific implementation of equation 6.5 for the θ neuron, which is up to a different scaling of variables identical to the example 6.6. It assumes a constant adaptation time constant, a steady-state adaptation strength that is proportional to the firing frequency, and a constant driving force, which is independent of the model's phase variable. This model represents the essential properties of moderate adaptation within the canonical model for type I neurons (Ermentrout, 1996) . Thus, it is well suited to investigate adaptation effects for interspike intervals that are similar to or even longer than the adaptation time constant.
In the model presented here (see equation 3.1), the γ ( f ) and the ( f ) terms introduce a novel frequency dependence of the averaged adaptation current and time constant, respectively.
Model Assumptions.
The basic assumption behind model 3.1 is that the firing frequency is high compared to the inverse adaptation time constant. This is important for separating adaptation from spike generation (Cartling, 1996; Wang, 1998) . Since typical adaptation time constants are larger than 50 ms, the corresponding critical firing frequency is at most 20 Hz. For peripheral neurons and regular spiking cells in the cortex (Connors & Gutnick, 1990) this is not a critical restriction. However, many central neurons fire only rarely, so that the interplay of the adaptation current with the spike generator becomes crucial. Both processes have to be analyzed in combination, for example, based on the framework of equations 6.5 and 6.7, and specific properties of the spike generator have to be taken into account.
The second main assumption is that fluctuations of the adaptation current do not strongly influence the time course of the spike dynamics. This allows one to replace the adaptation current and the adaptation time-constant and steady-state variable by averages 3.9, 3.15, and 3.16, respectively, depending only on firing frequency. The validity of this weak coupling assumption depends on the properties of the specific spike generator and is confirmed if the γ ( f ) term does not vary strongly with the adaptation state.
This assumption does not interfere with the switch from type I to type II dynamics induced by activation of M-type currents at low potentials, as pointed out by Ermentrout et al. (2001) . Our description of the unadapted neuron in terms of its onset f -I curve already includes this effect. In fact, since the gating variable of the M-type current obeys a linear differential equation and enters the current linearly, we can replace it by a sum of two variables. One variable covers the M-type current activated by the low po-tentials at rest and between spikes, while the other variable is activated during spikes only. The first current is part of the spike generator and contributes to the onset f -I curve and the offset ofρ( f ) of the Crook-model, as shown in Figure 5B , and may alter a type I neuron into a type II. Only the second variable induces spike-frequency adaptation.
Following Kirchoff's law, ionic currents are additive in the membrane equation, 3.2. Therefore, adaptation caused by ionic currents is subtractive; i.e., the adapted f -I curves are shifted versions of the onset f -I curve. Adaptation may involve separate currents, like M-type or AHP-type currents, which obviously are additive in the membrane equation. Mechanisms acting via additional gating variables, like the slow inactivation of the sodium current, result also in an additive current, provided the other gating variables involved operate on a faster timescale. The situation is different if an adaptation process modulates the dynamics of an ionic current. For example, the level of intracellular calcium influences gene expression and could thus slowly modulate ionic currents and eventually change the shape of the f -I curve (Shin, Koch, & Douglas, 1999; Stemmler & Koch, 1999) .
We have shown that averaging the driving force of the adaptation current results in a constant term ρ plus higher-order terms γ ( f ) in the firing frequency f . This finding is independent of using Ohm's law, the GoldmanHodgkin-Katz equation, or other models for membrane currents (Johnston & Wu, 1997) , since we have exploited only the fact that the driving force depends on the membrane potential.
We have also assumed that the adaptation current is linearly scaled by the adaptation variable. Unlike the Hodgkin-Huxley channels, all models of the kinetics of voltage-gated adaptation currents are indeed linear (Edman et al., 1987; Fleidervish et al., 1996; Crook et al., 1998; Delord, Baraduc, Costalat, Burnod, & Guignon, 2000) . However, the steady-state mAHP current may depend nonlinearly on the intracellular calcium concentration, as discussed below.
In principle, adaptation could be influenced by all biophysical processes present in the investigated cell. In many cases, however, one process is dominant. A single differential equation may then be used to capture the adaptation phenomena. Faster processes can be included into the spike generator, slower processes can be neglected, and processes with similar timescales can often be combined with this single differential equation. However, it is quite common that the timescales of the adaptation mechanisms depend on the membrane potential or calcium concentration. A single differential equation might then no longer be sufficient to describe adaptation. To our knowledge, no single current with two similar time constants exists (Hille, 1992) . However, regarding adaptation due to AHP-type currents, several differential equations might indeed be involved. Another likely possibility is that several adaptation currents with similar time constants are jointly responsible for the macroscopically observed spike-frequency adaptation (Madison & Nicoll, 1984; Köhler et al., 1996; Xia et al., 1998; Stocker et al., 1999) . Their time constants could depend in different ways on the firing frequency and exclude a description in terms of a single differential equation.
7.3 Specific Biophysical Mechanisms. Channels carrying M-type currents are composed out of KCNQ2, KCNQ3 and KCNQ5 subunits Schroeder, Hechberger, Hechenberger, Weinreich, Kubisch, & Jentsch, 2000) . It is likely that different combinations of these subunits coexist in a single neuron and that they differ in quantitative aspects of their kinetics, especially in their time constants. This could make more than one differential equation necessary for modeling the resulting spike-frequency adaptation.
The mAHP-type current is a prominent current used for modeling studies (Cartling, 1996; Ermentrout, 1998; Wang, 1998; Liu & Wang, 2001 ) and serves as an example for linear adaptation, governed by a single differential equation with fixed time constant. However, in contrast to M-type currents and slow recovery from inactivation, various assumptions have to be made to fit mAHP-type currents into this picture.
First, there is a possible nonlinear dependence of the mAHP current on calcium concentration. As a consequence, the adaptation current (mAHP current) would not be proportional to the adaptation state (calcium concentration). While Ermentrout (1998) and Wang (1998) do not consider this possibility, Engel, Schultens, and Schild (1999) argue for an important role of such nonlinearity. As shown by Figure 8 , the shape of the steady-state f -I curves of type I neurons can be linearized only if adaptation is linear; a nonlinear steady-state f -I curve must result from a nonlinear adaptation and/or the γ ( f ) term. Numerous experimental data from type I neurons are in agreement with linearized steady-state f -I curves (Koike, Mano, Okada, & Oshima, 1970; Gustafsson & Wigström, 1981) and suggest a linear dependence of the adaptation current on its gating variable. However, a distinct linearizing effect requires the steady-state adaptation current to be strong enough. For experimental f -I curves, it is sometimes difficult to distinguish whether the steady-state f -I curve is nonlinear due to weak adaptation or due to a true nonlinear adaptation (see, e.g., Madison & Nicoll, 1984; Lanthorn, Storm, & Andersen, 1984) . Thus, in general, a nonlinear dependence of the adaptation current on the adaptation state cannot be ruled out.
Second, the mAHP gating variable is assumed to be fast enough so that it can be replaced by its steady-state variable. Based on mAHP channel gating data, the study of Hirschberg, Maylie, Adelman, and Marrion (1998) hints at long time constants (> 40 ms) of this current at low calcium concentrations. Its dynamics cannot be neglected if this time constant exceeds the time constant of the calcium dynamics and could dominate the adaptation dynamics at low calcium levels. At higher calcium levels, calcium removal would be the prominent component. This could result in a dependence of the macroscopically observed effective adaptation time constant on the fir-ing frequency and may even require a second differential equation for the gating variable of the mAHP current.
Third, the time constant of calcium removal could depend on firing frequency. Calcium imaging shows a decreasing time constant of the mean intracellular calcium level with increasing firing frequency (Schiller et al., 1995; Helmchen et al., 1996) . This effect seems to be reproduced by detailed models of the calcium dynamics that include diffusion, pumps, and buffering (Engel et al., 1999; Schutter & Smolen, 1998) , and might be important for studies on how adaptation influences the spike pattern at firing frequencies similar to the adaptation time constant.
Fourth, channels mediating the calcium influx during spikes can inactivate on a timescale of several 10 to 100 ms (Jaffe et al., 1994; Yamada, Koch, & Adams, 1998) . This inactivation reduces the calcium influx per spike and thus also the strength of spike-frequency adaptation. Therefore, a further differential equation could be necessary to incorporate this process, which would act on the steady-state adaptation strength
Besides the mAHP current, there exists a slow sAHP current, which induces afterhyperpolarizations and adaptation on timescales of more than 1 second (Sah & Clements, 1999; Stocker et al., 1999) . There is an ongoing debate about the biophysical processes responsible (Sah & Clements, 1999) . If the slow kinetics of the channels mediating the sAHP current is the dominating process, an additional differential equation for the gating of the sAHP current would be needed.
Slow recovery from inactivation has been observed for many different ionic currents. In sodium currents, it causes spike-frequency adaptation, whereas in potassium currents, it results in spike-frequency facilitation (Edman et al., 1987; Delord et al., 2000) . In contrast to the M-type currents and mAHP currents, slow inactivation operates on longer timescales of about 1 second and more (French, 1989; Edman et al., 1987; Fleidervish et al., 1996; Martina & Jonas, 1997; Delord et al., 2000) . From a mechanistic point of view, the only difference between spike-frequency adaptation and facilitation is that the adaptation state increases the effective input current instead of decreasing it.
Currents such as I Q or I h are activated by hyperpolarization (Halliwell & Adams, 1982; Maccaferri, Mangoni, Lazzari, & Di Francesco, 1993) . With depolarizing inputs, these currents deactivate and contribute to spike-frequency adaptation. Their dynamics could be treated in a similar fashion as the dynamics of slow recovery from inactivation.
Sanchez-Vives, Nowak, & McCormick (2000) report a Na + -activated K + -current. This current induces spike-frequency adaptation on a long timescale (about 3 to 10 seconds). Since no details about the kinetics of this current are known, it remains unclear if it can be described by the adaptation model 3.1. The situation might be similar to that of the sAHP current.
Finally, electrogenic pumps have to be considered as another cause of slow adaptation (Sanchez-Vives et al., 2000) . Their currents act subtractively on the input and, in their simplest form, obey a single linear differential equation. It is therefore likely that such currents are also in agreement with the adaptation model. In summary, many adaptation currents involved in spike generation fit into our phenomenological approach. Specific cases of adaptation due to mAHP currents and sAHP currents might be an exception. Several processes with potentially different timescales are involved in these two types of adaptation, possibly requiring more than one differential equation for a precise description of the resulting spike-frequency adaptation.
7.4 Functional Role of Adaptation. The shape of a neuron's f -I curve is important for its signal transmission properties. Stimuli below the firing threshold I th are not transmitted at all, and the slope of the f -I curve limits the resolution of input modulations. In adapting neurons, the f -I curve is not fixed. As we have shown, the onset f -I curve is shifted dynamically by the stimulus. This shift partially compensates for the slow frequency components of the stimulus. Therefore, adaptation turns a neuron into a high-pass filter. It is the value of the effective time constant of adaptation (see equation 4.11) and not the time constant of the adaptation dynamics (see equation 3.1b), which separates slow and fast stimulus components. The latter are transmitted via the adapted f -I curves. Since these are often shifted versions of the onset f -I curve, the shape of the onset f -I curve determines the transmission of fast components. Slow components are transmitted via the steady-state f -I curve.
In this context, it should be noted that the observation that adaptation "makes the transfer function of neurons logarithmic" (Engel et al., 1999) refers to the steady-state f -I curve, which is important only for the slow stimulus components. The same holds for the linearizing effect of adaptation on f -I curves discussed by Ermentrout (1998) .
The high-pass filter characteristics of adaptation make the response of a neuron approximately independent of the mean stimulus intensity, which is removed by shifting the f -I curve. Thus, subtractive adaptation implements intensity invariance. Its fidelity depends strongly on the steady-state f -I curve. For vanishing steady-state activity, the intensity invariance is achieved best. Note also that subtractive adaptation does not adapt the neuron's f -I curve to higher-order statistics of the stimulus (Brenner, Bialek, & de Ruyter van Steveninck, 2000) .
In order to study neural information transfer (Bialek, Rieke, de Ruyter van Steveninck, & Warland, 1991) , broadband filtered white-noise stimuli with cut-off frequencies of more than 50 Hz are widely used. Since effective time constants of spike-frequency adaptation are usually larger than 10 ms, the cut-off frequency of the neuron's transfer function is well below 16 Hz. Thus, most of the stimulus power is above the cut-off frequency of adaptation. After the stimulus onset, the neuron adapts, and shortly afterward, the adaptation state stays approximately constant. Therefore, using such stim-uli does not test adaptation. This could explain a result of French, Höger, Sekizawa, & Torkkeli (2001) , who explored paired spider mechanoreceptor neurons. One of these neurons is phasic and the other phasic tonic. Surprisingly, the information transfer measured for these two types of neurons was nearly identical. However, both neurons may differ in their steady-state f -I curve while having similar onset f -I curves. For the broadband stimuli used in this experiment, only properties of the onset f -I curve contribute to the signal transmission. Therefore, the differences in the steady-state f -I curves were not tested by the stimuli, which may have resulted in the reported information rates.
Knowing the neuron's firing threshold is essential for improving stimulus reconstruction (Machens, Stemmler, Prinz, Krahe, Ronacher, & Herz, 2001 ). For stimuli with strong low-frequency components, the resulting varying shift of the f -I curve and its firing threshold due to adaptation would deteriorate the reconstruction. Information about the actual f -I curve as provided by the adaptation model, 3.1, could eliminate these effects.
Let us finally note that recent studies show that shunting synaptic input results in a shift of f -I curves. This corresponds formally to an adaptation current with a fixed adaptation state. However, the noisy nature of (balanced) synaptic input counteracts this shift and adds a strong divisive component on the resulting f -I curve (Chance, Abbott, & Reyes, 2002) . is the neuron's response function (Ermentrout, 1996) . Let T be the period of the perturbed phase oscillator ( I = 0) and T 0 the period of the unperturbed phase oscillator ( I = 0). Integrating equation A.2 over one complete cycle of ψ (0 ≤ ψ ≤ T 0 ) and expanding the integrand to first order yields This shows that replacing I A by the weighted average I A T,w has no effect on T if the weight w is given by the neuron's normalized response functioñ z. The weight w(t) in equation 3.6 is then given byz(ψ(t)) · dψ(t)/dt. Note that because of the assumption |z(ψ; I 0 ) I A (ϕ, t)| 1, this finding is true in the limit for small adaptation currents only. Numerical simulations of z · I for the models used in this article result in values larger than one. For such strong adaptation currents, the weight w in equation 3.6 does not equalz, sincez applies to small perturbations only. However, the appropriate weight w might still reflect the main qualitative properties of the neuron's response function.
A.3 Specification of the Conductance-Based Models
A.3.1 Modified Traub-Miles Model. The modified Traub-Miles model was introduced by Ermentrout (1998) . It is a single compartment model with one sodium, potassium, and calcium current. We added either an M-type current or an mAHP current to induce spike-frequency adaptation: 
