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S.1 OPTICAL ABSORPTION IN QDs 
The energy per unit volume absorbed by the quantum dots upon irradiation by the pump 
laser has to be carefully addressed, especially when considering nanometer length scale in 
comparison to the bulk case1. The absorbed fluence, , can be expressed as2: 
  = 1 − 	
 

ℏ  (1) 
where  is the incident fluence, ℏ = 1.55 eV (λ = 800 nm) the photon energy, R the reflection 
coefficient (= 0.3 for GaAs at 800 nm), 	
 the absorption coefficient of the quantum dot (QD), 
and   is the bulk (above-gap) excess energy (≈ 0.13 eV for GaAs bulk). Here, 	
 can be 
written as: 
 
	
 = 	  !"#$!  (2) 
 where 	 (= 1.44 × 10' cm*+ in GaAs at λ = 800 nm)3 is the bulk absorption coefficient,   
is the fraction of fluence absorbed by the dot (which takes into account its reduced size compared 
to a bulk sample), and !"#$ is the enhancement factor due to resonant electronic absorption at 
the energy ℏ, normalized to the bulk value !; note that for QD-1, this ratio of ! is larger than 
one, whereas for QD-3 it is one. 
In Figure S1A we depict the electron band energetics of a GaAs/Al0.3Ga0.7As 
heterostructure, which induces a confinement of both electrons and holes within the dot. For GaAs 
at 300 K, the de Broglie wavelength of the conduction electrons is , = 2.ℏ /2012⁄ ≈ 30 nm, 
where 2 = 300 K, ℏ the Planck constant, 1 the Boltzmann constant, 0 = 0.0670 the electron 
effective mass, and 0 is the free-electron mass. When the dot size is smaller than ,, quantum 
confinement effects become relevant, giving rise to a discrete energy spectrum and an increasing 
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inter-band separation, 8, for a decreasing dot size, as shown in Figure S1B, which also displays 
the results of ab initio calculations4,5. 
The transition probability for inter-band excitation at the energy 8 can be expressed1,6 by 
a Lorentzian lineshape: 
 
9:ℏ − 8; = 1.
Γ 2⁄ 8
:ℏ − 8;= + Γ 2⁄ =
 (3) 
giving the normalized enhancement factor for resonant absorption: 
 
!"#$
! ℏ =
9:ℏ − 8;
9:ℏ − 8;  (4) 
In Eq. (3), Γ = ℏ ?@⁄  (?@ = 120 fs 1.76⁄ ) is the full-width at half maximum of the inter-band 
transition and is associated to the interaction time between the laser and the electron distribution 
within the dot. It is worth noting that when the dot size increases, the energy gap 8 decreases 
toward the bulk value 8 ≈ 1.42 eV, and thus the ratio !"#$ !⁄  approaches the unity. 
To determine the term  , it is straightforward to consider the size of the dot relative to 
that of the laser intensity distribution. However, we have also calculated the distribution of the 
electric field inside and outside the dot as induced by the incident laser. This has been obtained by 
means of Finite Difference Time Domain (FDTD) simulations7 and the results are plotted in Figure 
S2A-F. We used the experimental bulk dielectric constants taken from the literature for both the 
AlGaAs substrate8 and the GaAs dots9. Illumination is provided by a plane wave source and the 
mesh size within and around the island is 0.5 nm. Convergence is ensured by verifying that the 
total energy within the simulation box is 10-5 times smaller than that injected at the beginning of 
the simulation. The power absorbed by the dot is calculated as the net flux of the Poynting vector 
through a box surrounding it. Reference simulations were also run for a continuous film. The factor 
  is thus obtained by normalizing the absorption of the dot to that of the film. Further extended 
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simulations, using the experimentally measured inter-dot distance, confirm that no significant 
near-field interactions take place between neighbouring dots. 
 The behavior of    and !"#$ !⁄  as a function of the dot size are shown in Figure 
S2G. The FDTD simulations predict that for dot dimensions smaller than the photon wavelength, 
the fraction,  , of laser intensity absorbed by the dot decreases for a decreasing size. On the 
other hand, for a decreasing dot size, the energy gap, 8, gets closer to the photon energy, 
approaching the condition for a resonant electronic excitation, which is described by the relevant 
increase of the factor !"#$ !⁄ . This indicates that the resonances of the electronic density of 
states, caused by the quantum confinement, are the dominant contribution to the carriers excitation 
in the investigated nanostructures. 
 
S.2 DIFFUSIVE AND NON-DIFFUSIVE REGIMES 
Within the framework of the three-temperature model (3TM),10,11 the carriers, the optical 
phonons, and the acoustic phonons subsystems are each in a local energetic state defined by the 
temperature 2C, E, 2FC, E and 2GC, E, respectively, where C = H, I, J is the spatial 
coordinate vector (x and y lie in the surface plane, while z is the direction perpendicular to it). For 
the case of quantum dots the differential equations involved are: 
 K L2LE = ∇ ∙ O∇2 −
K
?*@F 2 − 2F + PC, E (5) 
 KF L2FLE =
K
?*@F 2 − 2F −
KF
?Q$R 2F − 2G (6) 
 KG?S L
=2G
LE= + KG
L2G
LE = ∇ ∙ OG∇2G +
KF
?Q$R 2F − 2G − ∇ ∙ T  (7) 
For the substrate we can define the temperature 2C, E, which describes its lattice heating, with: 
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 K L2LE = ∇ ∙ O∇2 (8) 
Here, PC, E represents the spatio-temporal profile of the laser source: 
 PC, E = exp− J W⁄  sech
=E ?@⁄ 
2?@  (9) 
where W = 694 nm is the laser penetration depth at λ = 800 nm in GaAs,3 and ?@ = 120 fs 1.76⁄ . 
The parameters K, KF, KG and K are the heat capacity for the electrons, the optical phonons, 
the acoustic phonons and the substrate subsystems, respectively.3,12,13 The parameters O, OG and 
O are the thermal conductivities for electrons, acoustic phonons and substrate, respectively.3 
The interaction between the three subsystems is described by the time constants: ?*@F = 100 fs 
and ?Q$R = 3.5 ps. The first describes the coupling between the electron population and the LO 
optical phonons, while the latter represents the time constant for the scattering of the optical 
phonons with the high-energy acoustic phonons via the anharmonic interaction. 
The term ∇ ∙ OG∇2G describes the diffusive transport of acoustic phonons, as derived from 
the Fourier’s law for heat conduction, while the hyperbolic term KG?S Z[\]Z^[  is the Cattaneo 
correction14 to a pure Fourier equation and represents the dissipative contribution to the total heat 
flux. The extent of energy dissipation for the high-energy acoustic phonons is reflected in the 
relaxation time, ?S.14,15 In the non-equilibrium regime, the time scale for equilibration is predicted 
to be proportional to the extent of the external excitation16, meaning that the time constant ?S  
would lengthen when the pump excitation fluence increases; ?S can be expressed as the scattering 
time for high-energy acoustic phonons (? ≈ Λ` aG⁄ ~ 5 ps, where aG is the sound velocity17) 
weighed by the population of the excited hot phonons, cdR#^e. The population cdR#^e is obtained 
by a spectral average of the Planck distribution extended over the frequency range of the acoustic 
phonons created by the decay of the LO phonon for the investigated dot sizes18. 
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In GaAs, the inelastic phonon mean-free path, Λ`, for high-energy acoustic phonons, is ~ 
26-27 nm. This value has been reliably obtained using two different approaches: i) applying the 
Casimir formula, as described in Ref. 3 and 19; and ii) as adopted in Ref. 20, by performing a 
spectral average of the frequency-dependent mean-free path21 extended over the range of the 
acoustic phonons created by the decay of the LO phonon18. 
In the case of a ballistic (no collisions) phonon propagation, the Fourier description is 
incomplete and alternative approaches have to be used to describe the heat transport. The term ∇ ∙
T within the 2G–equation (Eq. (7)) of the 3TM model represents the ballistic contribution to the 
transport as described within the ballistic-diffusive equation model by Chen15, and T is the 
ballistic heat flux. Because local absorption occurs only within the dot, the created phonons 
transfer their energy to the substrate along the perpendicular to the interface direction (z-axis) since 
transverse dissipation of energy in the dot is not feasible. Thus, a nearly one-dimensional heat 
transfer along the z-axis is the most prominent. In this case, the ballistic term ∇ ∙ T can be 
expressed within a one-dimensional geometry approximation as reported in Ref. 15. It is worth 
mentioning that, within Chen’s model, the weight of the ballistic contribution is given by a second 
order exponential integral function: =:J Λ`⁄ ; ∝ exp:− J Λ`⁄ ;. 
An alternative method to take into account the ballistic transport is the approach described 
by Siemens et al.20. The authors, instead of using the explicit term ∇ ∙ T, introduce a ballistic 
correction to the diffusive term: 1 1 + g⁄ , where g ≈ 2Λ` 3log4ℎ⁄   (ℎ is the dot height). In 
our case, the ballistic correction modulates both the conventional Fourier conductivity, OG, and the 
Cattaneo dissipative term. The 2G–equation of the 3TM model can then be re-written as: 
 KG?S 11 + g
L=2G
LE= + KG
L2G
LE = ∇ ∙ lOG
1
1 + g ∇2Gm +
KF
?Q$R 2F − 2G (10) 
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When ℎ ≫ Λ`, g ≪ 1 and the 2G–equation becomes purely diffusive. However, when ℎ ≪ Λ`, 
g ≫ 1 and the diffusive-dissipative terms give a negligible contribution to 2G. 
It should be reminded that in the ballistic regime, the statistical distributions of the acoustic 
phonons is far from equilibrium, and thus the temperature 2G should be considered only as a 
measure of the local internal energy15. 
For dot size larger than Λ` the ballistic term/correction becomes very small and thus the 
Cattaneo-Fourier terms dominate. In this case, the dynamics is mediated by the relaxation of the 
hot phonons and the diffusive transport. For dots smaller than Λ`, the Fourier-Cattaneo equation 
over-predicts the heat flux. The introduction of the ballistic term/correction compensates this effect 
and the dynamics is now mainly mediated by the LO phonon decay. 
In principle, an accurate description of the phonon transport in micro- and nano-scale 
systems should rely on the resolution of the Boltzmann transport equation (BTE). However, 
solving the BTE is generally difficult, although recent Monte Carlo methods22 were introduced for 
this purpose. As described above, for GaAs dots a nearly one-dimensional heat transfer takes place. 
In this case, approximate models with ad hoc corrections to the heat equation have been proved to 
give the same accuracy as the BTE (see for instance Refs. 15 and 20). This simplified approach is 
the one adopted in this work, and although the results of the simulations have to be considered as 
a first approximation, they reproduce major features of the experimental data. 
Finally, we discuss the heat transport across the interface, S, between the dot and the 
substrate. This is governed by the following energy balance: 
 p q ∙ OG∇2Gr = :1 stt⁄ ;P2G − 2 (11) 
S8 
 
where q is the unit vector normal to the interface. In Eq. (11), stt is the effective interface thermal 
resistivity and can be written as: stt = 1 O⁄ 1 + g,20 where O is the diffusive interface 
conductivity and g ∝ :Λ` u⁄ ; is the ballistic correction20, with Λ` the phonon inelastic 
mean-free path in the substrate and u the dot base width. However, since Λ` is only 4.5 nm for 
AlGaAs,3,20 which is much smaller than the base width of the smallest dots (u = 31 nm for QD-
1), the heat transport across the dot/substrate interface is essentially diffusive and follows a Fourier 
law (stt ≈ 1 O⁄ )20. 
 
S.3 DIFFRACTION INTENSITY TRANSIENTS 
In Figure S3, we present the behavior of the time constant, ?v, of the exponential decay of 
the transient intensity change (see Figure 2A in the main text) as a function of the dot size and the 
excitation fluence for the 006, 2w26, 1w15 and 3w35 Bragg reflections. The experimental 
data are shown as full symbols. For small dots (QD-1) the time constant ?v is always ≈ 3.7 ps for 
all the Bragg spots studied and for all the fluences used. In contrast, for the large dots QD-3 ?v  
exhibits a monotonic increase with the excitation fluence and a progressive decrease with the 
angle, x, between the scattering vector and the [001] axis (see insets in Figure S3). The solid lines 
shown in Figure S3 are the results of the model described in Section S.2. A single adjustable 
parameter was used for the entire dataset (as a function of size, fluence and angle x), represented 
by the volume-dependent phonon density of the thermal bath at the equilibrium. A satisfactory 
agreement with the experimental data is obtained. Further discussion is developed in the main text. 
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S.4 HEAT TRANSPORT ACROSS THE DOT/SUBSTRATE INTERFACE 
The transient behavior on a longer time scale reveals the heat transport across the interface 
between the dot and the substrate. After the initial decrease, the diffraction intensity exhibits a 
recovery toward the equilibrium state, as displayed in Figure S4A for the 2w26 Bragg spot for the 
three investigated dot dimensions. The recovery time, ?" , increases for larger dot sizes: ?"  is 
~ 50 ps for QD-1, ~ 150 ps for QD-2, and ~ 330 ps for QD-3. Moreover, ?"  does not depend on 
the scattering vector and on the excitation fluence. 
As described in Section S2, at the interface phonons are diffusively scattered, making the 
substrate act as a thermal reservoir, whose resistance23 is controlled by the ratio between the 
inelastic mean-free path of the substrate, Λ`, and the lateral dimension, w, of the dot. For 
AlGaAs, Λ` is ~ 4.5 nm and thus smaller than w for the investigated dots, suggesting that a 
diffusive transport within the substrate is expected. When only the Fourier component is included 
in the calculations (see Section S.2), the simulated size-dependence of the recovery time is in good 
agreement with the experimental data (see Figure S4B), supporting the diffusive picture. In the 
calculations, the diffusive interface conductivity O is considered as the average between the 
thermal conductivities of the dot and the substrate: O ≈ 0.5OG + O. 
 
S.5 COHERENT OSCILLATIONS IN A HEMISPHERICAL NANOSTRUCTURE 
Coherent propagation of acoustic phonons inside a confined structure can give rise to the 
formation of breathing oscillations of the interatomic distance. In the case of a homogeneous thin 
film, with thickness d, a standing-wave condition is valid and the frequency of the oscillations 
fulfills the relation  = a 2y⁄ , where a is the velocity of the propagating acoustic phonons. 
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 For a nanostructure with specific geometry, where d is not constant, the oscillations can be 
obtained by dividing the structure into an infinite number of elementary volumes and then 
integrating the wavelet components for each of them: z = 〈sin2.H, IE〉, where H, I =
a 2yH, I⁄ , and E is the time coordinate. If the nanostructure has a symmetric shape, then H, I 
follows a Gaussian-like distribution, and thus z can be written as: z ∝ sin2.〈H, I〉E, 
transferring the problem to the determination of the average frequency, 〈〉. Considering that our 
dots exhibit a cylindrical symmetry and can be approximated by a hemispherical shape, 〈〉 can be 
written as: 
 
〈〉 =
~ a2ys 2.sys
"

~ 2.sys"
= a2
1
~ sys"
p s
y1 −  ss
= ys
"

 (12) 
where y is the dot height and s is the radius at the base. With the change of variable  = s s⁄ , 
〈〉 can be expressed as: 
 〈〉 = ay p

/1 − = y
+

= ay = 2 (13) 
where  ≡ a 2y⁄  is the frequency at the maximum thickness, thus obtaining the formula reported 
in the main text. 
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Figure S1. Electronic structure of GaAs quantum dots. Panel A: electron band energetics of a 
GaAs/Al0.3Ga0.7As heterostructure. Both electron and holes are confined within the dot. Panel B: 
inter-band energy separation, Eg, as a function of the dot size as obtained by ab initio calculations; 
, and s represent the de Broglie wavelength of conduction electrons and the exciton radius in 
GaAs, respectively, which define the regimes of weak and strong quantum confinement. 
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Figure S2. Optical absorption in quantum dots. Panels A-F: Finite Difference Time Domain 
(FDTD) simulations of the laser intensity distribution inside and outside the dots; panels A-D for 
QD-1, panels B-E for QD-2, and panels C-F for QD-3. Panel G: calculated behavior of the fraction 
of laser intensity absorbed by the dot,  , and of the enhancement factor due to resonant 
absorption, !"#$ !⁄ , as a function of the dot size, together with their product. 
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Figure S3. Time scale of structural dynamics. The experimental (full symbols) and simulated 
(solid lines) time constant, ?v , is plotted as a function of the dot size and the excitation fluence for 
the reflections 006 (panel A), 1w15 (panel B), 2w26 (panel C), and 3w35 (panel D) at 4.6 
mJ/cm2 (black), 3.4 mJ/cm2 (grey), and 2.3 mJ/cm2 ( light grey). Λ` is the phonon inelastic mean-
free path. The insets in each panel gives the direction of the scattering vector plotted in the [110] 
plane. 
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Figure S4. Recovery dynamics. Panel A: experimentally measured (full circles) long-time 
behavior of the intensity change for the 2w26 Bragg spot for the three investigated dot dimensions 
at 4.6 mJ/cm2; the solid lines represent the best fit of the experimental data with the combination 
of an exponential decay and an exponential recovery. The transients are shifted for clarity 
purposes. Panel B: size dependence of the experimentally measured (open symbols) time constant, 
?" , of the exponential recovery plotted for the reflections 006 (squares), 1w15 (downward 
pointing triangles), 2w26 (circles), and 3w35 (upward pointing triangles). The black solid line 
represents the calculated trend of ?"  as obtained using an energy conservation balance where only 
a Fourier component is considered (see text for details). 
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