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Introduccio´n
Desde fines de los an˜os ochenta varias investigaciones independientes estudiaron ciertas caracter´ısticas
especiales de grafos que sirvieron para definir nuevas clases.
As´ı surgieron los grafos con o´rdenes de ma´ximas vecindades, o grafos HT [4], los grafos a´rbol-clique 1
[7, 9] y los a´rboles expandidos [1].
Un examen ma´s detallado arrojo´ la conclusio´n de que estas clases definen al mismo tipo de grafos, lo
cual hizo necesario el desarrollo de un enfoque unificado.
Esto a su vez implicaba la conveniencia de una denominacio´n universal para referirse a los grafos arriba
mencionados. Fue as´ı que comenzo´ a ganar terreno el concepto de grafos dualmente cordales.
La clase de los grafos cordales ha sido ampliamente investigada y resulta muy u´til desde un punto de
vista algor´ıtmico. La definicio´n ma´s ba´sica y conocida dice que un grafo es cordal si no posee ciclos de lon-
gitud mayor o igual que cuatro como subgrafos inducidos. Sin embargo, se conocen ma´s caracterizaciones,
muchas de ellas con su correlato para grafos dualmente cordales. Este u´ltimo hecho hara´ ma´s comprensible
la eleccio´n del nombre.
En este trabajo se incluira´n varias caracterizaciones de los grafos dualmente cordales. Se tratara´ la dua-
lidad existente entre grafos cordales y dualmente cordales, siendo propicio para ello, entre otras cosas,
trabajar con hipergrafos.
A su vez, una comparacio´n ma´s profunda entre grafos cordales y dualmente cordales, as´ı como ciertas
preguntas concernientes a estos u´ltimos hara´n surgir de modo natural subclases de grafos que tambie´n
sera´n aqu´ı descritas.
Entre los objetivos de este trabajo se encuentra tambie´n simplificar demostraciones de propiedades ya
conocidas hace varios an˜os. Y entre los aportes pueden hallarse propiedades me´tricas de los grafos dualmente
cordales y caracter´ısticas de las potencias de grafos.
Sobre la estructura del trabajo: Una vez que hayamos introducido todas las definiciones necesarias
para un desarrollo fluido de los temas, la primera seccio´n del trabajo estudiara´ las propiedades ba´sicas de
los grafos de intervalos, clique Helly y cordales, as´ı como tambie´n de los hipergrafos, debido a que estos
son imprescindibles para poder demostrar las principales propiedades tratadas luego.
En la segunda seccio´n definiremos a los grafos dualmente cordales y veremos que estos poseen un gran
nu´mero de caracterizaciones. Muchas de ellas sera´n en te´rminos de lo que llamaremos a´rboles compatibles
(aquellos en los cuales un clique del grafo induce un suba´rbol) y tambie´n podremos demostrar que la imagen
por el operador clique de la clase de grafos cordales es precisamente la clase de los grafos dualmente cordales.
En la tercera seccio´n se tratara´n las estrechas relaciones que los grafos dualmente cordales poseen con
otras clases de grafos, las cuales aparecera´n de modo bastante natural en el desarrollo del texto. De hecho,
quedara´ establecido que los grafos dualmente cordales hereditarios son lo mismo que los grafos fuertemente
cordales y que la clase de grafos doblemente cordales consiste en todos los grafos que son tanto cordales
como dualmente cordales. Y por supuesto, tambie´n se explicara´ en que´ consiste la dualidad entre grafos
cordales y dualmente cordales. Resultara´ que los grafos cordales pueden ser caracterizados en te´rminos de
1 Tree-clique graphs.
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ciertos hipergrafos, mientras que los duales de estos caracterizara´n a los grafos dualmente cordales.
Luego ahondaremos en las caracter´ısticas de los o´rdenes de vecindades ma´ximas en grafos dualmente
cordales para obtener propiedades de sus potencias y caracterizaciones de sus cuadrados.
En u´ltimo lugar, estando ya bastante familiarizados con el v´ınculo entre grafos cordales y dualmente
cordales intentaremos llevar la teor´ıa a un plano ma´s general, donde los grafos cordales podra´n ser reem-
plazados por clases afines. Es un hecho bastante conocido que un grafo es cordal si y so´lo si puede ser
representado por una familia de suba´rboles de un a´rbol. Nos abocaremos a ver que´ ocurre si imponemos
que la representacio´n sea a trave´s de caminos de un a´rbol. Es as´ı que surgen los grafos UV , DV , RDV y
sus duales, que resultara´n tener propiedades ana´logas a las que se vera´n para grafos cordales y dualmente
cordales. En particular, el operador clique seguira´ desempen˜ando un rol muy importante.
Al sucederse los temas, uno de los principales objetivos sera´ enlazarlos de un modo coherente y sin pe´rdida
de continuidad, no siendo de extran˜ar que se combinen hechos expuestos en otros trabajos con algunos de
elaboracio´n propia. Para distinguirlos, se rematara´n con un cuadrado (2) todos aquellos resultados cuyos
enunciados y demostraciones aparecen en otras publicaciones, estando disponibles en varios de esos casos las
referencias bibliogra´ficas. Con un rombo () se indicara´n los resultados ya existentes cuyas demostraciones
no fueron copiadas de ninguna otra fuente. Y, finalmente, una estrella (?) rematara´ a los resultados no
basados en publicaciones ajenas, no descarta´ndose que sean ya conocidos.
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Definiciones
Un grafo simple G es un par (V (G), E(G)), siendo V (G) un conjunto finito no vac´ıo, cuyos elementos
llamamos ve´rtices de G y E(G) es un conjunto de pares no ordenados (conjuntos de dos elementos) de
V(G). Los elementos de E(G) reciben el nombre de aristas de G. Si e = {u, v} es una arista, usaremos
generalmente la notacio´n uv para denotarla. u y v son los extremos de la arista y tambie´n suele decirse
que e´sta incide en u y en v. Dos ve´rtices que forman una arista sera´n llamados adyacentes. Un ve´rtice
es universal cuando resulta adyacente a todos los dema´s. Sera´ aislado cuando no tenga vecinos, es decir,
cuando no sea adyacente a ningu´n otro ve´rtice. El grado de un ve´rtice v, que se simboliza por dG(v) o
simplemente d(v), es el nu´mero de ve´rtices en G adyacentes a v.
Un subgrafo de G es un grafo cuyos conjuntos de ve´rtices y aristas esta´n contenidos en los de G. Dado
un conjunto B ⊆ V (G), el subgrafo inducido por B, o G(B), tiene a B como conjunto de ve´rtices y dos
elementos de B son adyacentes en G(B) si y so´lo si lo son en G.
Llamaremos completo de G a un conjunto de ve´rtices adyacentes de a pares. Por otra parte, si en un
conjunto de ve´rtices no hay dos que sean adyacentes se dira´ que forman un conjunto independiente. Si un
completo es maximal con respecto a la inclusio´n recibe el nombre de clique. Y un grafo en el cual todos sus
ve´rtices constituyen un clique es llamado grafo completo, lo cual suele denotarse por Kn, indicando n el
nu´mero de ve´rtices que posee. La familia de cliques de un grafo G se simboliza con C(G) y, dado v ∈ V (G),
llamamos Cv o C(v) al conjunto {C ∈ C(G), v ∈ C}.
Un recorrido de G es una sucesio´n de ve´rtices v0v1v2...vk tal que los elementos consecutivos son ad-
yacentes; k es su longitud. Un recorrido es un camino si no se repiten ve´rtices. Es un ciclo si el primer
elemento y el u´ltimo coinciden, sin haber ma´s repeticiones.
Un grafo se dice conexo cuando, dados dos ve´rtices cualesquiera u y v, existe un camino en e´l que
comienza en u y termina en v. Llamaremos distancia entre u y v a la longitud de un camino entre
ellos con mı´nima cantidad de ve´rtices. Se simboliza por dG(u, v), pero sera´ usual que usemos la no-
tacio´n d(u, v) cuando sea claro con respecto a que´ grafo la estemos calculando. A su vez, definamos
I(x, y) = {v ∈ V (G) : dG(x, v) + dG(v, y) = dG(x, y)} al intervalo entre x e y.
Dado un grafo, todo subgrafo conexo maximal recibe el nombre de componente conexa. As´ı, resulta que
un grafo es conexo si y so´lo si posee una componente conexa u´nica.
Un a´rbol es un grafo conexo y sin ciclos. Dado un grafo conexo G, se dice que T es un a´rbol generador de
G si T es subgrafo de G y V(T)=V(G). Dados dos ve´rtices u, v ∈ E(T ), denotamos por T [u, v] al (u´nico)
camino en T entre u y v. Una hoja de un a´rbol es un ve´rtice de grado uno.
Dos grafos G1 y G2 son isomorfos si existe una funcio´n biyectiva f : V (G1)→ V (G2) tal que uv ∈ E(G1)
si y so´lo si f(u)f(v) ∈ E(G2). Ba´sicamente, esto quiere decir que los dos grafos difieren a lo sumo en el
nombre de sus ve´rtices.
Dada una familia finita de conjuntos F = (Fi)i∈I 2, se llama grafo de interseccio´n de F al grafo con I como
conjunto de ve´rtices y tal que i y j, i 6= j, son adyacentes si y so´lo si Fi ∩Fj 6= ∅. Si un grafo G es isomorfo
al grafo de interseccio´n de F, se dice que esta familia es una representacio´n de G o, alternativamente, que
G es representado por F.
2A cada conjunto Fi se lo suele llamar miembro de F.
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El grafo clique de un grafo G, simbolizado por K(G), es el grafo de interseccio´n de la familia de cliques
de G.
Figura 1: Un ejemplo de un grafo y su grafo clique.
En un principio, hemos definido a las aristas como subconjuntos de dos elementos de V (G). Sin embargo,
es posible darle una orientacio´n a las aristas transforma´ndolas en pares ordenados. Cuando se hace esto se
obtiene lo que se llama un grafo orientado o dirigido.
Muchos de los conceptos que hemos definido para grafos son aplicables a grafos dirigidos, aunque suelen
aparecer variaciones. Por ejemplo, los caminos (dirigidos) de un grafo orientado son aquellos en los que la
sucesio´n de sus ve´rtices respeta el orden asignado a las aristas.
Cuando se trabaja con a´rboles, existe un caso ma´s espec´ıfico. Se trata de los a´rboles dirigidos enraizados.
Son aquellos en los que existe un ve´rtice v, llamado ra´ız, tal que, para cualquier otro ve´rtice w existe un
camino dirigido entre v y w.
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1. Nociones previas
1.1. Grafos de Intervalos
Definicio´n: Un grafo G es de intervalos si puede ser representado como grafo de interseccio´n de una
familia de intervalos de la recta real. Si es posible obtener una representacio´n en la cual ningu´n intervalo
contenga a otro entonces el grafo es de intervalos propios.
Los grafos de intervalos constituyen una clase muy conocida y poseen aplicaciones muy importantes en
arqueolog´ıa (elaboracio´n de cronolog´ıas) y en gene´tica (secuenciacio´n de genes). A su vez, los grafos de
intervalos propios son tambie´n aplicables en problemas de taxonomı´a y sociolog´ıa. En esta seccio´n veremos
algunas de sus principales propiedades, las cuales nos sera´n muy u´tiles posteriormente.
Figura 2: Un grafo de intervalos con una de sus posibles representaciones.
Definicio´n: Un grafo G y un orden total ≤ en V(G) son compatibles el uno con el otro si, para todo
x, y, z ∈ V (G), x < y < z y xz ∈ E(G) implica que xy, yz ∈ E(G).
Teorema 1.1.1: Para un grafo G, las siguientes proposiciones son equivalentes:
(a) G es un grafo de intervalos propios.
(b) G es compatible con un orden total.
(c) Cada clique de G es un intervalo con respecto a un orden total de V(G).
Demostracio´n:
(a) =⇒ (b): Para mayor simplicidad, supongamos que los ve´rtices de G son intervalos de la recta real.
Ordenemos a estos de menor a mayor teniendo en cuenta sus extremos iniciales y el orden usual de los
nu´meros reales. Notar que el hecho de que ningu´n intervalo este´ contenido en otro implica que sus extremos
iniciales difieren (lo mismo se podr´ıa decir de los extremos finales). De este modo, resulta un orden bien
definido y total, al que llamaremos ≤.
Supongamos ahora que existen tres intervalos [a1, b1] < [a2, b2] < [a3, b3], con [a1, b1] ∩ [a3, b3] 6= ∅. Esto
u´ltimo implica que a1 < a3 ≤ b1 < b2 < b3. Como a1 < a2 < a3, se puede deducir que a1 < a2 < b1 y
a3 < b2 < b3, por lo que [a1, b1] ∩ [a2, b2] 6= ∅ y [a2, b2] ∩ [a3, b3] 6= ∅.
(b) =⇒ (c): Sea C un clique y, usando a partir de ahora un orden ≤ que cumpla con la hipo´tesis, sean
v1 = inf C, v2 = sup C. Si v1 = v2 la conclusio´n es inmediata. Si no, sean v1 ≤ w1 < w2 ≤ v2. Veamos
que w1 y w2 son adyacentes. Consideremos las siguientes posibilidades:
(1) Si v1 = w1 o v2 = w2 se puede aplicar directamente la hipo´tesis para concluir que w1w2 ∈ E(G).
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(2) Si no, podemos aplicar la hipo´tesis para concluir que v1w1, w1v2 ∈ E(G). Usando la hipo´tesis una vez
ma´s con w1 < w2 < v2, se deduce que w1w2 ∈ E(G).
Por lo tanto, C es un intervalo con respecto al orden considerado.
(c) =⇒ (a): Probe´moslo por induccio´n sobre n = |V (G)|. Si n = 1, es obvio.
Supongamos ahora que todo grafo con k ve´rtices y un orden como el mencionado es de intervalos propios,
con los extremos de los intervalos no coincidentes (que ni siquiera coincidan extremos finales con extremos
iniciales) y ordenados segu´n el orden de los ve´rtices.
Sea ahora G de k + 1 ve´rtices con un orden v1 < ... < vk+1 tal que (c) es va´lida. Si G es completo,
la demostracio´n es trivial. Si no es completo procederemos de la siguiente manera. Por hipo´tesis induc-
tiva G[v1, ..., vk] es de intervalos propios y existe una representacio´n como la que fuera arriba descrita.
Supongamos que [vi, vk+1] es el clique que contiene a vk+1 y que en el paso anterior a vi−1, vi y vk les
fueron asignados los intervalos [a1, b1], [a2, b2] y [a3, b3] respectivamente. Podemos entonces asignarle a vk+1
el intervalo [max{b1,a3}+b22 , b3 + 1] para obtener as´ı la representacio´n deseada de G. 
Veremos ahora que las descripciones obtenidas hasta el momento tienen una versio´n en te´rminos me´tricos.
Definicio´n: Una disimilaridad α en un conjunto X es una aplicacio´n de X×X en los reales no negativos
tal que, para cada x, y ∈ X,
(a) α(x, y) = 0 si y so´lo si x=y.
(b) α(x, y) = α(y, x).
Una disimilaridad α en X es piramidal si existe un orden total ≤ en X tal que si x ≤ y ≤ z entonces
α(x, z) ≥ max{α(x, y), α(y, z)}
Una vez adquirida esta terminolog´ıa, se puede enunciar el siguiente teorema:
Teorema 1.1.2 [9]: Las siguientes afirmaciones son equivalentes para un grafo conexo G:
(a) G es un grafo de intervalos propios.
(b) Los ve´rtices de G pueden ser numerados de tal manera que los nu´meros asignados a cada camino de
mı´nima longitud desde un ve´rtice s a un ve´rtice t forman una secuencia creciente o decreciente.
(c) Existe un camino hamiltoniano P 3 de G tal que, para cada par de ve´rtices s y t de G, dG(s, t) es el
mı´nimo nu´mero de cliques de G que cubren las aristas de P [s, t].
(d) La distancia en G es una disimilaridad piramidal.
Demostracio´n:
(a) =⇒ (b): Para mayor simplicidad, podemos suponer que V (G) = {1, ..., n} y que G es compatible con
el orden 1 < 2 < ... < n.
Sean s, t ve´rtices de G y s = i0i1...ik = t un camino de mı´nima longitud que los une, llame´moslo L.
Supongamos que i0 < i1. Si i2 < i0 < i1, podemos concluir que i0i2 ∈ E(G) debido a que i2i1 ∈ E(G) y
a que ≤ es un orden compatible con G. Similarmente, si i0 < i2 < i1 podemos obtener ide´ntica conclusio´n.
As´ı, en ambos casos se contradice que L sea un camino de mı´nima longitud. Por lo tanto i0 < i1 < i2.
El mismo razonamiento demuestra que ij < ij+1, j = 2, ..., k − 1.
3Se dice que un camino o ciclo es hamiltoniano cuando abarca a todos los ve´rtices del grafo.
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Por argumentos similares, si i1 < i0 entonces L resulta una sucesio´n decreciente.
(b) =⇒ (c): Numeremos los ve´rtices de G de 1 a n de manera que se verifique (b).
Si i e i + 1 no son adyacentes, un camino de mı´nima longitud desde i hasta i + 1 debe tener al menos
un ve´rtice j, j 6= i y j 6= i+ 1, no resultando as´ı una sucesio´n creciente. Concluimos as´ı que 1, ..., n es un
camino hamiltoniano P de G.
Sean s, t ve´rtices de G y s = i0i1...ik = t un camino L de mı´nima longitud que los une. Por (b) podemos
suponer que se trata de una sucesio´n creciente.
Si ir no es adyacente a algu´n ve´rtice del intervalo [ir, ir+1], sea z el u´ltimo ve´rtice que cumple con tal
condicio´n. Se tendr´ıa as´ı que ir, z + 1, z es un camino de mı´nima longitud ni ascendente ni descendente, lo
cual es una contradiccio´n.
Si y < z son ve´rtices no adyacentes de [ir, ir+1] entonces yirz es un camino de mı´nima longitud ni
creciente ni decreciente. Luego, el subgrafo de G inducido por [ir, ir+1] es completo.
Si para cada valor de r, r = 0, ..., k−1, tomamos un clique que contenga a [ir, ir+1] obtenemos k = dG(s, t)
cliques que cubren las aristas de P [s, t].
Si existe un cubrimiento de P [s, t] con m cliques, podemos construir un camino de s a t de la siguiente
manera: en primer lugar tomemos un clique C1 que contenga a la arista s s + 1 y llamamos j1 al u´ltimo
elemento de C1. Luego tomamos un clique C2 que contenga a la arista j1 j1 + 1 y as´ı sucesivamente. Esto
demuestra que dG(x, y) ≤ m, de lo cual se desprende (c).
(c) =⇒ (d): Sea P un camino hamiltoniano de G que satisfaga (c) y llamemos ≤ al orden de los ve´rtices
de P. Sean i ≤ j ≤ k ve´rtices de G. Como P es hamiltoniano, P [i, j] esta´ contenido en P [i, k]. Entonces
todo conjunto de cliques de G que cubra las aristas de P [i, k] tambie´n cubre las aristas de P [i, j]. As´ı, por
(c), dG(i, j) ≤ dG(i, k). Similarmente, dG(j, k) ≤ dG(i, k).
(d) =⇒ (a): Sea v1 ≤ ... ≤ vn un orden de los ve´rtices de G tal que dG resulta una disimilaridad piramidal.
Sean vi < vj < vk tres ve´rtices de G. Si vi y vk son adyacentes, entonces dG(vi, vj) = dG(vj , vk) = 1,
ya que ninguna de las dos magnitudes supera a dG(vi, vk) = 1. Resulta entonces que vivj , vjvk ∈ E(G), y
as´ı ≤ y G son compatibles. 2
De la demostracio´n del resultado anterior se desprende inmediatamente lo siguiente:
Corolario 1.1.3: Si G es un grafo conexo y v1 ≤ ... ≤ vn es un orden total de V(G), las siguientes
afirmaciones son equivalentes:
(a) G es compatible con ≤.
(b) Todo camino ma´s corto entre ve´rtices es creciente o decreciente en dicho orden.
(c) v1, ..., vn es un camino hamiltoniano que satisface (c) del teorema anterior.
(d) Para cada i, j, k, si vi ≤ vj ≤ vk entonces dG(vi, vk) ≥ max{dG(vi, vj), dG(vj , vk)}.
1.2. Grafos Cordales
Definicio´n: Dado un ciclo en un grafo G, se llama cuerda a una arista que une a dos ve´rtices no consecu-
tivos del ciclo. Un grafo se dice cordal si todo ciclo de longitud mayor o igual que cuatro posee una cuerda.
Los grafos cordales poseen caracter´ısticas que resultan muy u´tiles en ciertos campos. Un ejemplo de apli-
cacio´n es el de los a´rboles filogene´ticos. Muchos problemas son dif´ıciles de resolver en un grafo cualquiera,
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pero son muy tratables cuando se trabaja con grafos cordales. En esta seccio´n desarrollaremos nociones
ba´sicas acerca de estos.
Definicio´n: S ⊂ V (G) es un separador de G si dos ve´rtices en la misma componente conexa de G
esta´n en dos componentes conexas distintas de G(V (G) − S). En particular, dados dos ve´rtices a y b no
adyacentes y en la misma componente conexa de G, llamamos separador de a y b o ab-separador a un
separador S tal que a y b esta´n en distintas componentes conexas de G(V (G)− S).
Teorema 1.2.1: G es cordal si y so´lo si todo separador minimal de dos ve´rtices no adyacentes induce
un subgrafo completo.
Demostracio´n: Supongamos que todo separador minimal induce un subgrafo completo y sea C:axby1...yka
un ciclo de G, con k ≥ 1. Si ab ∈ E(G) esta arista resulta ser un cuerda de C. Si no, todo conjunto separador
de a y b debe contener a x y a algu´n yi. En particular esto sucedera´ para un separador que sea minimal.
Luego, por hipo´tesis, xyi ∈ E(G), es decir, todo ciclo posee una cuerda.
Rec´ıprocamente, supongamos que G es cordal y que S es separador minimal de dos ve´rtices no adyacentes
a y b, siendo GA y GB las componentes conexas de G(V − S) que los contienen.
Como S es minimal, todo ve´rtice x ∈ S es adyacente a un ve´rtice de A y a uno de B.
Sean x, y ∈ S, luego existe a1 ∈ A tal que xa1 ∈ E(G) y a2 ∈ A tal que ya2 ∈ E(G). Como GA es conexo,
consideremos un camino P de longitud mı´nima entre a1 y a2 en GA. Elijamos a1, a2 tales que la longitud
de P sea mı´nima entre todos los pares de ve´rtices de A en esta situacio´n.
Ana´logamente, existen b1 y b2 ∈ B y un camino de longitud mı´nima Q. Luego, xPyQx es un ciclo de G
y en consecuencia posee una cuerda. Veamos a que´ ve´rtices esta cuerda conecta.
Entre ve´rtices de A y de B no hay aristas, pues si las hubiera se contradice que S es un separador de x
y de y.
La cuerda tampoco puede contener a ve´rtices de P porque e´ste es de longitud mı´nima. Conclusio´n ana´loga
se obtiene para Q.
Tampoco hay aristas entre ve´rtices de P y x (o y) porque nuevamente se contradecir´ıa que P es de
longitud mı´nima. Lo mismo se puede decir si reemplazamos a P por Q.
Por ende, la u´nica alternativa restante es que la cuerda sea la arista xy. Luego, todos los ve´rtices de S
son adyacentes entre s´ı, induciendo as´ı un subgrafo completo. 2
Definicio´n: Dado un grafo G y un ve´rtice v ∈ V (G), se define al entorno de v, que se representa por
N(v), al conjunto de ve´rtices adyacentes a v. El entorno cerrado de v es el conjunto N [v] = N(v) ∪ {v}.
Diremos que v ∈ V (G) es simplicial si G(N [v]) es un subgrafo completo.
A continuacio´n veremos que el concepto de ve´rtice simplicial esta´ ı´ntimamente vinculado a los grafos
cordales.
Lema 1.2.2: Todo grafo cordal posee un ve´rtice simplicial. Es ma´s, si G no es completo, existen dos
ve´rtices simpliciales no adyacentes.
Demostracio´n: El lema es trivial si G es completo. Para el caso en que G no lo sea, procedamos por
induccio´n sobre el nu´mero n de ve´rtices. Sea G un grafo cordal con n ≥ 2 ve´rtices, incluyendo dos ve´rtices
a y b no adyacentes. Si n = 2, ambos ve´rtices son simpliciales al ser aislados.
Supongamos que n > 2 y que el lema vale para grafos cordales con menos de n ve´rtices. Sea S un sepa-
rador minimal de a y de b en G, y sean G(A) y G(B) las componentes conexas de G−S 4 que contienen a
4Es una forma abreviada de representar a G(V-S), que utilizaremos muy a menudo.
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Figura 3: En este grafo cordal se han marcado dos ve´rtices simpliciales a y g y sus vecindades.
a y a b respectivamente. El subgrafo G(A∪S) es cordal y con menos de n ve´rtices. Entonces, por hipo´tesis
inductiva, debe ocurrir alguna de las siguientes alternativas: o G(A∪S) es completo y cada ve´rtice de A es
simplicial en G(A ∪ S), o G(A ∪ S) posee dos ve´rtices simpliciales no adyacentes, debiendo estar al menos
uno de ellos en A al ser S completo. Como cualquier ve´rtice de A so´lo es adyacente a ve´rtices de A ∪ S en
G, los ve´rtices de A simpliciales en G(A ∪ S) tambie´n son simpliciales en G. Por el mismo argumento, B
posee un ve´rtice simplicial de G, obtenie´ndose as´ı lo que busca´bamos. 2
Definicio´n: Dado un grafo G, una secuencia de sus ve´rtices vn, ..., v1 es un orden de eliminacio´n perfecto
(o simplicial), si vi es simplicial en G({v1, ..., vi}).
Proposicio´n 1.2.3: G es cordal si y so´lo si tiene un orden de eliminacio´n perfecto.
Demostracio´n: Si G es cordal, sabemos que posee un ve´rtice simplicial, llame´moslo vn. Adema´s G− vn
tambie´n es cordal, as´ı que posee un ve´rtice simplicial y repetimos el procedimiento anterior hasta obtener
el orden deseado.
Rec´ıprocamente, sea {vn, ..., v1} un orden de eliminacio´n perfecto de G y sea C un ciclo con ve´rtices
x1, ..., xr, x1. Sea xj0 el ve´rtice del ciclo de mayor sub´ındice, es decir, el primero en aparecer en el orden de
eliminacio´n perfecto. Luego, sus vecinos son adyacentes, es decir, se encuentra una cuerda en C. 2
Esta caracterizacio´n constituye una herramienta muy poderosa. Existe un algoritmo lineal para determi-
nar si un grafo posee un orden de eliminacio´n perfecto [14]. Y son muchas las demostraciones que involucran
a grafos cordales donde la clave es considerar un ve´rtice simplicial.
Otra caracterizacio´n de los grafos cordales viene dada como clase de grafos de interseccio´n de cierto tipo
de familias que detallaremos ma´s adelante. Antes veremos la siguiente propiedad:
Definicio´n: Una familia finita de conjuntos verifica la propiedad Helly si, dada cualquier subfamilia
cuyos miembros tienen interseccio´n dos a dos no vac´ıa, entonces la interseccio´n de todos es no vac´ıa.
Teorema 1.2.4: Toda familia formada por los conjuntos de ve´rtices de cierto nu´mero de suba´rboles de
un a´rbol T satisface la propiedad Helly.
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Demostracio´n: Sea {Ti}i=1,...,k una familia de suba´rboles de un a´rbol T, y supongamos que la familia
{V (Ti)}i=1,...,k es tal que sus miembros tienen interseccio´n dos a dos no vac´ıa pero que
T
i V (Ti) = ∅.
Entonces, para cada v ∈ V (T ), existe Tj , 1 ≤ j ≤ k para el cual v 6∈ V (Tj). Como existe un u´nico camino
entre dos ve´rtices en T, sea e la arista incidente en v que pertenece a el camino entre v y el ve´rtice ma´s
cercano de Tj a v. Si por cada ve´rtice elegimos una arista de ese modo y, como T tiene n ve´rtices y n− 1
aristas, hay por lo menos una arista que ha sido seleccionada ma´s de una vez, sea e´sta uv. Esto implica
que los dos suba´rboles a partir de los cuales se obtiene uv esta´n en componentes distintas de T − {u, v},
contradiciendo el hecho de que la interseccio´n de sus respectivos conjuntos de ve´rtices debe ser no vac´ıa.
Por lo tanto, concluimos que la interseccio´n de todos los V (Ti) no puede ser vac´ıa. 2
Figura 4: Un grafo cordal con una representacio´n de suba´rboles de un a´rbol.
Teorema 1.2.5: Un grafo G tiene un orden de eliminacio´n perfecto si y so´lo si puede representarse como
el grafo de interseccio´n de una familia de suba´rboles de un a´rbol.
Demostracio´n: Supongamos que G posee un orden de eliminacio´n perfecto. Procedamos por induccio´n
sobre el nu´mero n de ve´rtices. Que K1 verifica la propiedad es trivial.
Sea G con un orden de eliminacio´n perfecto vn, ..., v1. Luego vn−1, ..., v1 es un orden de eliminacio´n
perfecto de G− vn y tenemos entonces por hipo´tesis inductiva un a´rbol T y una familia de suba´rboles que
representa a G− vn.
Como vn es simplicial de G, el conjunto de ve´rtices adyacentes a e´l induce un completo en G− vn y, en
consecuencia, los suba´rboles que los representan tienen al menos un ve´rtice en comu´n por el Teorema 1.2.4.
Llamemos x a un ve´rtice de la interseccio´n de todos ellos. Agreguemos a T un nuevo ve´rtice y y haga´moslo
adyacente a x. A cada suba´rbol correspondiente a los ve´rtices adyacentes a vn le agregamos la arista xy,
y a vn le asignamos el suba´rbol que consiste solamente en el ve´rtice y. Obtenemos as´ı una representacio´n
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de G del tipo que se buscaba.
Rec´ıprocamente, consideremos ahora un a´rbol T y una familia de suba´rboles (Tv)v∈V (G) que constituya
una representacio´n de un grafo G. Sin pe´rdida de generalidad, podemos suponer que se trata de una
representacio´n en T con mı´nima cantidad de ve´rtices, es decir, si xy ∈ E(T ), existe u ∈ V (G) tal que Tu
contiene a x pero no a y. Esto es posible porque si todo suba´rbol que contiene a x tambie´n contiene a
y podemos obtener una nueva representacio´n con menor cantidad de ve´rtices contrayendo la arista xy al
ve´rtice y.
Sea x una hoja de T, siendo y su u´nico vecino. Sea u ∈ V (G) tal que x ∈ V (Tu) pero y 6∈ V (Tu).
De este modo, Tu consta solamente del ve´rtice x, es decir, todos los suba´rboles de los vecinos de u en
G deben tener a x. Luego los vecinos de u inducen un completo, o sea, u es simplicial. Notemos ahora
que (Tv − x)v∈V (G−u) es una representacio´n de G − u. Por lo tanto podremos repetir los argumentos an-
teriores y, de continuar as´ı, podremos obtener de manera sucesiva un orden de eliminacio´n perfecto de G. 2
El siguiente corolario nos provee un enfoque alternativo de los grafos cordales:
Corolario 1.2.6: Un grafo es cordal si y so´lo si puede representarse como el grafo de interseccio´n de
una familia de suba´rboles de un a´rbol.
Esta caracter´ıstica es tan importante que no habr´ıa inconveniente alguno en usarla como definicio´n de
los grafos cordales, lo cual se evidenciara´ en varios teoremas posteriores.
1.3. Grafos Helly
El objetivo de esta seccio´n sera´ enunciar y demostrar dos teoremas que necesitaremos luego.
Definicio´n: Un grafo G es Helly (o clique-Helly) si sus cliques satisfacen la propiedad Helly.
Teorema 1.3.1: Sea G un grafo Helly con n ve´rtices v1, v2, ..., vn, y sea G0 el grafo que se obtiene agre-
gando n ve´rtices u1, u2, ..., un haciendo, para cada valor de i, ui adyacente a vi. Entonces G0 es Helly y
C(K(G0)) = {Cv : v ∈ V (G)} (Cv = {C ∈ C(G0), v ∈ C}).
Demostracio´n: Se verifica que C(G0) = C(G)
S∪ni=1{ui, vi}. Tomemos ahora un conjunto de cliques de
G0 con interseccio´n dos a dos no vac´ıa. Tendremos dos posibilidades:
1) Si son elementos de C(G), poseera´n un ve´rtice en comu´n por ser G Helly.
2) Si {ui, vi}, para algu´n i, es uno de ellos, la u´nica opcio´n posible es que vi sea un ve´rtice comu´n a todos.
As´ı, G0 resulta ser Helly.
Los conjuntos Cvi , para vi ∈ V (G), son completos de K(G0). A su vez, cada Cvi es maximal porque posee
a {ui, vi} y este clique so´lo es adyacente a todo aquel que tenga a vi entre sus ve´rtices.
Rec´ıprocamente, si D ∈ C(K(G0)), como G0 es Helly, todos sus elementos poseen un ve´rtice comu´n y,
entre los ve´rtices comunes, siempre se puede tomar un vi; de hecho, si ui ∈
T
C∈D C, lo mismo se puede
decir de vi. As´ı, D = Cvi y esto concluye con la demostracio´n. 
La razo´n de haber introducido al grafo G0 se hara´ clara luego, permitie´ndonos la construccio´n hecha
realizar varias demostraciones.
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Dada una clase de grafos, es interesante preguntarse en que´ consistira´ su imagen por el operador clique.
En el caso de que resulte ser la misma clase se dice que e´sta es clique-cerrada. Veamos que e´ste es el caso
para los grafos Helly:
Teorema 1.3.2: K(Helly)= Helly.
Demostracio´n: Sea H Helly y G=K(H). Sea D = {D1, ..., Dk} un conjunto de cliques de G con intersec-
cio´n dos a dos no vac´ıa. Los elementos de cada Di son cliques de H y, como este u´ltimo es Helly, podremos
seleccionar un ve´rtice vi ∈ V (H) comu´n a todos los cliques de Di. Vale que vi 6= vj si i 6= j, de lo contrario
se estar´ıa contradiciendo la maximalidad de los elementos de D.
Veamos ahora que {v1, ..., vk} induce un completo de H. Para ello seleccionemos a vi y a vj distintos,
1 ≤ i, j ≤ k. Sab´ıamos que vi esta´ en la interseccio´n de todos los elementos de Di, vj esta´ en la interseccio´n
de todos los elementos de Dj y que Di ∩Dj 6= ∅, por lo que existe un clique de H que contiene tanto a vi
como a vj , es decir, vivj ∈ E(H).
Consideremos entonces un clique C de H que contenga a {v1, ..., vk}. Como, para todo i, vi ∈ C, C es
adyacente a todos los elementos de Di, por lo que C ∈ Di. En consecuencia,
Tk
i=1Di 6= ∅.
Rec´ıprocamente, sea G un grafo Helly. Construyamos a H de manera tal que V (H) = C(G)
S
V (G).
Si C, C 0 ∈ C(G), C 6= C 0, entonces CC 0 ∈ E(H) si y so´lo si C ∩ C 0 6= ∅. Si v ∈ V (G) y C ∈ C(G)
entonces vC ∈ E(H) si y so´lo si v ∈ C.
Se ve claramente que C(H) = (C(v) ∪ {v})v∈V (G). Adema´s H es Helly; de hecho, si (C(vi) ∪ {vi}),
i = 1, ..., k, es un conjunto de cliques de H con interseccio´n dos a dos no vac´ıa se ve como antes que
{v1, ..., vk} induce un completo en G, lo cual nos conduce a un elemento presente en todos los cliques. A
su vez,
{C(vi) ∪ {vi}} ∩ {C(vj) ∪ {vj}} 6= ∅ ⇐⇒ C(vi) ∩ C(vj) 6= ∅ ⇐⇒ vivj ∈ E(G)
Por lo tanto K(H) ≈ G. 
1.4. Hipergrafos
En esta seccio´n generalizaremos el concepto de grafo. Abandonaremos la restriccio´n de que una arista
tenga dos extremos y permitiremos que interconecte a una cantidad arbitraria de ve´rtices. El panorama se
vera´ as´ı modificado y sera´ posible describir nuevas propiedades.
Definiciones: Un hipergrafo finito ε es una familia de subconjuntos no vac´ıos (las aristas de ε) de un
conjunto V (los ve´rtices de ε).
El hipergrafo dual δ(ε) tiene como conjunto de ve´rtices a las aristas de ε y a los conjuntos {e ∈ ε: v ∈ e}
(v ∈ V ) como sus aristas.
La dos seccio´n S(ε) de un hipergrafo tiene a V como conjunto de ve´rtices, y dos ve´rtices distintos son
adyacentes si y so´lo si existe una arista de ε que contenga a ambos.
El grafo de l´ıneas L(ε) es el grafo de interseccio´n de las aristas de ε.
Un hipergrafo es conforme si todo clique de su dos seccio´n esta´ contenido en una de sus aristas. Es ma´s,
como cada arista de un hipergrafo es un completo de su dos seccio´n la definicio´n equivale a que todo clique
de su dos seccio´n es una de sus aristas.
Un hipergrafo es Helly cuando sus aristas satisfacen la propiedad Helly.
Dos hipergrafos ε1 = (V1, E1) y ε2 = (V2, E2) son isomorfos, ε1 ∼ ε2, si existen dos biyecciones
f : V1 → V2 y g : E1 → E2 tales que u, v ∈ e si y so´lo si f(u), f(v) ∈ g(e).
Teorema 1.4.1: δ(δ(ε)) ∼ ε.
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Demostracio´n: Recordemos que δ(ε) tiene a las aristas de ε como ve´rtices y a Ev = {e ∈ ε: v ∈ e}
(v ∈ V ) como aristas.
Entonces los ve´rtices de δ(δ(ε)) sera´n los Ev y las aristas sera´n de la forma Ee = {Ev : e ∈ Ev} = {Ev :
v ∈ e}. El isomorfismo es ahora claro. .
Teorema 1.4.2: L(ε) = S(δ(ε)).
Demostracio´n:
e1e2 ∈ E(L(ε))⇐⇒ ∃v ∈ e1 ∩ e2 ⇐⇒ ∃v, e1, e2 ∈ Ev ⇐⇒ e1e2 ∈ E(S(δ(ε))) 
Muchas propiedades de un hipergrafo tienen su versio´n dual, veamos un ejemplo:
Teorema 1.4.3: ε es conforme si y so´lo si δ(ε) tiene la propiedad Helly.
Demostracio´n: =⇒) Todo conjunto A de aristas de δ(ε) con interseccio´n dos a dos no vac´ıa se co-
rresponde con un completo de L(δ(ε)) que a su vez, por Teorema 1.4.2, se corresponde con un completo
de S(ε) que, por ser ε conforme, esta´ contenido en una arista e0. Se puede ver que e0 esta´ en todos los
elementos de A.
⇐=) Sea C un clique de S(ε). Esto implica que {Ev}v∈C es un conjunto de aristas de δ(ε) con intersec-
cio´n dos a dos no vac´ıa. Como δ(ε) es Helly, existe e tal que e ∈ Ev para todo v ∈ C. Por lo tanto, C ⊆ e
y as´ı ε resulta conforme. 
Definicio´n: Un hipergrafo ε es un hipera´rbol si existe un a´rbol T con conjunto de ve´rtices igual a V tal
que toda arista induce un suba´rbol de T. Es un hipera´rbol dual si existe un a´rbol T cuyos ve´rtices ve´rtices
son las aristas de ε tal que para todo v ∈ V el conjunto {e ∈ ε: v ∈ e} induce un suba´rbol de T.
A continuacio´n, veremos que existe una descripcio´n simple de los hipera´rboles en te´rminos de los con-
ceptos previos:
Teorema 1.4.4:
(a) ε es un hipera´rbol si y so´lo si ε es un hipergrafo Helly y su grafo de l´ıneas es cordal.
(b) ε es un hipera´rbol dual si y so´lo si ε es conforme y S(ε) es cordal.
Demostracio´n: (a) Si ε es un hipera´rbol podemos pensar directamente que esta´ definido como hiper-
grafo de suba´rboles de un a´rbol. Entonces sabemos que estos suba´rboles satisfacen la propiedad Helly
(Teorema 1.2.4) y que L(ε) coincide con el grafo de interseccio´n de ellos, por lo que es cordal (Teorema
1.2.5).
Rec´ıprocamente, supongamos que ε es un hipergrafo Helly y que L(ε) es cordal. Procedamos por in-
duccio´n sobre la suma de ve´rtices y aristas de ε (k). Si k = 2 o hay una sola arista, la propiedad es
trivial.
Como L(ε) es cordal, tomemos a e simplicial en L(ε). As´ı, e y sus vecinos inducen un clique de L(ε) y,
como ε es Helly, todos poseen un ve´rtice v en comu´n. Consideremos dos posibilidades:
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En primer lugar, si e = {v}, removamos a e y, por hipo´tesis inductiva, ε−e es un hipera´rbol. As´ı que
consideremos un a´rbol T tal que toda arista de ε−e induce un suba´rbol. Obviamente, e tambie´n induce
un suba´rbol en T.
Si no, sea w otro elemento de e. Consideremos al hipergrafo ε0 obtenido a partir de ε removiendo a w
de cada arista donde este´ presente.
Veamos primero que L(ε) ∼ L(ε0). Si e1−w∩e2−w 6= ∅, con mayor razo´n e1∩e2 6= ∅. Rec´ıprocamente,
si e1 ∩ e2 6= ∅ y las dos aristas comparten un ve´rtice distinto de w, automa´ticamente e1 − w ∩ e2 − w 6= ∅.
Y esto siempre ocurre porque, de hecho, si compartieran a w, entonces e∩ e1 6= ∅, e∩ e2 6= ∅ y por lo tanto
v ∈ e1 ∩ e2.
Con razonamientos similares se demuestra que ε0 es Helly.
Por hipo´tesis inductiva, ε0 es un hipera´rbol, por lo que podemos considerar un a´rbol T tal que toda
arista de ε0 induzca un suba´rbol. Agregue´mosle a T el ve´rtice w y haga´moslo adyacente a v. Con este
nuevo a´rbol obtenemos una representacio´n de ε como hipera´rbol.
(b) El hecho de que ε sea un hipera´rbol dual implica que δ(ε) es un hipera´rbol. Por el inciso anterior,
esto equivale a que δ(ε) sea Helly y que L(δ(ε)) sea cordal. Esto a su vez equivale, combinando los Teo-
remas 1.4.2 y 1.4.3, a que ε sea conforme y S(ε) sea cordal. 
Definicio´n: Sea ε un hipergrafo. Una sucesio´n C : e1e2...ekek+1 = e1 de aristas es un hiperciclo si
ei ∩ ei+1 6= ∅, para 1 ≤ i ≤ k. La longitud de C es k. Una cuerda del hiperciclo C es una arista e tal que
ei ∩ ei+1 ⊆ e para al menos tres ı´ndices i, 1 ≤ i ≤ k.
Definicio´n: Un hipergrafo ε es α-ac´ıclico si es conforme y no contiene ningu´n hiperciclo de longitud
mayor o igual que tres sin cuerdas.
Ahora nos propondremos hallar una caracterizacio´n gracias a lo que ya conocemos:
Teorema 1.4.5: Son equivalentes:
(1) ε es α-ac´ıclico.
(2) ε es un hipera´rbol dual.
(3) Existe una sucesio´n de eliminaciones a partir de ε que consiste en ir removiendo aristas que este´n
contenidas en otras o ve´rtices contenidos solamente en una arista hasta que no quede nada.
Demostracio´n:
(1) =⇒ (2): Mediante el Teorema 1.4.4 (parte (b)) se deduce que basta demostrar que S(ε) es cordal,
pues ya sabemos que ε es conforme.
Sea v1v2...vkvk+1 = v1 un ciclo de S(ε). Para cada valor de i, 1 ≤ i ≤ k, podemos tomar una arista ei
de ε tal que vi, vi+1 ∈ ei. Tenemos dos posibilidades:
Si dos de esas aristas coinciden se podra´ obtener automa´ticamente una cuerda.
Si no, e1...ekek+1 = e1 es un hiperciclo de ε. Por hipo´tesis, existe una arista e tal que ei ∩ ei+1 ⊆ e para
al menos tres ı´ndices i. Para esos ı´ndices, sabemos que vi+1 ∈ ei ∩ ei+1, lo cual implica que vi+1 ∈ e. Al
haber al menos tres ı´ndices que cumplen con esta condicio´n, dos de ellos sera´n no consecutivos, los cuales
nos proporcionara´n la cuerda buscada en S(ε).
(2) =⇒ (3): Por lo dicho antes, la hipo´tesis nos asegura que ε es conforme y S(ε) es cordal. Supongamos
que v es un ve´rtice simplicial de S(ε). Entonces v y sus vecinos inducen un completo que, por ser ε
conforme, esta´ contenido en una arista e de ε. Tenemos dos posibilidades:
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Si e es la u´nica arista que contiene a v, podr´ıamos comenzar con el esquema removiendo a v y obteniendo
as´ı un nuevo hipergrafo ε0. No es dif´ıcil verificar que ε0 es conforme y S(ε0) es cordal.
Si existe otra arista e0 que contiene a v, resultara´ que e0 ⊂ e, pues e0 so´lo puede contener vecinos de v
en S(ε). En este caso podr´ıamos comenzar el esquema removiendo la arista e0. Es inmediato que ε−e0 es
conforme y S(ε−e0) es cordal.
Continuando de esta manera se podra´ obtener el esquema deseado.
(3) =⇒ (1): Supongamos que ε es α-ac´ıclico.
Sea ε0 un hipergrafo obtenido de ε agregando un nuevo ve´rtice v solamente en una arista e. Entonces ε0
tambie´n es α-ac´ıclico pues, en cualquier hiperciclo suyo, v no esta´ presente en la interseccio´n de ninguna
de las aristas.
Sea ahora ε00 otro hipergrafo obtenido de ε agregando una arista e0 contenida en otra arista e de ε.
Nuevamente, resulta que ε00 es tambie´n α-ac´ıclico. Para demostrarlo, tomemos un hiperciclo C de ε00 y
consideremos las siguientes posibilidades:
En primer lugar, si e0 6∈ C, C resulta ser un hiperciclo de ε, por lo que sera´ posible encontrarle una
cuerda.
En segundo lugar, si e, e0 ∈ C, resulta que e es una cuerda de C.
En tercer lugar, si e0 ∈ C, e 6∈ C, es posible reemplazar a e0 por e para obtener un nuevo hiperciclo que
posee al menos una cuerda ya que ε es α-ac´ıclico. Es inmediato que as´ı obtenemos tambie´n una cuerda de
C.
Esto nos asegura que la actual implicacio´n puede ser demostrada de modo inductivo teniendo en cuenta
que un hipergrafo que posee solamente un ve´rtice o solamente una arista es trivialmente α-ac´ıclico. 
Observacio´n: Son muy numerosas las fuentes donde (3) es usado para definir el concepto de hipergrafo
α-ac´ıclico.
Definiciones: Sea G un grafo y v ∈ V (G). El disco centrado en v con radio k es el conjunto de todos
los ve´rtices a distancia menor o igual que k de v. Lo simbolizaremos por Nk[v].
Llamaremos C(G) al hipergrafo de cliques de G, N(G) = {N [v] : v ∈ V } al hipergrafo de vecindades
cerradas y D(G) = {Nk[v] : v ∈ V, k entero positivo} al hipergrafo de discos de G.
Llamamos ciclo inducido maximal de G a un ciclo inducido de G con ma´ximo nu´mero de aristas. De-
notemos por h(G) al nu´mero de aristas de un ciclo inducido maximal de G.
Muchas veces sera´ u´til saber si los grafos de l´ıneas de los hipergrafos anteriormente mencionados son
cordales. Para dilucidarlo tendremos a disposicio´n el siguiente resultado:
Teorema 1.4.6 [2]: Sea G un grafo arbitrario.
(i) h(L(D(G)) = h(L(N(G))). En particular, L(D(G)) es cordal si y so´lo si L(N(G)) tambie´n lo es.
(ii) h(L(N(G)) ≤ h(L(C(G))). En particular, si L(C(G)) es cordal, tambie´n lo es L(N(G)).
(iii) Si N(G) es conforme, tambie´n lo es δ(C(G)).
Demostracio´n: (i) Entre todos los ciclos inducidos maximales del grafo L(D(G)) elijamos un ciclo
C = N r1 [v1]....N rk [vk]N r1 [v1]
con suma mı´nima s = r1 + ... + rk. Veamos que r1 = r2 = ... = rk = 1. Supongamos por lo contrario que
r1 ≥ 2.
16
Elijamos dos ve´rtices cualesquiera a ∈ N r1 [v1]∩N r2 [v2] y b ∈ N rk [vk]∩N r1 [v1]. Ahora consideremos dos
vecinos v01 ∈ I(a, v1) y v001 ∈ I(b, v1) del ve´rtice v1. Si N r1−1[v01] ∩N rk [vk] = ∅, N r1−1[v001 ] ∩N r2 [v2] = ∅, los
discos
N r1−1[v01]N
r2 [v2]...N rk [vk]N r1−1[v001 ]
Forman un ciclo inducido con k + 1 aristas, contradiciendo la maximalidad de C.
As´ı que supongamos, por ejemplo, que N r1−1[v01]∩N rk [vk] 6= ∅. Entonces, al reemplazar el disco N r1 [v1]
por N r1−1[v01] en C obtenemos un ciclo inducido con k aristas y suma total s−1, lo cual contradice la elec-
cio´n que hicimos de s. As´ı, C consiste de discos unitarios, es decir, es un ciclo inducido del grafo L(N(G)).
(ii) Consideremos ve´rtices v1...vk cuyas vecindades generan un ciclo inducido maximal C en el grafo
L(N(G)). Sea
B2 = N [v1] ∩N [v2] ... Bk = N [vk−1] ∩N [vk], B1 = N [vk] ∩N [v1]
En cada conjunto Bi elijamos un ve´rtice bi tal que la suma s = d(b1, b2) + ...+ d(bk−1, bk) + d(bk, b1) sea
mı´nima. Definamos ahora un ciclo C 0 de L(C(G)) a trave´s de las siguientes reglas: si los ve´rtices bi, bi+1 son
adyacentes entonces agreguemos un cliqueKi a C 0 que contenga a vi y a ellos; en caso contrario, agreguemos
dos cliques K 0i y K
00
i (en este orden) a C
0 que contengan a las aristas vibi y vibi+1 respectivamente.
El ciclo C 0 tiene al menos k aristas. Supongamos que C 0 no es inducido, es decir, dos cliques no consecu-
tivos K 0 y K 00 de C 0 tienen interseccio´n no vac´ıa. Por definicio´n de C 0 cualquier clique suyo contiene el
centro de alguna vecindad de C. Como e´ste es un ciclo inducido los cliques K 0 y K 00 contienen centros de
dos vecindades consecutivas de C. Supongamos que v1 ∈ K 0 y v2 ∈ K 00. Por simetr´ıa, basta considerar los
siguientes casos: K 0 = K1 y K 00 = K 002 o K 0 = K 01 y K 00 = K 02 o K 0 = K 01 y K 00 = K 002 .
En cualquiera de estos casos vale la desigualdad d(b1, b2) + d(b2, b3) ≥ 3. Sea b∗2 ∈ K 0 ∩K 00 ⊂ B2. Como
d(b1, b∗2) + d(b∗2, b3) = 2, esto contradice la eleccio´n de b1...bk. Entonces C 0 es un ciclo inducido de L(C(G))
y su longitud es al menos k = h(L(N(G))).
(iii) Debido al Teorema 1.4.3, basta probar que C(G) es un hipergrafo Helly. Sea F = {C1, ..., Cm} una
familia de cliques de G con interseccio´n dos a dos no vac´ıa. Para cada ve´rtice v ∈ Smi=1Ci consideremos la
vecindad cerrada N [v]. Evidentemente, dos vecindades cualesquiera de esas tienen interseccio´n no vac´ıa.
Por lo tanto, los ve´rtices de
Sm
i=1Ci inducen un clique en S(N(G)). Por la conformalidad de N(G) existe
un ve´rtice w tal que N [w] contiene la unio´n
Sm
i=1Ci. Debido a la maximalidad de los cliques C1, ..., Cm, w
pertenece a todos ellos. 2
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2. Grafos dualmente cordales
Ya estamos en condiciones de empezar con la parte principal de nuestro estudio.
2.1. Introduccio´n
Un ve´rtice u ∈ N [v] es un ma´ximo vecino de v si para todo w ∈ N [v], N [w] ⊆ N [u], no excluye´ndose la
posibilidad de que u = v. Esto equivale a que N2[v] = N [u]. Un orden lineal (v1, v2, ..., vn) de V es un orden
de vecindades ma´ximas de G si, para todo i ∈ {1, ..., n}, vi posee un ma´ximo vecino en Gi = G({vi, ..., vn}).
Adema´s, para cada v ∈ V (Gi) se denotara´ por Ni[v] al conjunto N [v]∩V (Gi). Las secuencias Gi y Ni[v]
son decrecientes. Ma´s precisamente, Gi+1 es un subgrafo inducido de Gi y Ni+1[v] ⊆ Ni[v].
Definicio´n: Se dice que un grafo G es dualmente cordal si admite un orden de vecindades ma´ximas.
Figura 5: G es dualmente cordal, siendo (v1v7v6v2v3v5v4) un orden de ma´ximas vecindades. En cada paso
se han coloreado los ve´rtices del disco de radio dos centrado en el ve´rtice correspondiente del orden (en
celeste). En verde se indica un ma´ximo vecino.
Ejemplo 2.1: Cualquier grafo G con un ve´rtice universal v resultara´ ser dualmente cordal. De hecho,
cualquier ordenamiento de V (G) − v al cual se le agrega v al final es un orden de ma´ximas vecindades,
resultando ser v siempre un ma´ximo vecino.
Ejemplo 2.2: Los ciclos con longitud mayor o igual que cuatro constituyen un ejemplo de grafos que no
son dualmente cordales. De hecho, no es dif´ıcil verificar que ningu´n ve´rtice posee un ma´ximo vecino.
A partir de ahora, nuestro primer paso sera´ avanzar con algunas caracterizaciones de los grafos dualmente
cordales que constituira´n nuestras herramientas ba´sicas a la hora de proceder.
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Teorema 2.1.1 [2]: Para un grafo G (conexo) las siguientes condiciones son equivalentes:
(i) G posee un orden de vecindades ma´ximas.
(ii) Existe un a´rbol generador T de G tal que todo clique de G induce un suba´rbol de T.
(iii) Existe un a´rbol generador T de G tal que cualquier disco de G induce un suba´rbol en T.
(iv) N(G) es un hipera´rbol (dual).
Demostracio´n:
(i)=⇒(ii): Lo haremos por induccio´n sobre el nu´mero de ve´rtices del grafo G. Sea x el primer ve´rtice en
un orden de vecindades ma´ximas de G. Sea y un ma´ximo vecino de x, es decir, N2[x] = N [y]. Si x = y,
de la igualdad anterior se deduce que x es adyacente a todos los otros ve´rtices de G y entonces un a´rbol
con las caracter´ısticas de (ii) resulta ser la estrella con centro en x. Por lo tanto, supondremos a partir
de ahora que x 6= y. Como G − x posee un orden de vecindades ma´ximas, por hipo´tesis inductiva existe
un a´rbol generador de G− x que satisface la condicio´n (ii). Entre todos los a´rboles posibles, tomemos un
a´rbol T en el cual y sea adyacente al mayor nu´mero posible de ve´rtices de N(x). Veamos entonces que bajo
esas condiciones y es adyacente en T a todos los ve´rtices de N(x) \ {y}.
Supongamos lo contrario y sea z un ve´rtice de N(x) no adyacente a y en T. Consideremos el camino
y...vz que conecte a los ve´rtices y y z. Llamemos Tv, con v ∈ Tv y Tz, con z ∈ Tz, a las componentes
conexas de T obtenidas al eliminar la arista vz. Agreguemos a estos suba´rboles la arista yz, obtenie´ndose
as´ı un nuevo a´rbol T 0, que resulta ser generador de G − x. Veamos que T 0 tambie´n satisface la condicio´n
(ii). Sea C un clique de G− x. Si z 6∈ C entonces C esta´ completamente contenido en Tv o en Tz, que son
suba´rboles tanto de T como de T 0, lo cual nos permite concluir que induce un suba´rbol en ambos al estar
seguros que esto ocurre para T. Supongamos ahora que z ∈ C. Entonces, al ser y ma´ximo vecino tenemos
que C ⊆ N [z] ⊆ N [y] = N2[x]. Es decir, y es adyacente a todos los ve´rtices en C, por lo que necesariamente
y ∈ C. Sean u1 y u2 ve´rtices cualesquiera de C. Si u1 y u2 esta´n ambos en Tv o en Tz, entonces sabemos
que estos ve´rtices esta´n conectados en T y T 0, por lo que esta situacio´n no nos plantea ningu´n problema.
As´ı que supongamos a partir de ahora que u1 ∈ Tv y u2 ∈ Tz. Por lo anterior, u1 e y esta´n conectados por
un camino en Tv consistente en ve´rtices de C, llame´moslo l1. De manera similar u2 y z esta´n unidos en Tz
por un camino l2 ⊆ C. De manera que al combinar los caminos l1 y l2 y la arista yz obtenemos un camino
que conecta a u1 y a u2 en T 0. Consecuentemente, T 0 tambie´n satisface la condicio´n (ii), lo cual entra en
contradiccio´n con la eleccio´n que hab´ıamos hecho de T. Entonces podemos concluir que y es adyacente en
T a todos los ve´rtices de N(x) \ {y}.
Consideremos ahora el a´rbol generador T ∗ de G obtenido a partir de T agregando la arista xy. No es
dif´ıcil verificar que T ∗ satisface la propiedad (ii), por lo que es el a´rbol requerido.
(ii)=⇒(iii): Sea T un a´rbol generador de G tal que todo clique de G induce un suba´rbol de T. Veamos
que cualquier disco N r[z] tambie´n induce un suba´rbol. Sea v = v1v2...vkvk+1 = z un camino de mı´nima
longitud en G entre dos ve´rtices z y v ∈ N r[z]. Denotemos por Ci a un clique que contenga a vivi+1,
i ∈ {1, ..., k}. Dada la eleccio´n que hicimos de C, deducimos que es posible conectar a vi y a vi+1 en T a
trave´s de un camino li ⊆ Ci. As´ı, el conjunto de ve´rtices L =
Sk
i=1 li induce un suba´rbol T(L) en T. Por lo
tanto los ve´rtices v y z esta´n conectados en T(L) por un camino l. Vale adema´s que d(z, w) ≤ d(z, vi) ≤ r
para cada ve´rtice w ∈ Ci, pues si no se contradecir´ıa nuestra eleccio´n de un camino de mı´nima longitud.
As´ı obtenemos que
l ⊆ L ⊆
k[
i=1
Ci ⊆ N r[z]
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Es decir, cualquier ve´rtice de N r[z] esta´ conectado a z a trave´s de un camino tanto en T como en N r[z].
Esto resulta suficiente para la demostracio´n.
(iii)=⇒(iv): Se verifica inmediatamente por definicio´n.
(iv)=⇒(i): Supongamos que T es un a´rbol con los mismos ve´rtices que G, tal que NG[v] induce un
suba´rbol Tv de T para todo ve´rtice v de G. Consideremos a T como a un a´rbol enraizado en cierto ve´rtice
r. Cada NG[v] tiene un u´nico ve´rtice v∗ tal que
dT (r, v∗) < dT (r, u) para todos los ve´rtices u ∈ NG[v] \ {v∗}
que puede ser considerado como la ra´ız del suba´rbol Tv de T. De hecho, no es dif´ıcil verificar que v∗ es el
ve´rtice de Tv ma´s cercano a r en el camino de v a r en T.
Ordenemos ahora los ve´rtices en una sucesio´n v1, v2, ..., vn de manera que
dT (r, v∗1) ≥ dT (r, v∗2) ≥ ... ≥ dT (r, v∗n)
Veamos que de esta manera se obtiene un orden de vecindades ma´ximas de G. Notemos que v∗i ∈ Ni[vi],
ya que obviamente dT (r, v∗i ) ≥ dT (r, v∗∗i ). Para cada vj ∈ Ni[vi] y vk ∈ Ni[vj ], vj esta´ tanto en Tvi como en
Tvk . Por lo tanto, v
∗
i como v
∗
k son ambos ancestros
5 de vj . Tambie´n dT (r, v∗k) ≤ dT (r, v∗i ), de lo contrario
vk aparecer´ıa antes en el ordenamiento. As´ı v∗i esta´ en el camino en T desde vj a v
∗
k (para convencerse de
ello so´lo basta considerar el u´nico camino en T de vj a r). Como vj y v∗k pertenecen a NG[vk], es decir,
pertenecen al suba´rbol Tvk de T, el hecho de que este u´ltimo sea conexo implica que v
∗
i pertenece a Tvk
y por ende tambie´n esta´ en NG[vk], lo cual es equivalente a decir que vk ∈ Ni[v∗i ]. Esto es suficiente para
afirmar que v∗i es un ma´ximo vecino de vi para 1 ≤ i ≤ n. Esto demuestra que v1, v2, ..., vn constituye un
orden de vecindades ma´ximas de G. 2
Ejemplo 2.3: Volviendo al ejemplo 2.1, el Teorema 2.1.1 nos ofrece otras alternativas para demostrar
que un grafo G con ve´rtice universal es dualmente cordal. De hecho, la estrella centrada en v es un a´rbol
en las condiciones de (ii) y (iii). A su vez, tambie´n podemos afirmar que C(G) es un hipera´rbol al ser Helly
(todos los cliques poseen a v) y al valer que L(C(G)) es cordal (es ma´s, se trata de un completo).
Con la ayuda de la demostracio´n del Teorema 2.1.1 podemos lograr probar el siguiente resultado:
Teorema 2.1.2: Sea T un a´rbol generador de un grafo G. Entonces son equivalentes:
(a) Todo clique de G induce un suba´rbol de T.
(b) Todo disco de G induce un suba´rbol de T.
(c) Toda vecindad cerrada de G induce un suba´rbol de T.
Demostracio´n: Dado lo que ya sabemos gracias al Teorema 2.1.1 so´lo basta demostrar que (c) implica
(a). Supongamos entonces que toda vecindad cerrada de G induce un suba´rbol. Sea C un clique de G,
v, w ∈ C y z ∈ T [v, w]. Si r es otro ve´rtice en C, vr y wr son elementos de E(G), es decir, v ∈ N [r] y
w ∈ N [r]. Como T es generador, z ∈ T [v, r] o z ∈ T [w, r] y, como N [r] induce un suba´rbol, en cualquiera
de los dos casos se puede concluir que z ∈ N [r]. Entonces z es adyacente a cada ve´rtice de C, por lo que
z ∈ C. De esta manera T [v, w] es un camino en C y por ende e´ste induce un subgrafo conexo en T. 
5Un ve´rtice u es ancestro de v si esta´ presente en el camino de v a la ra´ız del a´rbol. Rec´ıprocamente v es descendiente de u.
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2.2. Ma´s caracterizaciones de grafos dualmente cordales
El Teorema 2.1.1 nos da muchas posibilidades para lograr ma´s caracterizaciones de los grafos dualmente
cordales. A continuacio´n expondremos algunas de ellas. El lector podra´ encontrar ma´s detalles en [7].
Definicio´n: Sea G un grafo conexo y T un a´rbol generador de G. Diremos que T es compatible con G
si vw ∈ E(G) y z ∈ T [v, w]− {v, w} implica que vz ∈ E(G) y zw ∈ E(G).
Usando otras palabras, un a´rbol es compatible cuando sus caminos entre ve´rtices adyacentes inducen un
completo.
Teorema 2.2.1: G es un grafo dualmente cordal y conexo si y so´lo si existe un a´rbol T compatible con G.
Demostracio´n: Si G es dualmente cordal, existe un a´rbol generador T de G tal que cada clique de G
induce un subgrafo conexo de T. Sea vw ∈ E(G) y z ∈ T [v, w] − {v, w}. Existe un clique C de G que
contiene a v y a w y, como C induce un subgrafo conexo de T, z ∈ C, de modo que vz, zw ∈ E(G).
Rec´ıprocamente, si T es un a´rbol compatible con G, sea C un clique de G, v, w ∈ C y z ∈ T [v, w]. Si
r es otro ve´rtice en C, vr y wr son elementos de E(G). Como T es generador, z ∈ T [v, r] o z ∈ T [w, r].
Sea cual sea el caso, zr ∈ E(G). Entonces z es adyacente a cada ve´rtice de C, por lo que z ∈ C. De esta
manera T [v, w] es un camino en C y por ende e´ste induce un subgrafo conexo en T. 2
Definicio´n: Sea G un grafo conexo. Diremos que δ(C(G)) = (C(v))v∈V (G) es un a´rbol Helly si existe un
a´rbol generador T de G tal que para todo v, w ∈ V (G) si z ∈ T [v, w] entonces C(v) ∩ C(w) ⊆ C(z).
Teorema 2.2.2: Un grafo conexo G es dualmente cordal si y so´lo si δ(C(G)) es un a´rbol Helly.
Demostracio´n: Si G es dualmente cordal existe un a´rbol generador T tal que cada clique de G induce
un suba´rbol de T. Veamos que δ(C(G)) es un a´rbol Helly y que T es un a´rbol adecuado.
Sean v, w ∈ V (G). Si C ∈ C(v) ∩ C(w) entonces v, w ∈ C. Como C induce un suba´rbol de T, para cada
z ∈ T [v, w] tenemos que z ∈ C, de modo que C ∈ C(z).
Rec´ıprocamente, supongamos que δ(C(G)) es un a´rbol Helly y sea T un a´rbol acorde con la definicio´n.
Si C es un clique de G, v, w ∈ C y z ∈ T [v, w] entonces C(v)∩C(w) ⊆ C(z) por hipo´tesis. As´ı C ∈ C(z) y
z ∈ C. Se puede concluir entonces que C induce un subgrafo conexo de T. 2
Definicio´n: Una familia (Fi)i∈I (I finito y no vac´ıo) es una familia a´rbol Helly si existe un a´rbol T con
V(T)=I que satisface:
(1) Si i, j ∈ I, ij ∈ E(T )→ Fi ∩ Fj 6= ∅
(2) Para todo i, j ∈ I si k es un ve´rtice perteneciente al camino en T desde i a j, entonces Fi ∩ Fj ⊆ Fk
Teorema 2.2.3: G es un grafo dualmente cordal y conexo si y so´lo si es el grafo de interseccio´n de una
familia a´rbol Helly.
Demostracio´n: Si G es dualmente cordal y conexo, el resultado es inmediato porque G es el grafo de
l´ıneas de δ(C(G)).
Rec´ıprocamente, sea (Fv)v∈V (G) una familia a´rbol Helly tal que G es su grafo de interseccio´n. No es
dif´ıcil ver que, por (1), T es un a´rbol generador de G, por lo que este u´ltimo es conexo. Si vw ∈ E(G) y
z ∈ T [v, w]−{v, w}, (2) implica que Fv∩Fw ⊆ Fz y adema´s, por (1), Fv∩Fw 6= ∅. Por lo tanto, Fv∩Fz 6= ∅
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y Fz ∩ Fw 6= ∅. Esto equivale a que vz ∈ E(G) y zw ∈ E(G), es decir, T es un a´rbol compatible con G. 2
Lo que ya conocemos de grafos de intervalos propios nos permite descubrir un v´ınculo con los grafos
dualmente cordales:
Teorema 2.2.4: Un grafo conexo es dualmente cordal si y so´lo si existe un a´rbol generador T de G tal
que, para cada camino P en T, G(P) es un grafo de intervalos propios y la sucesio´n de ve´rtices en P forma
un orden compatible.
Demostracio´n: Si G es dualmente cordal, sea x = x0x1...xs = y un camino P en T a´rbol compatible
con G. Si xi, xj y xk son tres ve´rtices en P tales que i < j < k y xixk ∈ E(G) tambie´n sucede que
xixj , xjxk ∈ E(G), al ser T un a´rbol compatible. Esto demuestra que G(P) es compatible con un orden
total, por lo que es un grafo de intervalos propios.
Rec´ıprocamente, sea T un a´rbol que cumple con la hipo´tesis y C un clique de G. Sea T 0 el suba´rbol
minimal de T que contiene a C. Si T(C) no es conexo entonces existe un ve´rtice t ∈ T 0 que no pertenece
a C. Adema´s vale tambie´n que el grado de t en T 0 no es menor que dos (si as´ı lo fuera, removiendo a t se
obtiene un suba´rbol menor que T 0 que contiene a C) y que, como t 6∈ C, existe un ve´rtice x ∈ C que no es
adyacente a t.
Debido a que T 0 es minimal, C interseca a cada una de las dos componentes de T 0 − {t}. Gracias a esto
podemos encontrar un ve´rtice y ∈ C tal que t esta´ en T [x, y].
Como G(T [x, y]) es un grafo de intervalos propios, xy ∈ E(G) y t esta´ entre x e y en un orden compatible,
obtenemos que xt ∈ E(G), lo cual es una contradiccio´n. Por lo tanto los ve´rtices de T 0 coinciden con los
de C y as´ı e´ste induce un suba´rbol de T. 2
2.2.1. Caracterizaciones me´tricas
Ya hemos visto varias caracterizaciones asociadas a a´rboles compatibles. Veamos que esta estrategia tiene
implicaciones me´tricas.
Teorema 2.2.1.1: Sea G dualmente cordal, T un a´rbol compatible con G y u, v ∈ V (G). Entonces
dG(T [u,v])(u, v) = dG(u, v).
Figura 6: Ejemplo de co´mo puede implementarse el procedimiento sugerido en la demostracio´n del teorema
2.2.1.1.
Demostracio´n: Sea A = T [u, v] y u = w1...wk = v un uv-camino en G. Para cada wi, 1 ≤ i ≤ k, sea
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xi el ve´rtice en A ma´s cercano, respecto a la distancia en T, a wi, como se puede apreciar en la figura 6.
En particular w1 = x1 y wk = xk. Consideremos a T [wi, wi+1]. Si ese camino no interseca a A, entonces
xi = xi+1. Si en cambio s´ı interseca a A, obligatoriamente contendra´ a xi y a xi+1. Dado que T es com-
patible con G y que wiwi+1 ∈ E(G) se concluye que xi es adyacente a xi+1 o que xi = xi+1. As´ı, a cada
uv-camino en G le podemos asociar un recorrido en A de u a v de longitud menor o igual que k. Esto es
suficiente para demostrar el teorema. 
Definicio´n: Dado un conjunto X, una funcio´n α cuyo dominio es X ×X es llamada una disimilaridad
arbo´rea o arba si existe un a´rbol T cuyos ve´rtices son los elementos de X tal que, para todo x, y, z ∈ X, si
y es un ve´rtice en T [x, z] entonces α(x, y) ≤ α(x, z).
Teorema 2.2.1.2 [9]: Las siguientes afirmaciones son equivalentes para un grafo conexo G.
(a) G es dualmente cordal.
(b) Existe un a´rbol generador T de G tal que, si x, y son ve´rtices en un camino P de T entonces dG(x, y) =
dG(P )(x, y) y todo camino de mı´nima longitud de x a y en G(P) es una sucesio´n creciente o decreciente
con respecto al orden de los ve´rtices de P.
(c) Existe un a´rbol generador T de G tal que, para cada par x, y de ve´rtices de G, dG(x, y) es el mı´nimo
nu´mero de cliques de G que cubren las aristas de T [x, y].
(d) La distancia en G es una disimilaridad arbo´rea.
Demostracio´n:
(a) =⇒ (b): Sea T un a´rbol compatible con G. La primera afirmacio´n se desprende del teorema anterior.
Adema´s, por Teorema 2.2.4, G(P) es un grafo de intervalos propios y la sucesio´n de ve´rtices con el orden
de P forma un orden compatible. De esto se deduce la segunda afirmacio´n.
(b) =⇒ (c): Sea T un a´rbol generador con las condiciones de (b) y P = T [x, y]. Entonces, G(P) es un
grafo de intervalos propios y dG(P )(x, y) es el mı´nimo nu´mero m de cliques C1, ..., Cm de G(P) que cubren
las aristas de P.
Como cada Ci esta´ contenido en un clique de G, el mı´nimo nu´mero M de cliques de G que cubren a las
aristas de P es menor o igual que m.
Por otro lado, a partir de M cliques de G que cubren los ve´rtices de P podemos construir un camino de
x a y de longitud no mayor que M, as´ı que M = m = dG(P )(x, y) = dG(x, y).
(c) =⇒ (d): Sea T un a´rbol generador en las condiciones de (c). Si x, y, z son ve´rtices de G tales que
y ∈ T [x, z], entonces todo conjunto de cliques de G que cubre a las aristas de T [x, z] cubrira´ a las aristas
de T [x, y]. Luego, por hipo´tesis, dG(x, y) ≤ dG(x, z).
(d) =⇒ (a): Sea T un a´rbol generador de G tal que, para todo x, y, z en V(G), y ∈ T [x, z] implica
dG(x, y) ≤ dG(x, z).
Sea P un camino en T y x, y, z tres ve´rtices de P en el orden inducido por este camino. Si x y z son
adyacentes entonces dG(x, z) = 1 lo cual implica, debido a las desigualdades anteriores, que dG(x, y) = 1 y
dG(y, z) = 1, es decir, xy, yz ∈ E(G). Por lo tanto, T es un a´rbol compatible y G es dualmente cordal. 2
Las propiedades anteriores poseen un interesante ejemplo de aplicacio´n. Antes de enunciarlo, requerimos
el siguiente lema:
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Lema 2.2.1.3: Sea G un grafo conexo con ve´rtice simplicial u. Entonces, dados dos ve´rtices v1 y v2
distintos de u, vale que dG−u(v1, v2) = dG(v1, v2).
Demostracio´n: Sea P un camino en G de v1 a v2 de longitud mı´nima. Afirmamos entonces que u 6∈ P ,
pues de lo contrario, al ser u simplicial, el ve´rtice que precede a u y el ve´rtice que sucede a u en P ser´ıan
adyacentes, contradiciendo que P es de longitud mı´nima. Luego, P tambie´n es un camino en G− u. ?
Proposicio´n 2.2.1.4: Sea G un grafo conexo, cordal o dualmente cordal. Sea A = {v1, ..., vk} un comple-
to de G y w un ve´rtice tal que el valor de d(vi, w) es el mismo para cualquier i. Entonces existe v ∈ V (G)
tal que vvi ∈ E(G) para todo 1 ≤ i ≤ k.
Demostracio´n: Si G es cordal, demostre´moslo por induccio´n sobre |V (G)|. Si |V (G)| = k + 1, sea v el
ve´rtice restante. La u´nica opcio´n posible es que d(vi, v) = 1 para todo 1 ≤ i ≤ k.
Supongamos ahora que la propiedad vale si |V (G)| = n ≥ k + 1. Sea G cordal con |V (G)| = n+ 1.
Si G es completo no hay nada ma´s que demostrar. Si G no es completo poseera´ dos ve´rtices simpliciales
no adyacentes.
Supongamos que uno de ellos, llame´moslo u, es un elemento de A. Sea v un ve´rtice en N [u] tal que
d(v, w) = d(u,w)− 1. Entonces, v 6∈ A y v es adyacente a todos los ve´rtices de A al ser u simplicial.
En caso contrario, los dos ve´rtices simpliciales no esta´n en A. Sea u cualquiera de los dos que sea dis-
tinto de w. El resultado se obtiene aplicando la hipo´tesis inductiva a G − u ya que, al ser u simplicial,
dG−u(vi, w) = dG(vi, w) para cualquier valor de i.
Si G es dualmente cordal, descartemos el caso en que d(vi, w) = 1 para todo i por ser e´ste trivial.
Sea T un a´rbol compatible con G. Veamos a T como a´rbol enraizado en w. Supongamos que no existe
un ve´rtice v con las caracter´ısticas mencionadas. Entonces A es un clique de G e induce un suba´rbol en T,
llame´moslo T 0. Sea y el primer ancestro de T 0, es decir, el ve´rtice de T 0 ma´s cercano (respecto a la distancia
en T) a w y sea y0 el ancestro inmediato de y en T.
Si w = y0 concluimos que A ∪ {y0} induce un completo, lo cual contradice la maximalidad de A.
Sea vj ∈ A y z un ve´rtice adyacente a vj en un camino de mı´nima longitud entre vj y w. z no puede
ser descendiente de ningu´n elemento de T 0 al ser d una disimilaridad arbo´rea. De esto se puede deducir
que y0 ∈ T [z, vj ] y, como T es compatible con G, vjy0 ∈ E(G). Por lo tanto A ∪ {y0} es un completo,
contradiciendo nuevamente la maximalidad de A.
Luego, necesariamente, todos los ve´rtices de A son adyacentes a otro ve´rtice. ?
2.2.2. Los grafos dualmente cordales y el operador clique
El estudio del operador clique nos dara´ nuevas caracterizaciones de los grafos dualmente cordales y pon-
dra´ de manifiesto algunos hechos interesantes ma´s.
Teorema 2.2.2.1: G es dualmente cordal si y so´lo si G es Helly y K(G) es cordal.
Demostracio´n: La afirmacio´n puede ser probada de modo bastante directo si aplicamos el Teorema
1.4.4 a C(G). Ofrecemos de todos modos una demostracio´n alternativa:
Podemos suponer que G es conexo pues, si no lo fuera, se puede trabajar de modo separado sobre cada
componente conexa.
Si G es dualmente cordal, sea T un a´rbol compatible. Sabemos que los cliques de G inducen suba´rboles
en T, es decir, K(G) puede ser expresado como el grafo de interseccio´n de suba´rboles de T, por lo que
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K(G) es cordal. A su vez, del Teorema 1.2.4 se deduce que G es Helly.
Rec´ıprocamente, supongamos que G es Helly y que K(G) es cordal. Sea G0 como en el Teorema 1.3.1.
Entonces G0 tambie´n es Helly y satisface queK(G0) es cordal. Para probar esta u´ltima observacio´n podemos
tomar un ciclo C de longitud al menos cuatro en K(G0) y considerar dos posibilidades: si todos los ve´rtices
de C son cliques de G, entonces podra´ encontrarse una cuerda al ser K(G) cordal; si algunos de los ve´rtices
no son cliques de G tomemos uno con esa caracter´ıstica y los dos ve´rtices adyacentes a e´l en el ciclo inducira´n
una cuerda. Consideremos un a´rbol T tal que K(G0) pueda representarse como grafo de interseccio´n de
suba´rboles de T. Es ma´s, entre todos los posibles a´rboles que se podr´ıan elegir, tomemos T de manera que
su nu´mero de ve´rtices sea el mı´nimo posible. Veamos entonces que existe una correspondencia entre V(T)
y los cliques de K(G0).
Sea v ∈ V (T ) y consideremos a todos los suba´rboles de T en la representacio´n que tienen a v como
ve´rtice. La interseccio´n de todos ellos da como resultado un suba´rbol T 0. Si e´ste posee un ve´rtice distinto
de v, podemos tomar uno en particular, llame´moslo w, que sea adyacente a v. Se puede ver que fusionando
a v con w en T se obtiene una nueva representacio´n de K(G0), lo cual contradice la condicio´n impuesta a
T. Por lo tanto, la interseccio´n de los conjuntos de ve´rtices de los suba´rboles considerados coincide con {v}
y as´ı, debido a la propiedad Helly, todos los suba´rboles que poseen a v como ve´rtice representan un clique
de K(G0), llame´moslo Kv. Rec´ıprocamente, dado C clique de K(G0), como los suba´rboles que representan
sus ve´rtices satisfacen la propiedad Helly, la interseccio´n de ellos posee un ve´rtice x ∈ V (T ). O sea, C ⊆ Kx
y por ende C = Kx.
A su vez, sabemos por el Teorema 1.3.1 que existe una correspondencia entre los cliques de K(G0) y
los ve´rtices de G. Por consiguiente, existe una correspondencia entre V(T) y V(G). Ma´s concretamente, a
v ∈ V (G) podemos hacerle corresponder w ∈ V (T ), de manera que Cv = {C ∈ K(G0) : v ∈ C} = Kw.
Supongamos ahora que x e y son dos ve´rtices adyacentes en T, con Cu = Kx y Cv = Ky. Si G es conexo,
K(G0) tambie´n lo sera´ y, dada la construccio´n, se puede inferir que debe existir un suba´rbol de T en la
representacio´n de K(G0) que contenga entre sus ve´rtices a x y a y. Esto es equivalente a que Kx ∩Ky 6= ∅
o, lo que es lo mismo, Cu ∩ Cv 6= ∅. As´ı, existe un clique de G que contiene a u y a v entre sus ve´rtices, o
sea, u y v son adyacentes.
Gracias a esto, T induce un a´rbol generador en G, llame´moslo T 0.
Supongamos que u, v ∈ V (G) son adyacentes en G y sea w ∈ T 0[u, v]. Si Cu = Kx y Cv = Ky, exis-
tira´ z ∈ T [x, y] tal que Cw = Kz. Por consiguiente, uv ∈ E(G) implica que Kx ∩ Ky 6= ∅, lo cual nos
permite encontrar un suba´rbol en la representacio´n de K(G0) que contiene a x y a y. Este u´ltimo tambie´n
debera´ tener a z. As´ı, Kx∩Kz 6= ∅, Ky ∩Kz 6= ∅, desprendie´ndose que uw, vw ∈ E(G). T 0 cumple entonces
con las condiciones para ser un a´rbol compatible con G y e´ste resulta as´ı dualmente cordal. 
Teorema 2.2.2.2: K(Cordales)= Dualmente cordales.
Demostracio´n: Sea G un grafo cordal. Veamos que K(G) es dualmente cordal. Para ello, elijamos una
representacio´n de G como grafo de interseccio´n de suba´rboles de un a´rbol T en la que e´ste tenga el mı´nimo
nu´mero de ve´rtices posible, de modo que cada ve´rtice de T se correspondera´ con un clique de G. Entonces,
para mayor comodidad, supondremos que los ve´rtices de K(G) son los de T y que estos son adyacentes si
existe un suba´rbol de la representacio´n que contenga a ambos. Veamos que T es un a´rbol compatible con
K(G).
Sean x e y adyacentes en K(G) y z ∈ T [x, y]. Entonces existe un suba´rbol de la representacio´n que
contiene a x y a y, por lo que tambie´n contiene a z y as´ı este ve´rtice resulta ser adyacente a x y a y.
Rec´ıprocamente, sea G dualmente cordal y T un a´rbol compatible. Definamos la familia de suba´rboles
{T [u, v] : uv ∈ E(G)} ∪ V (G). Llamemos G0 al grafo de interseccio´n de esta familia. G0 resulta obviamente
cordal. Veamos que K(G0) = G.
Se ve fa´cilmente que los cliques de G0 se corresponden con los ve´rtices de V(G) (son los suba´rboles de
la representacio´n que poseen a un ve´rtice determinado). Llamemos Kv al conjunto de suba´rboles de la
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representacio´n que cuentan con v como ve´rtice. Veamos que Ku ∩Kv 6= ∅ ⇐⇒ uv ∈ E(G).
Si uv ∈ E(G), T [u, v] ∈ Ku ∩Kv. Rec´ıprocamente, sea T [w1, w2] ∈ Ku ∩Kv. Como T es compatible los
ve´rtices de T [w1, w2] inducen un completo en G. Como u, v ∈ T [w1, w2], resulta que ambos son adyacentes.
Luego K(G0) ≈ G. 
Observacio´n: Dada la construccio´n anterior, no so´lo estamos demostrando que K(Cordales)= Dual-
mente cordales, sino que la misma identidad vale si los grafos cordales son reemplazados por una subclase
ma´s espec´ıfica. Volveremos a tratar esta cuestio´n luego.
Figura 7: Todo grafo que no sea dualmente cordal no es un grafo clique o es el grafo clique de un grafo no
cordal.
El anterior teorema sigue au´n valiendo si reemplazamos a los grafos cordales por otra subclase de ellos:
Teorema 2.2.2.3 [7]: K(Helly ∩ Cordales)= Dualmente cordales.
Demostracio´n: Es suficiente demostrar que todo grafo dualmente cordal es el grafo clique de algu´n
grafo H Helly cordal.
Definamos a H de manera que V (H) = C(G)
S
V (G). Si C, C 0 ∈ C(G), C 6= C 0, entonces CC 0 ∈ E(H)
si y so´lo si C ∩ C 0 6= ∅. Y si v ∈ V (G) y C ∈ C(G) entonces vC ∈ E(H) si y so´lo si v ∈ C.
Se verifica que C(H) = (C(v) ∪ {v})v∈V (G) y H es un grafo Helly.
Veamos ahora que que H es cordal. Sea h1h2...hr un ciclo de H con r ≥ 4. Tenemos dos casos:
Caso 1: Cada hi, i = 1, ..., r, es un clique de G. Como G es dualmente cordal, K(G) es cordal, por lo
que sera´ posible encontrar una cuerda.
Caso 2: Si algu´n hi es un ve´rtice de G, supongamos que i > 1 (si esto no es as´ı simplemente cambiemos
el orden del ciclo). Debido a la construccio´n de H sabemos que hi−1 y hi+1 resultan ser cliques de G y
hi ∈ hi−1 ∩ hi+1. Entonces hi−1hi+1 es una cuerda. 2
Podr´ıamos quiza´s sospechar que vale la identidad K(Dualmente cordales) = Cordales. Sin embargo
esto no es as´ı. En su lugar tenemos:
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Teorema 2.2.2.4 [7]: K(Dualmente cordales) = Helly ∩ Cordales.
Demostracio´n: Si G es dualmente cordal, entonces G es Helly, lo cual implica que K(G) es Helly, y
K(G) es cordal.
Rec´ıprocamente, si G es Helly y cordal, existe un grafo Helly H tal que K(H)=G. Adema´s, como K(H)
es cordal, concluimos que H es dualmente cordal. 2
Vemos de todos modos que el operador clique alterna entre grafos cordales y dualmente cordales. Esto
puede ser tomado como el primer indicio de la dualidad existente entre ambos tipos de grafos.
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3. Los grafos dualmente cordales y sus relaciones con otras clases
3.1. Cordales versus dualmente cordales
En esta seccio´n veremos que´ condicio´n necesita un grafo dualmente cordal para ser cordal. Sabemos que
los grafos cordales admiten una caracterizacio´n por grafos prohibidos, es decir, un grafo es cordal si y so´lo
si no posee ciclos de longitud mayor o igual que cuatro como subgrafos inducidos.
Como ya vimos, los ciclos de longitud mayor o igual que cuatro no son cordales. Pero veremos que son
subgrafos inducidos de ciertos grafos dualmente cordales que hara´n posible una caracterizacio´n por grafos
prohibidos de aquellos grafos dualmente cordales que son tambie´n cordales.
Sea Rn un grafo que tiene un ve´rtice central adyacente a cada ve´rtice de un ciclo de longitud n. Por su
forma, especialmente si n es grande, recuerda a una rueda por lo que e´se es el nombre que suele da´rsele.
Figura 8: Las primeras ruedas.
Teorema 3.1.1 [7]: Sea G un grafo. Si K(G) es cordal entonces G es cordal si y so´lo si ninguno de los
Rn, n ≥ 4, es un subgrafo inducido.
Demostracio´n: Como ninguno de los Rn, n ≥ 4, es un grafo cordal, la condicio´n es necesaria. Veamos
que tambie´n es suficiente.
Podemos suponer que G no es un grafo cordal, por lo que poseera´ un ciclo sin cuerdas C, con al menos
cuatro ve´rtices, como subgrafo inducido. Realicemos la demostracio´n por induccio´n sobre el nu´mero de
ve´rtices de C.
Si |C| = 4, sea C : x1x2x3x4x1. Como C no posee cuerdas, existen cuatro cliques distintos C1, C2 y C3
tales que xixi+1 ∈ Ci; y C4 tal que x4x1 ∈ C4.
Como K(G) es cordal y {C1, C2, C3, C4} induce un ciclo en K(G), entonces C1 ∩ C3 6= ∅ o C2 ∩ C4 6= ∅.
Si C2 ∩C4 6= ∅, Sea z ∈ C2 ∩C4. Como x2, x3 ∈ C2, zx2, zx3 ∈ E(G). De modo ana´logo se puede deducir
que zx1, zx4 ∈ E(G). As´ı, R4 resulta ser un subgrafo inducido de G.
Supongamos ahora que cada ciclo C de G con |C| < n posee una cuerda (hipo´tesis inductiva).
Si G tiene un ciclo sin cuerdas de n ve´rtices, llame´moslo x1...xnx1, sean Ci, i = 1, ..., n, cliques con
caracter´ısticas similares a las del caso |C| = 4. Como K(G) es cordal, existe z ∈ Ci ∩ Cj , con Ci y Cj no
consecutivos. Tenemos dos casos posibles:
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Caso 1: Si para cada k, k = 1, ..., n, zxk ∈ E(G) entonces Rn es un subgrafo inducido de G.
Caso 2: Si existe k, 1 ≤ k ≤ n, tal que zxk 6∈ E(G) existen al menos cuatro ve´rtices de C adyacentes
a z porque z ∈ Ci ∩ Cj . Sean xl y xm los ma´s cercanos a xk. Por lo tanto {z, xl, xl+1, ..., xk, xk+1, ..., xm}
induce un ciclo sin cuerdas en G con un nu´mero de ve´rtices menor que n, lo cual contradice la hipo´tesis
inductiva. Por lo tanto, Rn es un subgrafo inducido de G. 2
Corolario 3.1.2: Sea G un grafo dualmente cordal. Entonces G es cordal si y so´lo si ninguno de los Rn,
n ≥ 4, es un subgrafo inducido.
Demostracio´n: Al ser G dualmente cordal se deduce que K(G) es cordal, de modo que se puede aplicar
el Teorema 3.1.1. 2
3.1.1. La dualidad entre los grafos cordales y dualmente cordales
Cuando definimos a los grafos dualmente cordales como aquellos que poseen un orden de ma´ximas vecin-
dades, esta idea parec´ıa no corresponderse con el nombre. En esta seccio´n, nuestro objetivo sera´ lograr un
acercamiento entre ambos que no de´ ma´s lugar a dudas. Antes de comenzar, necesitamos conocer lo que
sigue acerca de los grafos cordales:
Teorema 3.1.1.1: Un grafo G es cordal si y so´lo si C(G) es un hipera´rbol dual.
Demostracio´n: Supongamos que G es cordal. Representemos a G como grafo de interseccio´n de suba´rboles
de un a´rbol T, de manera que T tenga el mı´nimo nu´mero de ve´rtices posible. Como ya es sabido, cada
ve´rtice de T representa a un clique de G. De este modo, para cualquier v ∈ V (G), C(v) coincide con el
suba´rbol que representa a v en T. Concluimos entonces que C(G) es un hipera´rbol dual.
Rec´ıprocamente, si C(G) es un hipera´rbol dual, tomemos un a´rbol T con C(G) como conjunto de ve´rtices
tales que, para todo v ∈ V (G), C(v) induce un suba´rbol de T. Como tambie´n vale que uv ∈ E(G) si y
so´lo si C(u) ∩ C(v) 6= ∅, la misma estructura que nos permite afirmar que C(G) es hipera´rbol dual nos
permite representar a G como grafo de interseccio´n de suba´rboles de un a´rbol, por lo que resulta ser cordal. 
Usaremos los resultados anteriores para vislumbrar el significado de la dualidad existente entre grafos
cordales y dualmente cordales.
En primer lugar, un grafo es cordal si y so´lo si su hipergrafo de cliques es un hipera´rbol dual, mientras
que un grafo es dualmente cordal si y so´lo si C(G) es un hipera´rbol. Esto nos da la primera sen˜al clara de
dualidad entre ambos tipos de grafos v´ıa el operador clique. El siguiente resultado es aun ma´s esclarecedor:
Teorema 3.1.1.2: Sea G un grafo.
(i) G es cordal si y so´lo si es el grafo de l´ıneas de algu´n hipera´rbol si y so´lo si es la dos seccio´n de algu´n
hipergrafo α-ac´ıclico.
(ii) G es dualmente cordal si y so´lo si es el grafo de l´ıneas de algu´n hipergrafo α-ac´ıclico si y so´lo si es la
dos seccio´n de algu´n hipera´rbol si y so´lo si es la dos seccio´n de caminos de un a´rbol.
Demostracio´n:
(i) Combinando varios de los teoremas vistos en la seccio´n de hipergrafos, se deduce que un grafo es el
grafo de l´ıneas de algu´n hipera´rbol si y so´lo si es la dos seccio´n de algu´n hipergrafo α-ac´ıclico. Veamos que
cualquiera de estas dos condiciones es equivalente a que un grafo sea cordal.
Si G es cordal, es isomorfo al grafo de l´ıneas de δ(C(G)). Como este u´ltimo es un hipera´rbol, esto completa
la demostracio´n en un sentido.
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Por otro lado, es sabido tambie´n que el grafo de l´ıneas de un hipera´rbol es cordal.
(ii) De modo similar a en (i), se puede deducir que el hecho de que G sea el grafo de l´ıneas de algu´n
hipergrafo α-ac´ıclico es equivalente a ser la dos seccio´n de algu´n hipera´rbol. Supongamos ahora que un
grafo es la dos seccio´n de suba´rboles de un a´rbol T. Podemos reemplazar a cada suba´rbol por todos los
caminos en e´l, mantenie´ndose la dos seccio´n igual. Por lo tanto, un grafo G es la dos seccio´n de algu´n
hipera´rbol si y so´lo si es la dos seccio´n de caminos de un a´rbol.
Por lo tanto, resta ver que cualquiera de las tres condiciones mencionadas equivale a que G sea dualmente
cordal.
Si G es dualmente cordal, es isomorfo a la dos seccio´n de C(G), que es un hipera´rbol.
Ahora supongamos que G es la dos seccio´n de algu´n hipera´rbol ε con un a´rbol T que lo representa.
Consideremos una vecindad N [v] en G. Como N [v] es la unio´n de suba´rboles que contienen a v, N [v] es
un suba´rbol de T, es decir, N(G) es un hipera´rbol. Por lo tanto G es dualmente cordal. 
Para reforzar las ideas del teorema anterior, basta notar que las caracterizaciones de grafos cordales y
dualmente cordales son casi ide´nticas en ciertos pasajes, siendo la diferencia que en unas aparece un tipo
determinado de hipergrafo y en las otras aparece exactamente su versio´n dual.
3.2. Grafos fuertemente cordales
La clase de grafos dualmente cordales resulta ser no hereditaria. De hecho, cualquier grafo que no sea
dualmente cordal puede llegar a serlo agregando un nuevo ve´rtice y haciendo a e´ste universal.
Estudiaremos ahora que´ caracter´ısticas distinguen a los grafos dualmente cordales que sean hereditarios.
Para empezar, podremos decir que un grafo as´ı debera´ ser cordal ya que los ciclos de taman˜o mayor o
igual que cuatro no son dualmente cordales.
Veremos que no so´lo son cordales en el sentido comu´n, sino en un sentido ma´s fuerte, lo cual hara´ aparecer
en esta discusio´n el concepto de grafos fuertemente cordales.
Sea En, n ≥ 3, un grafo con 2n ve´rtices que pueden ser separados en dos conjuntos U = {u1, u2, ..., un}
y W = {w1, w2, ..., wn} tal que U induce un completo, W es un conjunto independiente y ui es adyacente
a wj si y so´lo si i = j o i ≡ j + 1(mo´d n).
Dada la forma en que estos grafos pueden ser graficados, suelen llamarse n-soles.
Veamos ahora el rol que estos desempen˜an:
Lema 3.2.1 [7]: Si G es cordal y E3 no es un subgrafo inducido entonces G es un grafo Helly.
Demostracio´n: Sea C1, C2, ..., Cn una familia de cliques de G tal que para todo par i, j, 1 ≤ i, j ≤ n,
Ci ∩ Cj 6= ∅. Usaremos induccio´n para verificar que
Tn
i=1Ci 6= ∅.
Si n = 2, no hay nada que demostrar. Supongamos ahora que la propiedad es va´lida cuando se considera
un conjunto de n− 1 cliques (hipo´tesis inductiva).
Supongamos ahora, por el contrario, que
Tn
i=1Ci = ∅. Por hipo´tesis inductiva existen tres ve´rtices
diferentes x1, x2, x3 tales que x1 ∈ C2 ∩C3 ∩ ...∩Cn, x2 ∈ C1 ∩C3 ∩ ...∩Cn y x3 ∈ C1 ∩C2 ∩C4 ∩ ...∩Cn
(si algunos de ellos coincidieran la interseccio´n de todos los Ci ser´ıa no vac´ıa).
Como x1, x2 ∈ C3, x2, x3 ∈ C1 y x1, x3 ∈ C2 se deduce que {x1, x2, x3} es un completo de G. Adema´s,
xi 6∈ Ci, i = 1, 2, 3, por lo que existe zi ∈ Ci tal que zixi 6∈ E(G).
Vale tambie´n que para i 6= j, 1 ≤ i, j ≤ 3, zizj 6∈ E(G), o de lo contrario {zi, zj , xi, xj} inducir´ıa un ciclo
sin cuerdas en G, contradiciendo el hecho de que G sea cordal.
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Figura 9: E3 y E4.
Por consiguiente, el conjunto {z1, z2, z3, x1, x2, x3} induce a E3, lo cual es una contradiccio´n.
Por lo tanto
Tn
i=1Ci 6= ∅. 2
Lema 3.2.2 [7]: Si G es cordal y C y K son dos cliques diferentes de G, entonces existe un ve´rtice z ∈ C
tal que, para todo k ∈ K − C, kz 6∈ E(G).
Demostracio´n: Sea K − C = {k1, k2, ..., kn}. Procederemos por induccio´n sobre n.
El caso n = 1 es trivial, pues K * C y entonces existe z ∈ C tal que zk1 6∈ E(G).
Supongamos ahora que la propiedad es verdadera para n− 1 ve´rtices de K − C.
As´ı, la hipo´tesis inductiva implica que existe z ∈ C tal que zki 6∈ E(G) para todo i entre 1 y n− 1.
Si zkn ∈ E(G), como kn 6∈ C, existe entonces z0 ∈ C tal que z0kn 6∈ E(G). Si z0 es adyacente a ki, i < n,
entonces {z0, z, kn, ki} induce un ciclo sin cuerdas en G, lo cual contradice el hecho de que G sea cordal.
Tenemos as´ı dos posibilidades: zkn 6∈ E(G) y z es el elemento buscado o, para cada 1 ≤ i ≤ n, z0ki 6∈ E(G)
y z0 es el elemento buscado. 2
Lema 3.2.3 [7]: Si G es cordal y ninguno de los En, n ≥ 3, es un subgrafo inducido de G entonces K(G)
es cordal.
Demostracio´n: Sea {C1, C2, ..., Cn} un conjunto de cliques de G que induce un ciclo L en K(G). Entonces
existen ve´rtices x1, x2, ..., xn tales que x1 ∈ C1 ∩ C2, x2 ∈ C2 ∩ C3,..., y xn ∈ Cn ∩ C1.
Supongamos que L no tiene cuerdas. Por lo tanto xi esta´ solamente en Ci y Ci+1, i = 1, ..., n − 1, y xn
esta´ solamente en los cliques C1 y Cn. Se puede deducir consecuentemente que los xi inducen un ciclo de G.
Como G es cordal, existira´ una cuerda y, sin pe´rdida de generalidad, podemos suponer que x1x3 ∈ E(G).
Sea C un clique tal que x1, x3 ∈ C. Como supusimos que L no tiene cuerdas, C debe ser diferente de los
Ci. Adema´s, es adyacente a C1, C2, C3 y C4 en K(G).
A partir de ahora procedamos de modo inductivo.
Si n = 4, el grafo cuyos ve´rtices son C1, C2, C3, C4 y C, induciendo los cuatro primeros un ciclo sin
cuerdas y siendo C universal es un subgrafo inducido de K(G). Sabemos por el Lema 3.2.1 que C(G)
posee la propiedad Helly, por lo que existen ve´rtices h1, h2, h3, h4 ∈ V (G) tales que h1 ∈ C1 ∩ C2 ∩ C,
h2 ∈ C2 ∩ C3 ∩ C, h3 ∈ C3 ∩ C4 ∩ C y h4 ∈ C4 ∩ C1 ∩ C. Al estar todos ellos en C, {h1, h2, h3, h4} induce
un subgrafo completo.
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Como L no tiene cuerdas, h2, h3 ∈ C − C1, por lo que el lema anterior implica que existe z1 ∈ C1 tal
que z1h2 6∈ E(G) y z1h3 6∈ E(G). Ana´logamente, podemos encontrar ve´rtices z2, z3 y z4 con similares
caracter´ısticas. Si zizj ∈ E(G) con 1 ≤ i, j ≤ 4 entonces {zi, zj , hi, hj} induce un ciclo sin cuerdas en G, lo
cual es absurdo. Por lo tanto, {h1, h2, h3, h4, z1, z2, z3, z4} induce a E4, lo cual es una contradiccio´n. Luego
todo ciclo en K(G) con cuatro ve´rtices posee una cuerda.
Supongamos ahora que todo ciclo en K(G) con menos de n ve´rtices tiene una cuerda. Veamos ahora que
lo mismo se puede decir para ciclos con n ve´rtices.
Como antes, si L es un ciclo sin cuerdas en K(G) existe un clique C de G adyacente a C1, C2, C3 y
C4 en K(G). Entonces {C,C4, C5, ..., Cn−1, Cn, C1} induce un ciclo en K(G) con menos de n ve´rtices y
por hipo´tesis inductiva posee una cuerda. Como supusimos que no hay ninguna cuerda en L, debe ocurrir
necesariamente que C ∩ Ci 6= ∅, i = 1, ..., n. Como C(G) tiene la propiedad Helly existen n ve´rtices
h1, h2, ..., hn tales que, para todo i entre 1 y n− 1, hi ∈ Ci ∩ Ci−1 ∩ C y adema´s hn ∈ C1 ∩ Cn ∩ C.
Entonces {h1, h2, ..., hn} esta´ contenido en C e induce un grafo completo.
Sea 1 ≤ i ≤ n − 1. Como C 6= Ci y {hj : j 6= i, j 6= i − 1} ⊆ C − Ci, por el Lema 3.2.2 es posible
encontrar zi ∈ Ci tal que zihj 6∈ E(G) para todo j 6= i y j 6= i − 1. Ana´logamente podemos encontrar
zn ∈ Cn satisfaciendo condiciones similares.
Como en el caso n = 4 es posible verificar que zizj 6∈ E(G) para todo i 6= j.
Por lo tanto {h1, ..., hn, z1, ..., zn} induce al subgrafo En en G, lo cual es absurdo. Concluimos as´ı que L
debe tener una cuerda y que K(G) es cordal. 2
Corolario 3.2.4: Si un grafo G es cordal y sin soles como subgrafos inducidos entonces es dualmente
cordal.
Definicio´n: Un grafo G se dice fuertemente cordal si es cordal y, dado cualquier ciclo en G de taman˜o
mayor o igual que seis, existe una cuerda entre ve´rtices a distancia impar en el ciclo.
Una cuerda como la mencionada en la definicio´n es llamada cuerda fuerte del ciclo.
A partir de todo lo visto, estamos en condiciones de probar lo siguiente:
Teorema 3.2.5: Para un grafo G, son equivalentes:
(1) G es fuertemente cordal.
(2) G es cordal y libre de soles.
(3) G es un grafo dualmente cordal hereditario, es decir, cualquier subgrafo inducido de G es dualmente
cordal.
Demostracio´n:
(1) =⇒ (2): Es evidente.
(2) =⇒ (3): Sabemos que todo grafo cordal libre de soles es dualmente cordal. Como todo subgrafo
inducido sera´ tambie´n cordal y libre de soles, se concluye que G es dualmente cordal hereditario.
(3) =⇒ (1): Sea C un ciclo de longitud mayor o igual que 6. Entonces sus ve´rtices inducen un grafo
dualmente cordal y podemos tomar un ve´rtice v con ma´ximo vecino w. Tenemos varias posibilidades:
∗ Si w = v, w es adyacente en G a todos los ve´rtices de C y, en particular, a uno a distancia tres.
∗ Si w es adyacente a v en C resultara´ adyacente en G a el ve´rtice a distancia dos de v (con respecto al
ciclo) no adyacente a w en C.
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∗ Si w esta´ a distancia dos de v (en C) sera´ adyacente en G al ve´rtice que es adyacente a v pero no a w
en C.
∗ Si la distancia es mayor o igual que tres e impar, vw es una cuerda con la caracter´ıstica buscada.
∗ Si la distancia es mayor o igual que tres y par consideremos el camino vv1...w de mı´nima longitud en el
ciclo y v1w es la cuerda buscada.
En cualquiera de los casos pudimos obtener cuerdas entre ve´rtices a distancia impar en el ciclo. 
Las caracterizaciones de grafos fuertemente cordales que hemos visto no son las u´nicas.
Un ve´rtice v de un grafo G es simple si el conjunto {N [u] : u ∈ N [v]} esta´ totalmente ordenado por la
inclusio´n. Un orden lineal (v1...vn) de V es un orden de eliminacio´n simple si, para todo i ∈ {1, ..., n}, vi
es simple en Gi.
Es posible demostrar que un grafo es fuertemente cordal si y so´lo si admite un orden de eliminacio´n
simple [6, 11].
3.3. Potencias de grafos
Definicio´n: La k-e´sima potencia Gk (k ≥ 1) de un grafo G tiene los mismos ve´rtices que este u´ltimo,
siendo dos ve´rtices adyacentes en Gk cuando la distancia que los separa en G es a lo sumo k.
Observacio´n 1: Es muy importante notar que, para todo valor natural de k, G2k ≈ L(Nk(G)). De
hecho, si los discos de radio k centrados en dos ve´rtices distintos se intersecan no es dif´ıcil deducir que
estos u´ltimos esta´n a distancia menor o igual que 2k, valiendo tambie´n la rec´ıproca.
Comenzaremos esta seccio´n con una propiedad simple acerca del cuadrado de un grafo:
Teorema 3.3.1: Sea T un a´rbol tal que n = |V (T )| ≥ 3. Entonces T 2 tiene al menos 2n − 3 aristas.
Esta propiedad valdra´ tambie´n para cualquier grafo conexo.
Demostracio´n: Realicemos la demostracio´n por induccio´n sobre n.
Es trivial si n = 3 pues en ese caso T 2 = K3, que tiene 2 · 3− 3 = 3 aristas.
Supongamos ahora que la propiedad vale para n = k y consideremos a T con k + 1 ve´rtices.
Sea v una hoja de T. Entonces T − v es un grafo conexo de k ve´rtices y, por hipo´tesis inductiva, (T − v)2
posee al menos 2k−3 aristas. Ahora, v esta´ a distancia menor o igual que dos en T de al menos dos ve´rtices
por lo que
|E(T 2)| ≥ 2k − 3 + 2 = 2(k + 1)− 3
Para cualquier otro grafo conexo bastara´ considerar un a´rbol generador. ?
Observacio´n 2: El mı´nimo de 2n − 3 aristas siempre es alcanzado y corresponde al cuadrado de un
camino de longitud n. De hecho, si n = 3, el cuadrado sera´ igual a K3. Si n = 4, al calcular el cuadrado
resultara´ que dos ve´rtices tendra´n grado dos y dos ve´rtices tendra´n grado tres. Por lo tanto, el nu´mero de
aristas es cinco.
Finalmente, si n ≥ 5, habra´ dos ve´rtices de grado dos, dos ve´rtices de grado tres y n−4 ve´rtices de grado
cuatro, arrojando el nu´mero de
2 · 2 + 2 · 3 + 4.(n− 4)
2
= 2 + 3 + 2.(n− 4) = 2n− 3
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aristas.
Observacio´n 3: Es corolario inmediato que, para n ≥ 3, ningu´n a´rbol es el cuadrado de un grafo. De
hecho 2n− 3 > n− 1 para todo n mayor o igual que 3.
Tambie´n contamos con los siguientes resultados, estrechamente vinculados a los grafos cordales:
Lema 3.3.2: Si v es un ve´rtice simplicial de un grafo G, entonces (G− v)2 = G2 − v.
Demostracio´n: Es obvio que (G − v)2 es un subgrafo de G2 − v. Consideremos ahora dos ve´rtices x
e y adyacentes en G2 − v. Entonces la distancia entre x e y es a lo sumo dos en G. Si hay un camino de
longitud a lo sumo dos que una a x e y sin pasar por v se tendra´ automa´ticamente que x e y tambie´n son
adyacentes en (G − v)2. Y lo anterior siempre es posible, pues aun si xvy es un camino en el grafo, x e y
son adyacentes en G al ser v simplicial. De esto resulta la igualdad. 
Teorema 3.3.3: Si G es el cuadrado de un grafo y v es un ve´rtice simplicial de G entonces G−v tambie´n
es el cuadrado de un grafo.
Demostracio´n: Supongamos que G = H2. Consideremos al grafo H − v. Si (H − v)2 = G− v, no hay
nada ma´s que demostrar.
Si no, observemos que las aristas de (H−v)2 son aristas de G−v y modifiquemos aH−v agrega´ndole toda
arista presente en G−v pero no en (H−v)2. Llamemos H 0 al grafo as´ı obtenido. Veamos que H 02 = G−v.
Debido a los cambios que hemos hecho sabemos que E(G− v) ⊆ E(H 02).
Supongamos que la inclusio´n rec´ıproca no se verifica y sea xy ∈ E(H 02)−E(G− v). xy no puede ser una
arista de H 0, pues toda arista de H 0 tambie´n lo es de G− v.
As´ı, dH0(x, y) = 2 y sea xzy un camino de mı´nima longitud que conecta a x y y en H 0.
Si tanto xz como zy estuvieran en H − v, xy ser´ıa un elemento de E((H − v)2) ⊂ E(G − v), lo cual es
una contradiccio´n. Se deduce as´ı que xz o zy es un elemento de E(H 0)− E(H − v).
Sin pe´rdida de generalidad, supongamos que lo anterior vale para xz. Esto significa que xz es una arista
de G− v pero no de (H − v)2. Como sabemos que dH(x, z) ≤ 2, de lo anterior se deduce que la distancia
es precisamente dos y que un camino de mı´nima longitud entre x y z en H es xvz.
Por un lado, si zy 6∈ E(H), como antes se puede concluir que zvy es un camino en H, de modo que xvy
es un camino en H, es decir, xy ∈ E(H2 − v), o sea, xy ∈ G− v, lo cual es absurdo.
Por otro lado, si zy ∈ E(H), dH(v, y) ≤ 2. Pero tambie´n dH(v, x) ≤ 2. Como v es ve´rtice simplicial de
G = H2, vale que dH(x, y) ≤ 2. Por lo tanto, nuevamente se obtiene que xy ∈ E(G− v), otro absurdo.
En ambos casos, el absurdo provino de de suponer que xy ∈ E(H 02) − E(G − v), as´ı que vale que
xy ∈ E(G− v) y por ende G− v = H 02. ?
3.3.1. Grafos de potencias cordales
Definicio´n: Un grafo G es de potencias cordales 6 si, como lo indica el nombre, todas sus potencias son
cordales.
Antes de dar una caracterizacio´n de este tipo de grafos, veamos los siguientes lemas:
Lema 3.3.1.1 [2]: Para un grafo cordal G las siguientes condiciones son equivalentes:
6 En ingle´s se los llama power chordal.
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(1) G2 es cordal.
(2) L(C(G)) es cordal.
Demostracio´n:
(2) =⇒ (1): Consecuencia del Teorema 1.4.6.
(1) =⇒ (2): Supongamos que existe un ciclo inducido L : C1...CmC1, m ≥ 4, del grafo L(C(G)). Sea
C=
Sm
i=1Ci. G
2(C), como subgrafo inducido de G2, posee un ve´rtice simplicial x. Supongamos que x ∈ C1.
Esto significa que C2, Cm ⊆ N2[x]. Debido al hecho de que x es simplicial en G2, para ve´rtices arbitrarios
u ∈ C2 y v ∈ Cm tenemos que d(u, v) ≤ 2. Sea C2 = {x1, ..., xs} y Cm = {y1, ..., yt}. Veamos que cualquier
ve´rtice de C2 tiene en G un vecino en Cm y viceversa. Supongamos, por el contrario, que esto no es cierto
para x1. Entonces
d(x1, y1) = d(x1, y2) = ... = d(x1, yt) = 2
Como G es cordal existe un vecino comu´n de los ve´rtices y1, ..., yt por la Proposicio´n 2.2.1.4. Sin embargo,
esto contradice el hecho de que Cm sea un clique de G. Por lo tanto, la afirmacio´n previa es va´lida.
En el clique C2 elijamos un ve´rtice xi que sea adyacente a un nu´mero ma´ximo de ve´rtices de Cm.
Supongamos que xi es adyacente a y1, ..., yl−1. Notemos que l ≤ t, de lo contrario se concluir´ıa que xi ∈ Cm
pero C2 ∩ Cm 6= ∅, lo cual es una contradiccio´n. Por la afirmacio´n del pa´rrafo anterior concluimos que yl
es adyacente a algu´n ve´rtice xj en C2. La u´nica cuerda posible del ciclo xiykylxjxi, k ∈ {1, ..., l − 1}, es
xjyk. Por lo tanto xj es adyacente a y1, ..., yl−1, yl, lo cual no concuerda con la descripcio´n de xi. De esta
manera la suposicio´n inicial de que L es un ciclo inducido de L(C(G)) conduce a una contradiccio´n. 2
Ejemplo: Combinar los Lemas 3.2.3 y 3.3.1.1 nos sugiere a un k−sol, k ≥ 4, como contraejemplo de que
si un grafo es cordal entonces su cuadrado tambie´n lo es. De hecho, no es dif´ıcil verificar que los ve´rtices
de grado dos inducen un ciclo en el cuadrado.
Lema 3.3.1.2 [2]: Sea G un grafo no completo. Si tanto G como G2 son cordales, entonces existen dos
ve´rtices no adyacentes de G que son simpliciales en G y G2.
Demostracio´n: La afirmacio´n anterior es obviamente cierta cuando G2 es completo, ya que cualquiera
de sus ve´rtices es simplicial y so´lo basta encontrar dos ve´rtices simpliciales no adyacentes de G. Por lo
tanto, supongamos que G2 es no completo y que la afirmacio´n resulta ser cierta para todos los grafos
menores que e´l. Como G2 es cordal existen dos ve´rtices simpliciales no adyacentes en G2. Si estos ve´rtices
tambie´n son simpliciales en G ya no habr´ıa nada que probar. Para cubrir el caso negativo, supongamos
que el ve´rtice x simplicial de G2 tiene dos vecinos u y v no adyacentes en G. Consideremos un separador
minimal F de u y v en G. Como G es cordal, F induce un subgrafo completo. Evidentemente x es un
elemento de F (debido a la existencia del camino uxv). Sean G(A) y G(B) las componentes conexas de
G(V (G) \ F ) que contienen a u y a v respectivamente.
Llamemos G1 a G(A ∪ F ). Entonces G1 es cordal al ser subgrafo inducido de un cordal y, bajo las
condiciones actuales, se puede verificar que G21 = G
2(A ∪ F ), por lo que podemos concluir por motivos
similares que G21 es tambie´n cordal. Podemos entonces aplicar la hipo´tesis inductiva para afirmar que G1 es
completo o que si no contiene un par de ve´rtices simpliciales en G1 y G21 no adyacentes. En el u´ltimo caso
uno de los ve´rtices debe estar en A (no pueden estar ambos en F, al inducir este conjunto un completo).
En el primer caso cualquier ve´rtice de A es simplicial en G1 = G21.
Concluimos as´ı que A contiene un ve´rtice y que es simplicial en G1 y G21. Dada la construccio´n, y tambie´n
es un ve´rtice simplicial de G, ya que so´lo puede ser adyacente a ve´rtices de A∪F . Veamos que y es tambie´n
simplicial en G2. Es suficiente considerar el caso en el cual y es adyacente en G con un ve´rtice de F (si no
fuera as´ı, y so´lo puede estar a una distancia menor o igual que dos en G de elementos de A ∪ F ). Para
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cualquier ve´rtice w 6∈ A ∪ F tenemos que d(w, x) ≤ 2 si d(w, y) ≤ 2, pues esto u´ltimo implica que w es
adyacente a un elemento de F y a su vez cualquier ve´rtice de F es adyacente a x. Ahora, si u ∈ A ∪ F y
d(u, y) ≤ 2, como tambie´n d(x, y) ≤ 2 e y es simplicial en G21, podemos concluir que d(u, x) ≤ 2. Entonces,
si dos ve´rtices u y v cualesquiera esta´n a distancia menor o igual que 2 de y, tambie´n ocurrira´ lo mismo
reemplazando a y por x. Adema´s, como x es simplicial en G2, esto implica que d(u, v) ≤ 2, de manera que
y tambie´n es simplicial en G2.
De modo ana´logo, podr´ıamos obtener un ve´rtice z ∈ B simplicial en G y G2, el cual es lo´gicamente no
adyacente a y. 2
Lema 3.3.1.3: Si G es cordal, G3 tambie´n es cordal.
Demostracio´n: Tomemos un a´rbol T tal que G pueda ser representado como grafo de interseccio´n de
una familia de suba´rboles de T. Sean u y v dos ve´rtices de G, y sean Tu y Tv los suba´rboles que se obtienen
al unir todos los suba´rboles correspondientes a los ve´rtices de NG[u] y NG[v] respectivamente. No es dif´ıcil
verificar que u es adyacente a v en G3 si y so´lo si Tu∩Tv 6= ∅. Por lo tanto, G3 tambie´n puede ser expresado
como un grafo de interseccio´n de una familia de suba´rboles de T y es por ende cordal. 
Observacio´n: Usando las mismas te´cnicas que en el lema previo se puede demostrar que si G es cordal
tambie´n lo sera´ cualquier potencia impar suya.
Lema 3.3.1.4: Si G2 es cordal, entonces todas las potencias pares de G tambie´n son cordales.
Demostracio´n: G2 es isomorfo a L(N(G)), as´ı que este u´ltimo es cordal. Por ende, L(D(G)) es cordal
(Teorema 1.4.6) y tambie´n lo sera´ cualquier subgrafo inducido suyo. En particular resultara´ cordal el sub-
grafo inducido por las vecindades de radio r fijo, con r ≥ 1. Pero e´ste es isomorfo a G2r de modo que
podemos concluir que cualquier potencia par de un grafo con cuadrado cordal es cordal. 
Teorema 3.3.1.5 [2]: Para un grafo G las siguientes condiciones son equivalentes:
(i) G es de potencias cordales.
(ii) G y G2 son cordales.
(iii) Existe un orden de eliminacio´n perfecto comu´n para G y G2.
Demostracio´n:
(i) =⇒ (ii): Evidente por definicio´n.
(ii) =⇒ (i): Lemas 3.3.1.3 y 3.3.1.4.
(iii) =⇒ (ii): Es evidente.
(ii) =⇒ (iii): Demostre´moslo por induccio´n sobre el nu´mero de ve´rtices. Por Lema 3.3.1.2 sabemos que
existe un ve´rtice v que es simplicial en G y G2. Como (G−v)2 = G2−v, esta igualdad nos permite concluir
que tanto G−v como (G−v)2 son cordales. Aplicando la hipo´tesis inductiva podremos completar un orden
de eliminacio´n perfecto comu´n a G y G2. 2
El hecho de que tanto G como G2 sean cordales en principio nos permite encontrar un orden de elimi-
nacio´n perfecto por separado para cada uno de esos grafos. Lo interesante de este teorema es que se
puede obtener uno que sirva simulta´neamente para ambos. Tambie´n es notable que el hecho de que las dos
primeras potencias de un grafo sean cordales implique que tambie´n lo sera´n las restantes.
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3.3.2. Potencias de grafos dualmente cordales
A continuacio´n se estudiara´n propiedades de las potencias de grafos dualmente cordales.
Teorema 3.3.2.1: Cualquier potencia de un grafo dualmente cordal es dualmente cordal.
Demostracio´n: Sea G un grafo dualmente cordal, y sea Gk alguna potencia suya. Tomemos un a´rbol
T generador de G tal que cualquier disco de G induzca un suba´rbol. Un disco unitario de Gk con centro
en v coincide con el disco Nk[v] de G, el cual induce un suba´rbol en T. 
Teorema 3.3.2.2: Si G es dualmente cordal entonces G2 es cordal.
Demostracio´n: Sea (v1, v2, ..., vn) un orden de ma´ximas vecindades de G. Entonces, el hecho de que v1
tenga un ma´ximo vecino en G implica que v1 es simplicial en G2. Repitiendo estos pasos, se verifica que
(v1, v2, ..., vn) es un orden de eliminacio´n perfecto de G2. 
Observacio´n: La propiedad anterior no implica que cualquier grafo cordal que es un cuadrado pueda
expresarse como cuadrado de un grafo dualmente cordal. Un ejemplo de ello es el grafo de la figura 10, que
se puede expresar de manera u´nica como cuadrado de un grafo que no es dualmente cordal. Para verificarlo
es u´til tener en cuenta, en un contexto general, que si J2 = G, u, v, w ∈ V (G), uv, vw ∈ E(G) y uw 6∈ E(G)
entonces uv 6∈ E(J) o vw 6∈ E(J).
Figura 10: Un grafo G cordal que es un cuadrado pero no de un grafo dualmente cordal. Para verificarlo,
supongamos que existe J tal que J2 = G. Veremos que´ aristas de G debemos remover (rojo) y cua´les
debemos dejar (verde) para poner a J de manifiesto. ef debe ser una arista de J. Pues si no df ∈ E(J) y
esto implicar´ıa que cd, bd, dg, dh 6∈ E(J), eliminando todo camino entre d y g de longitud menor o igual
que dos (1). ec, eh 6∈ E(J), de lo contrario cf, fh ∈ E(G) (2). cd, de ∈ E(J) para asegurar un camino
de longitud menor o igual que dos entre c y e, que son adyacentes en G (3). ac, bd, df, dg 6∈ E(J), de lo
contrario ad, be, cf, eg ∈ E(G) (4). ab ∈ E(J), pues a no puede ser ve´rtice aislado (5). bg 6∈ E(J), de lo
contrario ag ∈ E(G) (6). bc ∈ E(J) para asegurar un camino de longitud dos entre a y c (7). cg ∈ E(J)
para asegurar un camino de longitud dos entre b y g (8). ch 6∈ E(J), de lo contrario bh ∈ E(G) (9).
gh ∈ E(J) para asegurar un camino de longitud menor o igual que dos entre g y h (10). dh ∈ E(J) para
asegurar un camino de longitud menor o igual que dos entre d y h (11).
Todo grafo dualmente cordal posee un orden de ma´ximas vecindades. Esto dara´ lugar a una forma equiva-
lente de decir que un grafo es cuadrado de otro que es dualmente cordal:
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Teorema 3.3.2.3: Sea G un grafo conexo y cordal con ma´s de un ve´rtice. Entonces G es el cuadrado
de un grafo dualmente cordal si y so´lo si existen dos ve´rtices v y w satisfaciendo que v es simplicial de G,
G− v = G02, con G0 dualmente cordal, y (G0 + vw)2 = G.
Demostracio´n: Supongamos que G = H2, con H dualmente cordal. Sea (v1, ..., vn) un orden de ma´ximas
vecindades de H. Sabemos que v1 es simplicial en H2 = G.
Sea vi el ma´ximo vecino de v1. Si vi = v1, v1 es un ve´rtice universal de H, por lo que G es completo. As´ı,
G− v1 es tambie´n completo y G− v1 = (G− v1)2. Haciendo a v1 adyacente a cualquier ve´rtice de G− v1
obtenemos un grafo cuyo cuadrado es G.
Si v1 6= vi, H − v1 es dualmente cordal. Veamos que (H − v1)2 = H2 − v1.
Es evidente que E((H − v1)2) ⊆ E(H2 − v1).
Sea uv ∈ E(H2 − v1). Consideremos un camino de distancia menor o igual que dos en H entre u y v.
Si v1 no aparece en ese camino, uv tambie´n es una arista de (H − v1)2. Y si el camino es uv1v, tanto u
como v son adyacentes (o iguales) a vi, por lo que uv ∈ E(H − v1)2.
A su vez, si a H − v1 le agregamos el ve´rtice v1 y lo hacemos adyacente a vi obtenemos un grafo H 0,
cuyo cuadrado no es dif´ıcil verificar que equivale a G.
Rec´ıprocamente, si G0 es dualmente cordal, con orden de ma´ximas vecindades (v1, ..., vn), y le agregamos
un ve´rtice v el cual hacemos adyacente a w ∈ V (G0), resulta un grafo con orden de ma´ximas vecindades
(vv1, ..., vn). As´ı el grafo G0 + vw mencionado en la hipo´tesis es dualmente cordal. ?
Observacio´n: Aplicando este teorema de manera reiterada se concluye que G es el cuadrado de un grafo
dualmente cordal si y so´lo si existe un orden de eliminacio´n perfecto de G (v1, ..., vn) tal que Gi = H2i , con
Hi dualmente cordal, y existe un ve´rtice vj , i ≤ j ≤ n tal que (Hi + vi−1vj)2 = Gi−1, 2 ≤ i ≤ n.
Generalmente, si un grafo G puede ser expresado como un cuadrado, suele haber ma´s de una manera
de hacerlo. Por ejemplo, sea H dualmente cordal tal que G = H2. Podemos intentar obtener un grafo con
menor nu´mero de aristas que las de H cuyo cuadrado siga siendo G de la siguiente manera:
Tomemos (v1, ..., vn) orden de ma´ximas vecindades de H. Sea w1 un ma´ximo vecino de v1. Procedamos a
remover de H todas las aristas entre v1 y cualquier otro ve´rtice distinto de w1. Luego repetimos el mismo
procedimiento en H2, pero haciendo la salvedad de que no se podra´n remover las aristas que incidan en
w1.
Si seguimos as´ı, cada paso se har´ıa de la siguiente forma: Sea wi un ma´ximo vecino de vi. Remover de Hi
todas las aristas entre vi y cualquier otro ve´rtice distinto de wi a excepcio´n de aquellas que incidan sobre
algu´n elemento de {w1, w2, ..., wi−1}.
Una vez terminado el proceso, se puede verificar que se obtiene un grafo dualmente cordal, siendo
(v1, ..., vn) au´n un orden de ma´ximas vecindades.
3.4. Grafos doblemente cordales
En esta seccio´n intentaremos ver que´ rasgos distinguen a un grafo que es tanto cordal como dualmente
cordal. Sabemos que en ese caso podremos encontrar un orden de eliminacio´n perfecto y un orden de ma´xi-
mas vecindades, no necesariamente coincidentes. Sin embargo, resulta interesante que siempre se puede
hallar la manera para que los o´rdenes mencionados resulten ser iguales. Demostrarlo sera´ uno de los obje-
tivos.
38
Figura 11: Este esquema muestra las relaciones entre clases de grafos hasta ahora vistas.
Entre otras cosas, nos beneficiaremos de las relaciones entre cordalidad y potencias de grafos que ya nos
son conocidas.
Definiciones: Un ve´rtice v de un grafo G es doblemente simplicial si v es simplicial y tiene un ma´ximo
vecino. Un orden lineal (v1...vn) de los ve´rtices de G es doblemente perfecto si, para todo i ∈ {1, ..., n},
vi es doblemente simplicial en Gi. Un grafo G es doblemente cordal si admite un orden doblemente perfecto.
Teorema 3.4.1 [2]: Para un grafo G las siguientes condiciones son equivalentes.
(i) G es doblemente cordal.
(ii) G es cordal y dualmente cordal.
(iii) Tanto C(G) como δ(C(G)) son hipera´rboles.
Demostracio´n:
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(i) =⇒ (ii): Evidente.
(ii) =⇒ (i): Como G y G2 son cordales (Teorema 3.3.2.2), existe un ve´rtice v simplicial en G y G2. Para
cualquier par de ve´rtices x, y ∈ N2[v] vale la desigualdad d(x, y) ≤ 2, al ser v simplicial en G2, de modo
que N [x] ∩ N [y] 6= ∅. Como N(G) es un hipera´rbol la familia de discos (con interseccio´n dos a dos no
vac´ıa) {N [x] : x ∈ N 2 [v]} tiene interseccio´n no vac´ıa (Teorema 1.4.4). Sea w un ve´rtice perteneciente a
esa interseccio´n. Entonces w es un ma´ximo vecino de v, ya que se halla en la vecindad de todo ve´rtice de
N2[v]. Como antes, (G−v)2 = G2−v, de manera que, para continuar aplicando los argumentos anteriores,
debemos verificar que N(G − v) satisface la propiedad Helly. El problema podr´ıa ser ocasionado por las
vecindades de G que pose´ıan al ve´rtice v, pero notemos que eso no es obsta´culo porque all´ı esta´ tambie´n
w.
(ii)⇐⇒ (iii): G es cordal si y so´lo si δ(C(G)) es un hipera´rbol. G es dualmente cordal si y so´lo si C(G)
es un hipera´rbol. 2
Observacio´n: En la demostracio´n anterior hemos realizado una mencio´n impl´ıcita del hecho de que los
grafos doblemente cordales son de potencias cordales.
Sabiendo desde ahora que, para todo grafo doblemente cordal, C(G) es un hipera´rbol (dual) y, utilizando
las te´cnicas del Teorema 3.1.1.2, podemos obtener tambie´n la siguiente caracterizacio´n:
Teorema 3.4.2: G es doblemente cordal si y so´lo si es el grafo de l´ıneas de algu´n hipera´rbol α-ac´ıclico
si y so´lo si es la dos seccio´n de algu´n hipera´rbol α-ac´ıclico.
3.5. Grafos UV, DV, RDV
El hecho de que un grafo pueda representarse como grafo de interseccio´n de una familia de suba´rboles
de un a´rbol resulta ser algo muy deseable en muchas circunstancias. En esta seccio´n iremos ma´s lejos y
pediremos condiciones aun ma´s espec´ıficas, quedando as´ı determinadas nuevas clases de grafos. Y muy
interesante sera´ verificar, as´ı como es posible para grafos cordales, si se les puede asignar una clase dual.
Definicio´n: Un grafo G es UV (DV) si puede representarse como el grafo de interseccio´n de caminos
(dirigidos) de un a´rbol (dirigido). Un grafo DV con un a´rbol enraizado en su representacio´n recibe el
nombre de grafo RDV.
Ser´ıa conveniente disponer de otra caracterizacio´n para estos grafos. As´ı como se demostro´ que un grafo
es cordal si y so´lo si C(G) es un hipera´rbol dual se puede arribar a las siguientes conclusiones.
Teorema 3.5.1 [10]:
(a) Un grafo G es UV si y so´lo si existe un a´rbol T con V (T ) = C(G) tal que, para cada v ∈ V (G), T (Cv)
es un camino en T.
(b) Un grafo G es DV si y so´lo si existe un a´rbol dirigido T con V (T ) = C(G) tal que, para cada v ∈ V (G),
T (Cv) es un camino dirigido en T.
(c) Un grafo G es RDV si y so´lo si existe un a´rbol enraizado T con V (T ) = C(G) tal que, para cada
v ∈ V (G), T (Cv) es un camino dirigido en T.
El Teorema 3.5.1 nos provee de una herramienta u´til para demostrar que no todo grafo cordal es UV . De
hecho, tomemos una garra C con centro v y hojas v1, v2, v3. Consideremos a los suba´rboles determinados
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por las hojas, aquellos determinados por las aristas de T y a este mismo y utilice´moslos para representar
a un grafo G. G es obviamente cordal, pero veamos que no es UV .
Figura 12: Grafo obtenido por el me´todo arriba descrito.
En primer lugar, como es usual, los ve´rtices de C representan cliques Kv,Kv1 ,Kv2 ,Kv3 , y estos son todos
los que hay. Entonces, al buscar un a´rbol con las caracter´ısticas del Teorema 3.5.1 sabemos que e´ste, si
existe, debe tener cuatro ve´rtices. Consideremos, por ejemplo, a la arista vv1 de C, que induce un suba´rbol
de la representacio´n. El conjunto de cliques de G que poseen a este suba´rbol consta solamente de Kv y
Kv1 , por lo que debemos aspirar a que Kv,Kv1 induzcan un camino en T, es decir, que ambos cliques sean
adyacentes. Procediendo de la misma manera para los casos restantes se llega a la conclusio´n de que C
debe ser isomorfo a T, pero el problema radica en que el conjunto de cliques que contiene al ve´rtice de la
representacio´n determinado por T no induce entonces un camino.
Veamos ahora que´ podemos decir al comparar los grafos UV con los DV y los RDV . Para esto, los soles
sera´n de gran ayuda.
Empecemos notando que cualquier sol es un grafo UV . La representacio´n posible consiste de una estrella.
En la figura 13 se puede apreciar el caso particular de un 4-sol, pero la forma de verificar que cualquier
otro sol es UV es pra´cticamente la misma. Sin embargo, al considerar las otras clases comienzan a surgir
las diferencias.
Se puede comprobar a mano que la representacio´n de los k-soles, con k par, sigue siendo u´til para de-
mostrar que estos grafos son DV . Pero esta estrategia comienza a fallar si k es impar:
Teorema 3.5.2: Ningu´n k-sol es DV para k impar.
Demostracio´n: Sea G un k-sol con ve´rtices v1, ..., vk que inducen un completo y ve´rtices u1, ..., uk de
manera tal que, para 1 ≤ i ≤ k, ui es adyacente a vi y a vi+1 (vk+1 = v1).
Supongamos que G es DV . Por lo tanto existe un a´rbol T cuyo conjunto de ve´rtices es C(G) y tal que
para todo v ∈ V (G), T (Cv) es un camino dirigido en T. Llamemos C = {v1, ..., vk} y Ci = {ui, vi, vi+1},
1 ≤ i ≤ k. Veamos que C es adyacente en T a cualquier otro clique de G.
Supongamos, por el contrario, que C no es adyacente a un cierto Cj . Sea entonces Cm un clique en el
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Figura 13: E4 es UV .
camino en T entre C y Cj . Como Cvj y Cvj+1 inducen caminos en T, se concluye que vj , vj+1 ∈ Cm, lo
cual es absurdo al ser Cj y C los u´nicos cliques que cumplen con ese requisito.
As´ı, resulta que T es una estrella centrada en C. Ya conocida la estructura de T, se puede verificar
directamente que no se pueden direccionar sus aristas para que T (Cv) induzca un camino dirigido para
cualquier v. ?
Corolario 3.5.3: Si G es DV, entonces G es Helly.
Demostracio´n: G es cordal y sin 3-soles. ?
Teorema 3.5.4: Si G es RDV, entonces G es dualmente cordal.
Demostracio´n: Como los grafos RDV constituyen una clase hereditaria, basta demostrar que G posee
un ve´rtice con ma´ximo vecino.
Sea T un a´rbol enraizado dirigido con mı´nima cantidad de ve´rtices tal que G es grafo de interseccio´n de
caminos de T. Sea v una hoja de T.
Como T posee ra´ız, todo camino de la representacio´n que posea a v entre sus ve´rtices es un subcamino
de T [u, v], siendo u la ra´ız de T. Entonces el menor de esos subcaminos corresponde a un ve´rtice de G con
ma´ximo vecino, estando asociado este u´ltimo al ma´s grande de los caminos considerados. ?
Como RDV es una clase hereditaria, sus elementos son dualmente cordales y hereditarios, es decir, son
fuertemente cordales. Como tales, no poseen soles como grafos inducidos, y mucho menos estos sera´n grafos
RDV . Concluimos as´ı que UV , DV y RDV son todas clases distintas. De hecho, todos los soles son UV ,
so´lo los pares son DV y ninguno de ellos es RDV .
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Figura 14: Imposibilidad de representar a E3 como grafo DV. Una vez asignada una orientacio´n para la
arista con extremos C y C1 (1), el hecho de que Cv2 debe inducir un camino determina la orientacio´n que
tiene que tener CC2 (2). Pero luego, ninguna orientacio´n asignada a CC3 hace posible que tanto Cv1 como
Cv3 induzcan caminos dirigidos.
3.5.1. Sus duales
Definicio´n: Un grafo G es dualmente DV (RDV) si admite un a´rbol dirigido (con ra´ız) T, que tambie´n
es generador, tal que para cada vw ∈ E(G) T contiene un camino dirigido de v a w o viceversa, cuyos
ve´rtices inducen un completo en G. Un a´rbol dirigido con esas caracter´ısticas recibira´ el nombre de a´rbol
dirigido (con ra´ız) compatible con G o a´rbol cano´nico (con ra´ız) de G.
Para los grafos dualmente cordales hab´ıa ma´s de una manera para describir a los a´rboles compatibles.
Afortunadamente, e´se sigue siendo el caso para los grafos dualmente DV .
Teorema 3.5.1.1: Son equivalentes:
(1) G es dualmente DV.
(2) Existe un a´rbol dirigido T (generador de G) tal que todo clique de G induce un camino dirigido en T.
Demostracio´n:
(2) =⇒ (1): Obvio.
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(1) =⇒ (2): Consideremos un a´rbol T que satisfaga las condiciones descritas en (2). Supongamos que
existe un clique C de G que no induce un camino en T, sino simplemente un suba´rbol T 0. Tomemos una
garra de e´ste, siendo v1 su ve´rtice central y v2, v3, v4 sus ve´rtices perife´ricos.
Sabemos que {v1, v2, v3}, {v1, v3, v4} y {v1, v2, v4} inducen caminos dirigidos en T. Sin embargo se puede
comprobar de manera directa que esto es imposible.
Por lo tanto, todo clique induce un camino dirigido. ?
Como los grafos dualmente RDV son un caso particular de los grafos dualmente DV , no extran˜a el
siguiente teorema:
Teorema 3.5.1.2: Son equivalentes:
(1) G es dualmente RDV.
(2) Existe un a´rbol dirigido enraizado T (generador de G) tal que todo clique de G induce un camino
dirigido en T.
Dado lo que conocemos sobre el operador clique en relacio´n con los grafos cordales y dualmente cordales,
es ineludible volver sobre esa cuestio´n. Resultara´ que las cosas no cambian mucho y que de hecho nos
aguardan algunas sorpresas. Con pasos muy similares a los del Teorema 2.2.2.2 se obtiene:
Teorema 3.5.1.3: K(DV)= Dualmente DV. Tambie´n vale que K(RDV)= Dualmente RDV.
Ahora, rec´ıprocamente, ya sabemos que K(Dualmente cordales) = Cordales ∩Helly. Si algo parecido
siguiera ocurriendo para las clases ahora consideradas y, teniendo en cuenta que los grafos DV y RDV son
Helly, ser´ıa de esperar que K(Dualmente DV ) = DV y que K(Dualmente RDV ) = RDV . Y afirmativa-
mente esto es as´ı.
Lema 3.5.1.4: Si G es DV (RDV), entonces G0 (definido como en el Teorema 1.3.1) es DV (RDV).
Demostracio´n: Si G es DV , consideremos una representacio´n de G como grafo de interseccio´n de
caminos dirigidos de un a´rbol T. Para cada v ∈ V (G), sea x un extremo del camino que representa a v en
T. Agreguemos un ve´rtice x0 a T y haga´moslo adyacente a x. Extendamos el camino a x0 da´ndole a la arista
xx0 la orientacio´n que corresponda. Adema´s, agreguemos a G un nuevo ve´rtice y haga´mosle corresponder
en la representacio´n el camino constituido solamente por el ve´rtice x0.
Luego de este proceso, obtenemos una representacio´n de G0 como grafo DV .
Si G es RDV , el procedimiento es el mismo, pero siempre se debe elegir el extremo ma´s lejano a la ra´ız
de T. ?
Teorema 3.5.1.5: K(Dualmente DV)=DV. K(Dualmente RDV)=RDV.
Demostracio´n: La demostracio´n de que la imagen por el operador clique de un grafo dualmente DV
(RDV ) es un grafo DV (RDV ) es muy similar a la de que la imagen por el operador clique de un grafo
dualmente cordal es cordal, as´ı que la omitimos.
Rec´ıprocamente, si tomamos un grafo G que es DV (RDV ), sabemos que G es Helly. Con la ayuda del
Teorema 1.3.1 se puede concluir que K2(G0) = G. Ahora, G0 tambie´n es DV (RDV ), as´ı que K(G0) es
dualmente DV (RDV ), con lo cual obtenemos el resultado deseado. 
Podr´ıa parecer extran˜o en un primer instante que en ningu´n momento hayamos mencionado a los grafos
dualmente UV . Pero basta notar que si seguimos la definicio´n al principio de esta seccio´n, ser dualmente
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UV equivaldr´ıa a ser dualmente cordal. Y teniendo en cuenta la observacio´n que sigue a la demostracio´n
del Teorema 2.2.2.2, la igualdad K(UV ) = Dualmente cordales refuerza lo anteriormente dicho.
Ya disponemos de suficiente informacio´n para obtener una caracterizacio´n de los grafos dualmente DV
(RDV ). Ya sabemos que un grafo es dualmente cordal si y so´lo si G es Helly y K(G) es cordal. Podr´ıamos
aspirar a algo similar y, de hecho, necesitamos apenas una pequen˜a modificacio´n para que esto siga valiendo
para grafos dualmente DV (RDV ).
Teorema 3.5.1.6 [12]: G es dualmente DV si y so´lo si G es Helly y K(G0) es un grafo DV.
Demostracio´n: Supongamos que G es dualmente DV . Como los grafos dualmente cordales son Helly,
G es Helly. Sea T un a´rbol cano´nico de G. Para cada v ∈ V (T ) se puede agregar a T un nuevo ve´rtice v0 y
una arista vv0 dirigida de modo arbitrario. El a´rbol dirigido resultante sera´ un a´rbol cano´nico de G0. Por
lo tanto G0 tambie´n es dualmente DV y as´ı K(G0) es DV .
Rec´ıprocamente, supongamos que G es Helly y K(G0) es DV . Supongamos que G tiene al menos dos
ve´rtices, de lo contrario el teorema es trivial.
Si G es Helly, tambie´n lo sera´ G0. Adema´s se verifica que K2(G0) = G. Por lo tanto, G es el grafo clique
de un grafo DV , por lo que G es dualmente DV . 2
Lema 3.5.1.7: Si G es dualmente RDV, entonces G es fuertemente cordal.
Demostracio´n: Veremos que cualquier subgrafo inducido de G es dualmente cordal. Para ello basta
demostrar que si a G le removemos un ve´rtice v cualquier componente conexa de G − v es dualmente
RDV .
Sea T un a´rbol generador de G dirigido y con ra´ız w tal que todo clique de G induce un camino dirigido.
Consideremos las siguientes posibilidades:
Si v = w, T − w consiste de uno o ma´s suba´rboles de T, correspondientes cada uno de ellos a una
componente conexa de G − w. Cada uno de esos a´rboles dirigidos es compatible con cada componente
conexa, al ser los cliques los mismos o conjuntos reducidos. Las ra´ıces ser´ıan los descendientes de w.
En cualquier otro caso, se puede obtener un nuevo a´rbol T 0 a partir de T fusionando a v con su ante-
cesor inmediato. Se puede verificar que cada clique de G − v induce un camino dirigido en T 0 y que cada
componente conexa induce su propio a´rbol cano´nico (y enraizado) en T 0. 
Teorema 3.5.1.8 [12]: Las siguientes condiciones son equivalentes para un grafo G:
(1) G es dualmente RDV.
(2) G es Helly y K(G0) es RDV.
(3) G es fuertemente cordal y K(G0) es RDV.
Demostracio´n:
(1) =⇒ (3): Ya sabemos que grafos dualmente RDV son fuertemente cordales. Para verificar la segunda
condicio´n, sea T un a´rbol cano´nico con ra´ız de G. De una manera similar a la del Teorema 3.5.1.6, sea T 0 el
a´rbol obtenido de T agregando, para cada v ∈ V (T ), un nuevo ve´rtice v0 y una arista vv0, en esta ocasio´n
dirigida desde v a v0. As´ı T 0 resulta un a´rbol cano´nico con ra´ız de G0. Por consiguiente, G0 es dualmente
RDV y entonces K(G0) es RDV .
(3) =⇒ (2): Es obvia.
(2) =⇒ (1): Nuevamente, como en el Teorema 3.5.1.6, G0 es Helly y K2(G0) = G. De la hipo´tesis se
deduce entonces que G es dualmente RDV . 2
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En [10] se pueden encontrar descripciones detalladas de los grafos UV , DV y RDV , y asimismo se aborda
de modo satisfactorio el problema de verificar si un grafo pertenece a alguna de esas clases.
Esto y las caracterizaciones anteriores nos proveen de algoritmos eficientes para determinar si un grafo
es dualmente DV o dualmente RDV . Basta testear que G sea Helly y que K(G0) sea DV o RDV . Ahora,
para trabajar con K(G0), debemos notar que el problema de hallar los cliques de un grafo puede insumir
un tiempo exponencial para muchos grafos. La clave de la estrategia propuesta es que los grafos dualmente
DV (RDV ) poseen un nu´mero acotado de cliques.
Por ejemplo, para un grafo dualmente DV el nu´mero de cliques nunca supera al de aristas. De hecho,
basta tomar un a´rbol cano´nico T. Cada clique es un camino de T y sus extremos inducen una arista, lo
cual nos da una correspondencia entre C(G) y un subconjunto de de E(G).
Y para los grafos dualmente RDV el nu´mero de cliques tampoco supera al de ve´rtices. De hecho, todo
grafo dualmente RDV es cordal al ser la imagen por el operador clique de un grafo dualmente cordal y
el nu´mero de cliques de un grafo cordal nunca supera su nu´mero de ve´rtices. Esto se puede demostrar
de modo inductivo recurriendo a un orden de eliminacio´n perfecto de G y teniendo en cuenta que si v es
simplicial el nu´mero de cliques de G− v, comparado con el de G, es el mismo o uno menos.
Finalmente tambie´n podremos a partir de ahora ver algunos ejemplos que confirmara´n que los grafos
dualmente cordales, DV y RDV son todas clases distintas. Para ello recurriremos a las ruedas.
Ya sabemos que todas ellas son dualmente cordales al poseer un ve´rtice universal. Notemos ahora que
K((R0n)) posee un n-sol como grafo inducido. Esto demuestra que ninguna rueda es dualmente RDV , lo
cual no era dif´ıcil de anticipar porque los grafos dualmente RDV son cordales, y que, para n impar, ninguna
rueda es dualmente DV , aunque no es dif´ıcil ver que la respuesta cambia si n es par.
Consideraciones me´tricas sobre grafos dualmente RDV
Por lo visto, si G es un grafo dualmente RDV con a´rbol cano´nico T enraizado en w, para todo par
u y v de ve´rtices adyacentes el camino que los conecta en T es dirigido, es decir, T [u, v] ⊆ T [u,w] o
T [u, v] ⊆ T [v, w]. Como d es una disimilaridad arbo´rea, se puede concluir que la funcio´n fuv : T [u, v]→ N0
con fuv(x) = d(x,w) es mono´tona con respecto al orden natural T [u, v] para todo uv ∈ E(G). Llamemos
a este hecho condicio´n de w-monoton´ıa.
Ser´ıa interesante determinar si la existencia un a´rbol T compatible con un grafo G (solamente en el
sentido de grafos dualmente cordales) con un ve´rtice w tal que se satisfaga la condicio´n de w-monoton´ıa
es suficiente para afirmar que el grafo es dualmente RDV .
Anticipamos que la respuesta es negativa. De hecho, la rueda R4 con ve´rtice universal x no es dualmente
RDV . Pero podemos tomar como a´rbol compatible con R4 a la estrella centrada en x y no es dif´ıcil verificar
que, para todo v ∈ V (R4)− {x}, se satisface la condicio´n de v-monoton´ıa.
De todos modos, veremos que la monoton´ıa con respecto a un ve´rtice equivale a una condicio´n ma´s de´bil.
Dado un clique C de un grafo dualmente cordal (y conexo) G tal que d(C,w) = k, sabemos por la
Proposicio´n 2.2.1.4 que podemos particionar a los ve´rtices de C en dos conjuntos no vac´ıos CA y CB tales
que d(v, w) = k si y so´lo si v ∈ CA y d(v, w) = k + 1 si y so´lo si v ∈ CB.
Entonces tenemos el siguiente resultado:
Teorema 3.5.1.9: Sea T un a´rbol compatible con G y w ∈ V (G). Entonces T satisface la condicio´n de
w-monoton´ıa si y so´lo si, para todo C ∈ C(G), CA y CB inducen suba´rboles en T.
Demostracio´n: Supongamos que T satisface la condicio´n de w-monoton´ıa. Si u, v ∈ CA, sabemos porque
T es compatible con G que T [u, v] ⊆ C. Si existiera x ∈ CB tal que x ∈ T [u, v] entonces x ∈ T [w, u] o
x ∈ T [w, v]. Se concluye as´ı, al ser d disimilaridad arbo´rea, que d(w, x) ≤ d(w, u) o d(w, x) ≤ d(w, v), lo
cual es absurdo. As´ı T [u, v] ⊆ CA y se puede concluir que T (CA) es un suba´rbol.
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Si u, v ∈ CB, sea x ∈ T [u, v]. Por condicio´n de w-monoton´ıa, d(w, u) ≤ d(w, x) ≤ d(w, v) o d(w, u) ≥
d(w, x) ≥ d(w, v). Como d(w, u) = d(w, v), en cualquiera de los dos casos se puede deducir que x ∈ CB.
As´ı T [u, v] ⊆ CB y se puede concluir que T (CB) es un suba´rbol.
Rec´ıprocamente, supongamos que para todo C ∈ C(G) CA y CB inducen suba´rboles en T. Sean u y v dos
ve´rtices adyacentes en G y tomemos un clique C que los contenga. Si u, v ∈ CA, por hipo´tesis T [u, v] ⊆ CA
y por lo tanto fuv es constante. La misma conclusio´n se obtiene si u, v ∈ CB. Por otra parte, supongamos
ahora que u ∈ CA y v ∈ CB. De todos los ve´rtices en T [u, v] ∩ CA, sea x el que este´ a distancia mı´nima
de v en T [u, v]. Entonces, por hipo´tesis, T [u, x] ⊆ CA y T [u, v]− T [u, x] ⊆ CB, por lo que fuv es creciente
con respecto al orden natural de T [u, v]. Similarmente, si u ∈ CB y v ∈ CA, fuv es decreciente. Luego, T
cumple con la condicio´n de w-monoton´ıa. ?
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Conclusiones
Quedan aqu´ı establecidas varias caracterizaciones posibles de los grafos dualmente cordales. Adema´s
de lo que ya hab´ıamos anticipado en la introduccio´n, se pudo ver que los grafos dualmente cordales se
corresponden con la imagen por el operador clique de los grafos cordales. Un mayor ana´lisis del operador
clique nos permitio´ convencernos de que juega un rol importante en la comprensio´n de la dualidad estudiada.
Tambie´n surgieron interesantes caracterizaciones me´tricas con la ayuda de los grafos de intervalos.
A trave´s de los hipergrafos se pudo avanzar en un mayor entendimiento del v´ınculo entre grafos cordales
y dualmente cordales.
Las caracterizaciones de todas las clases que aparecieron resultaron ser bastante simples y tambie´n u´tiles,
a tal punto que conducen a muchos algoritmos eficientes, no vistos aqu´ı, que en su momento representaron
grandes avances.
Finalmente, todas las ideas desarrolladas pudieron ser usadas para establecer relaciones entre clases con
respecto a inclusiones confirmando que, como la intuicio´n parec´ıa indicar, muchas de ellas eran estrictas,
como en el caso de grafos UV , DV , RDV y sus duales.
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