This paper studies basic properties of rate based ow-control algorithms and of the maxmin fairness criteria. For the algorithms we suggest a new approach for their modeling and analysis, which may be considered more \optimistic" and realistic than traditional approaches. Three variations of the approach are presented and their rate of convergence to an optimal max-min fairness solution is analyzed. In addition, we introduce and analyze approximate rate based ow control algorithms. We show that under certain conditions the approximate algorithms may converge faster. However, we show that the resulting ows may be substantially di erent than the ows according to the max-min fairness. We further demonstrate that the max-min fairness solution can be very sensitive to small changes, i.e., there are con gurations in which an addition or deletion of a session with rate may change the allocation of another session by ( 2 n 2 ), but by no more than O( 2 n ). This implies that the max-min fairness criteria may provide a bad estimate of how far a set of ow allocations is from the optimal allocation.
Introduction
The ATM Forum on Tra c Management has adopted rate based ow control Cha94, Jaf81, Hay81, Mos84, GB84, Gaf82, BG87] as the basis for ow control in its networks for ABR (Available Bit Rate) tra c (see BF95] for example). The major arguments for rate based ow control, is the simplicity and modest hardware requirements per virtual circuit, compared with those of the credit based scheme KM95]. Conceptually, the rate based ow control adjusts transmission rates of di erent sessions (virtual circuits) in the network in an end-to-end manner aiming to optimize the utilization of the network while maintaining fairness between the sessions.
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Most implementations of rate based ow control work as follows: A control message (Resource Management cell, RM) is looping around the path of each session. On its way the control message calculates the minimum share the session may take from the excess capacity of the links along the path. Roughly, the share a session may take from a link is the excess capacity of the link divided by the number of sessions that may still increase their transmission rate and share the excess. The rate of the session is then increased by this minimum (see Cha94] ).
A key point in these algorithms is the computation in each step, by how much each session may be increased. This computation essentially determines how the network resources (link capacities) are divided among the di erent virtual circuits. The basic principle guiding this computation is the desire to share the link capacities in a fair way among the di erent sessions. The max-min fairness criterion BG87, Jaf81, GB84, Gaf82, Hay81, Mos84, Cha94] is widely accepted as the theoretical criteria to guide this computation. The network is considered to be in a state of max-min fairness if it is impossible to in nitesimally increase the rate of any session without decreasing the rate of sessions whose rate is equal or smaller. Thus, the fairness is that each session is allocated the \maximum" rate without a ecting sessions with equal or smaller rates.
Given a network with link capacities and a set of sessions with transmission requirements, there is a simple iterative algorithm to compute the set of transmission rates that correspond to the max-min fairness rates BG87]: In each iteration x the rates of sessions that use the \most congested" link (i.e., the link which restricts a minimum rate for sessions that have not yet been xed with their \ nal" rate). In the next iteration the rates that have been xed are subtracted from the link capacities, and the process is iterated. (Thus, we are maximizing the minimum ow and continuing recursively on the remaining circuits, after updating the capacities.)
Most theoretical rate based ow control algorithms that guarantee to converge to a state of max-min fairness adjust the rates of sessions in a conservative way. An algorithm is considered to be conservative if given a xed set of sessions, it converges to the max-min rates without ever assigning a session a rate that is larger than its nal rate. In other words, the rates that are assigned during the computation may only increase, until the nal value is reached BG87, GB84, Cha94] .
One problem with most of the conservative algorithms is that they do not include a decrease operation that reduces the rate of sessions (with the exception of Cha94]). This does not model the situation of real networks that have to be able to decrease the rate of some sessions (e.g., after a new session has been added). Furthermore, the network has some current set of rates, which should be adjusted, and it would be preferable to perform an incremental update rather than starting each time from scratch.
In this paper we examine a more aggressive approach, which we term \optimistic". According to this approach, during the computation, sessions may be given a rate that is larger than their nal rate. Hence, during the convergence the rates of sessions may be decreased, and not only increased, as in the conservative approach. This approach is closer to proposed rate based ow control algorithms that are suggested in the ATM Forum Rob94, ST94, JKV94].
We choose a simple abstraction for the update operations The update operation is performed atomically on a session. This means that an update operation is not performed until the previous one has completed. Another assumption is that the switch has full knowledge of the current rates of all the sessions that crosses it. This model is presented for the purpose of analysis and is not expected to be implemented. However, we believe that this model captures the essential interesting ingredients of the problem as faced by practical distributed rate based algorithms, such as Rob94, ST94, JKV94] .
The optimistic approach is close to the approach used by Roberts' algorithm ( Rob94] ). However, in our model, as we assume that the update operation is atomic and that the switch has full knowledge of the current rate for all sessions that cross it then the sum of the rates of the sessions that use a link may never exceeds the link capacity. In Roberts' algorithm as the switch has only partial knowledge about the rate of the sessions that cross it (the assumption in ( Rob94] )is that the space complexity for each output link is O(1)) and as there might be propagation delay it might happen that an output link is overloaded (i.e., the sum of the rates of the sessions that share the link may exceed the link capacity which might cause the building of output queues).
Our model has some avor as the algorithm of Charny Cha94] where both assume that the switch has full knowledge of the current rate for all sessions that cross it. However, Charny uses a conservative approach (which might cause underutilization) and does not have the atomic assumption. Furthermore, the convergence complexity in ( Cha94] ) is measured by time where in this paper the criteria for complexity is the number of update operations.
Each of the algorithms in this paper is considered as a sequence of atomic operations, called update operations that is applied to the network. Each update operation increases the rate of one session and decreases the rate of a subset of sessions that share an edge with it. An update operation is performed on session S i only if its rate may be increased without decreasing the rate of any other session, below the new nal rate of S i . The amount of increase is the maximum that satis es the above condition. The main di erence between the di erent algorithms is the scheduler that in each network state decides which session to try to increase next. For example, if a link with capacity 19 is shared by ve sessions with rates 1; 2; 3; 6; and 7, and the update operation is applied to the second session (whose rate is 2), then the resulting rates are: 1; 5; 3; 5; and 5.
Two parameters distinguish between the di erent algorithms considered here. One is the scheduler that in each state selects the next session to be considered for an increase, and the second is the rule by which the algorithm decides whether to perform the update or not. The complexity measure used in analyzing the di erent algorithms is the total number of update operations applied until the algorithm quiesces (stops to change rates), which we call the convergence complexity.
For the rst mechanism, the scheduler, we mark sessions that have reached their nal rate as done. Sessions that have not yet reached their nal rate are considered active. We consider and analyze three di erent schedulers: (1) A global min scheduler in which the next update operation is performed using an active session with the global smallest rate, (2) A local min scheduler in which the next update operation is performed using an active session whose rate is smallest among all the active sessions that share a link with it, and (3) An arbitrary scheduler that arbitrarily selects the next session to be increased. Note that the local min is more appropriate for a distributed environment than the global min, and the arbitrary is even more \distributed" than both. In discussing the algorithms in this order we go from the easier (to analyze) to the more di cult.
For the update decision we consider two variants: (1) a selected session is increased as long as its rate may be increased, and (2) approximate algorithms, in which the rate of a session is increased only if the increase is by more than . The approximate algorithms reach quiescence when no session may be increased by more than .
The main results presented in this paper are: 1. In both the global and the local minimum algorithms (n 2 ) update operations are both necessary and su cient to reach the max-min fairness state, where n is the total number of sessions in the network (i.e., it is su cient for all scenarios, and there are scenarios for which it is necessary). 2. In the arbitrary algorithm O( n ) update operations are shown to be su cient to reach the the max-min fairness state (where = p 5+1 2 ). We also show an example in which the adversary can force (2 n 2 ) update operations. 3. Any approximate algorithm (any algorithm that refrains from updates that are smaller than or equal to ), quiesces at a state in which the rate of every session may be smaller or larger than its rate in the optimal max-min fairness allocation by at most O( 2 n ). 4. An example of a con guration in which each session can not be increased by more than , yet some session is ( 2 n 2 ) from its allocation in the max-min vector is provided. This is a lower bound on the possible gap between the rates computed by any approximate algorithm and the rates in the max-min fairness allocation. Although this property is exhibited only under peculiar conditions, it is shared by any algorithm that refrains from small updates. Furthermore, this lower bound phenomena is possible also if the rate of only one session can be increased by , i.e., if the rate of no other session may be increased. However, this phenomena does not indicate a disadvantage of the approximate algorithms, since in particular, the removal or addition of a session with a small rate to the network could have the same e ect. Hence, this example mainly suggests that the state of max-min fairness may be unstable in the sense that small uctuations in the rate of one session may cause dramatic changes in the rate of other sessions. 5. If the number of sessions that share an edge is bounded by a constant, then the approximate algorithm under either the global minimum scheduler or the enhanced local minimum scheduler (a slight modi cation of the local minimum scheduler) reaches quiescence in O(min(n 2 ; n log W )) update operations, where W is at most the maximum capacity of an edge in the network (a tighter bound on W is given in Section 7). The results mentioned in 3 and 4 answer an open question raised by Charny Cha94] about the convergence of rate based ow control algorithms if the rates are restricted to discrete values.
The results presented in this paper provide a deeper understanding of the behavior of fair rate-based ow control algorithms. One conclusion is that it is bene cial to update the sessions with the lower rates before updating the sessions with the larger rates. The lower bound examples point to the hopefully rare cases that one should watch out for, in which either the convergence to the max-min state is very slow, or the possibility in which a small gap or a small change in the rate of one session may cause a large gap in the rates of other sessions.
We assumed throughout this work that every session is greedy and would like to consume as much rate as allowed by the network. In case there is a permanent self restriction of a source -(Peak Cell Rate in terms of ATM) it is done by adding a single edge that connects the source to a switch, which the capacity is the restricted bandwidth.
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In our analysis we assume that each session lifetime is in nite and that the main complexity issue concerns the number of update operations that are necessary to attain the nal state. These assumptions are relevant to applications such as ftp (with big amounts of data), batch jobs and Mosaic.
The model, general de nitions and notations are given in Section 2. In Section 3 basic properties that are common to all of our algorithms are presented. The global minimum algorithm is analyzed in Section 4, the local minimum algorithm is analyzed in Section 5 and the arbitrary algorithm is analyzed in Section 6. Approximate algorithms are introduced and analyzed in Section 7.
General De nitions and Notations
We model a network as a directed graph G = (V; E), where each edge e 2 E is a link in the network. Each edge e 2 E, has a certain capacity denoted by Cap(e).
A set of n sessions fS 1 ; : : :; S n g is laid out in the network, where session S i is a set of links that constitutes a simple path in G between a source and a destination. The bandwidth allocated to session S i is denoted by rate(S i ). For every edge e 2 E we de ne (e) to be the set of sessions that use e, i.e., (e) = fS i je 2 S i g. The capacity constraint requires that for every edge e 2 E the sum of the rates of the sessions that share it is at most the edge capacity, i.e., P S i 2 (e) rate(S i ) Cap(e). If all the capacity constraints are satis ed then the allocation is a feasible allocation. A feasible allocation is maximal if no session can increase its rate without decreasing the rate of any other session. A fair allocation is a feasible maximal allocation in which in order to increase the rate of any session one needs to decrease the rate of sessions with lower or equal rates.
We now give a formal de nition for the term fair ow (similar de nitions appear also in many other works Cha94, Jaf81, Hay81, Mos84, GB84, Gaf82, BG87]). A vector x = (x 1 ; x 2 ; : : :; x n ) 2 R n is said to be lexicographically greater than y = (y 1 ; y 2 ; : : :; y n ) 2 R n if 9 k; 1 k n such that x i = y i , for i < k, and x k > y k , in which case we denote this by x > lex y.
For a vector x = (x 1 ; x 2 ; : : : ; x n ) 2 R n we de ne sort(x) = (x i 1 ; x i 2 ; : : :; x in ) 2 R n to be the elements of x arranged in a non decreasing order. An allocation vector x (in which x i = rate(S i )) is called max-min vector if it is a feasible allocation and is lexicographically maximum among all feasible allocation vectors, with respect to the sort order (i.e., for every feasible allocation y, we have that sort(x) lex sort(y)). Note that in the max-min vector allocation each session has an edge on which it has a rate equal to the maximum rate that passes through that edge.
The goal of our algorithms is to compute a max-min vector x, which constitutes a fair allocation.
Algorithms' Progress
Our algorithms start at some initial allocation of rates and converge to a nal rate allocation. In the processes the algorithms mark the sessions that reached their nal rate as done, while the other sessions are marked active. We denote by A the set of active sessions and its complement, to a new value, rate(S j ) i+1 = > rate(S j ) i , while the rate of any other session S l 6 = S j is either una ected or decreased to a new value which is greater or equal to . Given a vector of rates x, the outputs of the update operation on S j will result in a maximal increase in the rate of S j without violating the above condition. The possible increase in rate(S j ) i is i (j), i.e., if rate(S j ) is increased by o i then rate(S j ) i+1 = rate(S j ) i + i (j). (A formal speci cation of the update operation is given in Appendix A.) Example: consider x = (1; 2; 3; 4; 6), and assume that all the sessions share a single edge e whose capacity is 16. First note that x is maximal. Session S 5 , with rate 6 can not be updated in this con guration. Session S 4 can be updated, and a result of this update is the following new rate allocation (1; 2; 3; 5; 5). Session S 1 , S 2 and S 3 can also be updated, e.g. the result of updating S 2 is (1; 4; 3; 4; 4).
The above example was for the simple case where there is only a single edge. In general a session may have many edges, and it can be increased only if it can be increased on every edge.
The constraint for an increase of a session S j in state Q i imposed by an edge e 2 S j is de ned to be i (e; j). The possible update, i (j), by de nition, is the minimum over all the increases possible by the di erent edges of S j , i.e., i (j) = min e2S j f i (e; j)g: Note that any session that shares an edge with the increased session and whose rate was larger than may be reduced in a fair manner to a value that is larger or equal to . For example consider Figure 1 De nition 3.1 A general bottleneck algorithm is an algorithm that computes the exact maxmin vector for a set of sessions, and in any state Q i in its execution, a session S is marked done(i.e., has reached its nal rate) only if there is an edge e 2 S that is a bottleneck edge in Q i and rate(S) i = FS i (e).
In some algorithms (e.g. BG87, Cha94] ) that compute the max-min vector, when a session has reached its nal value (i.e., marked done) then in addition to the above condition, all the active sessions that use a bottleneck edge have the same rates. (That is, they share the edge in a fair manner.) When all the sessions satisfy this condition (i.e., marked done) the algorithm may quiesce.
All the algorithms presented in this paper except for those in Section 7 are called bottleneck algorithms.
De nition 3.2 A bottleneck algorithm is a general bottleneck algorithm that in addition, uses the update operation, as described in Section 2.
The main point that distinguishes our algorithms from the previous ones is that in transient states, when the max-min condition has not been reached yet, some sessions may have a rate that is larger than their rate in the max-min vector.
In this section we present and prove some basic general lemmas concerning our algorithms. These basic lemmas are shared by the di erent algorithms considered and are used in the sequel for their proof and analysis.
The following theorem shows the correctness of a bottleneck algorithm by stating that when it terminates (i.e., all sessions are marked done) then (rate(S 1 ); rate(S 2 ); : : : ; rate(S n )) is the max-min vector. 
The following lemma states that after increasing the rate of a session via an update operation, its rate is larger or equal to the smallest Fair Share along its path.
Lemma 3.5 Consider an operation o i in which the rate of session S(o i ) = S j 2 A i is increased, then in the succeeding state, Q i+1 , there is at least one edge e 2 S j such that, 1. e is saturated (i.e., P S l 2 (e) rate(S l ) i+1 = Cap(e)). 2. rate(S j ) i+1 FS i (e).
Proof: Let e be the edge according to which the amount of increase was determined, that is, the edge that enabled the smallest increase in the rate of S j (i.e. i (j) = i (e; j) as de ned in Appendix A). Following De nition A.1 and De nition A.2, after the increase is applied, e is saturated and rate(S j ) i+1 is the maximum rate among all sessions in (e), which completes the proof.
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De nition 3.6 Let S j 2 A i . LB j i is the smallest Fair Share along the path of S j in state Q i , formally LB j i = min e2S j fFS i (e)g.
Our goal now is to prove Theorem 3.10 in which we state that if the rate of an arbitrary session S j is adjusted in state Q i (either increased or decreased) then the rate of this session will never be smaller than LB j i . This is proved in two steps. First, in Lemma 3.7, we prove that if the rate of session S j is increased in state Q i or afterwards, then in the consequent state its rate is larger than LB j i . Secondly, in Corollary 3.9, we show that no decrease in the rate of S j subsequent to state Q i may decrease it below LB j i .
Lemma 3.7 Consider state Q i of a bottleneck algorithm and let e be an edge along the path of S j 2 A i where FS i (e) = LB j i . Let l i where S(o l ) = S j . Then, rate(S j ) l+1 FS i (e).
Proof: Let e 0 be an edge along the path of S j where FS l (e 0 ) = LB j l . Hence, rate(S j ) l+1 FS l (e 0 ) FS i (e 0 ) FS i (e) (the rst inequality follows from Lemma 3.5, the second inequality follows from Lemma 3.4 and the third inequality follows from the fact that FS i (e) is the minimum Fair Share among all edges of S j in state Q i ).
2
The next lemma shows that if a session's rate is decreased, then it is still above the Fair Share of at least one of its edges. The intuition for this lemma is that a decrease of a session is done according to a constraint caused by an edge which is common to this session and to the session that was chosen to be increased. Therefore, the updated rate of both the increased session and the decreased session will be at least the Fair Share of that edge.
Lemma 3.8 Consider state Q i of an arbitrary bottleneck algorithm for computing the max-min vector of rates. If rate(S j ) i+1 < rate(S j ) i (i.e., S j is decreased in o i ) then rate(S j ) i+1 LB j i .
Proof: Let S(o i ) = S l be an arbitrary session that is increased. Following De nition A.2, one can see that rate(S j ) i is decreased only if there exists an edge e 0 such that fS l ; S j g (e 0 ), e 0 is saturated in state Q i+1 and rate(S j ) i+1 is maximum in Q i+1 among all sessions of (e 0 ). Hence Proof: We have to show compatibility to De nition 3.2. Since the algorithm con rm to the conventions of Section 2 we just have to show that it is a general bottleneck algorithm. Let S j 2 A i be a session where rate(S j ) i is global minimum and can not be increased. Since rate(S j ) i is minimum among all sessions in A i then in particular, for every edge e 2 S j rate(S j ) i rate(S m ) i for all sessions S m 2 fA i \ (e)g and hence rate(S j ) i FS i (e) (rate(S j ) i > FS i (e) implies that the amount of ow in the edge exceeds its capacity).
Since rate(S j ) i can not be increased, then there is an edge e 0 2 S j where i (e 0 ; j) = 0 which implies that e 0 is saturated and for all S m 2 fA i \ (e 0 )g; rate(S j ) i rate(S m ) i .
Hence, for all sessions S m 2 fA i \ (e 0 )g; rate(S j ) i = rate(S m ) i = FS i (e 0 ). Hence, also rate(S m ) i is minimum among all sessions in A i which implies that for any edge e 00 2 S m ; FS i (e 00 ) rate(S m ) i = FS i (e 0 ).
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The following lemma shows that if a session rate becomes global minimum in two di erent states Q l and Q i then at least one active session becomes done between those two states. Proof: First notice that as long as A i 6 = ; the algorithm progresses since in state Q i every active session in which the rate is global minimum can be either increased or transfered to D. Proof: We construct recursively a network denoted Net(m; bottom; potential). The network has 2m sessions, where bottom is the initial rate for each of the sessions in the network (and a lower bound for the rate it can achieve in the future) and bottom + potential is an upper bound for the amount of ow (either temporary of nal) that any session can achieve in the future. Figure 2 is an example of a network Net(4; 0; 128). The procedure that builds that network is as follows:
Procedure Net(m;bottom;potential) : We build the network by calling the procedure Net(m;0;P), with a large constant P.
Note that the network is identi ed by the edges in which the sessions cross each other where there is no importance to the order between those edges along a session path. Now we describe a \bad" scenario that achieves the required number of operations. Note that in some states of the algorithm the global minimum among the active sessions is not unique and hence, there are more than one active session that can be selected for increase. Therefore, there are other scenarios beside the one that is described below, where some of the other scenarios may achieve a lower complexity. The scenario of a run of the Global Min Algorithm is then constructed by calling the following recursive procedure Scenario(m,0,P) (where m > 1) on the network Net(m; 0; P). See appendix B for an example of Scenario(4; 0; 128).
Procedure Scenario(m;bottom;potential) : In the beginning of the procedure we assume that the active sessions are fS 1 ; S 2 ; : : : ; S 2m g, their rate is bottom and any update operation can increase the rate of an active session to be at most bottom + potential. update operations. Therefore, the total number of update operations is P n=2 i=1 (2i) = (n 2 ). Note that in most cases we can assume that initially bottom = 0 (when we start from scratch). 2 12 5 Local Min Scheduler
In this algorithm an active session is selected to be increased if its rate is smaller than or equal to the rates of all the active sessions it shares an edge with. In each state of the algorithm it follows the following rules:
Marking a session done: Session S j 2 A i is marked done if the following three conditions hold:
1. rate(S j ) i can not be increased. 2. rate(S j ) i is smaller than or equal to the rates of all the active sessions it shares an edge with (i.e., S j is a local minimum). 3. For every active session S m such that rate(S m ) i = rate(S j ) i and S m shares an edge with S j , S m is also a local minimum (i.e, rate(S m ) i is smaller or equal to the rates of all the active sessions S r that share an edge with S m ).
Session selected for increase: In state Q i , S(o i ) = S j 2 A i such that S j can be increased and rate(S j ) i is smaller than or equal to the rates of all the sessions it shares an edge with.
Termination: The algorithm terminates in state Q i if A i = ;.
This algorithm allows the rate of a session to be increased according to local considerations. Hence, it seems to be closer to \real" networks behavior than the global min scheduler. Here we show that this algorithm has the same convergence complexity as the global min algorithm, i.e., (n 2 ) update operations. The following lemma and its proof are similar to Lemma 4.2. It shows that if a session rate becomes local minimum in two di erent states then at least one active session becomes done between those two states. Proof: Since the global minimum is also a local minimum then the construction of Theorem 4.4 applies to the Local Min algorithm as well.
6 Arbitrary Scheduler
In this case, the session that is increased in each round of the algorithm is chosen arbitrarily from A i . In each step of the algorithm the following rules are applied: Marking a session done: Session S j is marked done in state Q i if there is an edge e 2 S j that is a bottleneck edge in state Q i , and for every session S r 2 (e)\A i , rate(S r ) i equals to FS i (e).
Session selected for increase: At each state the scheduler selects an arbitrary session that may be increased and updates it.
Note the following: 1. The arbitrary scheduler is a bottleneck algorithm. 2. The restriction that the session S j selected by the scheduler can be increased implies that S j 2 A i 3. The done (or the active) markings are used by this algorithm only for termination detection (they do not a ect the decision of the scheduler). 4. We can slightly change the de nition of the scheduler and allow it to select an arbitrary session. If the selected session can not be increased then we consider this event as if nothing happens (this operation is not considered as an update operation). This scheduler allows the rate of a session to be increased without any consideration of other sessions. Hence, it seems to be closer to \real" networks behavior than the schedulers presented previously.
In this section we show that using this mechanism, the rate vector always converges to the max-min vector after no more than O( n ) update operations, where = p 5+1 2 is the golden ratio (and n is the number of sessions). An exponential lower bound of (2 n De nition 6.1 For k 1, we denote by F(k) the maximum number of update operations that may be performed in a network with k sessions under the arbitrary scheduler.
De nition 6.2 Let G be a network with n sessions fS 1 ; S 2 ; : : : ; S n g. For every state Q i of the algorithm prefix(i) = fS i 1 ; S i 2 ; : : :; S i k g (where k n) is de ned to be the set of sessions that were updated (either increased or decreased) at least once (i.e., in o 1 ; o 2 ; : : : ; o i?1 ).
De nition 6.3 Let G = (V; E) be a network with n sessions fS 1 ; S 2 ; : : :; S n g in which the arbitrary scheduler is implemented. Let prefix(i) = fS i 1 ; S i 2 ; : : :; S i k g and let fS i k+1 ; S i k+2 ; : : :; S in g be the rest of the sessions in G. The projection of G over i, PROJ i (G), is a new network G 0 = (V 0 ; E 0 ) that is de ned as follows:
1. E 0 = S i 1 S Observation 6.4 Let G = (V; E) be a network with n sessions fS 1 ; S 2 : : : S n g in which the arbitrary scheduler is implemented. Let Q i be a state where prefix(i) = fS i 1 ; S i 2 : : : S i k g.
Then, i F(k) (i.e., the number of possible update operations that involve no more than k sessions in an arbitrary network is less than or equal to F(k)).
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De nition 6.5 For every session S j we de ne bound(S j ) to be an upper bound on rate(S j ),
i.e., for all i 0 bound(S j ) rate(S j ) i
The following de nition is an extension of the term Fair Share:
De nition 6.6 For every edge e, where N i (e) > 0, and for every session S j 2 A i , PFS i (e; j), Since the Potential Fair Share is non decreasing (by similar arguments to those in Lemma 3.4), then one can see that after the rate of session S j is updated in state Q l then rate(S j ) l+1 is greater or equal to the values of MLB j i (r) for every S r 6 = S j and for every i l (by similar arguments to those in Lemma 3.7 and in Corollary 3.9). Hence, we have the following extension of Theorem 3.10: Theorem 6.8 Consider state Q i of a bottleneck algorithm where either S(o i ) = S j or rate(S j ) i+1 < rate(S j ) i . Then, for all l i and for all S r 6 = S j , rate(S j ) l MLB j i (r).
Lemma 6.9 Let G = (V; E) be a network with n sessions fS 1 ; S 2 ; : : :; S n g and let Q i be a state of the algorithm where prefix(i) contains all the n sessions. Then, there are at least two sessions fS j ; S r g that are not updated for all operations o l , where l i (i.e., for every l i, rate(S j ) l = rate(S j ) i and rate(S r ) l = rate(S r ) i ).
Proof: Let e 2 E be an edge where FS 0 (e) is the smallest Fair Share among all edges in Q 0 . Since (e) prefix(i) then for every session S k 2 (e) there is m < i where rate(S k ) is updated in state Q m . Since the Fair Share is non decreasing then, by Theorem 3.10, we have that for every session S k 2 (e), and for every l i, rate(S k ) l FS 0 (e) which implies that for every l i, rate(S k ) l = FS 0 (e). If (e) contains at least two sessions we are done. Else, (e) contains exactly one session S r and rate(S r ) i = bound(r) = Cap(e). Let E E be a set of edges where e 2 E i ( e) ? S r 6 = ;. Let e 0 2 E be an edge where PFS i (e 0 ; r) is minimum among all edges in E. Clearly, for every session S k 2 (e 0 ) ? S r , and for every l i we have that rate(S k ) l PFS 0 (e 0 ; r) = MLB k 0 (r). However, since rate(S r ) i = bound(r) then it implies that for every session S k 2 (e 0 ) ? S r , and for every l i we have that rate(S k ) l = MLB k 0 (r).
We take an arbitrary session in (e 0 ) ? S r to be S j and we are done. jprefix(l)j k (i.e., no more than k sessions were updated during the rst l operations) and jprefix(l + 1)j = k + 1 (i.e., Q l is the rst time that the k + 1 st session is updated).
By Observation 6.4 the rst part may take no more than F(k) operations. By Lemma 6.9, there are at least two sessions that are not updated after operation o l is nished. Hence, in the third part we have a network with no more than k ? 1 sessions that may be changed, which implies (by Observation 6.4) that this part may take at most F(k ? 1) additional update operations.
The following theorem gives a lower bound on the algorithm convergence complexity.
Theorem 6.11 For every odd number n, there exists a network with n sessions, for which there is a schedule that requires (2 n Proof: We construct a network denoted Exp Net(m; potential; progress). The network has 2m ?1 sessions, where potential is an upper bound for the amount of ow (either temporary of nal) that any session can achieve and progress is a parameter that is used to decrease potential. Figure 3 is an example of a network Exp Net(3; 100; 10). We use an array, called pot where for every session S i , pot(i) is an exact upper bound for the amount of ow that this session can achieve in the future. We assume that potential > 2 m progress. Note that the network is identi ed by the edges in which the sessions cross each other where there is no importance to the order between those edges along a session path. Now we describe a \bad" scenario that achieves the required number of operations. Note that in some states of the algorithm there are more than one active session that can be selected for increase. Therefore, there are other scenarios beside the one that is described below, where some of the other scenarios may achieve a lower complexity. The scenario of a run of the Global Min Algorithm is then constructed by calling the following recursive procedure Exp Scenario(m,pot) on the network Exp Net(m; potential; progress) (where pot is the array that was computed by Exp Net(m; potential; progress) as described above). We assume that the scenario starts from scratch where for every session S j , the initial rate is less than pot(j).
Procedure Exp Scenario(m;pot) :
1. If m = 1 then the rate of session S 1 is increased to pot (1) . ( In this section we present algorithms in which a session rate is increased only if the increase is larger than . The algorithm terminates when the rate of no single session can be increased by more than . More formally, we say that: 1. for every i; j, either rate(S j ) i+1 rate(S j ) i or rate(S j ) i+1 rate(S j ) i + . 2. In the nal state Q final of the algorithm, for every session S j , final (j) . We call an allocation that satis es the second condition a -max-min allocation (0-max-min is the usuall). The motivation for studying this issue is that in dynamic networks, the computation of the exact max-min vector may not be reached (due to the dynamic nature of the system) and hence we are willing to pay the overhead required by the update operations only if the bene t is signi cant. Also, an algorithm that converges fast to the new Q final but slowly to the \standard" max-min vector may be considered better than another algorithm in which it takes more time to reach the new Q final state even if it converges faster to the \standard" max-min vector.
In Subsection 7.1 we analyze the implications of such an approximation. It turns out that every session S j may di er from its optimal rate (the value of rate(S j ) in the max-min vector) by at most O( 2 n ) (where n is the number of sessions). We provide an example of a con guration in which one session may be increased by and no other session may be increased. However, if that particular session is increased, then we get a scenario which results in a state where some other sessions may be increased by ( 2 n 2 ). More precisely we show an example in which there is a feasible allocation, where the rate of only one session can be improved by (and the rate of all the other sessions can not be increased at all). Yet, in this example, there is some session that is ( 2 n 2 ) from its value according to the max-min vector. Note that this potential \bad" property of the network can not be overcome by any approximation algorithm for rates control. However, this di erence between the two resulting rate vectors is not necessarily a negative indication. It mainly suggests that the max-min vector may be unstable in the sense that small uctuations may change it dramatically. The proofs presented here show that the addition or deletion of a session with a small rate from the max-min vector may cause a dramatic (exponential in the number of sessions) change in the rate of some other sessions. Thus, the max-min vector is not necessarily better than the vector computed by an approximate algorithm (it may su er from large instability that may result from a modest dynamic update). One of the implications of these results is the settlement of an open question raised by Charny Cha94] (Where she asks about the convergence of rate based algorithms in the case that rates are restricted to discrete values).
In Subsection 7.2 and Subsection 7.3 we show that the Approximate Global Min algorithm and the Approximate Enhanced Local Min algorithm (to be described in the sequel) with parameter reach quiescence in at most O(min(n 2 ; n log h h?1 W )) operations, where h is the maximum number of sessions that share a single edge (we assume h 2 otherwise it is trivial) and W is de ned as follows: W = max S j min e2S j fCap(e)g (i.e., for each session we choose the edge which has minimum weight and W is the maximum weight of all those edges). Hence, if h is bounded by a constant then the number of operations is no more than O(min(n 2 ; n log W )).
Remark: A bound of O(min(n 2 ; n log h h?1 W )) for the the number of update operations using either the Approximate Global Min algorithm or the Approximate Enhanced Local Min algorithm is valid for the conservative approach as well, and can be shown using similar arguments to those presented in this Section.
Analysis
In this subsection we bound the di erence between the rate of a session in -max-min allocation from its rate in the max-min vector.
We consider an arbitrary -max-min allocation and use the following de nitions: In state Q final , the rate of session S j (= z j ) is w i away from its value in x j (where j = perm ?1 (i)). The following lemma states that z j is below x j by at most plus the amount of ow by which sessions with smaller index in Y are above their rate in the max-min vector. The intuition is that rate(S j ) final can not be increased by more than without decreasing other sessions with equal or smaller rate (in Z). Hence, this increase will be possible only if the rates of those other sessions will be decreased by other restrictions, Lemma 7.1 For all i 1, w i + P l<i ?w neg l . Proof: Let j = perm ?1 (i). Clearly, since S j can not be increased by more than then there is an edge e 2 S j , where final (e; j) . Hence, the maximum di erence between rate(S j ) final and the value of S j in the fair vector is composed of two sources:
1. rate(S j ) final may be increased by (at most) final (e; j) and becomes maximum rate among all sessions in (e). 2. rate(S j ) may be increased by the sum of ow by which other sessions in (e) would be decreased.
Let z 0 k be the rate of session S k 2 (e) after performing the rst increase. Clearly,
2. z 0 j z 0 k for all S k 2 (e).
3. z 0 j z j + . Note that the fourth inequality follows from the third due to the fact that l should be perm(k) and the fact that after the rst step rate(S j ) is maximum among the sessions in (e). Hence, the restriction of Cap(e) and max min fairness concept imply that the increase of rate(S j ) in the second step may be no more than the amount of ow that was released from other sessions in (e). However, if a session S k 2 (e) has released ow (due to any restriction) then its rate value was decreased (i.e., x k < z 0 k ) and since x j > z j z 0k the sessions that are decreased in (e) has a rate in the fair vector which is less then y i . 2 The following lemma is the analogous for the amount of ow in which z j may be above y i . This amount is at most the amount of ow by which sessions with smaller index in Y are below their rate in the max-min vector. The intuition is that in the adjustment process from Z to X, a decrease in rate(S j ) final is caused only by sessions that are increased but do achieve a rate value which is less than or equal to the rate of S j .
Lemma 7.2 For all i 1, w i P l<i ?w pos l . Proof: Let i = perm(j). Clearly, there is an edge e 2 S j , where 1. P S k 2 (e) x k = Cap(e).
2. x j x k for all S k 2 (e). Note that the third inequality follows from the second due to the fact that j is perm(i) and the fact that y i y l for all S l 2 (e). Hence, the amount by which z j can be decreased is at most the total amount of the rate in which the other sessions in (e) were increased.
2
The following theorem bounds from above the di erence between the -max-min allocation and the max-min allocation.
Theorem 7.3 For all i 2 f1;:::;n;g jw i j 2 i?1 .
Proof: From Lemma 7.1 and Lemma 7.2 one can see that jw 1 j and jw i j + P l<i jw l j. Hence, the Theorem follows by induction on i.
2 Theorem 7.3 shows that the rate of a session as computed by the approximate algorithm may di er by at most 2 n?1 from its rate in the max-min vector. The following theorem states a matching lower bound on the possible di erence between rate(S j ) final and the rate of S j in the max-min vector.
Theorem 7.4 For all 1 i n, jw i j can be ( 2 i 2 ). Hence, jw n j can be ( 2 n 2 ).
Proof: We prove the theorem by presenting a network con guration with n sessions for every n of the form 4m + 3. In the con guration , the rate of one session, S 1 , may be increased by units, while the rate of no other session may be increased. We show that for every i, where 1 i n?1 2 the rate of sessions S 2i and S 2i+1 is 2 i =6 away from their value in the max-min vector.
In the example there are two sessions, S 2 and S 3 sharing an edge with S 1 such that increasing S 1 by would decrease each of them by =3. In addition these two sessions share two more edges: one edge with session S 4 and another edge with session S 5 , such that their decrease by =3 would increase both the rate of S 4 and of S 5 by 2=3. S 4 and S 5 share two more edges: one edge with session S 6 and another edge with session S 7 , such that their increase by 2=3 would decrease both the rate of S 6 and of S 7 by 4=3. Then this construction is repeated inductively on top of S 6 and S 7 .
Now we provide the formal description of the network. The network has n = 4m + 3 sessions. The edges of the network are described as follows: 4. Cap(e 1 ) = 8 C and Cap(e 2 ) = 9 C, where C is an arbitrary constant.
5. 8j;2 j 2m + 1; Cap(e 2j?1 ) = Cap(e 2j ) = 2 j+2 C. We consider the case where rate(S 1 ) final = 0 and 8i, where 1 i n?1 2 , rate(S 2i ) final = rate(S 2i+1 ) final = 2 i+1 C. Clearly, final (1) = 3 C. We consider this value as . For all other sessions S i , where i 6 = 1, final (i) = 0.
The adjustment of the rates is as follows:
1. S 1 is increased by (from 0 to 3C, because of the restrictions of e 2 ). 2. S 2 and S 3 are decreased by C (from 4C to 3C, because of the restrictions of e 2 ). 3. S 4 and S 5 are increased by 2C (from 8C to 10C, because of the restrictions of e 3 and e 4 ). Note that the lower bound is shown in a case where only one session can be increased.
Convergence of the Approximate Global Min algorithm
Here we analyze the convergence of the Approximate Global Min algorithm. In this algorithm, the scheduler increases the rate of a session only if it is minimum among all active sessions and if the increase is by more than .
Before giving the formal de nitions of the algorithm, we show a few properties that will enable us to obtain the theorem about the convergence of the algorithm. The next claim states that in the Global Min algorithm the rate of the session with the minimum rate is a non decreasing function. we observe the list j k ; k = 1; 2; : : : where S(o j k ) = S j . We de ne P j (k) = maxfrate(S j ) l ? rate(S j ) j k g for all l j k , namely the potential increase in the rate of session S j after its rst k increase operations. Intuitively, this is an upper bound on the maximum distance between the value of rate(S j ) j k and the value of rate(S j ) in the nal state.
Claim 7.9 In the Global Min algorithm, P j (k) (h ? 1)(rate(S j ) j k ? rate(S j ) j k?1 ) for all k = 2; 3; : : : where h is the maximum number of sessions that share a single edge e 2 S j .
Proof: For every k = 2; 3; : : : we observe l > j k?1 such that Q l is the rst state where rate(S j ) l = rate(S j ) j k (i.e., rate(S j ) l?1 6 = rate(S j ) j k ). Clearly, by Claim 7.8 in state Q l there is an edge e 2 S j where rate(S j ) l rate(S m ) l for all S m 2 (e) and P Sm 2 f (e)\D l g rate(S m ) l + P Proof: The di erence between the Global Min algorithm and the Approximate Global Min algorithm does not a ect any of the proofs of the statements from Claim 7.5 through Lemma 7.12 and they apply verbatim to the Approximate Global Min algorithm. Note that for each session S j , P j (2) Cap(e) for all edges e 2 S j . Hence, by Lemma 7.12, for all k > log h (h?1) P j (2) and for all l > j k we have l (j) P j (k + 1) < . 2
We thus get the following:
The following theorem bounds the number of update operations. Marking a session done: A dis3-local-min session whose rate can not be increased is marked done.
Session selected for increase: In state i, the scheduler chooses a dis3-local-min session S j whose rate can be increased and sets S j as S(o i ).
Termination: The algorithm terminates if A i = ;. 
2
The Approximate Enhanced Local Min algorithm is similar to the Enhanced Local Min algorithm except for the fact that a dis3-local-min session that is chosen by the scheduler is increased only if the increase is larger than (otherwise, it is marked done). Its formal description is as follows:
Marking a session done: A dis3-local-min session whose rate can not be increased by more than is marked done.
Session selected for increase: In state Q i , the scheduler chooses a dis3-local-min session S j whose rate can be increased by more than and sets S j as S(o i ).
Termination: The algorithm terminates if A i = ;.
Before we present the main theorem concerning the convergence of the Approximate Enhanced Local Min algorithm we need the following lemmas: 27 Lemma 7.25 Consider state Q i in the Approximate Enhanced Local Min algorithm where either S(o i ) = S j or rate(S j ) i+1 < rate(S j ) i . Then, for all l i rate(S j ) l LB j i .
Proof: We use statements (and proofs) which are analogous to those in Section 3, from Lemma 3.4 till Theorem 3.10.
Lemma 7.26 Let S j and S m share an edge and let S m and S r share an edge (it is possible that S r = S m or S r = S j ). For all l > i if in the Approximate Enhanced Local Min algorithm, S j is dis3-local-min in state Q i and S r is dis3-local-min in state Q l then rate(S j ) i rate(S r ) l .
Proof: If S j is dis3-local-min in state Q i then rate(S j ) i rate(S r ) i and rate(S j ) i LB r i+1 . Hence, by Lemma 7.25 for all k i + 1 rate(S r ) k LB r i+1 rate(S j ) i . 2
The following theorem bounds the number of update operations. Proof: The proof is obtained by following analogous statements to those in Subsection 7.2.
The only di erence is that instead of using the lower bounds on the rate of the sessions according to Claim 7.5 (as done in the proofs of the statements in Subsection 7.2) the analogous lower bounds are based upon Lemma 7.26.
Theorem 7.32 assures that in the termination of the Approximate Enhanced Local Min algorithm, every session can not be increased by more than , without a ecting the fairness concept. In order to prove it we need the following statements. 2. Else (S(o i ) does not share an edge with S j ), let S be the set of sessions fS i 1 ; S i 2 ; : : :g that share an edge with S j and are marked done in state Q i . If S 6 = ; we choose the session S i k where rate(S(i k )) i is maximum among all sessions in S and set LPLV (S j ) i = min(rate(S j ) i ; rate(S(i k )) i + ). 
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