In this paper, a text dependent speaker recognition algorithm based on spectrogram is proposed. The spectrograms have been generated using Discrete Fourier Transform for varying frame sizes with 25% and 50% overlap between speech frames. Feature vector extraction has been done by using the row mean vector of the spectrograms. For feature matching, two distance measures, namely Euclidean distance and Manhattan distance have been used. The results have been computed using two databases: a locally created database and CSLU speaker recognition database. The maximum accuracy is 92.52% for an overlap of 50% between speech frames with Manhattan distance as similarity measure.
INTRODUCTION
The goal of automatic speaker recognition systems is to extract, characterize and recognize the information in the speech signal for conveying speaker identity [1] . Speaker recognition is divided into two areas: speaker identification and speaker verification. Speaker identification is deciding if a speaker is a specific person or is among a group of persons [1] . Speaker verification is deciding if a speaker is who he/she claims to be [2] . Speaker verification is a 1:1 match where one speaker's voice is matched to one template whereas speaker identification is a 1: N match where the voice is compared against N templates. Algorithms developed for speaker recognition depend on whether the system being analyzed is based on text dependent or text independent speech samples. In text dependent recognition, the phrase is known to the system and can be fixed or prompted. In text independent recognition the system must be able to recognize the speaker from any text [1, 4, and 5] . A spectrogram describes how the spectral density of a signal varies with time. The most commonly used form of a speech spectrogram is the frequency versus time plot with a third dimension indicating the amplitude of a particular frequency at a particular time represented by the intensity or color of each point in the image. The concept of using spectrograms for speaker identification has been around for decades. One of the first attempts for automatic speaker recognition were made in the 1960s [3] ; by using filter banks and correlating two digital spectrograms for a similarity measure [6] . Results of experiments related to speaker identification by speech spectrograms have been compared and discussed as early as 1969 [7] . Several techniques have been developed for pattern matching in speech signals using spectrograms. Technique in [8] describes the spectrogram band as a cluster and its mean pixel value, the centroid of cluster. Hence, given an unknown speaker's utterance of a known word, we would be looking for the database sample of that particular word with ordered cluster centroids having the closest Euclidean distance with those of the unknown speaker. Comparison of transformations such as the DCT, Haar and Walsh on the spectrograms has been discussed in [9] . Using row mean on Kekre"s transform of spectrogram images of different frame sizes for speaker identification [10] and applying 2D DCT on full/block spectrogram and 1D DCT on row mean of spectrogram [11] have shown favorable results. The paper is organized as follows; Section 2 describes the spectrogram generation technique, Section 3 explains the feature vector extraction process, in section 4 the feature matching has been explained, followed by the decision making in Section 5, in Section 6 a brief description of the database is given. Section 7 discusses the results and conclusion is given in Section 8.
SPECTROGRAM GENERATION
For the present work on Speaker Identification, spectrograms have been generated using the following steps [12, 13] : 1. The speech signal has been first divided into frames, of sizes from 32 to 512 with step size of 32 with an overlap of 25% or 50%. 2. These frames have been arranged column wise to form a matrix. E.g. if the speech signal is a one dimensional signal of 44096×1. This is first divided into frames of 256 samples each with an overlap of 25% between consecutive frames i.e. overlap of 64. These 229 frames are then arranged column wise to form a matrix of dimension 256×229. 3. Discrete Fourier Transform (DFT) has then been applied to this matrix column wise. 4. The spectrogram has then been plotted as the absolute magnitude of this transform matrix. In Fig. 1 (a) a speech signal of one of the speaker in the database is shown. Fig. 1 (b) shows the spectrogram generated for this speech signal using pseudo colors. There is a lot of information in the temporal-spectral dynamics contained in the complete speech signal that can help speaker-identity. Fig.  2 shows the spectrograms of two different speakers for two different iterations of the same sentence. Fig. 2 (a) shows the spectrogram of speaker 1 for iteration 1. Fig. 2 (b) shows the spectrogram of speaker 2 for iteration 1. As can be seen there is lot of difference between these two spectrograms. Fig. 2 (c) shows the spectrogram of speaker 1 for iteration 2. There is a similarity between Fig. 2 (a) and Fig. 2 (c) . Thus as can be seen visually, the spectrogram has the temporal-spectral information which can be used to identify a speaker.
FEATURE VECTOR EXTRACTION
The procedure for feature vector extraction is given below:
The spectrograms of all the speech waveforms have been generated for the different frame sizes as described in section 2.
The mean of the absolute values of the rows of the spectrogram matrix is then calculated. These row means form a column vector (M×1), where M is the number of rows in the spectrogram matrix. This column vector forms the feature vector for the speech sample. The feature vectors for all the speech samples have been calculated for different values of n (frame size) and stored in the database.
FEATURE MATCHING
In the work proposed in this paper two distance measures, Manhattan Distance (MD) and Euclidean Distance (ED) have been explored and comparative performance of both has been given. Manhattan distance (MD) [15] is defined as the Minkowiski distance of the order 1 or 1-norm distance (where p=1). The 1-norm distance is called the taxicab norm or Manhattan distance, because it is the distance a car would drive in a city laid out in square blocks (if there are no oneway streets). In n dimensions, the MD between two points A and B is given by eq. (1), where xi (or yi) is the coordinate of
Euclidean distance is defined as the Minkowiski distance of the order 2 or 2-norm distance (where p=2). Euclidean Distance (ED) [14, 15] is defined as the straight line distance between two points. It is what would be obtained if the distance between two points were measured with a ruler: the "intuitive" idea of distance. In n dimensions, the ED between two points A and B is given by eq. (2), where xi (or yi) is the coordinate of A (or B) in dimension i.
DECISION MAKING
The final step in speaker recognition process is the decision making. The feature extraction and pattern matching are same for different speaker recognition tasks, but the decision depends on the task: closed set or open set. Let us denote generally a speaker model of speaker i by Si, and let S = {S1,………,SN} be the speaker database of N known speakers.
Without assuming a specific speaker model/classifier, let score(X, Si) be the match score between the unknown speaker"s feature vectors X = {x1,…….,xT} and the speaker model Si. In the case of distance based classifiers, minimum distance corresponds to best match. In closed-set speaker identification task, the decision is simply the speaker index i that yields the minimum distance, where i is given by eq. (3). i = min i dist(X, Si)
where the minimum is taken over the speaker database S. In the open set identification task, the decision is given as given by eq. (4).
Where Θi is the threshold. The threshold can be set the same for all speakers, or it can be speaker-dependent. The threshold is determined so that a desired balance between the two types of errors False Acceptance Rate (FAR) and False Rejection Rate (FRR) is achieved [5, 16] . 
GAR given by eq. (7) is defined as the Genuine Acceptance Rate (GAR), in percentage. Thus FAR is the error with which an imposter is accepted and FRR is the error with which a genuine or true speaker is rejected. There is a trade-off between the two errors. When the decision threshold Θ i is increased: FAR increases but FRR decreases, and vice versa. The balance between these two depends on the application. Since either of the two types of errors can be reduced at the expense of an increase in the other, a measure of overall system performance must specify the levels of both types of errors. The trade-off between FAR and FRR is a function of the decision threshold. FAR and FRR are plotted against the decision threshold. The point of intersection of these two curves is defined as the Equal Error Rate (EER). The EER is the value for which the FAR and FRR are equal. The system performance can be given by Performance index (PI), which is defined as given by eq. (8).
PI (%) = 100-EER (%)

DATABASE DESCRIPTION
Locally Created Database
The speech samples used in this work are recorded using Sound Forge 4.5. The sampling frequency is 8000 Hz (8 bit, mono PCM samples). 
RESULTS AND DISCUSSION
The experiments have been performed on spectrograms of different frame sizes with 25% and 50% overlap between consecutive frames. In the first set of experiment, spectrograms generated with 25% overlap have been considered. The results have been computed on the four sentences (E1, E2, E3 and E4) of the local database and one phrase of the CSLU database. The row mean which forms a column vector as described in section 3 forms the feature vector. For closed set identification, the feature vectors have been calculated for the reference speech samples and stored in the database. For testing, the test speech sample has been similarly processed and feature vector has been computed. The similarity measure Euclidean distance (ED) or Manhattan Distance (MD) between the database feature vectors and test feature vector has been calculated. The speaker whose reference feature vector gives the minimum distance with the test feature vector has been declared as the speaker recognized. Fig. 3 shows the performance of DFT spectrogram for varying frames sizes with 25% overlap for the different sentences. Fig.  3 Fig. 4 (a) shows the % rate for FAR and FRR with ED for varying threshold. The EER is 13.7% and the PI is 86.3%. Fig. 4 (b) shows the % rate for FAR and FRR with MD for varying threshold. The EER is 16.9% and the PI is 83.1%. In the problem of Speaker Identification, the parameter EER does not play any important role. However, the threshold value, which gives the margin of operation for 0% FAR, is important. Hence for comparing performance of DFT for threshold parameter, the ratio of maximum permissible threshold at 0% FAR and at crossover point (EER) of FAR and FRR has been considered. The conflict for same ratio is resolved by considering GAR at a point where FAR is 0%. Table 4 gives the comparative threshold performance of DFT spectrogram with 25% overlap for FAR and GAR with respect to both similarity measures ED and MD. In the second set of experiment, spectrograms generated with 50% overlap have been considered. Fig. 5 shows the results obtained for the different frame sizes with 50% overlap. Fig. 5 (a) shows the results with ED as similarity measure. The best result is 91.58% which has been obtained for E4 for a feature vector of size 192. Fig. 5 (b) shows the results with MD as similarity measure. The best result is 92.52% which is obtained for E3 for a feature vector of size 384. The comparison of the best performance of DFT spectrogram for 50% overlap with ED and MD is shown in Table 5 . For the open set identification, FRR and FAR was calculated for E4 for the frame size of 192 with 50% overlap by varying the threshold. Fig. 6 (a) shows the % rate for FAR and FRR with ED as the threshold. The EER is 12.65% and the PI is 87.35%. Fig. 6 (b) shows the % rate for FAR and FRR with ED for varying threshold. The EER is 18% and the PI is 82%. Table 6 gives the comparative threshold performance of DFT spectrogram with 50% overlap for FAR and GAR with respect to both similarity measures ED and MD. From these experiments it can be observed that:
The accuracy increases as the feature vector size (frame size) is increased. It can be observed that for ED, 25% overlap gives maximum accuracy of 91.58% for a frame size of 320, whereas 50% overlap gives same accuracy for a frame size of 192 reducing the computational complexity by a factor of 1.66. For MD, the maximum accuracy with 25% overlap is 91.58% and it increases to 92.52% with 50% overlap. As far as FAR/FRR results are concerned, the performance is much better with 50% overlap. It can be seen that for 50% overlap, MD gives better performance with GAR of 73.83% for a threshold level of 83.33% of that at EER. 
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Accuracy also depends on the nature and length of the sentences in the database. The results obtained for E3 and E4 which are longer than E1 and E2 are better. Instrumentation used for recording voice also plays an important role in deciding the accuracy of speaker identification. The results of CSLU database are poorer as compared to the local database because CSLU is telephonic recording whereas for the database microphone, which has larger bandwidth, has been used.
CONCLUSION
In this paper, we have proposed a technique for textdependent speaker identification for a closed set as well as open set using row mean of spectrograms it can be observed that accuracy increases with the size of feature vector. Also 50% overlap gives comparable results with lesser computational complexity. Manhattan distance (MD) has edge over Euclidean distance (ED). The maximum accuracy is 92.52% with 50% overlap with MD as similarity. The study is ongoing and different techniques to extract the features from the spectrogram are being explored.
