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1。豆ntrod號。髄on
　　　We　give　a　itew　method　for　facteriBg　polyRomials　over　successive　extension　fields　over　the
field　＠　of　ratioRal　Rumbers　based　on　factorization　of　the　norms　ef　polynomia｝s　originally
proposed　by　’ltager　［i5］，　and　apply　it　for，computing　the　splitting　fields　of　iktegral　poly－
nomials．　ln　［3］　we　showed　that　using　non　square－free　nerms　of　pelynomials　improves　the
total　eMciency　of　the　factorizations，　especially，　in　the　computation　of　the　splitting　fields．
Hewever，　in　this　method　we　canRot　avoid　factoring　square一一free　norms　of　polynomials　to
guaraRtee　the　correctness　ef　the　computation，　which　often　becomes　the　most　dominaRt　step
in　the　who｝e．　Here，　to　improve　the　efficiency　of　factoring　square－free　norms，　we　generalize
a　technique　used　for　factoring　polyRomial　over　simple　exteRsion　by　Encarnaci6n　［6，　7］　to
work　over　successive　extensien　fields．　Moreover，　we　alse　extend　the　techRique　for　factor－
ization　of　non－square－free　norms　of　pelynomials．　CombiniRg　these　two　improvements　and
other　precise　devices，　we　obtain　a　new　method　which　seems　practical　for　actual　problems．
　　　In　more　detail，　in　methods　based　on　’ftager’s　algorithm，　the　factorizatioll　of　a　given
uni－variate　polyAomial　f　over　an　extensioR　field　K　is　reduced　to　the　factorization　of　a
polyRomial　over　（Q］　which　is　the　norm　of　a　certaiR　polynomial　de｝’ived　frorn　f．’　However，
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it　tends　te　be　very　hard　to　factorize　this　norm　polynomial　by　the　ordinary　Bedekamp－
Heitsel　meth．od，　siRce　the　llorm　polymomial　teRds　to　have　many　medular　factors，　and　thus
many　candidates　on　combinations　of　modniar　factors　to　be　tested　by　trial－division．　（See
an　estimation　ox　the　average　number　of　modu｝ar　factors　of　norm　po｝ymomia｝s　iR　［8］．）　To
resolve　this　combinatorial　explosion，　we　provide　an　effective　criterion　for　valid　combiRations
based　on　useful　informatielt　oR　the　decomposition　of　the　residue　class　riRgs　over　the　fiR・ite
field　corresponding　to　the　extension　field　K．　IR　［6，　7］，　ERcarnaci6n　gave　such　a　criterion
for　square一一free　norms　of　polynomials　over　simple　exteRsioit　fields．
　　　To　obtaik　a　practical　method，　we　give　a　discussion　on　each　payt　of　the　method　and
we　examine　the　quality　of　the　methed　by　experimeRt．　Especially，　for　sev．　eral　algebraic
factorization　problems　related　to　splitting　fie｝ds　the　new　method　can　compute　the　results
much　faster　than　the　method　iR　［3］．
　　　The　paper　is　organized　as　follows．　IR　Section　2　we　provide　mathematical　basis　oR
algebraic　factorization　aRd　its　related　subjects．　ln　section　3　we　show　algorithms　based　on
criteria　for　valid　cornbinatioRs，　aRd　in　SectioR　4　we　give　details　oR　parts　of　algorithrr｝s．　We
apply　the　method　for　computing　splitting　fields　of　polyRomials　in　Section　5，　and　show　its
efficieRcy　by　experiments　en　examp｝es　iR　Section　6．　ln　Section　7，　we　discuss　future　works．
2．　Mathematicag　BackgroEgg　kd
　　　We　provide　necessary　notions　aAd　properties　related　to　factorization　of　polynomials
over　exteRsion　fields．　Here　we　denote　by　Q，　Z　and　GF（p）　the　field　ef　ratioma1　ni3mbers，
the　ring　of　ratioRal　integers　aRd　the舳te　field　of　order　p，　respecもively．　We　de捻。もe　by　Zp
the　riRg　of　integers　localized　by　a　prime　p，　i．e．　Z．　＝　｛a／b　l　a，　b　E　Z，　p　A　b｝，　and　the
Ratural　projection　from　Zp　to　GF（p）　by　¢p．　We　use　the　same　symbol　ipp　for　its　exteRsioR
from　pelynomial　rings　over　Zp　to　those　over　GF（p）．　For　a　finite　exteRsion　of　fields　K／一F，
we　deRote　the　Rorm　of　an　elemeRt　5　in　K　and　a　polyRomial　f　over　K　by　NK／F（5）　and
NK／F（f），　respectively．
　　　From　now　oR，　we　express　aR　extension　field　K　over　＠　as　follows：　Let　eq，　i　＝＝　1，．．．，n，
be　algebraic　numbers　such　that　K　＝＠（cy　i，．．．，dv．）　and　let　Ko　＝　＠，　Ki　＝　Ki－i（ai）　for
1　SiS　n．　Then　Ki　＝＝　＠（cui，…，aD　and　K　：K．．　We　assign　each　cvi　to　a　varia6｝e　xi　for
i　：　1，．．．，n．　For　simplicity，　we　write　Xi　＝：　｛xi，．．．，xi｝　for　i　〈　n　and　X　＝＝　｛xn，．．．，xi｝　．
Then　K　is　represented　by　the　residue　class　riRg　of　the　polyRomial　riRg　Q［X］　factored　by　the
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keme｝　M　of　a　rikg－epirnorphism　fre｝n　Q［X］　to　K　which　seBds　g（xn，．・・，xi）　to　g（orn，…　，cy　i）
for　each　g　in　（Q）［X］．　A　successive　extension　representation　of　K　uses　the　reduced　Gr6bner
base　of　M　with　respect　to　the　lexicographic　erdey　〈　such　that　xi　〈　…　〈　xn．　For　each
ori，　its　（monic）　minimal　polyRomiai　me，i（x）　over　Ki－i　caR　be　treated　as　a　polynorr｝ial　iR
x　over　（Q］［cti－i，…　，ai］　and　so　by　replacing　dvj　with　x3・　for　2’　一一　1，．．．，i　一　1　and　x　with　xi，
we　have　a　polynomial　mi（xi，．．．，xD　over　（Q）．　Then　｛mi（xi），．．．，mn（xn，．．．，xi）｝　・is　the
reduced　Gr6bner　base　ofノレi　with　respect　to＜，　which　we　deRote　by　9．　And　moreover，
　　　　　　　Ki
MA＠［Xi］
＝＝　Q［X，］／（M　fi　＠［X，］），
＝王dQ四（mi・”’，M・），
where　ldR（F）　denotes　the　ideal　generated　by　a　set　F　in　a　ring　R．　The　set　B　＝　｛xftn　…　x2i　10　S
ei　〈　deg．，（mi）｝　is　a　linear　base　of　the　resid2Le　elass　wing　K　over　（Q］　and　so　［K　：　＠］　＝
HZ・．．　i　degx，（mi）．　The　representative　of　each　residue　class　is　the　unique　normal　form　of　ele－
meRts　in　the　c｝ass　with　respect　to　g．　That　is，　for　a　polynemial　g，　its　Rormal　form　NFg（g）
with　respect　to　9　represents　the　residue　class　containing　g．
　　　Now　we　fix　a　prime　p　such　that　every　mi　beloRgs　to　Zp［X］．　We　call　such　a　prime
αlzLcky　prime　fbrル1・Then　the　ideal　IdσF（p）〔x｝（φP（m1），…，φP（Mn））is　O－dimensional、
and　equal　to　ipp（M　fi　Zp［X］）．　（See　［12］　for　details　on　the　luckiness．）　Here　we　write
M・一ldZ。凶画ジ○夢，Mn）and　M＝ldσF（・）囚（而・デ’●副・W・d・n・t・by　di・c（ん）th・
discriminant　of　h　for　a　univariate　polynomial　h．
2．1。1鷺cky　primes　a藪d　mi取量ma豆poly簸omials
　　First　we　give　necessary　Rotiens　and　properties　in　a　slightly　general　setting．　（See　［14］
and［17］．）Leポτbe　a　O－dimensional　ideal　in　F［X］，where　F　is　a　field．
Definitien　1
恥reach　g∈F［Xいhe　map　Mg，X曲ich　multiplies　each　element　in　F［X］／Z　by　9　is　a
Jinear　maap　en　F　iX］／Z．　We　call　the　minimaJ　（characteristic）　po！ynomial　of　Mg，z　the　mini－
mal　（characteristic）　polyRomial　of　g　with　respect　te　Z　and　denote　it　by　Ming，x　（Chag，z）
（respectively）．
Lemma　2
（1）皿垂ese亡・fall　dfs伽ct・irreducible・fac右・rs・fM乞ng，z・研Fc・加。」des面亡hむhat・fOんα9，z・
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（2）　ff　Z　is　a　radjcalideal，　then　M　i　ng，z　is　square－free　for　every　g　E　F［X］．　Conversely，　if
Minx，，z　is　square－free　for　every　xi，　then　Z　is　a　radical　ideal．
（3）　ff　Z　is　a　maximal　ideal　in　F　IX］，　then　Ming，x　is　irred　uci　ble　over　F　for　every　g　e　F［X］．
Thus，0んα9，z　co加cides　with　Ming，z　or　its　P・wer・
Lemma　3
（ChiRese　remainder　theerem）　Suppose　that　Z　is　expressed　as　IZ　＝　Ai・＝iZi　for　ideals　Zi　s　uch
that　ld（Zi，Zj）　＝　F［X］　ifi　＃　i　Then　F　IX］／Z　as　e，S・，．，，F［X］／Zi．　Conseq　uent！y，　for　g　e　F［X］，
Chag，x　＝　n，S・．．i　Chag，z，　and　Ming，f　＝　LCM（Ming，x，，．・・，Ming，z．）・
　　　We　reもum　to　our　setti捻9．　Si臓ce　the負xed　pごime　p　is　a　1疑cky　prime，ル1∩Zp凶＝ル｛p　aRd
ip．（Mp）　＝　M．　Moreover，　siRce　every　mi　E　g　belongs　to　Zp［X］，　NFg（g）　belongs　to　Zp［X］
f（）revery　g（X）∈Zp［X］。　So，　we　have　the　natural　embeddings：Zp［X］／ル1p⊂Q［X｝／ルf．
（See　details　iR　［叫）We　consider　mikimal　polynomials　of　variables．　From　now　ok，　we
write　hi　for　Min．，，M　for　1　S　i　S　n．　From　the　matrix　representation　of　the　map　M．，，M
with　respect　to　the　linear　base　B，　we　can　see　that　the　representatien　is　a　matrix　over　Zp．
Thus，　its　minimal　polynomial　and　its　characteristic　polynomial　are　polyRomials　over　Zp
aad　hence　hi∈Zp［X］．　Moreover，　we　h創ve　the｛bllowing　linear　map　onαF（p）凶／ル1：
　　　　　　　　　　　　　　　　M．，，，Aot　：GF（p）　［Xl／M　）　g　一一一一〉　xig　E　GF（p）［x］／M．
Proposition　4
ffP／diSC（んi（X））費）r　evely乞，　thenφP（hi）fS　the　n2f1ユfmal　PO取エ10mial　Of　Xi　Wjth　reSpeCt右0ノレ望
and　it　is　square－free　for　every　i．　ConseQ　uent！y，　M　is　a　radical　ideal．
Proof．　Let　Mi　be　the　matrix　representation　of　the　linear　map　M．，，M．　Then　hi（Mi）　＝O，
φp（hi）（ipp（Mi））＝Oa簸dφp（磁）coincides　with　the　ma雛x　represe鍛taもion　of　the　map　M駕重，勲
with　respect　te　the　same　liReay　base　B．　IFkrom　this，　the　miRimal　polynomial　hi　of　ipp（MD
is　a　factor　of　ipp（hi）．　On　the　other　hand，
　　　　　　　　　　　　　　　　　Cha．，，M（t）　：det（tl　一　MD
　　　　　　　　　　　　　　　　　　　oん％，演一φ。（Chax，，M）一det（オ1一φP（磁））・
From　Lemma　2　（1），　irreducible　factors　of　ipp（Cha．，，M）　are　a｝so　these　of　hi．　Then，　the
squar面eeneSS・fφP（hi）　implies　hi＝φP（hi）．　　　　　　　　　　　睡
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亙）efin呈もio］n　5
1f　a　lu（震y　prfme　p　satisfies　the　condition加Proposition　4，　we　say　that　P　is　radically｝ucky
f（）rル｛．
From　new　oR　we　suppose　tha£　the　fixed　prime　p　is　radically　lucky　for　M　aRd　that　we　have
the　followiRg　prime　decempositioR：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ル｛＝∩il・＝1《4乞．　　　　　　　　　　　　　　　　　　　　　　（1）
We　denoもe　by．Li　the　extension　field　σ∬（P）［X］／ノレ鴛　fbr　each　i．　工’et　gゴ　be　the　reduced
Gr6b識er　base　ofノレちwith　respectも。　the　lexicographic　order〈for　eachゴ．　Then
　　　　　　　　　　　　　　　　　　　　　93’＝｛thi　i（XD，…　　，Min（xn，…　　，xD｝・　（2）
：Fbr　each乞，σF（p）［Xi］／IdcF（p）［xi］（恥，1，＿，mゴ，のis　an　extension負eld，　over　which馬，i÷1
is　an　irreducible　factor　of　thi＋i．
2．2．　K｝orms　altd　characteristic　poRyRomiaas
　　　We　recall　relations　between　the　norms　ef　polynomials　and　the　characteristic　polynomi－
als．　（We　omit　easy　proofs．）　Consider　an　element　g　in　K．　Here，　by　the　expression　of　K，　we
regard　g　as　a　polyRomial　g（xi，．．．，x．）．　’］？hen，
Nf〈／＠（g）　＝　resxi（…resx．（g，　mn）’”mD，
｛7vhere　re＄x　deRotes　the　resi31tant　with　respect　to　x．　［1］his　coiRcides　with　the　constant　tern｝
of　Chag，M．　Moreover，　Ming，M　coincides　with　the　minimal　polyRomial　of　g　over　Q，　and
M珈9，M（9）＝0んα9，ル｛（9）＝0・
　　　Next　coRsider　a　polynemial　g（y）　over　K　monic　with　respect　to　y．　TheR　g（y）　is　regarded
as　a　po｝ynomial　in　＠［y，　X］　and
　　　　　　　　　　　　　　　　　NK／（〈2｝（g（y））　nc　resx，（・一・resx．　（g（y），　mn）…mD・
Let　Z　＝ld＠［y，x］（．M，g（y））．　Then　｛mi，．．．，m．，g｝　is　the　reduced　Gr6bner　base　of　Z　with
respect　to　the　lexicographic　order　〈y　such　that　xi　〈y　…　　〈y　cn　〈y　y　aRd
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　NK／＠（g）　＝　Cha，，x．
Moreover，　if　g　belongs　te　Zp　iy，　X］，　thelt　p　is　a　lucky　prime　for　Z　and　the　following　decom－
position　holds：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Z’　＝fi　ij・＝，Zl，，
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where　X＝IdσF（p）（ノ辺，φp（g））ai｝d　Xi＝IdσF（p）（ノ鴫，φp（g））．　By：Lemma　3，　we　have
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　お　　　　　　　　　　　　　　　お
　　　　　　　　　　　　　　　　φ・（NK／Q（9））¶・ん％，t・　一　Kl　NL，／GF（・）（φ・（9））・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i＝：1　　　　　　　　　i＝1
3。Fac¢oring　Polyno㎜ia丑s　over　ExteKgsioit醗e丑ds
　　　Now　we　use　the　same　notation　as　in　Secもio聡2．　and　consider　a　square－free　polyRomia｝
f（雪，X）in㌢over　K，　which　is　monic　with　respect　to　y　and　belonging　to　Zp［y，　X！．　Let
■一ldQ圓（岬（〃，X））・By　Secti・丑2・2・Zi・0－dim・n・i・aal　a蜘i・a　lu・ky　p・im・f・・
∫．Moreover，　we　have
郵emma　6
∫is　a　radical　ideal．
Pr（）（’f，　We　note　thaもaO－dimensional　ideal　is　a　radical　ideal　if　aRd　o簸ly　ifぬe　number
of　distincもzeros　of　the　ideal　coincides　with癒e　linear　dimension　of　the　resi（iue　class　ri難g
fa・t・・ed　byth・id・a1・Th・…b…fdi・ti臨e・…鋼・◎in・id・・with　dim＠（Q凶／M）一
R！．．1　deg．i（mi）．　Sinceルns　a　maximahdea1，　each　zero　ofノレt　is　conjugate　to　each　other　by
the　action　of　the　Galois　group　of　the　Galois　closufe　ofκover　Q．　From　this　and　the　squafe－
freeness　of　f（y，　X）over　Q［X｝／ル1，∫（y，β1，＿，βn）is　square－free　fbr　any　zero（β1，＿，βη）
ofノ辺．　Thus，もhe　number　of（iistinct　zeros　of　Z　coiRcides　with　deg，（ノ）rlLI　deg¢i（mi）＝
dimQ　Q圃／X・nd・・Zi…di・aL　　　　　　　　　麗
3．1。separa愈ing　ele鵬e簸ts　a鍛d　deco鵬，posi愈量◎簸of　idea丑s
　　　Sεpa7「αting　egements　Play　important　roles　f（）r　factorizatioR．（See［2！or［17】．）
DefinitiOR　7
We　ca11　a　po！ynomial　g（y，　X）∈（Q脇X］aseparat短g　element　fbr：τ，　if・f（）r　anγpafr（β，βノ）
of　distiRct　zero80f　Z，9（β）≠9（β’）．　Since　X　fs　a　radibal　fdea1，　tL～is　condition　is　eq　uivalent
む・むhe　c・nditi・n伽むM伽9，X　＝　Chα9，■・
By［4］，9（y，　X）i・a・epa・atiRg・1・m・nt・fZif・nd・nly　if∬一ldQ［姻（Z・　・一9（y，　X））i・
in　normal　positioη，　with　respecもto　z．
Proposition　8
Supposeむhat　1レfing，z　js　factorized　over　Q～a8　Ming，z＝r正髪4璃．　Then，
　　　　　　　　　　　　　　　　　　　　　　　z＝喋11dQ團（x・Hi（9（y，x）））・
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ff　g（y，X）　is　a　separating　element，　the　decomposition　gives　the　prime　decomposition　of　Z．
Proof　We　use　similar　arguments　as　in　Lemma　8．5，　8．6　iR　［4］．　It　is　clear　that　Z　c
fi；・，，．iId（Z，　Hi（g））．　Thell　we　show　the　i｝｝verse　inclgsion．　Suppose　that　h　belongs　to　n；・．．　i　Id（1，　Hi（g））．
Then，　for　each　i，　h　can　be　written　as　qi　Hi（g）　十　si　for　some　qi　G　Q）［y，X］　and　si　G　Z　and　so
hHi（g）　belongs　to　Z，　where　ffi　＝　Ming，x／Hi．　Since　Hi，．．．，H．　are　pairwise　prime　univari－
ate　polyRemia｝s，　gcd（Hl，＿，耳r）＝1and　there　are　univariate　polynomials　Pi，．．．，1酵such
thaむ1＝ma、＋…＋耳Hr．　Therefore；we　h説ん篇P正（9）H、（9）ん＋…＋耳（9）Hr（9）ん，　and
h　belongs　to　Z．　Next　we　shew　that　if　g　is　a　separatiltg　element，　then　each　ld＠［y，x］（Z，　Hi（g））
is　a　maximal　ideal．　Assume，　to　the　contrary，　that　ld＠［y，x］（Z，Hi（g））　has　distinct　prime
divisors．　TheR　the　minimal　polynomial　of　g　with　respect　to　each　component　must　be　a　fac－
tor　of　Hi．　The　fact　that　g　is　a　separating　element　implies　that　these　minirr｝al　pelynomials
differ　from　each　other　and　contradicts　the　irreducibility　of　Hi．　ge
　　　The　prime　decomposition　of　Z　corresponds　to　the　factorization　of　f．　Let　Zi，．．．，Z．　be
prime　divisors　of　Z．　Since　each　Zi　is　a　maximal　ideal　aRd　Q［y，X］／Zi　is　an　extension　of　K，
the　reduced　Gr6bner　base　of　Zi　with　respect　to　〈y　censists　of　9　and　one　polynomial，　say
fi，　which　is　moRic　with　respect　to　y　and　irreducible　over　K．　Considering　zeros　of　fi，　fi　is
aR　irreducible　factor　of　f　over　K．　Conversely，　the　irreducibility　of　fi　over　K　implies　the
maximality　of　the　idea｝　ld（Q｝［y，x］（X，　fi）．　Thus，　we　have
Nemma　9
There　is　a　one　to　one　correspondence　between　the　set　of　all　prime　divisors　of　Z　and　that
of　aH　irreducihle　factors　of　f　over　K．
Since　K（＝＠［X］／M）　can　be　embedded　in　＠［y，X］／Z　and　in　each　＠［Xi／Ti，　we　have　the
followiRg　on　the　GCD　computatiolt　over　K．　Heye　we　asskime　that　GCDs　of　univariate
polyBomials　over　fields　are　moltic．
Lemma　le
For　a　uRivariate　po！ynomial　G（y）　over　＠，
　　　　　　　　　　　　　　　　　　　　　　　GCD（f，　G）over　K＝：　fi　fi．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i；a（y）Exi
Proof．　SiRce　Z　is　a　O－dimensional　radical　idea｝　and　each　Zi　is　a　maximal　ideal，　the　ideal
IdQ圃（M，ノ（〃，　X），0（y））i・exp・essed　a・
　　　　　　　　　　　　　　　IdQ團（M，ノ（y，x），G（〃））＝∩篠・王dQ圓（Zli，o（y））・
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Also　bythe　maxiraality　ofeach　Zi，ld＠1，，xl（Zi，G（y））　＝　Zi，i．e．　G（y）　E　Xi，or　ldmp［，，x］（Zi，G（y））　＝＝
Q）［y，　X］，　i．e．，　G（y）　¢　Zi．　Seeing　the　cemmen　roo£s　betweelt　G（y）　and　f（y）　over　K　akd　using
the　irreducibility　of　each　fi　over　K，　G（y）　E　Zi　if　and　only　if　A　divides　GCD（f，　G）　over　K．
As　GCD（f，　G）　is　a　factor　of　f，　we　have　GCD（f，　G）　＝Hi，G（，）Ex，　fi・　ge
3．2．　factoriza¢ion　of　f
　　　Let　F　一一　NK／〈q｝（f），　that　is，　F（y）　＝　Cha，，x　＝　res．，（・・一res．．（f（y，X），m．）t・・，mD・
Assume　that　y　is　a　separating　element　for　Z．　Let　A，．．．，F．　be　all　the　irreducible　factors
・fF・v・・Q・Th曲・ea・凪，ldQ｛，，x］（Z，恥…ximal　id・aL　Th・蜘・・，　by・hanging
indices，　we　can　assume　that　Zi　＝　ld＠［y，x］（Z，　Fi），　to　which　the　irreducible　factor　fi　of　f
corresponds．　By　Lemma　10
A　m　GCD（f（y），　Fi（y））　over　K
　　　When　y　is　xot　a　separating　element，　we　search　for　a　separating　element　as　fo｝lows：
Proposition　l　l
（See　details　in　［17］．）　For　all　but　finite！y　many　linear　sums　z　＝＝　aixi　十…　　十　anxn　with
ai，．．．，an　G　Z，　y　＋　z　are　separating　elements　for　Z．
　　　For　each　Z－liRear　sum　z　of　X，　we　have
鞠）＝NK／Q（ノ（y－z））一σんα〃＋・，zω
＝＝　resxl（・’・・resx．（f（y　一　z，X），　mn）…，Ml）・
Theit，　y　十　z　is　a　separating　e｝ement　if　and　only　if　F．　is　square－free．　Suppose　that　F．　is
square－free．　TheR　each　of　its　irreducible　factors　is　the　characteristic　polynomial　Chay＋．，x，
of　y　十　z　with　respect　to　seme　prime　divisor　Zi．　By　the　argument　as　above，　it　follows　tha£
fi（y一一の＝GCD（Chay＋z，：Zi（y），ノ（y一の）over　K
This　gives　the　theoretical　base　for　factorization　i2sing　Rorms　proposed　origina｝ly　by　rl｝rager．
3．3．　factorizatien　of　F
　　　Witheut　｝oss　of　generality，　we　assume　that　y　is　a　separating　elemeRt　for　X．　Usually　we
use　some　methed　based　oit　Berlekamp－Hensel　algorithm　to　factorize　F（＝：　NK／Q（f））　over
＠，　however，　we　often　meet　difficulty．　Because　deg（F）　is　much　greater　thaR　deg（f）　and　F
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tends　to　have　maRy　modu｝ar　factors．　Thus，　we　provide　an　efficient　cwitewion　for　detecting
invalid　corebinatioBs　of　modular　factors．
　　　Fix　a　prime　p　which　is　radical｝y　lucky　fer　Z．　Then　mi，．．．，mn，f　G　Zp［y，X］　and
ipp（hi），…　，ippu（hn），　ipp（F）　are　square－free．
Proposition　12
For　each　irreducible　factor　g（y）　of　f（y）　over　K，　g（y，X）　E　Z．［y，X］．
Proof．　SiRce　mi　G　Zp［X］　for　every　i，　there　are　algebraic　integers　6i’s　such　that　rsi　＝　ki　ai
fer　some　integer　ki　＃　0　（mod　p）．　Moreover，　for　each　root　or　of　g（y，　or　i，．．．，dvn），　k7　is　an
algebraic　integer　for　some　iRteger　k　gS　O　（rr｝od　p）．　TheR，　it　fol｝ows　that　for　each　coefficient
c　of　g（y，　X），　k，c　is　an　algebraic　integer　for　some　integer　kc　X　O　（mod　P）．　Meanwhi｝e，　for
the　ring　R　of　algebraic　iRtegers　iR　K，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　Rc　ilir，Z［6i，…，6．］，
where　D　＝　ll：，．，　i　NK，／Q（disc（6i））　and　some　positive　integer　d．　（C£　Abbott　［1］　or　Proposi－
tioll　1　in　［10］．）　Since　the　square一一freeness　ef　ip，（hi）　implies　NK，／（Q｝（disc（ai））　＄　O　（mod　p），
NK，／（Q｝（disc（6i））　S　O　（mod　p）　and　D　＃0　（mod　p）．　Thus，　we　have
　　　　　　　　　　　　　　　　　　　　　　　　　　　　R　C　i｝Z［c￥i，…，an］，
for　seme　E　f　O　（mod　p）．　Thus，　for　each　coeflicient　c　of　g（y，　X），　k，c　E　Zp［X］　and
Proposition　12　helds　for　aRy　prime　q　which　is　radically　lucky　for　M　aRd　f　E　Zg［X］．
　　　Now　we　compute　the　prime　decemposition　of　M　and　use　the　same　itotation　as　iR　SectioB
2＿（hSectiolt　4．，　we　will　show　details　oR　the　prime　decomposition　ofル｛．）So　we　assume
the　decompositiolt　（i）　and　for　each　component　Mi，　its　Gr6bner　base　gi　with　respect　to　〈
is　given　as　（2）．　Let　Z　＝：　IdGF（，）｛，，x］（M，di，（f））　and　Li　＝　GF（p）／Mi　for　each　i．　Regarding
ipp（f）　as　a　polynomial　over　Li，　we　compute　the　norm　NL，／GF（p）（ipp（f））　by
　　　　　　　　　　　Ni、／GF（。）（φ，（！））・　re…、（…re・Xn（φ・（ノ）・inゴ，n）…而あ・）・
N・xt　w・fa・t・・ize　N五、／σF（。）（φ。（！））・v・r　GF（P）and　1・tろ・b・th・・et・fall　it・irredu・ib1・
facもors　over（3F　（p）fbr　each乞，1≦i≦3．　Since
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ヨ
　　　　　　　　　　　　　　　　　　　　　　　　　φ，（F）一HNz、／σF（。）（φ。（ノ）），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　乞漏1
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the　set∫of　all　irre（lucible　factors　ofφP（F）is　expressed　as　the　disjoint　uRion∫＝AU
…uゐ。
Theorem　13
Leむ5わe　a　suわse右of∫．　If　the　product　of　all　elements加5is　the　modular　fmageφp（G）of
some亡rue　factor　G　of　F，　the：n右he：ξヒ）Howi1ユg　rela亡ion　holds：
　　　　　　　　　　　　　　　認劃9）一四二）fo・1≦ブ≦・・　（3）
where　g＝GCD（f，　G）over」K。
P呵F「・mth・「elati・鍛σ＝NK／Q（9）・w・hav・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　お
　　　　　　　　　　　　　　　　　　　　　　　　　φ・（・）一HNム／Q（φ・（9））・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　乞謹1
a簸dso
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　お
　　　　　　　　　　　　　　　d・9，（9）［K・◎］一d・g（σ）一Σ［Ll・σF（P）｝d・9，（9）・　　　（4）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i＝1
Then，　byもhe　definition　of∫≧，　we　have
　　　　　　　　　　　　　　　　　　　　　　　　　NL、／Q（φ・（9））一H9，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　96A∩5
　　　　　　　　　　　　　　　　　　　　　d・9，（g）　［Li　：　GF　（p）］一Σd・g（9）・　　　　（5）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　9∈…Fl∩5
C・mb漉g　Equati・n・（4）and◎，　w・hav・Equaもi・n（3）・　　　　　　圏
　　　Theorem　13　gives　a　gen．eralization　of　Encamaci6n，s　criterion　fbr　successive　extensi◎n
fie｝ds．：Here　we　preseat　an　algori癒m　with　theαiterion、
Algoriもhm　l［Factorization　of　Borms　of　polyRomials］
亘簑puもs：Asuccessive　extensioR　K／Q，　a　square－free　poly難omial！ωover　K　axd　the　Rorm　Fエ
　　　　　　　NK／Q（！）・
Ouもputs：Alhr∫educible　factors　of　F　over　Q．
AssumptioR：Kis　given　by　a　residue　class　ring　Q［X〕／ル歪，　where人イis　giveR　by　its　Gr6bner
　　　　　　　　　　　　base　9，　and　F　is　square一食ee．
（i）Ch…e・p・im・P・adi・・11y　lu・ky翻dQ圃（M，∫）・
（ii）Cempuもe　the　prime　decompositieR　ofル｛，　whereル｛＝IdGF（p）凶（φp（9））．　Leもノ）1ゴ，ゴニ1，＿，8，
　　　be　prime　divisors　ofノレ1．
（iii）R）r　each　M5，　compuもe　the　seも∫レof　alhrreducible　facもors　of　N五ゴ／σF（p）（φp（ノ）），　where五ゴ富
　　　σF（P）［X］／ル｛ゴ・
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（iv）：Find　each　irreducible　factor　of　F　by嬢乞ng柳αnd　trial－division　on！y　applying　f（）r　the　modular
　　　factQrs　which　satisfy　Equatiol注（3）．
（v）Retum　all　irreducible　factors　of　F　fb膿d　in（iv）．
3。4．non－sq翌are－free　norms　and　their　factorization
　　　Although　the　factorization　of　the　Rorm　of　a　non－separaもiRg　element　does　not　give　the
prime　decomposition　of　the　ideal　IZrf　it　often　gives　some　inもermediate　decomposition　of　Z
and　some　Ron－trivial　factorization　of　f．　Using　these　intermediate　decompositions，　we　can
improveもhe　total　eMciency　ef　the　factorizatiolt．（See［3］and［11D　Here，　we　give　a　criもerion
f（）rvalid　combinaもions　of　modular　factors　of　non．square－free　norms．　We　assume　that　y　is
漁・ta・epa・ating・1・m・nt・S叩P…thatもh・n・・m　F－NK／Q（！）i・fa・t・・ized・・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　F－H㌍・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　乞謹1
where　each　Fi　is　an　irreducible　factor　of　F　over（Q．　As∫三s　a　radical　ideal　and　Miny，：τ＝
罵一、Fi，　w・have
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　z＝∩纂＿11d（：τ，瓦ω）
　　　　　　　　　　　　　　　　　　　　　バby　Proposition　8．　Let　fi翼GCD（Fi，！）over　K　fbr　each　i．　By　Lemma　10，　we　have　a
fa，ctorization　of！，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノーH　f，・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　乞瓢1
　　　Now　we　show　the　procedure　fbr　this　intermediate　factorization．　First　we　consider　the
square－free　decompositio簸：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　F一］匿σ身，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　¢篇1
where　E1＜…〈Eu　and　G　is　the　preduct　ef　factors　of　F　with　multiplicity　Ei　f（）r　each　i．
Letting　fi＝GCD（Gi，　f）over　K，　the　factorization　o£！is　reduced　to　those　of　fi，s．　In　this
・a・e・㌦Q（f・）一φa簸dd・g（孟）一恥g（Gの／［κ・Q］・
　　　Cons圭dering　each孟instead　ofノ，　we　ca鍛assume　that　F＝5E　wiもh　E＞Owiもhoudoss
・fg・R・・a晦Th…　S　：Min・・zω・副dQ［x］（M，f，　S）＝■・
　　　Now　choose　a　prime　p　ra（iically　lucky　fbr　Z．　This　can　be　done　by　testing　the　square，
freeness　of　ipp（hi），1≦¢≦nandφp（5）fbr　randomly　genefated　primes　p．　Then　Proposition
12holds　f（）r　p．　Compute　the　prime　decomposiもion　ofル望：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ル1　＝＝∩馨＿1ルti，
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and　let　jし乞＝GF（p）［X｝／．ル｛i　fbr　each乞．　TheR　we　factorize　NLi／σF（p）（φp（！））over　GF（p）
f（）reach乞．　Let名beもhe　set　of　all　disもincもirreducible　facもors　of　N乙4σF（p）（φp（F））f（）r　each
乞．Since
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　お
　　　　　　　　　　　　　　　　　　　　φ。（s）E一φ。（F）一HN五、／σF（。）（φ。（！））
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　乞＝1
the　seも　∫of　aU　dist沁ct　irreducible　factors　ofφP（プ）　is　obtained　by　gaもhering　distiRct
魚ctors　from∫1，＿，Xs．　Fbr　each　g　in∫ラwe　deRote　by　e¢（g）the　multiplicity　of　g　in
NZ莞／σF（p）（φp（ノ））．　Thus，　e乞（g）＝Oif　g　does　noもdivide　NL，／GF（p）（φp（ノ））．
Theorem　14
Le右7be　a　subse右of∫S．　if　the　producむof　all　eleme丑むs　fnりr　fs右he　modular　imageφp（T）of
some伽e食｝C右or（r　of　3，　then　the・fbHow加g　relaむjo勲01d8ご
　　　　　　　　　　　　　　　　　　　Σ馨鵠9L羅19＆）fo・・≦乞≦・・　　（6）
and　E　deg（T）／［K：Q］＝degy（GCD（T，ノ））．　Moreover，　f～）r　each　g　f丑ケ，Σ撫1e¢（g）＝E．
Pro（ガIt　suf丑ces　to　show　theもheorem　fbr　each　irreducible　factor　T　of　3．　Let／1，＿，fr　be
・m・・edu・ibl・fa・t・・s・fノ・v・・Q・Si且ce　ea・四一ldQ圓（洞・fi）i・amaximal　id・・1，
the　minimal　polynomial　Miny，xi　is　irreducible　a簸d　the　characterisもic　polynomia｝0んαy，z歪，
whi・h・・iR・id・・with　NK／Q㈲，　i・equal　t・Min・・xi・・it・p・w…Thu・・by・haRgiRg
iRdi・e・，　w・・an　assum・that　NK／Q㈲’”　Te’　for　i＝1，…，賜，　u≦r　and　T　d…n・もdivid・
Nκ／Q㈲f・・　u　〈i・Th・鴫d・g（T）一d・g㈲［K・Q］翻≦i≦…d
　　　　　　　　　　　　　　　　　　　　　　　　Ed・g（T）　・［K・Q］Σd・9，（fi）・　　　　　（7）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　¢＝1
By　see圭ng瓢odular　images，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　お
　　　　　　　　　　　　　　　　　　　φ。（T）e』HN五、／GF（。）（φ。（f・））
　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ：1
　　　　　　　　　　　　　　　　　　　φ。（T）E－hNゐ、／卿（φ。（！・）…φ。（ん））・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ＝・1
0n　the　other　hand，　we　have
　　　　　　　　　　　　　　　　　　　　　　　　N五、／σF（。）（φ。（ノ））一Hge・（9＞，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　9∈歪
and　so
　　　　　　　　　　　　　　　　　　　　　　N£、／GF（。）（φ。（∫・…ん））一Hρe・（9）・　　　　（8）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ρ∈テ
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Counting　the　degrees　of　both　side　of　Equation　（8），　we　ebtain
　　　　　　　　　　　　　　　　　　　［L」：GF（p）］　2　deg，（fi）　＝2　e」　（g）　deg（g）．　（g）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i＝1　　　　　　　9∈ケ
CombiRing　Equations　（9）　and　（7），　we　obtain　Equation　（6）．　Since　fi…　f．　＝　GCD（T，　f）
over　K　by　coRsidering　commQn　roots，　we　have　E　deg（T）　＝　［K：（Q）］GCD（T，　f）．　ee
　　　Theorem　14　gives　a　criterion　for　valid　combiRations　of　rnodu｝ar　factors　for　non－square－
free　norms，　by　which　we　can　suppress　“combinatorial　explosien”　eff｝ciently．　When　E　＝1，
Theorem　14　gives　Theorem　13，　because　e－i（g）　＝　1　or　O　and　there　is　no　common　factor
between　NL，／GF（，）（ip．（f））　aRd　NL，／GF（．）（ip．（f））　for　i　i7C　」．
Algorithm　2　iFactorization　of　Rorms　of　polynomials］
Inputs：　A　successive　extensioR　K／＠，　a　square－free　polyRomial　f（ly）　over　K　and　the　square　free
　　　　　　　part　S　of　F　＝NK／Q（f）・
Outputs：　All　irreducible　factors　of　F　over　（〈］）．
Assumption：Kis　given　by　a　residue　class　ring　＠［X］／．〈イ，whereル《is　givea　by　its　Gr6bner
　　　　　　　　　　　　　base　9，　and　F　＝　SE．
（i）Ch…eap・im・脚di・ally・lu・ky蝕ldQ團（M，ノ，8）・
（ii）Compute　the　prime　decomposition　ofル｛，　whereル《＝　ldGF（p）（φp（9））and　letル｛i，　i：1，＿，3，
　　　be　prime　divisors　ofルi．
（iii）　For　each　M2・，　compute　the　set　82・　ef　pairs　of　each　irreducible　facter　and　its　mu｝tipiicity　in
　　　N乃、／CF（。）（φ。（ノ））・wh・・eゐゴ謹OF（P）［X！／馬
（iv）　Find　each　irreducible　fac．tor　of　S　by　lifting　？Lp　and　tTial－division　on｝y　applying　for　the　modular
　　　factors　which　satisfy　Equation　（6）．
（v）　Retum　a｝1　irereducible　facters　of　F　found　in　（iv）．
鼠em．ark　l
ff　S　is　irreducible　over　＠，　the　factorization　of　S　means　nothing，　since　it　cannot　say　the
irreducibility　of　f．　So　it　is　desirable　to　check　such　a　case　before　trial－division．　The　following
gives　a　quick一一test　for　such　a　case．
Lemma　15
1f　someろconsists　of　one　elemenちむhen　S　is加educible．
Remark　2
皿ie　criteria　given　here　may　work　efiicient！y　when　the　nomm　F　has　many　modぬr・faCむors
over　GF（p），　especially　th　e　n　umber　of　irred　uci　ble　factors　of　ipp（F）　is　m　uch　greater　than
d・9y（！）・血むみi・　case，　M　ha・n・n－t・ivia」　p血・dec・mp・・f伽・L伽s　c幡」der副d・a1
24 Preceedings　of　the　Risa　Consortium　1997
case：　F　is　irreducible　but　M　has　s　primae　divisors　M　i，．．．，M，　and　each　J　Ti　has　t　irreducibie
fact・rs．〔Then　iPP（F）has　3むfπedUdble伽む・rs・♪The・numわer・f　c・mbf戯」・盈S・f　m・dぬr
魚。亡ors亡。　be　tested　is　2オ5－1　w琵ho魏む抜e　criむerion，　whfch　is　reducedω1／2（オ013十…　十．
・0卜・ε）‘＜＜2（s－1）1柳．th・th・c・琵・珈・S勲a螂・・ccu・・」励…脚・㈱・n・f・Pl」伽9
fieJd　of　integral　polyRomiais．　（See　Section　5．　and　examples　in　Section　6．．）
　　　However，　when　F　has　a　few　maodular　factors　or　M　is　stiU　a　maaximal　ideal，　the　criteria　do
not　work　well　and　the　additional　computation　for　the　prime　decomposition　of　M　harm　the
efiiciency．　Th　us，　for　practical　implemen　tation，　ff　the　factoriza　tion　pro　blem　is　Rot　related　to
splitting　field　computati叫it・seems・better・t◎decfdeむhe　usage　ofむhe　cr琵erfa　afむer　co臨f丑9
曲e澱紐わer　of　modular　factors．
4．　Remarks　oxg　Otker　S¢eps
　　　IR　Section　3．　we　give　an　improvemeRt　for　factoring　the　norms　of　polynomials．　Hewever，
as　pointed　out　in　［3］，　to　ebtain　practical　implemeRtation，　we　must　improve　the　efiiciency
of　the　steps；　（a）　the　cemputatioR　of　the　norm　F　altd　（b）　GCD（Fi，f）　for　each　irreducible
魚。もors瓦of∬㌧Moreoverラwe　have　to　give　an　e伍cieRt　meもhod致）r　the　dec◎mposiもio盆of
もhe　idealノ㌧4．　Here　we　give　brief　disc鷺ssion　or≧those．（We　use　the　same難otations　as斑癒e
previous　sections．）
4ユ。c◎醗．P腫ti薮g　the践orms
　　　WheR　the　extension　degree’N　＝　IK　：　＠］　is　large，　inte71polation　techniques　work　quite
eMciently　to　compute　F（y）　：NK／＠（f（y））．　We　provide　nN＋1　integers　ao，．．．，a．N，where
n　一一　degy（f（y）），　agd　compiite
　　　　　　　　　　　　　F（ai）　＝：　NK／（Q｝（f（ai））　＝　resx，（mi，…resx．（mn，f（ai））…）
for　each　ai．　From　｛F（ao），．．．，F（anN）｝，　we　construct　F（y）　by　Chinese　remainder　theorem．
Mereover，　by　using　enough　numbers　of　primes，　we　can　compute　F（ai）　by　the　modular
images　ipp（F（ai））　＝：　resx，（in　i，…　resx．（ntn，ipp（f（ai）））…　）．　We　will　show　some　further
technique　oR　interpolation　foy　17　in　Sectien　5．3．．
4．2．GCD　comp櫨at隻◎聡
　　　There　are　eff｝cieRt　methods　for　GCD　computatioll　over　exteRsion　fields　based　oA　modu－
lar　technique　（［10］，［6］）．　ln　eur　case，　since　we　can　detect　the　luckiness　of　each　prime　from　the
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degree　of　the　modular　GCD，　we　caR　take　advantage　of　early　detection．　（For　each　irreducib｝e
£actor揚of　F，　we　alyeady　know　the　degree　of　GCD（Fi，ノ）from　deg（罵），＞
　　　We　use　a　method　based　on　Gr6bner　base　with　modular　technique　I12］　in　the　imple－
mentation．　As　mentioned　in　SectioR　3．1．，　GCD（Fi，f）　over　K　appears　as　aR　elemeRt　in　the
Gr6bBer　base　of　ldq？｝［y，x］（M，Fi，f）　with　respect　to　〈y　and　other　elements　are　elements
of塩e　given　Gr6bner　base　ofノレ｛。　In　the　method，　we　exec慧te　similar　computatioBs　as　the
method　iR　Langemyr　［10］　b“t　we　uise　“recover　of　rational　numbers　from　their　modular
residue，”　（see　［6］）　without　estimate　oR　the　size　of　coeMcients．　Altheugh　we　do　not　provide
necessary　ltumber　of　primes　iR　advaltce，　it　terminates　at　the　step　before　the　size　of　the
product　of　used　primes　exceeds　the　bouRd　estirr｝ated　in　［10］．
4。3。decomposi愈io鷺◎f　idea且s◎ver昼麹耽e登e丑ds
　　　Here　we　give　a　concrete　method　used　in　our　implementation．　To　take　advantage　of
the　successive　expression　of　extension　fields，　we　employ　“successive　decomposition：”　We
factorize　Mi（xD　and　then　factorize　th2（x2，xD　over　extension　fields　obtained　by　irreducible
factors　of　ini（xi）　and　so　on．　By　these　recursive　procedures，　the　problem　is　reduced　to　the
factorizatioit　of　polynomials　over　extension　fields．　To　simplify　the　implementation，　we
chaRge　the　expression　of　fields　from　successive　one　to　simple　oxe．　This　change　does　not
harm　the　eff｝ciency，　since　there　is　no　coeMcient　growth　over　finite　fields．　Then　we　appiy　an
e銀cient　existing　method負）r　factoriRg　polynomials　ovαsimple　exteRsion　fields　over舳ite
fields．　Of　ceurse，　we　can　also　apply　Berlekamp’s　algerithm　directly　to　the　residue　class　riRg
factored　by　the　given　ideal　（see　［13］）．
　　　We　give　rnore　details・SupPose　thaもノレ歪∩σF（p）［Xi】＝王dGF（P）［x毒｝（M1，・一，mi）is　de－
composed　as
　　　　　　　　　　　　　　　　　　　　　　　　　M∩σF（p）岡山喋、Mlt），
wh・・e騰のi・amaximahd・al　in　GF（P）岡f…a・h　i・Th・n　th・dec・mp・・iti・n・f
Id川下、｝（M、，＿，輸）i・・educed　t・that・f・a・h・・mp－ddσF（。）［堀（必の，thi＋・），
whi・h・・m・・fr・m・th・fa・も・・i・aもi・n・鰍＋・・v・・σF（P）岡／MS？）・T・・xp・essσF（P）／騰乞），
we　employ　a　simple　extension　expressiop　by　its　primitive　element　P．　Let　g3・（y）　be　the　mini－
mal　polynomial　of　5　over　GF（p）．　Then　there　are　univariate　polynomials　hi，」，．・．．，hi，」　such
that
必の一σF（P）岡∩ld・alGF（。）圓＠・一ん1，ゴ（y），…，x・・一・h・，ゴω，9ゴ（〃））・
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By　rep｝aciitg　x　i，．．．，xi　with　h　i，」・（y），．．．，hi“・（y），　respectively，　ini＋i　becomes　a　polyRomial
in（GF（p）團／ld（gゴ（y）））匿＋1］．　The　fo｝｝owing　givesもhe　procedure　in　general　se£ting：
Algorithm　3　［change　of　expression］
input：　an　irreducible　polynemial　a（t）　G　GF（p）［t］　and　an　irreducible　pelynomial　b（s，t）　E
　　　　　　　σF（P）［ち5｝・verσF（P）［t］／ld（α（の）．
Output：　aR　irreducible　polynomial　c　over　GF（p）　s“ch　that　GF（p）［s，t］／ld（b（s，t），a（t））　｛＞l
　　　　　　　　GF（p）［u】／．τ（オ（c（u））a鍛d　expressio鍛s　5＝ん8（u），　t＝＝ん孟（u）of　3，オ・
（1）　Find　an　irreducible　polynomial　c（u）　e　GF（p）［ze］　such　that　deg（c）　＝　deg．（b（s，　t））　deg（a）．
（2）　Find　a　root　ht（GtL）　of　a（t）　over　GF（p）［zs］／（e（u））．
（3）　Find　a　root　h，（？L）　of　b（s，　ht（u））　over　GF（p）［zL］／（c（ze））．
In　the　current　implementation，　we　fud　c　from　randomly　generated　polynomials　of　the
specified　degree．　Of　course，　te　improve　efl｝cieRcy，　we　can　app’py　existiRg　efficieRt　methods．
（See　a　survey　19］．）　Since　we　find　each　root　as　a　linear　factor　at　Step　2　alld　3，　these　steps
can　be　done　eMcient｝y．
　　　By　applying　Algorithm　3　to　“sRccessive　decemposition”　recursively，　we　obtaiR　the　de－
compositiox　ofル｛旗er　a　number　of　algebraic　factorizatioBs　over　simple　extensioR　fields．
5．Compakもiasg　Sp1置眺ing　Fie豆ds
　　　As　a　special　case　of　factorization　of　polynemials　over　extension　fields，　we　consider　the
splitting　field　of　an　integral　polynomial．　We　coRsider　the　following．　（See　details　iR　［3］　and
［18］．）
　　　Let　f（x）　be　a　moRic　and　irreducible　integral　polyRomial　of　degree　n　altd　let　cui，．．．，c￥n
be　all　roots　of　f．　We　denote　the　splitting　field　of　f　and　the　Galois　group　of　f　by　Kf
aRd　Gf，　respectively．　By　assigning　a　vayiable　xi　to　each　cyi，　there　is　the　unique　max－
imal　ideal　M　i　of　Q［X］　such　that　Kf　21　Q［X］／M　and　we　identify　Kf　with　＠iX］／M．
Thus，　to　cempute　the　sp｝itting　field　Kf　is　to　compute　a　Gr6bner　base　of　M．　Espe－
cially，　the　reduced　Gr6bRer　base　9　with　respect　to　the　lexicographic　order　〈　can　be　com－
puted　by　sequeRtially　factoriltg　po1ynomia｝s　over　extension　fields　and　9　takes　the　form
・f｛ノ、（x、），ノ2（x2，x、），．．．，ム（x。，＿，x、）｝．　TheR　fo・e・c瓦Q岡／鵬磐Q（α、，．．。，αの，
wh・・幽一ldQ岡（fi，．一一，ゐ）・W・d・n・t・the　ext・n・i・浦・1d・by・K・・ln　m・・e　d・もai1，∫・＝
f　aBd　each　fi＋i　is　the　irreducible　factor　of　gi＋i　over　Ki　such　that　fi＋i（ori－yi，．．．，cyi）　＝　O，
where　gi“　is　the　irreducible　facter　ef　f（x）／（（x　一　xD…（x　一　xithD）　over　Kine　i　sllch　that
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gi＋1（c￥i＋1，　cyi－1，…，cyD　＝：　O・
5．1．　｝ucky　primes
　　　IR　the　computatioR　of　Kf，　we　factorize　gi＋i　over　Ki　successively　from　i　＝：　1　to　some
k　until　we　have　a　complete　factoriza£ion　of　f．　IR　each　i－th　step，　we　consider　the　ideal
び一ldQ嗣（ん＿，ん9乞＋1（Ci＋1－z））f・・s・…一・・x・＋…悌・，wh・・e　c・，…，・・∈Z・
Since　a　prime　p　divides　none　of　NK，／＠（disc（cyi））’s　if　and　only　if　p　does　not　divide　disc（f），
we　have　the　following　criterion　for　the　luckiBess　of　primes．
Lemma　16
A　prime　p　is　radical！y　Iucky　for　M　i　if　and　on！y　if　p　does　not　divide　disc（f）．　Moreover，　if　a
primep　is　radical！y　Iucky　for　M　i，　then　p　is　also　1　ucky　for，Jl　4nd　IdGF（p）（ipp（A），…　，　ipp（fi），　ipp（gz））
is　radical．
　　　Ameng　all　｝ucky　primes，　the　fellowing　are　useful　fer　our　computation；　（1）　primes　p
such　that　ip．（f）　has　small　splitting　field　over　GF（p）　and　（2）　primes　p　such　that　ip．（f）　has
large　splittiRg　field　over　GF（p）．　Here，　“smalP’　means　E　＜＜　deg（f）　and　“large”　means
E　〉一　deg（f），　where　E　is　the　extension　degree　of　the　splitting　field　Kip．（f）　of　¢p（f）．　We
denote　the　set　of　primes　in　（1）　by　T？e　and　that　in　（2）　by　CP2．　By　Chebotarev’s　deRsity
theorem，　the　ratio　of　primes　such　that　Kip．（f）　＝　GF（p）　is　1／IGfl　and　so　the　ratio　of　primes
in　Po　is　at　least　1／IGfl，　andもhat　iR　T）1　is　expected　much　larger　than　l／ρ∫i　for　ma町
cases．　（But，　CPi　can　be　empty．）　Primes　iR　IPo　seem　usefu1　for　computation　of　the　ltorms
and　primes　in　Pi　seem　useful　for　factoriltg　the　norms　of　pelynomials．
5．2．　efficiexcy　of　the　criteria
　　　First　we　explain　the　efficiency　ef　the　criteria．　At　each　i－th　step，　we　choose　a　radically
lucky　prime　p　and　decompos6　yV｛i　to　A，r・k，MS・i）．　TheR　each　LSsi）　＝　GF（p）［Xi］／MS・i）　is　a
subfield　of　the　splitting　field　Kip．（f）　of　ip．（f）．　OR　the　other　haRd，　Chevetarev’s　density
theorem　says　the　following：
Proposit圭。聡17
施rarad」ca1取1ucky　prfme　p，右he　Ga1・fs　gr・up・fφP（∫）is・is・m・rphic　t・a（・yclic　s晦r・up
of　Gf．
Thus，　except　the　case　where　Gf　is　cyclic，　there　is　a　big　difference　between　the　order　of　Gf
aRd　that　of　its　cyclic　subgroup，　and　so　every　L51）　tends　to　be　small，　which　implies　that　Mi
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tends　to　have　maRy　prime　divisors．
　　　Next　we　remark　on　the　choice　of　p．　The　spliteing　field　Kdi．（f）　controls　the　number　of
irreducible　factors　of　ipp（G），　where　G　：　NK，／＠（gi＋i（xi＋i　一　z））．　Because，　the　degree　of
each　irreducible　factor　of　ipp（G）　coiRcides　with　the　ex£ension　degree　of　the　fie｝d　ebtained
by　adjoining　a　root　of　ipp（G）　to　GF（p），　which　is　also　a　subfield　of　Ko．（f）．　Therefore，　to
make　the　Rumber　of　irreducible　factors　of　ipp（G．）　smaller，　we　must　choose　p　so　that　Kip．（f）
has　large　extensiolt　degree．　Altheugh　this　may　decrease　the　number　of　prime　divisors　ef
ノ㌧4乞，it　shall　decreaseもhe漁umber　of　combi鍛a娠。捻s　of　modular　factors　fbr　trial－divisioR　in
total．　So，　we　suggest　to　use　primes　in　IPi　for　factorizatioR　of　G．
5．3。簸◎rm．　compu意a愈io璽
　　　We　give　a　methed　for　computing　norms　by　using　primes　in　Pe，　which　seems　suited　for
our　case．（The　method　is　noもused　i鍛もhe　cu賀e難t　impleme難もatio捻．　So　iもs　practical　ef丑ciency
must　be　checked　in　the　next　work．）
　　　Select　k　prilBes　iR　IPe．　We　write　1　for　the　set　ef　such　primes．　For　each　p　E　£　we　have
　　　　　　　　　　　　　　　　　　　　　　　　ipp（f）　＝＝　（x　一　ap，1）．・・（x’一　ap，n）7
where　ap，2，．．．，ap，n　E　Kip．（f）．　Let　」71i，p　＝　ldGF（p）［x，一，，］（ipp（fi），・・一，ipp（fi），ipp（gz）），　where
gz　＝＝　gi＋i（xi＋i　一　i），　aRd　set　Rp　：｛ap，i，．．．，ap，n｝．　Then　we　caR　show　the　following　easily．
葛emma　18
The　set　Vi，p　of　aH　zeros　of　the　ideai　Jli，p　consists　of　all　vectors　（bi，．．．，bi＋D，　where
う1，．．。，bi＋1∈Rp，　such　thatφP（ノ1）（δ1）＝0，＿．，φP（義）（bi，．．．，わ1）＝Oan（f
ipp（9z）（bi＋i，一・・，bD　”　O・
Let　G　＝NK，／＠（g．）．　Then　each　root　of　ipp（G）　can　be　written　as　bi＋i　＋　ip．（cDbi　＋…＋
ip．（ci）bi，　where　（bi，．．．，bi＋D　E　Yi，p．　As　ipp（G）　：　resx，（…　resx，（dip（fi），ipp（gz））…　），　ipp（G）
coincides　with
　　　　　　　　　　　　　　　　　　　H　　　＠岨一娠じφP（c1）bl　一…一φP（cのわi）・
　　　　　　　　　　　　　　（b1，…，bi十1）∈ソ勾P
Let　M　＝　2（1　＋　Z）3・．．i　leiDmax｛lcyil，…，lcy．1｝，　Ni　＝：　IKi　：　Q］　and　m　＝＝　deg．“，（gz）　x
deg．，＋，（gi“）．　By　the　relatien　between　coefficie”ts　and　roets，　the　absolute　value　of　each
coeff｝cient　of　G　is　beunded　by　MNiM．　Then，
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Lemma　19
βy・加・・加9乙・…h　thatR。∈♂≧2M瓶㈹・aη鱗む・・cむ0倉・m｛φ。（σ）ip∈乙｝砂
Chinese　remainder　theorem．
Remark　3
Using　Po，　we　can　con］p　u　te　ipp（GCD（H，　g．））　for　each　factor　H　of　G　over　（Q）　as　follows：　Let
鞠，P：｛（わ・，…，bi＋・）∈ソ乞，p障（bi＋・＋φφ（c・）わ汁…＋φP（cのわの＝0｝．　By　c・unting
number・f　zer・S，　we　can　sh・w・that　there・exists・a・vect・r　O一（Ck、，＿，幅）・≦k、〈。、、・≦ゴ≦¢＋・
over　GF（p）　uniq　ue！y　s　uch　that　for　every　（bi，．．．，bi十i）　E　）／VH，p
　　　　　　　　　　　　　　　　　わ算左1＋Σ・k、，轟＋、わ奮・…磯キ㌧0，
　　　　　　　　　　　　　　　　　　　　　　　◎≦鳶ゴくη・ゴ；1≦ゴ≦乞十l
aRd　we　can　comp　u　te　C　by　soiving　ljnear　eg　uations．　（Here3　we　set　n」・　一一　deg．」（f2・）　for　2’　一く　i
and　nig　＝　deg（GCD（H，　g．））　tentatively．）　TheR，
　　　　　　　　　　　　　　　　　ipp（GCD（H，　9z））
　　　　　　　　　　　　　　　　　一曜賃1＋　　　Σ　　　Ck、，＿，幅、諮空1…の第1・
　　　　　　　　　　　　　　　　　　　　　　　　　0≦；kゴ〈物ゴ；1≦ゴ≦i十1
Hence，　by　comp　u　ting　ipp（GCD（H，　g．））　for　enough　n　umber　of　primes　in　Pe，　we　can　constr　uct
GCD（ff，　g．）　by　Chinese　remainder　theorem．　Since　we　do　not　have　a　good　coeflicient　bound
for　factors　of　g．　over　Ki，　it　seems　better　to　make　good　use　of　trial　division．　For　a　method
using　Hensel　construction，　see　Section　5．3　in　1187．
6．　Experiments　and　Remarks
　　　We　tested　the　efliciency　of　the　proposed　method　for　several　examples　where　we　met
heavy　combiuatorial　explosioA　in　our　previous　experiments．　We　implemented　the　method
on　a　computer　algebra　system　Risa／Asir　［11］　and　compared　the　timings　on　those　examples
on　a　PC　with　P6－2eOMHz　CPU．　First　we　show　two　typigal　examples，　where　the　criteria
worked　very　efiicieRtly．
ExEtimple　1　（computatioR　of　splitting　field）
Considerノ　・　x7－7x十3whose　Galois　gro叩is　isomorphic　to　P3五（2，3），　a　s加ple　group
of　order　168．　ln　the　authors’　previous　method　in　［3］，　which　uses　a　simple　criterion　hint　elt
the　degrees　of　candidates，　the　whole　computation　took　1060　secends．　But　it　took　287．5
seconds　by　the　new　method．
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　　　In　［3］，the　most　time－consuming　step　was　verificatio｝｝　of　the　irreducibility　of　a　polynomia｝
ef　degree　4　over　K　＝　Q（eq，cy2），　where　f2（x）　＝：　f（x）／（x　一　dvi），　f（ori）　：　O　and　f2（cy2）　＝：　O・
［1？his　is　checked　by　testiRg　the　irreducibility　of　the　Rorm　F（x）　＝　NK／＠（f（x　＋　cy2　一　2c￥i））
over　＠，　whose　degree　is　168．　Although　F　is　irreducible，　F　has　maRy　modular　factors　and
se　we　meet　cembinatorial　explesion　in　ordinary　Berlekamp－HeRsel　algerithms．　ips（F）　has
24　irreducible　factors　of　degree　7　and　we　have　to　check　223　combiRations　for　trial　division
and　also　check　1．4　×　106　combiRations　eveR　with　hint　criterion　（［3］）．　However，　the　ideal
Id（ipp（A），　ipp（f2））　has　6　prime　divisers，　each　of　which　gives　an　exteRsioll　field　of　degree　7，
and　24　factors　of　F　are　divided　to　6　subsets　consisting　of　4　factors．　With　the　criterion　iR
Theorem　13，　we　have　only　to　check　4　Ci6　十　4　C26　（aboRt　50，000）　combinatiens．　［1］hus，　eR　a
PC，　this　step　was　comp｝eted　in　92　seconds　by　the　ltew　method．　Since　the　author’s　previeus
method　took　852　second＄　for　this　step，　we　succeeded　in　making　the　computatiolt　9　times
faster．
Example　2　（coincidence　of　two　splitting　fields　given　by　Pro£　McKay）
Leも∫・＝x6十2コじ5十3（君4十4コじ3十5x2十6（c十7aRd　g瓢x5－3コじ4－2x3－122x2十325x十577．
（See　15］　for　f．）　Both　have　the　Galois　greup　isomorphic　to　Ss．　To　prove　that　the　splittiRg
field　Kf　of　f　coiRcides　with　that　Kg　of　g，　we　facterize　f　over　Kg　iRto　linear　factors．　SiRce
deg（g）　＝＝　5，　the　splitting　field　Kg　is　easily　expressed　as　Q（c￥4，．．．，cy　i），　where　cM4，…　，or　i
are　distinct　4　roots　ef　g．　ln　the　experiment，　the　complete　factorization　of　f　over　Kg　was
comp｝eted　iR　700　seconds．
First　we　fac£erize　f　ovey　a　si｝bfield　L　＝　＠（cg3，c￥2，aD・　The　norm　NK．／＠（f（X　一　or3　一
α2十α1））is　the　square　of　a　polyRomial疏。ぞdegree　180．　By　the　factorization　with　the
criterion　in　Theorem　14，　Fi　has　divided　twe　irreducible　factors　F2，F3，　where　deg（172）　＝　60
aRd　deg（F3）　＝：　12e．　TheB　by　GCD　wkh　f　over　L，　f　divided　to　two　factors　f2　and　f3，
where　deg（f2）　＝　2　and　deg（f3）　＝　4．
　　　Tlrhen　we　factorize　f3　over　L．　The　norm　NL／＠（f3（x　一　q3　＋　or2　一　ai））　is　square－free
factorized　as　F42　Fs，　where　deg（F4）　＝　60　and　deg（Fs）　＝　120，　which　give　a　Ron－trivial
factorization　f3　＝　f4　fs　over　L，　where　deg（k）　＝　deg（fs）　＝：　2．　［lrhus，　we　have　3　factors
ん，∫4，プもof　degree　20ver．乙．
　　　Finally　we　factorize　them　over　Kg．　Then　for　i　＝＝　2，4，5，　the　nerm　NK，／＠（fi（x　一　dv4　一
α3十α2十α1））is　square－fオee　facterized　asん望，乞ん2，¢，where　deg（ん1，の＝60　a簸d　deg（ん2，i）躍120．
As　［Kg　：　＠］　＝＝　120，　we　can　conclude　that　fe，k，fs　are　factorized　to　linear　factors　oveer　Kg．
Proceedings　of　the　Risa　Consortiurr｝　1997 31
Thus，　f　is　split　over　Kg，　which　implies　that　Kg　＝：　Kf．
　　　ForfactoriRg　K，　we　choose　l　l　as　a　lucky　prime．　TheR　ipii（Fi）　has　30　irreducible　factors
of　degree　6　aRd　the　modular　image　of　the　maximal　ideal　has　11　prime　divisors，　from　which
we　can　construct　9　extensiok　fields　of　exteRsion　degree　6　aRd　two　of　exteRsion　degree　3．
Withoutthe　criterioR　in　’℃heorem　14，　even　if　we　knew　the　degrees　of　irreducible　factors，　we
have　to　check　30Cie　（more　£haB　3　×　107）　combinations　for　filldiRg　F72　in　the　worst　case，　and
even　if　we　6hange　the　shift　to　have　a　square－free　norm　and　factorize　it　with　the　criterion
in　Theorem　13，　we　have　to　check　6C2932　（more　thaR　3　×　10ii）　combinatioBs　in　the　worst
case，　which　implies　that　the　factorizatiolt　is　very　hard　on　a　computer．　However，　with　the
criterion　iR　［lrheorem　14，　we　have　only　to　check　6　C2432　（less　than　500，000）　combiRations　for
trial－division．　Thus　the　computation　was　completed　in　181　seconds．
　　　Next　we　give　a　brief　comparison　with　the　method　by　WeiRberger　＆　Rothschild　［16］．
With　respect　to　finding　va｝id　combinations　of　medular　factors，　the　cyiterion　by　ERcamaci6品
目as　heavy　relation　to　their　method；　there　is　one　to　one　cerrespoRdeRce　betweeR　modular
factors　haRdled　by　the　method　by　’1）rager　with　EncarRaci6n’s　criterion　aBd　those　by　the
method　by　Weinberger　＆　Rothschild　in　factorization　over　a　simple　extension　field．　lf
we　extend　Weinberger　＆　Rothschild’s　method　to　successive　extensiok　case，　the　criterion
iR　Theorem　13　shall　correspond　to　this　extended　method．　However，　its　description　and
estimations　on　the　size　of　ceeficients　of　true　factors　shall　be　much　complicated．　Moreover，
the　criterion　iR　Theorem　14　for　RoR　square－free　norms　canRot　be　applied　to　the　extended
method．　These　points　support　certaiH　superiority　of　the　method　proposed　here．　Detailed
comparison，　both　ilt　theory　aBd　in　practice，　should　be　done　in　the　next　study．
7．　CeRc｝xxsion
　　　In　the．　papey，　we　propose　a　new　methed　for　factoring　po｝ynomials　over　successive　exteR－
sion　fields　ever　（Q）　based　oR　facterizatioR　of　the　norms　of　po一｝yRomia｝s　origiRally　proposed　by
’1］rager，　and　apply　it　for　computing　the　splitting　fields　of　integral　polynomials．　To　improve
the　efficieltcy　of　factoriRg　square－free　norms，　we　generalize　a　techRique　used　for　factoyiRg
polynomial　over　simple　extensien　by　Encamaci6n　and　we　a｝so　extend　the　techRique　for
factorization　of　mon－square－free　norms　of　polynomials．　Combining　these　two　improvements
aBd　other　precise　devices，　we　obtaia　a　Rew　method　which　seems　practical　for　actual　prob－
lems．　By　experirnents　oR　typical　examples，　the　quality／ability　of　the　method　is　examined．
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　　　Finally，　we　mention　future　woerks．　Since　the　criteria　require　additional　computation　for
prime　decempositioR　of　ideals　over　finite　fields，　we　need　further　experiment　to　find　a　smart
decision　on　whether　we　use　the　criteria　aRd　execute　additional　computation　for　practical
implementation．　ARd　study　on　practica｝　eff｝ciency　ef　methods　iising　the　LLL　algorithm　for
factoring　nerms　is　a｝so　impertant．　Moreever，　there　are　two　additioRal　werks：
（1）　The　problem　discussed　here　cait　be　considered　as　a　specia｝　case　of　prime　decemposition
of　O－dimensional　radical　ideals　over　（Q），　where　all　cemputations　are　done　with　respect　to
the　lexicographic　order．　in　［13］，　the　authors　had　geReralized　Encamaci6R’s　criterioR　for
idea｝s　with　respect　to　block　orderings　iR　theory．　So，　the　practica｝　efliciency　of　the　criterion
for　prime　decomposition　should　be　tested．
（2）　For　cemputing　the　splitting　fields　efiiciently，　it　is　better．　to　cembine　the　iRfermatioR
of　their　Galois　groups，　aRd　coRversely，　certaiR　algebyaic　factorizatioRs　are　required　for
computing　the　Galois　groups．　（See　［3］　and　［181．）　Thus，　fer　practical　impleme“tatioB，
integration　of　different　approaches　（methods）　is　quite　important．　SiRce　the　criteria　work
q蟻ite　efiicieBtly　i漁もhe　case，　it　should　conもrib纏teも。　practicαll雪6e5オintegraもio数．
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