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A clutter (or antichain or Sperner family) L is a pair (V,E), where V is a finite set and
E is a family of subsets of V none of which is a subset of another. Usually, the elements
of V are called vertices of L, and the elements of E are called edges of L. A subset se
of an edge e of a clutter is called recognizing for e, if se is not a subset of another edge.
The hardness of an edge e of a clutter is the ratio of the size of e’s smallest recognizing
subset to the size of e. The hardness of a clutter is the maximum hardness of its edges.
We study the hardness of clutters arising from independent sets and matchings of graphs.
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1. Introduction
A clutter (or antichain or Sperner family) L is a pair (V,E), where V is a finite set and
E is a family of subsets of V none of which is a subset of another. Following [ 2], the
elements of V will be called vertices of L, and the elements of E are called edges of L.
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Given a clutter L = (V,E), a subset e0 ⊆ e of an edge e is a recognizing subset for e, if
e0 ⊆ e
′ for some e′ ∈ E, then e′ = e. Let Se be a smallest recognizing subset of e ∈ E,
c(e) = |Se|/|e|, and
c(L) = max
e∈E
c(e).
c(L) is called the hardness of L. Note that 0 ≤ c(L) ≤ 1 for any clutter L = (V,E).
Moreover, if |E| ≤ 1, then clearly c(L) = 0. Thus, it is natural to consider clutters L with
at least two edges. In this case any edge contains no more than |V | − 1 vertices and any
recognizing subset of an edge e ∈ E must contain at least one vertex. Thus,
1
|V | − 1
≤ c(L) ≤ 1,
and the lower bound is tight, since if for any positive integer n (n ≥ 2) we take Vn =
{1, ..., n}, En = {{1, 3, ..., n}, {2, 3, ..., n}}, then clearly Ln = (Vn, En) is a clutter, the sets
{1} and {2} are recognizing subsets for the edges {1, 3, ..., n} and {2, 3, ..., n}, respectively,
and
c(Ln) =
1
n− 1
=
1
|Vn| − 1
.
Note that the main reason why the clutter Ln has such a low hardness, is that the elements
3, ..., n are present in every edge. This means that they cannot be present in any smallest
recognizing subset of an edge, and therefore they do not contribute to the numerator of
the hardness of an edge, however, they do contribute to its denominator. This situation
prompts the following
Problem 1 Find a best-possible function f such that any clutter L = (V,E) satisfying
the condition
(C1) no vertex of L is present in all edges of L,
has hardness c(L) ≥ f(|V |).
Our considerations above imply that f(|V |) ≥ 1
|V |−1
. Let us also note that any clutter
satisfying (C1) has at least two edges, moreover, without loss of generality, we can assume
that the clutters in the formulation of Problem 1 satisfy
(C2) each vertex of L is present in at least one edge of L,
since isolated vertices (vertices, that do not belong to an edge) can be removed from the
clutter without affecting its hardness.
In this paper, we address the Problem 1 for two classes of clutters that arise from
graphs. Let us note that the graphs considered in this paper are finite, undirected and
do not contain multiple edges or loops. Formally, such a graph G can be considered as a
clutter (V,E), in which E is any subset of the set of pairs of elements from V .
For a graph G, let V (G) and E(G) be the sets of vertices and edges of G, respectively.
There is an important comment that should be made here concerning the terminology.
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An edge of a clutter is a subset of the set of vertices, and therefore it can contain more
than two vertices, however, an edge of a graph contains exactly two vertices.
For a vertex v ∈ V (G) let d(v) be the degree of v, and let ∆(G) be the maximum degree
of a vertex of G. If E ⊆ E(G), then let V (E) be the set of vertices of G, which are
incident to an edge from E. For S ⊆ V (G) let G[S] denote the subgraph of G induced by
the set S.
If u, v are vertices of a graph G, then let ρ(u, v) denote the distance between the two
vertices, that is, the length of the shortest path connecting vertices u and v. Moreover,
let diam(G) denote the diameter of G, that is, the maximum distance among any two
vertices of G.
For a positive integer n let Kn denote the complete graph on n vertices. If m and n are
positive integers, then assume Km,n to be the complete bipartite graph one side of which
has m vertices and the other side has n vertices.
A set V ′ ⊆ V (G) is said to be independent, if V ′ contains no adjacent vertices. Similarly,
E ′ ⊆ E(G) is independent, if E ′ contains no adjacent edges. An independent set of vertices
(edges) is called maximal, if it does not lie in a larger independent set. An independent
set of edges is also called matching.
Independent sets give rise to clutters. If for a graph G = (V,E) we denote the set of all
maximal independent sets of vertices of G by UG, then (V, UG) is a clutter. In the paper
we use UG to denote the clutter (V, UG). We will need the following properties:
(P1) Any independent set of vertices (particularly, a vertex) of a graph G can be extended
to a member of UG.
Note that if a vertex v belongs to a member Uv of UG, then the neighbours of v are not
in Uv. This implies:
(P2) In any graph G, minU∈UG |U |+∆(G) ≤ |V (G)|.
If a graphG contains at least one edge, then UG contains at least two maximal independent
sets. Hence, the empty set is not a recognizing subset. Consider a smallest maximal
independent set U0 from UG. (P2) implies that |U0| ≤ |V (G)| −∆(G). Since the empty
set is not a recognizing subset for U0, we have that c(U0) ≥
1
|V (G)|−∆(G)
. Thus,
(P3) If |E(G)| ≥ 1, then c(UG) ≥
1
|V (G)|−∆(G)
.
Another clutter that a graph G = (V,E) gives rise is (E,MG), where MG denotes the
set of all maximal matchings of G. This clutter will be denoted by MG.
The aim of this paper is the investigation of c(UG) and c(MG). In Theorem 1 in Section
2, we show that
c(UG) ≥
1
1 + |V (G)| − 2
√
|V (G)| − 1
provided that G is a connected graph different from K1, K2,2, K3,3, K4,4. Moreover, we
show that this bound is attained by infinitely many graphs. Note that this implies that in
4 S. Hambartsumyan, V. V. Mkrtchyan, V. L. Musoyan, H. Sargsyan
the search of the function f for Problem 1, one should restrict herself/himself exclusively
to those functions that satisfy the following inequality:
1
|V | − 1
≤ f(|V |) ≤
1
1 + |V | − 2
√
|V | − 1
.
The following example shows that the last inequality is not sharp. Let k be any positive
integer with k ≥ 2. Take n = k2, and let U0 be a set with n − k = k(k − 1) elements.
Consider an n-vertex graph G obtained from a k-clique Q, by joining every vertex of Q
to k − 1 elements of U0 (each element of U0 is joined to exactly one vertex of Q). Note
that U0 ∈ UG. Let L be the clutter that is obtained from UG by removing the edge U0.
Observe that all edges of L contain exactly 1+(k−1)2 vertices, moreover, a set comprised
of a vertex of Q is a smallest recognizing subsets for an edge of L. Thus
c(L) =
1
1 + (k − 1)2
.
It is routine to verify that since k ≥ 2, we have:
c(L) <
1
1 + |V | − 2
√
|V | − 1
.
In Theorem 2 we show that any rational number between 0 and 1 is a hardness of a clutter
UG for some graph G. In the end of the Section 2, we make an attempt to characterize
the class of trees T , for which c(UT ) = 1. Though we fail to do this, we present some
necessary and some sufficient conditions. We close the section by giving some examples
of trees, which show that our conditions are merely necessary or sufficient.
In Section 3, we investigate the hardness of clutters MG. In a direct analogy with
Theorem 2, we show that any rational number between 0 and 1 is a hardness of a clutter
MG for some graph G. Theorem 4 offers a tight and a better bound for c(MG), than
one can derive from Theorem 1. And finally, in the end of the section we investigate the
hardness of clutters MG arising from regular graphs.
The final Section 4 is devoted to the investigation of some computational problems that
are intimately related to the algorithmic computation of c(UG). Our investigations show
that these problems are NP -hard. Let us note that we failed to achieve similar results
for the clutters MG.
Data compression provides a suitable language for the explanation of the essence of our
hardness. Suppose that we want to save a maximal matching H of a graph G. Of course,
it does not make sense for us to save the whole matching H . We can keep only its smallest
recognizing subset HS, as the set H\HS is unique and it can be easily reconstructed from
HS. Clearly, c(MG) shows the relative hardness of the ”worst” maximal matching of G.
The hardness of a clutter, that we introduce in the paper, is new (see [ 1, 4] where the
authors introduce two different types of hardness for graphs). Terms and concepts that
we do not define can be found in [ 2, 5, 7].
2. The hardness of UG
We start with a lemma, which for a fixed U ∈ UG gives a necessary and sufficient
condition for a set to be recognizing for U .
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Lemma 1 Let U ∈ UG. A set U0 ⊆ U is recognizing for U , if and only if each vertex
v ∈ V (G)\U has a neighbour in U0.
Proof. Necessity. Assume that U0 is recognizing for U . Let us show that each vertex
lying outside U has a neighbour in U0. Suppose that there is a vertex v ∈ V (G)\U that
has no neighbour in U0. Then, due to (P1), there is U
′ ∈ UG such that U0 ∪ {v} ⊆ U
′.
Note that U ′ 6= U since v /∈ U . Taking into account that U0 ⊆ U and U0 ⊆ U
′, we deduce
that the set U0 is not recognizing for U , which contradicts our assumption.
Sufficiency. Now assume that each vertex lying outside U has a neighbour in U0. Let
us show that U0 is recognizing for U . Suppose that the set U0 is not recognizing for U .
Then there is U ′ ∈ UG, U
′ 6= U such that U0 ⊆ U
′. Since U ′ 6= U , there is v ∈ U ′\U .
Note that the vertex v has no neighbour in the set U0. Contradiction. 
Corollary 1 If U ∈ UG and there is a vertex v ∈ V (G)\U that has only one neighbour u
in the set U , then all recognizing sets of U contain the vertex u.
Our next result gives some structural properties of connected graphs G, for which any
smallest recognizing set of U ∈ UG has exactly one vertex.
Lemma 2 Let G = (V,E) be a connected graph such that all smallest recognizing sets of
members of UG contain one vertex. Then:
(a) for each U ∈ UG and its smallest recognizing set SU , the vertex from SU is adjacent
to all vertices outside U ;
(b) minU∈UG |U |+∆(G) = |V (G)|;
(c) Suppose that UG = {U1, ..., Ul}. Define SG = {v ∈ V (G) : v lies in exactly one
U ∈ UG}, and for i = 1, ..., l let SG(Ui) = {x ∈ SG : x ∈ Ui}. Then any l
vertices u1, ..., ul with ui ∈ SG(Ui) induce a maximum clique of G. Moreover, every
maximum clique of G can be obtained in this way;
(d) diam(G) ≤ 3.
Proof. (a) directly follows from Lemma 1.
(b) Choose U0 ∈ UG with |U0| = minU∈UG |U |. According to (a), there is an x ∈ U0 that
is adjacent to all vertices from V (G)\U . Note that
∆(G) ≥ d(x) = |V (G)| − |U0| = |V (G)| − min
U∈UG
|U |,
thus
∆(G) ≥ |V (G)| − min
U∈UG
|U |.
(P2) implies that
∆(G) + min
U∈UG
|U | = |V (G)|.
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(c) Let Ui ∈ UG and Uj ∈ UG (i 6= j), and consider vertices vi ∈ SG(Ui) and vj ∈ SG(Uj).
Clearly, vi /∈ Uj and vj /∈ Ui, hence due to (a) (vi, vj) ∈ E(G). This implies that any
vertices u1, ..., ul with ui ∈ SG(Ui), i = 1, ..., l induce a clique of G, and particularly, the
size of the maximum clique of G is at least l.
Thus to complete the proof of (c), we only need to show that for any maximum clique
Q of the graph G there are u1, ..., ul with ui ∈ SG(Ui), i = 1, ..., l, such that V (Q) =
{u1, ..., ul}.
Let Q be a maximum clique of the graph G, and let U ∈ UG. Clearly, |V (Q) ∩ U | ≤ 1.
Let us show that |V (Q) ∩ U | = 1. If V (Q) ∩ U = ∅, then due to (a), there is x ∈ U such
that x is adjacent to all vertices of Q. This implies that the set V (Q)∪{x} forms a larger
clique of G contradicting the choice of Q.
Thus |V (Q) ∩ U | = 1. Suppose that V (Q) ∩ U = {x}. Let us show that x ∈ SG(U).
Suppose not. Then there is U ′ ∈ UG, U
′ 6= U such that x ∈ U ′. Clearly, V (Q)∩U ′ = {x}.
Let u ∈ U and u′ ∈ U ′ be vertices such that {u} and {u′} are recognizing subsets for U
and U ′, respectively. (a) implies that the vertices u and u′ are adjacent to all vertices lying
outside U and U ′, respectively. Since x ∈ U, U ′, we imply that u and u′ do not belong to
the clique Q. Now, it is not hard to see that the set (V (Q)\{x})∪{u, u′} induces a clique
that is larger than Q contradicting the choice of Q. Thus x ∈ SG(U) and the proof of (c)
is completed.
(d) Suppose that diam(G) ≥ 4, and consider the vertices u, v ∈ V (G) with ρ(u, v) =
diam(G) ≥ 4. Let u = u0, u1, ..., uk = v, k = ρ(u, v) ≥ 4 be a shortest path connecting
the vertices u and v. Note that (u1, u3) /∈ E(G), thus due to (P1), there is U ∈ UG with
{u1, u3} ⊆ U . Let z ∈ U be a vertex such that {z} is recognizing for U . (a) implies that
(u, z) ∈ E(G) and (u4, z) ∈ E(G). Note that u = u0, z, u4, ..., uk = v is a path connecting
the vertices u and v, whose length is smaller than k = ρ(u, v), which is a contradiction.
The proof of the Lemma 2 is completed. 
We are ready to present the first main result of the paper, which is a tight lower bound
for c(UG) in the class of connected graphs G if one is willing to disregard finitely many
exceptions.
Theorem 1 If G = (V,E) is a connected graph, with |V (G)| ≥ 2, that is not isomorphic
to K2,2, K3,3, K4,4, then
c(UG) ≥
1
1 + |V (G)| − 2
√
|V (G)| − 1
.
Proof. Suppose that there is a U ∈ UG with |SU | ≥ 2, where SU is a smallest recognizing
subset for U . Since G is connected and |V (G)| ≥ 2, we have |U | ≤ |V (G)| − 1, thus
c(UG) ≥ c(U0) =
|SU0|
|U0|
≥
2
|V (G)| − 1
≥
1
1 + |V (G)| − 2
√
|V (G)| − 1
.
Thus, without loss of generality, we may assume that for each U ∈ UG we have |SU | = 1.
Note that if we could prove that in such graphs
|V (G)| ≤ 1+
(
1 + ∆(G)
2
)2
, (1)
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which is equivalent to
∆(G) ≥ 2
√
|V (G)| − 1− 1,
then, due to (P3), we would have
c(UG) ≥
1
1 + |V (G)| − 2
√
|V (G)| − 1
,
and the proof of the theorem would be completed. Thus, to complete the proof, it suffices
to show that if G is a graph satisfying the conditions of Theorem 1 and for each U ∈ UG
we have |SU | = 1, then the inequality (1) holds.
Let UG = {U1, ..., Ul}, and suppose Q is a maximum clique ofG with V (Q) = {v1, ..., vl},
vi ∈ SG(Ui), i = 1, ..., l (see (c) of Lemma 2). Set: V0 = V (G)\V (Q).
First of all, let us show that each x ∈ V0 has a neighbour in Q. Since G is connected
and |V (G)| ≥ 2, there is a y ∈ V (G) such that (x, y) ∈ E(G). Due to (P1), there is a
Uy ∈ UG containing the vertex y. Due to (a) and (c) of Lemma 2 there is a z ∈ V (Q)∩Uy
such that z is adjacent to all vertices lying outside Uy, and particularly, to x.
To complete the proof of the theorem, we need to consider three cases. Note that since
G is a connected graph with at least two vertices, we have l ≥ 2.
Case 1: l = 2.
Due to (c) of Lemma 2, l is the size of a maximum clique of G, thus G does not contain
a triangle. We claim that G is bipartite. Suppose not, and let C be a shortest odd cycle of
the graph G, with V (C) = {z1, ..., zk}, E(C) = {(z1, z2), ..., (zk−1, zk), (zk, z1)} and k ≥ 5.
Since C is a shortest odd cycle, we have (z1, z4) /∈ E(G). Due to (P1), there is Uz1,z4 ∈ UG
containing the vertices z1 and z4. Let x ∈ Uz1,z4 be a vertex, such that {x} is recognizing
for Uz1,z4. (a) of Lemma 2 implies that x is adjacent to all vertices lying outside Uz1,z4.
Since z2 /∈ Uz1,z4 and z3 /∈ Uz1,z4 , we have (x, z2) ∈ E(G) and (x, z3) ∈ E(G). This is a
contradiction since the vertices x, z2, z3 induce a triangle.
Thus G is a bipartite graph, and let (X1, X2) be the bipartition of G, where V (G) =
X1∪X2, X1∩X2 = ∅. It is clear that X1 ∈ UG and X2 ∈ UG. Since, by assumption l = 2,
we have UG = {X1, X2}. This and (P1) imply that for each x1 ∈ X1 and x2 ∈ X2 we have
(x1, x2) ∈ E(G). Thus the graph G is isomorphic to the complete bipartite graph Km,n
for some m,n with m ≥ n.
Now if n = 1, then |V (G)| = m+ 1, ∆(G) = m, and therefore
|V (G)| = m+ 1 ≤ 1+
(
1 +m
2
)2
= 1+
(
1 + ∆(G)
2
)2
,
thus, we can assume that n ≥ 2. On the other hand, if m ≥ 5, then |V (G)| = m + n,
∆(G) = m, and therefore
|V (G)| = m+ n ≤ 2m ≤ 1+
(
1 +m
2
)2
= 1+
(
1 + ∆(G)
2
)2
,
thus, we can assume thatm ≤ 4. Since by assumptionG is not isomorphic toK2,2, K3,3, K4,4,
then G is either K2,3 or K2,4 or K3,4. It is a matter of direct verification that these three
graphs satisfy the inequality (1).
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Case 2: l ≥ 3 and V0 is an independent set.
(P1) and Lemma 2 imply that there is w ∈ V (Q) such that ({w}∪V0) ∈ UG. Note that
all neighbours of w belong to Q and d(w) = l − 1. Taking into account that all vertices
of V0 are adjacent to a vertex from Q, we deduce
|V0| ≤ (l − 1)(∆(G)− (l − 1)),
and therefore
|V (G)| = |V0|+l ≤ l+(l−1)(∆(G)−(l−1)) = 1+(l−1)((∆(G)+1)−(l−1)) ≤ 1+
(
1 + ∆(G)
2
)2
.
Case 3: l ≥ 3 and V0 is not an independent set.
Let x, y ∈ V0 such that (x, y) ∈ E(G). Assume that V0 = {x, y, w1, ..., wk} (k ≥ 0).
Choose a vertex z ∈ V (Q). (P1) and (c) of Lemma 2 imply that there is Uz ∈ UG such that
{z} is recognizing for Uz. (a) of Lemma 2 implies that (z, x) ∈ E(G) or (z, y) ∈ E(G).
Taking into account that each vertex of V0 has a neighbour in Q, we have
|V0| ≤ l(∆(G)− (l − 1))− (l − 2).
Let us show that without loss of generality, we can assume that one has equality above.
Suppose that |V0| < l(∆(G) − (l − 1)) − (l − 2). Then |V0| ≤ l(∆(G) − (l − 1)) − l + 1,
and therefore
|V (G)| = |V0|+ l ≤ 1 + l((∆(G) + 1)− l) ≤ 1+
(
1 + ∆(G)
2
)2
.
Thus, we can assume that |V0| = l(∆(G) − (l − 1)) − (l − 2). Note that this equality
implies:
(1) for each z ∈ V (Q) we have d(z) = ∆(G);
(2) the vertices w1, ..., wk are of degree one;
(3) each vertex z ∈ V (Q) is adjacent to ∆(G) − l vertices from w1, ..., wk, and exactly
one of x and y.
Since each vertex of V0 has a neighbour in Q, (2) implies that V0\{x} is an independent set,
thus due to (P1) and (c) of Lemma 2, there is z0 ∈ V (Q), such that ((V0\{x})∪{z0}) ∈ UG.
This particularly means that z0 is not adjacent to any vertex from {w1, ..., wk}. This, (1)
and (3) imply that:
k = 0, |V (G)| = l + 2 and ∆(G) = l.
Taking into account that l ≥ 3, we deduce
|V (G)| = l + 2 = 1 + (l + 1) ≤ 1+
(
1 + l
2
)2
= 1+
(
1 + ∆(G)
2
)2
.
The proof of the Theorem 1 is completed.
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Figure 1. Example attaining the bound of Theorem 1
Remark 1 There is an infinite sequence of graphs attaining the bound of the Theorem
1. For a positive integer n consider the graph G from Figure 1. Note that |V (G)| =
1 + n2,∆(G) = 2n− 1 and c(UG) =
1
n2−2n+2
.
Theorem 2 For any m,n ∈ N with 1 ≤ m ≤ n there is a connected bipartite graph G
such that c(UG) =
m
n
.
Proof. For any m,n ∈ N with 1 ≤ m ≤ n consider the connected bipartite graph G
from the Figure 2.
Define:
S = {s1, ..., sn−m+1}, T = {t1, ..., tn−m+1}, X = {x1, ..., xm−1}, Y = {y1, ..., ym−1}.
Let us show that c(UG) =
m
n
. Choose any U ∈ UG. We will consider two cases.
Case 1: a ∈ U .
Clearly, for each s ∈ S, s /∈ U and for each x ∈ X, x /∈ U , therefore U = {a} ∪ T ∪ Y .
Lemma 1 implies that SU = {a} is a smallest recognizing subset for U , thus
c(U) =
|SU |
|U |
=
1
n+ 1
.
Case 2: a /∈ U .
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Figure 2. A graph G with c(UG) =
m
n
It is clear that
|{xi, yi} ∩ U | = 1, for i = 1, ..., m− 1; (2)
T ∩ U = ∅ ⇔ S ∩ U = S ⇔ S ⊆ U ; (3)
S ∩ U = ∅ ⇔ T ∩ U = T ⇔ T ⊆ U ; (4)
(2)-(4) imply that |U | = n.
Now, let SU be any smallest recognizing subset of U . Note that if there is xi ∈ U , then
xi, with respect to yi and U , satisfies the conditions of the Corollary 1, thus xi ∈ SU .
Similarly, if there is yi ∈ U then yi, with respect to xi and U , satisfies the conditions of
the Corollary 1 (as a /∈ U), thus yi ∈ SU .
On the other hand, if S ⊂ U then due to (3) T ∩ U = ∅, hence Lemma 1 implies that
there is s ∈ S such that s ∈ SU . Similarly, if T ⊂ U then there is t ∈ T such that
t ∈ SU . This implies that either there is s ∈ S such that (X ∩ U) ∪ (Y ∩ U) ∪ {s} ⊆ SU
or there is t ∈ T such that (X ∩U)∪ (Y ∩U)∪ {t} ⊆ SU . Now, it is not hard to see that
either (X ∩ U) ∪ (Y ∩ U) ∪ {s} or (X ∩ U) ∪ (Y ∩ U) ∪ {t} is recognizing for U , hence
(X ∩ U) ∪ (Y ∩ U) ∪ {s} = SU or (X ∩ U) ∪ (Y ∩ U) ∪ {t} = SU , and therefore
|SU | = |X ∩ U | + |Y ∩ U | + 1 = m,
since, due to (2), we have |X ∩ U |+ |Y ∩ U | = m− 1. Thus:
c(U) =
|SU |
|U |
=
m
n
.
The considered two cases imply
c(UG) = max{
1
n + 1
,
m
n
} =
m
n
.
The proof of the Theorem 2 is completed.
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In the end of the section we study the hardness of clutters UT arising from trees T . Our
goal is to try to characterize the class of trees T , for which c(UT ) = 1. Though we fail to
achieve this, we are able to present some non-trivial necessary and sufficient conditions.
Definition 1 In a tree T a vertex t ∈ V (T ) is
(a) α-vertex, if there is t′ ∈ V (T ) with d(t′) = 1 and ρ(t, t′) = 2;
(b) β-vertex, if it is adjacent to an α-vertex, whose all neighbours that differ from t, are
α-vertices;
(c) γ-vertex, if it is adjacent to a β-vertex;
(d) β-vertex, if it is adjacent to an α-vertex, whose all neighbours that differ from t, are
α or γ-vertices;
(e) δ-vertex, if all its neighbours are α or γ-vertices;
Remark 2 By definition, a vertex of a tree can satisfy more than one of conditions of
Definition 1, and thus be of more than one type.
Remark 3 The definition has a recursive structure, and in (c), in the definition of a
γ-vertex, a β-vertex is understood as one which is defined by (b) or (d). For the sake of
clear explanation and proving the next lemma, we will imagine that our definition works
as a labeling algorithm. The algorithm for its input gets a tree. During the initialization
it labels all α-vertices according to (a) of Definition 1. Then at the first step it labels
all β-vertices and their neighbour γ-vertices according to (b) and (c) of Definition 1,
respectively. If at the kth step, the labeling is already done, then in (k + 1)th step it
labels all β-vertices and their neighbour γ-vertices according to (d) and (c) of Definition
1, respectively. The process continues until no new vertex receives a label. Finally, in the
last step, the algorithm labels all δ-vertices according to (e) of Definition 1 and presents
the labeling of the input tree as the output.
Remark 4 By definition, every β-vertex of a tree is a δ-vertex, therefore it is natural to
introduce the following definition
Definition 2 A δ-vertex is called pure, if it is not a β-vertex.
The following lemma explains the essence of Definition 1.
Lemma 3 Let T be a tree. Suppose that U ∈ UT and c(U) = 1. Then:
(1) all α-vertices do not belong to U ;
(2) all β-vertices belong to U ;
(3) all γ-vertices do not belong to U ;
(4) all δ-vertices belong to U ;
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Proof. (1) Suppose that t is an α-vertex. Then, due to (a) of Definition 1, there is
t′ ∈ V (T ) with d(t′) = 1 and ρ(t, t′) = 2. If t ∈ U , then the only neighbour of t′, which
is also a neighbour of t, does not lie in U , hence t′ ∈ U as U ∈ UT . Now, observe that
U\{t′} is a recognizing set for U , since it trivially satisfies the condition of the Lemma 1.
This implies that
c(U) ≤
|U | − 1
|U |
< 1,
which is a contradiction.
(2),(3) We will give a simultaneous proof of (2) and (3) by induction on k, where k is
the current step of the labeling algorithm (Remark 3).
So, assume that k = 1, t is a β-vertex and it ”became” such a one due to (b) of
Definition 1. Let us show that t ∈ U .
According to (b) of Definition 1, there is an α-vertex t′, whose all neighbours except t,
are α-vertices. Due to (1) of Lemma 3, neither t′ nor its α-neighbours that differ from t,
do not belong to U . Since U ∈ UT , we deduce t ∈ U .
This implies that all γ-vertices that are adjacent to a β-vertex that was labeled in the
first step, do not belong to U . Thus (2) and (3) are true for k = 1.
Now, assume that (2) and (3) are true for vertices which receive their labels in the steps
up to k. Consider a β-vertex t which gets its label according to (d) of Definition 1 in the
(k + 1)th step of the labeling algorithm. Let us show that t ∈ U .
According to (d) of Definition 1, there is an α-vertex t′, whose all neighbours except t,
are α or γ-vertices, which have received their labels earlier than the (k + 1)th step. Due
to the induction hypothesis and (1) of Lemma 3, neither t′ nor its α or γ-neighbours that
differ from t, belong to U . Since U ∈ UT , we deduce t ∈ U .
This implies that all γ-vertices that are adjacent to a β-vertex that was labeled in the
(k + 1)th step, do not belong to U . Thus (2) and (3) are true for k + 1 and the proof is
completed.
(4) If t is a δ-vertex, then due to (e) of Definition 1, and (1) and (3) of Lemma 3, all
the neighbours of t do not belong to U , hence t ∈ U as U ∈ UT .
The proof of the Lemma 3 is completed.
The proved lemma implies the following necessary condition for a tree T to satisfy
c(UT ) = 1.
Corollary 2 If T is a tree with c(UT ) = 1, then:
(a) there is no α or γ-vertex, which is also a β or a δ-vertex;
(b) each δ-vertex t is adjacent to an α or a γ-vertex, that has a neighbour that is different
from t and which is neither a β nor a δ-vertex.
Proof. (a) is clear.
(b) On the opposite assumption, consider a δ-vertex t, whose all neighbours are α or
γ-vertices ((e) of Definition 1), and whose every neighbour that is different from t is
adjacent to a β or a δ-vertex. Due to Lemma 3, the vertex t and these β or δ-vertices
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lying on a distance two from t belong to any U ∈ UT with c(U) = 1. Now, note that
U\{t} is a recognizing set for U , since it trivially satisfies the condition of the Lemma 1.
This implies that
c(U) ≤
|U | − 1
|U |
< 1,
which is a contradiction.
Theorem 3 If a tree T contains neither a β nor a pure δ-vertex, then for each u ∈ V (T )
with d(u) = 1 there is U ∈ UT with c(U) = 1 and u ∈ U .
Proof. Unfortunately, the proof of existence of such U ∈ UT is not easy. This is the main
reason that we will give an algorithmic construction of such U ∈ UT .
Given u ∈ V (T ) with d(u) = 1, we will assume that T is represented as a tree rooted
at u.
Step 0:
U := {u}, Spec := {the neighbours of u}
Consider the sets B1, ..., Bk of vertices lying at a distance three from u, where it is as-
sumed that the vertices of Bj , 1 ≤ j ≤ k are adjacent to the same vertex. Let List be a
list comprised of the sets B1, ..., Bk. Note that since T does not contain a β-vertex, we
have that all of B1, ..., Bk contain a non-α vertex.
Step 1: while List 6= ∅
remove the first element B of List.
Define A = {v ∈ B : v is not a α-vertex}
A′ = {v ∈ A : all children of v are α-vertices}
Case 1: A′ 6= ∅
U := U ∪A′
Add all children of vertices from A′ (which are α -vertices, by definition) to the set
Spec.
Note that, by definition of A′, for each w ∈ A\A′ the set Bw, which is the set of children
of w, contains a non-α vertex. Moreover, for each z ∈ A′ if we consider the sets Bz1 , ..., Bzs
of vertices lying at a distance three from z (the vertices of Bzj , 1 ≤ j ≤ s are adjacent to
the same vertex), then since T contains no δ-vertex, each of these sets contains a non-α
vertex.
Add all Bw, Bz1 , ..., Bzs to List;
Case 2: A′ = ∅
Take any w ∈ A.
U := U ∪ {w}; add the parent x of w to the set Spec.
Note that A′ = ∅ implies that for each y ∈ B\{w} the set Bw of children of y contains
a non-α vertex. On the other hand, since T contains no β-vertex, then for each z ∈ B\A
the set Bz of children of z contains a non-α vertex.
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Add all Bw, Bz to List;
Consider the sets Bi of vertices lying at a distance three from w, where it is assumed
that Bi is the set of children of zi.
Case 2.1: Bi contains a non-α vertex;
Add Bi to List;
Case 2.2: All vertices of Bi are α-vertices;
U := U ∪ {zi}; Spec := Spec ∪ Bi;
Consider the sets B
(i)
z1 , ..., B
(i)
zs of vertices lying at a distance three from z, where we
assume that B
(i)
zj coincides with the set of children of a vertex zj
(i). Since T contains no
δ-vertex, then each B
(i)
zj contains a non-α vertex.
Add B
(i)
z1 , ..., B
(i)
zs to List;
The description of the algorithm is completed.
Let us note that if the algorithm cannot choose the set A then the last vertex from
which it is impossible to choose a vertex lying on a distance three, is either a pendant
vertex, which has a specific vertex in the set Spec, or is a vertex that is adjacent to a
pendant vertex, and this pendant vertex will be the specific vertex for it.
It can be easily seen that the algorithm constructs a maximal independent set U of T
containing the vertex u. The construction of the set Spec implies that each vertex v ∈ U
has a specific neighbour in Spec, that is, a neighbour, which is not adjacent to any other
vertex of U . This and Corollary 1 imply that the hardness of U is one. The proof of
Theorem 3 is completed.
Remark 5 The Theorem 3 presents merely a sufficient condition. The trees from Figure
3 contain a pure δ-vertex, do not contain a β vertex, and nevertheless, the first of them
has a hardness that is less than one, while the second one is of hardness one. On the
other hand, the trees from Figure 4 contain a β-vertex, do not contain a pure δ vertex,
and nevertheless, the first of them has a hardness that is less than one, while the second
one is of hardness one.
3. The hardness of MG
Below we investigate the hardness of the clutter UG in the class of line graphs G. This
class is interesting not only for its own sake, but also for its connection with another
clutter related to graphs. Taking into account, that the clutter UG of a line graph G
coincides with the clutter MH of some graph H , in this sections we will directly work
with the latter clutter without remembering that it was originated from a line graph.
3.1. Structural Lemmas
Lemma 4 Assume that H ∈ MG and let SH be any smallest recognizing subset of H.
Then:
1. The vertices of V (H\SH) can only be connected to the vertices of V (SH).
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Figure 3. Trees with pure δ-vertices, without β-vertices
2. Each edge in SH has at least one endpoint connected to a vertex not in V (SH).
Proof. Let e = (u, v) be an edge in H\SH. Let us first prove that both u and v are
not connected to vertices, which are not covered by H . If this is not true, then without
loss of generality we may assume that ∃p ∈ V (G)\V (H), such that (p, u) ∈ E(G). H ∪
{(p, u)}\{(u, v)} is a maximal matching containing SH . This contradicts the definition of
SH .
We have proven that the vertices of V (H\SH) can only be connected to the vertices of
V (H).
Now, if there are there are vertices {u1, u2, u3, u4}, such that
(u1, u2), (u3, u4) ∈ H\SH
and (u2, u3) ∈ E(G), then there is a maximal matching that contains (H\{(u1, u2), (u3, u4)})∪
{(u2, u3)}. That maximal matching is different from H and contains SH . This is a con-
tradiction proving point 1.
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Figure 4. Trees with β-vertices, without pure δ-vertices
If the statement of point 2 does not take place for an edge e, then every maximal
matching, which contains SH\{e} also contains SH . Thus H is the only maximal match-
ing, which contains SH\{e}, and consequently SH is not a minimum subset of H with
this property. The contradiction proves point 2.
Lemma 5 Suppose H is a smallest maximal matching in G and e ∈ H. The endpoints of
e cannot be connected to endpoints of different edges of H\SH , where SH is any smallest
recognizing subset of H.
Proof. Let (u, v) be an edge in SH . If there are edges (u1, v1) and (u2, v2) from H\SH ,
such that u is connected to u1 and v is connected to u2, then H is not a smallest maximal
matching since the cardinality of
H ∪ {(u, u1), (v, u2)}\{(u, v), (u1, v1), (u2, v2)}
is less than that of H .
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Also, recall the following result [ 5, 6]:
Lemma 6 If G is a connected graph, whose every maximal matching is a perfect match-
ing, then G is either K2n or Kn,n.
3.2. A lower bound for hardness
Note that the hardness of MG for disconnected graphs G does not have a lower bound
better than zero. For instance, for the graph K that consists of a single matching, we
have c(MK) = 0. Moreover, it can be shown that for every rational number r, 0 ≤ r ≤ 1
there exists a graph with hardness r. To construct one just consider the graph Gr from
Figure 5, where we assume that r = a+1
b+1
.
 − pairs   1 − +
Figure 5. A graph G with c(MG) = r
The following theorem proves a tight lower bound for the hardness ofMG in the class of
connected graphs G. Before we move on, let us note that the bound given in the theorem
below, is significantly better than the one that Theorem 1 provides.
Theorem 4 For every connected graph G with |V (G)| > 4, we have c(MG) ≥
2
|V (G)|−2
.
Proof. Let H be a smallest maximal matching of G, and let SH be any smallest recog-
nizing subset of H . If |H| < ⌊|V |/2⌋ then |H| ≤ |V |−2
2
and
c(MG) ≥ c(H) =
|SH |
|H|
≥
1
(|V | − 2)/2
=
2
|V | − 2
(5)
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If |H| = ⌊|V |/2⌋, then there are two cases.
• |V | is even. Since H is a smallest maximal matching, every maximal matching
of G is a perfect matching. Due to Lemma 6, G is isomorphic to either K2n or
Kn,n(n = |V |/2 > 2). For these graphs
c(MG) =
n− 1
n
>
1
n− 1
=
2
|V | − 2
• |V | is odd. If |SH | ≥ 2 then
c(MG) ≥ 2/|H| = 4/(|V | − 1) ≥ 2/(|V | − 2) (6)
Assume SH = {(u, v)}. Lemma 4 implies that either |H| = 2(|V | = 5) or all the
vertices of V (H\SH) are connected to only one of the endpoints of (u, v). Without
loss of generality we may assume that they are connected to u.
If |V | = 5, there are only a few graphs for which it is possible to have |H| = 2 and
|SH | = 1. All these graphs G can be easily checked to satisfy c(MG) = 1.
Assume |H| ≥ 3. Let w be the vertex, which is not covered by H . If w is connected
to v then due to 1 of Lemma 4, we have |SH∪{(v,w)}\{(u,v)}| > 1, since all the edges
of H ∪ {(v, w)}\{(u, v)} are connected to u. As a result, according to (6),
c(MG) > 2/(|V | − 2).
If w is connected to u, take an edge (u1, v1) ∈ H such that (u, u1) ∈ E. (H ∪
{(u, u1)})\{(u, v), (u1, v1)} is a maximal matching with a smaller cardinality than
H . Thus H is not smallest and this case is impossible.
The proof is now completed.
Figure 5 with a = 0 illustrates that the bound achieved in the previous theorem is
tight. The depicted graph G contains 2(b+2) vertices and it satisfies c(MG) = 1/(b+1),
therefore
c(MG) =
2
|V (G)| − 2
.
3.3. Bounds for c(MG) in the class of regular graphs G
For regular graphs G, it is possible to find lower bounds for c(MG) that do not depend
on the number of edges in those graphs.
Theorem 5 For an r-regular graph G with r > 1 c(MG) ≥
1
2
.
Proof. Take any H ∈ MG, and let SH be any smallest recognizing subset of H . Let
E1 be the set of edges that connect V (SH) with V (H\SH), E2 be the set of edges that
connect V (SH) with V (G)\V (H), and E3 be the set of edges in the spanning subgraph
of V (SH), not including the edges from SH .
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According to point 1 of Lemma 4, all the vertices of V (H\SH) are only connected to the
vertices of V (SH). Therefore,
2|SH |(r − 1) = |V (SH)|(r − 1) =
∑
v∈V (SH )
(d(v)− 1) = |E1|+ |E2|+ 2|E3| ≥ |E1|
=
∑
v∈V (H\SH )
(d(v)− 1) = (r − 1)|V (H\SH)| = 2|H\SH|(r − 1).
Since r 6= 1, we have |SH | ≥ |H\SH|, thus c(H) = |SH |/|H| ≥
1
2
, and therefore c(MG) ≥
1
2
.
Corollary 3 If G is a regular graph and c(MG) =
1
2
then for every maximal matching
H, c(H) = 1
2
.
Corollary 4 If G is a regular graph and c(MG) =
1
2
then every maximal matching is a
perfect matching.
Proof. Since c(H) = 1
2
, we have that |SH| = |H\SH |, and therefore E2 = ∅. Now suppose
there is vertex v, which is not covered by H . As H is maximal, it covers all the neighbors
of v. Due to 1 of Lemma 4, these neighbors cannot belong to V (H\SH); consequently,
they belong to V (SH). This contradicts with E2 being empty.
Corollary 5 The hardness of MG for a connected regular graph G equals
1
2
if and only
if G is K4 or K2,2.
Proof. It is not hard to see that c(MK2n) = c(MKn,n) =
n−1
n
. This said, the corollary
follows from Lemma 6 and Corollary 4.
The following theorem shows that there exist better bounds for the complexities ofMG
for regular graphs G, if we do not consider graphs of small regularity.
Theorem 6 For an r-regular graph G, we have
(a) If r > 4 then c(MG) ≥
2
3
;
(b) If r = 4 then c(MG) >
3
5
.
Proof. (a) Due to Lemma 4, for each (u, v) ∈ SH there are two options:
• u and v can be connected to the endpoints of only one edge from H\SH.
• u is not connected to any vertex covered by H\SH and v may be connected to any
number of endpoints of edges from H\SH .
Therefore, the edges of SH are divided into two categories. Let A denote the set of edges
of the first category, and B the set of the edges of the second category. If an edge from
SH falls in both categories, we will consider it to be in category A and not B.
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Retaining the notations of the proof of Theorem 5, we have |E1| = 2(r − 1)|H\SH|.
The endpoints of each edge in category A are the endpoints of at most 4 edges from |E1|.
The endpoints of each edge in category B are the endpoints of at most r− 1 edges of E1.
This implies:
|E1| ≤ 4|A|+ (r − 1)|B| = (r − 1)|SH| − (r − 5)|A| ≤ (r − 1)|SH|.
We got that 2|H\SH| ≤ |SH |, hence, c(MG) ≥ c(H) =
|SH |
|H|
≥ 2
3
.
(b)We will assume that G is connected, because the case of disconnected graphs easily
follows from the case of connected graphs. Choose any smallest maximal matching H of
G.
Note that (2) of Lemma 4 implies that if e = (u, v) ∈ A then u1 = v1 or (u1, v1) ∈ H\SH .
Moreover, SH = A ∪ B,A ∩ B = ∅, and
|E1| = 2(r − 1)|H\SH| = 6|H\SH|.
The endpoints of each edge in category A are the endpoints of at most 4 edges from E1,
while the endpoints of each edge in category B are the endpoints of at most 3 edges of
E1. This implies:
6|H\SH| = |E1| ≤ 4|A|+ 3|B| ≤ 4|A|+ 4|B| = 4|SH |,
or
6|H| ≤ 10|SH|,
and therefore
c(H) =
|SH |
|H|
≥
3
5
. (7)
Now, we claim that c(H) > 3
5
. If c(H) = 3
5
then
|E1| = 4|SH| = 4|A|,
and therefore B = ∅. This implies that for each e = (u, v) ∈ SH there is exactly one
f = (u1, v1) ∈ H\SH such that
{(u, u1), (u, v1), (v, u1), (v, v1), } ⊆ E1.
The uniqueness of f follows from Lemma 5. Note that this correspondence is one-to-one
since G is 4-regular and an edge from H\SH cannot be connected to two different edges
from A. Thus,
|H| = |SH |,
and
c(H) =
|SH |
|H|
=
1
2
<
3
5
,
contradicting (7). The proof is now completed.
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Note that the bound from (a) of the previous theorem is reachable, since K6 is a 5-
regular graph with c(MK6) =
2
3
.
Our interest toward the hardness and particularly, the hardness of clutters arising from
regular graphs was motivated by the following
Conjecture 1 If G is a connected regular graph with c(MG) < 1, then G is either
isomorphic to C7, or there is n, n ≥ 1 such that G is isomorphic either to Kn,n or to K2n,
where C7 is the cycle of length seven.
In some sense, our conjecture states that all regular structures are ”hard” except some
”uninteresting” cases.
4. Computational complexity results for hardness
The aim of this section is the investigation of some problems that are related to the
algorithmic computation of the hardness of UG.
We start with a problem that is related to finding a recognizing set for a given maximal
independent set.
Problem 1:
Condition: Given a graph G, U ∈ UG and a positive integer k.
Question: Is there a recognizing set U ′ ⊆ U for U with |U ′| = k?
Theorem 7 The Problem 1 is NP -complete already for bipartite graphs.
Proof. Lemma 1 implies that the Problem 1 belongs to the class NP . To show the
completeness of the problem, we will reduce the classical Set Cover problem to our prob-
lem restricted to bipartite graphs. Recall that the Set Cover is formulated as follows ([
3]):
Problem: Set Cover
Condition: Given a set A = {a1, ..., an}, a family A = {A1, ..., Am} of subsets of the
set A with A1 ∪ ... ∪ Am = A, and a positive integer l, l ≤ m.
Question: Are there Ai1 , ..., Ail ∈ A with Ai1 ∪ ... ∪ Ail = A?
For an instance I of Set Cover consider the graph GI = (V,E), where
V = {a1, ..., an, A1, ..., Am}, E = {(ai, Aj) : ai ∈ Aj , 1 ≤ i ≤ n, 1 ≤ j ≤ m}.
Note that GI is bipartite. Consider the set U = {A1, ..., Am}. Since A1 ∪ ... ∪ Am = A,
we have U ∈ UGI .
It can be easily verified that the set U has a recognizing subset comprised of l elements
if and only if there are Ai1 , ..., Ail ∈ A with Ai1 ∪ ... ∪Ail = A. The proof of the theorem
is completed.
Now, we are turning to the investigation of the computation of c(UG). Consider the
following
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Problem 2:
Condition: Given a graph G and positive integers k,m with 1 ≤ k ≤ m.
Question: Does the inequality c(UG) ≤
k
m
hold?
Theorem 8 The Problem 2 is NP -hard already for bipartite graphs.
Proof. We will reduce Set Cover to our problem restricted to bipartite graphs. Given
an instance I of Set Cover, consider the graph GI = (V,E), where
V = {A1, ..., Am} ∪ {a
(k)
i : 1 ≤ i ≤ n, 1 ≤ k ≤ (n+m)
2},
E = {(a
(k)
i , Aj) : ai ∈ Aj , 1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ (n+m)
2}.
Note that GI is bipartite. Let us show that
c(UGI ) =
lmin
m
,
where lmin denotes the size of minimum cover of A, that is, the minimum number lmin for
which there are Ai1 , ..., Ailmin ∈ A with Ai1 ∪ ... ∪Ailmin = A.
Choose any U ∈ UGI . We will consider two cases.
Case 1: U = {A1, ..., Am}.
Lemma 1 and the definition of GI imply that |SU | = lmin, therefore
c(U) =
lmin
m
.
Case 2: U 6= {A1, ..., Am}.
Suppose that U ∩ {A1, ..., Am} = {Ai1, ..., Air}. Since U 6= {A1, ..., Am}, we imply that
Ai1 ∪ ... ∪ Air 6= A. Assume that there are r
′, r′ ≥ 1 elements of A that do not belong to
either of Aij ’s. Note that all r
′(n +m)2 copies of these r′ elements belong to U , and
|U | = r + r′(n +m)2.
On the other hand, if we consider the set U ′ ⊆ U , where
U ′ = {Ai1, ..., Air} ∪ {a
(1)
i : ai does not belong to either of Aij ’s},
then, according to Lemma 1, this would be a recognizing set for U , therefore
c(U) =
|SU |
|U |
≤
|U ′|
|U |
=
r + r′
r′(n+m)2
≤
n+m
(n +m)2
=
1
n +m
<
1
m
≤
lmin
m
.
The considered two cases imply c(UGI ) =
lmin
m
. Now, it is not hard to verify that in
the instance I of Set Cover, there is a cover of length l, if and only if lmin ≤ l, which is
equivalent to c(UGI ) ≤
l
m
. The proof of the theorem is completed.
In the end of the paper, let us note that we have failed to achieve similar results for
the clutters MG. We leave the investigation of the computational complexity of the
calculation of c(MG) as a research problem.
Acknowledgement We thank the referees for their comments that helped us to improve
the presentation of the paper.
The hardness of the independence and matching clutter of a graph 23
REFERENCES
1. J. C. Claussen, Offdiagonal complexity: A computationally quick complexity measure
for graphs and networks, Physica A 375 (2007) pp. 365–373.
2. G. Cornuejols, Combinatorial Optimization: Packing and Covering, SIAM, (January,
2001).
3. M. R. Garey, D. S. Johnson, Computers and Intractability: A Guide to the Theory
of NP -completeness, Freeman, 1979.
4. S. Jukna, On graph complexity, ECCC report, No. 5, 2004
5. L. Lova´sz, M.D. Plummer, Matching theory, Ann. Discrete Math. 29 (1986).
6. D. P. Sumner, Randomly matchable graphs, J. Graph Theory 3, 1979, pp. 183-186.
7. D. B. West, Introduction to Graph Theory, Prentice-Hall, Englewood Cliffs, 1996.
