Ohno's relation is a well-known relation among multiple zeta values. In this paper, we prove Ohno's relation for finite multiple zeta values, which is conjectured by Kaneko. As a corollary, we give another proof of the sum formula for finite multiple zeta values.
Introduction

Finite multiple zeta values
The finite multiple zeta value is defined by Zagier ( [6, 7] ). For an index k = (k 1 , . . . , k r ) ∈ (Z ≥0 ) r , the integer k 1 + · · · + k r is called the weight of k (denoted by wt(k)) and the integer r is called the depth of k (denoted by dep(k)). For k = (k 1 , . . . .k r ) and k ′ = (k ′ 1 , . . . , k ′ r ), the symbol k + k ′ represents the componentwise sum:
For any k = (k 1 , . . . , k r ), we define Hoffman's dual of k by By definition, we find
Our main theorem is the following result conjectured by Kaneko ([6, 7] ):
r and n ∈ Z ≥0 , we have
where (k
Remark 1.5. We can prove Ohno's relation for finite real multiple zeta values, by exactly the same proof given in §2.
Algebraic setup and Notation
Let H := Q x, y be the non-commutative polynomial algebra over Q in two indeterminates x and y, and H 1 := Q + Hy its subalgebra. Put z k := x k−1 y for a positive integer k. Then H 1 is generated by z k (k = 1, 2, 3, . . .). For a word w ∈ H, the total degree of w is called the weight of w (denoted by |w|) and the degree in y is called the depth of w.
The harmonic product * on H 1 is the Q-bilinear map * : H 1 −→ H 1 defined inductively by the following rules:
The shuffle product X on H is the Q-bilinear map X : H −→ H defined inductively by the following rules: (i) For any w ∈ H, w X 1 = 1 X w = w.
(ii) For u 1 , u 2 ∈ {x, y} and any w 1 , w 2 ∈ H,
It is known that these products are commutative and associative (cf: [4, 8] ).
We define a Q-linear map Z A : H 1 −→ A by setting
The following proposition gives the important properties of Z A : 4, 6, 7] ). For any words w = z k 1 · · · z kr and w
where τ is the automorphism of H given by
The map T represents Hoffman's dual for words, namely, if
Proof 2.1 Preliminaries Proposition 2.1 ([5, Corollary 3]).
For any w ∈ H 1 , we have
where ∆ u is the automorphism of H given by
and u is a formal parameter.
We define the symbols required to prove Theorem 1.4 by the following:
, and n, l ∈ Z ≥0 , we define
Proof. For w = z k 1 z k 2 · · · z kr , we calculate both sides of (1).
Here, by the definition of ∆ u , we obtain
Thus we have
Comparing the cofficients of u n on both sides, we have
Applying Z A to both sides of (3) gives
The last equality is a consequence of [3, Equation(15)] which asserts that ζ A (a, . . . , a r ) = 0 for any a, r ∈ Z ≥1 . Multiplying both sides by (−1) n gives
Lemma 2.4. For any k = (k 1 , k 2 , . . . , k r ) and n ∈ Z ≥1 , we have
Proof. We first show the following equality:
where
. By the definition of a l (k 1 , k 2 , . . . , k r ), we easily find L.H.S. of (4) = 
where the last equality holds by observing the following: The word which corresponds to the index
and thus
x e k 1 +···+k r−1 −r+1+jr y corresponds to k ∨ + e (e = (e 1 , . . . , e k 1 +···+kr−r+1 )) . By taking Hoffman's dual, we see that the word which corresponds to (k ∨ + e) ∨ is y.
Thus we find (4) . Accordingly, we have
Proof of Theorem 1.4
Theorem 2.5 (Theorem 1.4). For any k = (k 1 , k 2 , · · · , k r ) and n ∈ Z ≥0 , we have
Proof. Let us prove Theorem 1.4 by induction on n. First, it is trivial in the case n = 0. Next, we assume that the equality holds for values smaller than n. Then the assumption shows that
for i with 1 ≤ i ≤ min{n, r}. By Lemma 2.4, we obtain λ∈{0,1} r wt(λ)=0
Therefore we have
Hence we must show the following identity:
We fix the index e = (e 1 , . . . , e r ) such that e 1 + · · · + e r = n, and let m be the number of non-zero components of the fixed index e. Then 1 ≤ m ≤ min{n, r}. The number of appearances of the index e appears is
Therefore the identity holds for n. The proof is complete.
Corollary
The following identity was first proved by Saito and Wakabayashi ([9] ).
Corollary 3.1 (Sum fomula [9, Theorem 1.4]). For k, r, i ∈ Z ≥1 with 1 ≤ i ≤ r ≤ k − 1, we have
) and n = k − r − 1. Then k ∨ = (i, r + 1 − i) and s = 2.
Apply Theorem 1.4 to this k to get:
ζ A (1 + e 1 , . . . , 1 + e i−1 , 2 + e i , 1 + e i+1 , . . . , 1 + e r )
ζ A ((i + e Thus we have
If k is even, then the right-hand side of (5) is equal to the right-hand side of (6) because B p−k = 0 whenever p ≥ k + 3. If k is odd, then the right-hand side of the (5) is equal to the right-hand side of (6) because (−1) k+1 = 1. Therefore the proof is complete.
