We discuss algebraic and geometric properties of the Itô calculus.
Introduction
Let us consider the integration by parts formulae for the Itô • and the Stratonovich • integral applied to the subspace of continuous semi-martingales starting at the origin. We have
which gives a splitting of the associative and commutative product · into three and two operations, respectively. Further, the Stratonovich integral is expressible as a Q-linear combination of the operations which we obtain in the splitting of the Itô integral:
To start with, let us consider the associativity condition (X · Y ) · Z = X · (Y · Z) for the Itô integral: By "equating" the expressions with the corresponding numbers and appropriately replacing the operator symbols, one recognises the defining relations of Loday and Ronco's tridendriform algebra [14] , as listed e.g. in [ [15] , p. 531]
Similarly, for the Stratonovich integral, we deduce from the associativity condition (X · Y ) · Z = X · (Y · Z) the following relations:
Again, by "equating" the expressions 1, 2, 3 and replacing the operator symbols, one recognises the relations of Loday's dendriform algebra [12] .
To keep this note concise we do not further discuss related topics such as, e.g. Rota-Baxter operators here, nor do we introduce natural generalisations of the material presented, which we shall do in [6] .
Categorical preliminaries
Topological spaces and measurable spaces have many properties in common. In order to illustrate this, we list the corresponding notions, as compiled in, e.g. [16] , for the category of topological spaces. For some of the measure theoretical notions, cf. [4] .
Proposition 2.1. The class of all measurable spaces forms a category Meas, with objects the measurable spaces and morphisms the measurable maps.
The forgetful functor U : Meas → Set, is given by assigning to every measurable space the underlying set and to every measurable map the corresponding set-theoretic function.
Further, for the forgetful functor U both the left L and right adjoint R exist. So, the left adjoint L : Set → Meas endows a non-empty set with the powerset σ-algebra, i.e. P(Ω) and the right adjoint R : Set → Meas endows every set Ω with the trivial or indiscrete σ-algebra, i.e. {∅, Ω}.
The functors L and R, as defined above, satisfy
i.e. they are right inverses to U . Further, both functors L and R fully embed Set into Meas.
Proof. As every set-theoretic function between spaces endowed with the discrete or indiscrete σ-algebra is measurable, both functors give full embeddings of Set into Meas.
The category of all measurable structures on a fixed set X, i.e. all possible σ-algebras, is called the fibre of the functor U above X. It has the structure of a complete lattice when given the order defined by inclusion. The greatest element in the fibre U −1 (X) is P(X), the powerset σ-algebra on X and the least element is the trivial / indiscrete σ-algebra {∅, X}. Therefore we have Proposition 2.3. The category Meas is fibre-complete.
For X, Y ∈ Set, the equaliser of two functions (morphisms) f, g : X → Y is given by
The co-equaliser for f, g ∈ Hom Set (X, Y ) is given by the quotient of Y by the equivalence relation ∼ generated by the relations f (x) ∼ g(x) for all x ∈ X, i.e.
co-Eq(f, g) := Y / ∼ =: {f ∼ g}
Analogously to Top, we have Theorem 2.4. The category Meas has the following properties:
1. The product in Meas is given by the product σ-algebra on the set-theoretic cartesian product.
2. The co-product is given by the disjoint union of the measurable spaces and with the disjoint union σ-algebra.
3. The final object is (⋆, {∅, ⋆}), i.e. the one-point set with the trivial σ-algebra.
4. The equaliser of two morphisms is given by the set-theoretic equaliser and the trace σ-algebra.
5. The co-equaliser is given by the set-theoretic co-equaliser and the quotient σ-algebra
6. Direct limits and inverse limits are the set-theoretic limits with the final and initial σ-algebra, respectively.
Proof. For two measurable spaces (Ω 1 , F 1 ) and (Ω 2 , F 2 ), the measurable space (
is their categorical product. Namely, let C := (Ω, A) be a measurable space and f : C → A and g : C → B two morphisms, i.e. measurable maps. For x ∈ Ω, let
be the unique set-theoretic map which is also measurable. Then for
∈ A as f and g are both F i − A-measurable. Since, the rectangles A 1 × A 2 generate the product σ-algebra, the statements follows.
Finally, the "Factorisation Lemma", cf. e.g.
, is an example of a push-out in Meas which holds in a special but important set-up.
3 Itô calculus
Continuous semi-martingales
We recall from [8, 9] the general set-up and main results which have originally been introduced by K. Itô [10] . We fix (Ω, F, (F) t∈R + , P) a filtered probability space and consider the following vector spaces of real-valued stochastic processes defined on it:
B := {X|(F t ) t∈R + -adapted, left continuous, bounded on [0, t] ∀t ∈ R + (locally bounded) } C := {X ∈ B|X path-wise continuous} A ++ := {X ∈ C|X 0 = 0, X t is strictly increasing and lim t→∞ X t = +∞, a.s.}
A := {X ∈ C|X path-wise of bounded local variation}
The space of continuous semi-martingales is S := A+M. Further, the following chain of inclusions holds:
There is a sequence of subspaces B 0 ⊂ B, . . . , S 0 ⊂ S consisting of the respective stochastic processes X with X 0 = 0.
We have M 0 ∩ A = {0} and the fundamental Doob-Meyer decomposition
and for [0, t] we shall simply write Z n (t) or just Z n . For X, Y ∈ C, the quadratic covariation (with respect to Z n ) is given by
The stochastic -integral
We recall the notion of a parameter dependent stochastic integral, whose construction we present in slightly generalised form, cf.
[ [11] , p. 99 ff.].
For t ≥ 0 consider a sequence of partitions Z n : 0 = t
For a fixed ∈ [0, 1], X, Y ∈ S 0 (just for simplicity now) and t ∈ R + , we define path-wise a sequence of random variables (S n (t)) n∈N * , given by
(1) For = 0, the expression (1) is called the Itô integral, and for the symmetric case = 1/2, the Fisk-Stratonovich integral. Let us use the following notation
with the (standard) notational conventions • := • 0 for the Itô and • 1/2 for the Fisk-Stratonovich integral, respectively. In the probability literature, • is often used to denote Stratonovich integration. 
Proof. The claim follows from the following calculation:
Let us recall some basic properties of the Itô calculus which we shall need most often, cf. e.g. [ [8] , Chapter 4]: the following properties hold:
[ , ] : S ⊗ R S → A 0 (bilinear and symmetric)
and for F, G, X, Y ∈ S, one has:
Proposition 3.2. For ∈ [0, 1] and X, Y, Z ∈ S the following "associativity" relation holds:
Proof. For X, Y, Z ∈ S, by using integration by parts, we have
With this we have [10] ). The set S I := (S, ·) is an associative, commutative R-algebra with respect to point-wise multiplication. The unit is given by the constant process 1 S I . The set (S, [, ] ) is an associative and commutative S I -algebra which is nilpotent of order two.
Further, he established the module structures over S I for both the Itô and the Stratonovich stochastic integral. We note that the subspaces M 0 and A are S I -submodules. A natural generalisation, which contains both cases, is given in
4 Operadic structures and cohomology
Dendriform and Tridendriform algebras
Here we shall restrict our discussion to the subspace S 0 , if not otherwise stated.
Let us define the following three R-bilinear operations ≺ I , ≻ I , · I : S 0 ⊗ R S 0 → S 0 by:
and let
Further, for every ∈ [0, 1], we define two R-bilinear operations ⊣ ! , ⊢ ! : S 0 ⊗ R S 0 → S 0 , by:
We use the shriek ! for reasons of Koszul duality which should become clear below.
Integration by parts gives
Theorem 4.1. The Itô calculus defines on S 0 , with the definitions given in (9), (10,(11) ) and (12), the structure of a commutative tridendriform algebra, i.e. we have (in mixed notation):
and commutativity:
Proof. The commutativity follows from the above definitions and the commutativity of the quadratic covariation. The other relations follow again from the definitions and the properties of the stochastic integral, cf.
[ [8] , Satz 4.38.]
Loday [13] showed that commutative tridendriform algebras are intimately connected with quasishuffle algebras which have the algebraic structure of iterated Itô integrals, as has been previously shown by J. Gaines [7] .
Theorem 4.2. For every ∈ [0, 1], the -integral induces the structure of a dendriform algebra on S 0 , i.e.
For = 1/2, i.e. the Stratonovich integral, it is commutative and therefore also a Zinbiel algebra.
Remark 1. For semimartingales with jumps, some but not all of the above relations hold. Also, one might consider parametrised versions of the dendriform and tridendriform structures, cf. [15] . Further, one can naturally extend the present framework to algebras up to homotopy.
Proof. Follows again by direct verification by using the above definitions and the properties of the stochastic integral.
Remark 2. The Riemann-Stieltjes integral defines the structure of a commutative dendriform algebra, and hence a Zinbiel algebra.
As every dendriform algebra defines a left and a right pre-Lie structure, we have Proposition 4.3. The space S 0 has a left and right pre-Lie product, given by:
For the Stratonovich integral both pre-Lie structures vanish.
Deformations
Deformations of modules are, according to the work of M. Gerstenhaber, characterised by co-cycles in the Hochschild cohomology. Here we follow the approach in [18] , cf. also the review [3] .
Let (R, α) be a k-algebra, with k a field of characteristic zero, and (M, ξ) a left R-module, i.e. ξ is a map of associative k-algebras ξ : R → End k (M ), where (End k (M ), •) is endowed with the associative k-algebra structure given by composition of k-linear endomorphisms.
A formal deformation of ξ is given by a power series
where for every i ∈ N * , ξ i ∈ Hom k (R, End k (M )), i.e. ξ i is a k-linear map from the k-algebra R to the k-module End k (M ), such that the following multiplicative condition is satisfied:
i.e. ξ ∈ Hom Alg k (R, End k (M )). Then one calls the k-linear map ξ 1 the infinitesimal deformation of ξ . We note that by definition ξ is multiplicative, but not necessarily the ξ i 's. Now, for n ∈ N, we have C n (S I , S 0 ) = Hom R (S ⊗n I ⊗ S 0 , S 0 ) with the corresponding N-graded R-module
i.e. the Hochschild complex. The differential d has components
for all n ∈ N and f ∈ C n (S I , S 0 ).
which by [ [8] , Satz 4.38] is multiplicative, and
which is just R-linear. It seems that the deformation problem is not rigid, i.e. there exists no g ∈ End R (S 0 ) such that for F ∈ S I and X ∈ S 0 , the equation
holds, i.e. H 1 (S I , S 0 ) = 0.
5 Operad morphisms and Lie groupoid structures
The stopping time operator
Stopping times are comparable to contour lines, i.e. like annual rings of a tree. We shall use the common notations ∧ := min (meet) (and ∨ := max (join)). Let X be stochastic process and τ a stopping time. The stopped process τ (X) := (X t∧τ ) t∈R + is given by
i.e. after time τ the paths of τ (X) are constant.
It is known [5] that the set of stopping times forms a lattice when partially ordered with:
Every stopping time τ defines an R-linear operator τ : C → C, τ (αX + βY ) = ατ (X) + βτ (Y ), for α, β ∈ R which further respects the Doob-Meyer decomposition, i.e. τ (M 0 ) ⊂ M 0 and τ (A) ⊂ A.
Proposition 5.1. For every ∈ [0, 1], each stopping time is an endomorphism of the dendriform and tridendriform structure on S 0 , i.e. we have:
and
Remark 3. For F ∈ S I , X ∈ S 0 we have the S I -module morphism, τ (F • X) = F • τ (X). Further, the following relations are also valid, 
The time change operator
Here we do not consider the most general notion of time change but a particularly adapted one. [1, 17] . We fix a standard filtered probability space (Ω, F, (F t ) t∈R + , P).
The set A ++ is a blunt cone, i.e. ∀λ > 0 and φ ∈ A ++ we have λφ ∈ A ++ . We note that these elements have zero variation and are called time changes.
Every time change process φ defines an (F t )-stopping time process (τ φ ) t , or just τ t , by
Then (τ φ ) 0 = 0, the map t → (τ φ ) t is continuous and strictly increasing and lim t→∞ (τ φ ) t = +∞, a.s.
The time-transformed filtration
induces a new filtration on (Ω, F, P) and hence determines the corresponding vector spaces C φ , A φ , M φ and S φ .
Every φ ∈ A ++ defines an R-linear operator
, p.102). T φ : S → S φ is a linear isomorphism which respects the Doob-Meyer decomposition, as shown in the commutative diagram below:
Further, T φ is an isomorphism of the S I -algebra / module S 0 with the (S φ ) I -algebra / module (S φ ) 0 .
Proposition 5.3. For every φ ∈ A ++ , the associated time change operator T φ defines an isomorphism between the dendriform and tridendriform operad structures on S 0 and (S φ ) 0 , i.e.
Proof. This follows by direct verification from the definitions in Section 4.1 and Proposition 5.2.
Define the stochastic process id t ∈ A ++ as id t (ω) := t for all ω ∈ Ω and let S A ++ := φ∈A ++ S φ be the disjoint union of all semimartingales obtained by a time-change. Then the fibre over id t is S and S A ++ is a real vector bundle over A ++ .
We define the following small category G A ++ :
the set of objects is S A ++ , and for S φ , S ψ ∈ S A ++ , we let the set of arrows be G(S φ , S ψ ) := {T φ,ψ } where
and hence G(S φ , S φ ) = {id S φ }. Then S φ is called the source and S ψ the target.
Further, for every pair S φ , S ψ ∈ S A ++ , we have a map inv :
Proposition 5.4. G A ++ is a groupoid, i.e. a time change, as defined above, induces a groupoid structure on S A ++ .
Remark 4. In the appropriate framework we are in fact dealing with a Lie groupoid.
Proof. We have to show that the composition of triples is well-defined. For three objects S φ i ∈ S A ++ , i ∈ {1, 2, 3}, the function
is well-defined with (16) , also the associativity of the composition and the unit property hold, as we are composing linear operators. Let (Ω, F, P, (F t ) t∈R + ) be an arbitrary filtered probability space. The ideal N ⊂ F of P-null sets is idempotent, i.e. N 2 = N , and it gives rise to a short exact sequence
The Girsanov operator
Let us recall the difference between an "augmentation" and a "completion". For a sub-σ-algebra A ⊂ F, the augmentation of A by N is defined as the σ-algebra A * := σ(A ∪ N ) which is equal to A + N where " + " is given by the symmetric difference of sets. The completion of F is formed by adjoining all subsets of P-null sets to F and then extending the measure to the resulting σ-algebra.
Finally, a filtration (F t ) t∈R + is called complete if F 0 = F * 0 , i.e. N ⊂ F 0 , and hence also F t = F * t . Here we need the concept of a local completion, cf. [ [8] , p. 250], which consists of adjoining certain families of subsets to the original σ-algebra and then extending the measure.
We recall from [ [8] , Section 5.2] the general framework: let (Ω, F, P, (F) t∈R + ) be a filtered probability space and D ≥ 0, a martingale such that Ω D 0 (ω)dP(ω) = 1. This defines a projective family of probability measures Q * , with Q t := D t · P on F t and Q s = Q t |F s for s ≤ t. Assuming σ-additivity of Q * and local completeness of the filtration, we shall deal with the following situation only: we consider mutually absolutely continuous probability measures Q ∼ loc P with martingale density D QP > 0, such that Q t ∼ P t for all t ∈ R + . Let Prob(F) denote the convex set of probability measures on F, and let
For Q ∈ [P, (F t ) t∈R + ] loc , define the Girsanov operator G, associated to the change of measure P → Q with density D = D QP , as:
which is an R-linear isomorphism and satisfies G | A = id A .
Proposition 5.5. For every Q ∈ [P, (F t ) t∈R + ] loc , the Girsanov operator defines an automorphism of the S I -module S 0 , i.e. for F ∈ S I , X ∈ S 0 , we have
Proof. be the disjoint union of the S Q . This set has the structure of an infinite dimensional fibre bundle with base [P] loc . The fibre-wise Doob-Meyer decomposition defines two transversal sub-bundles M 0 and A, and the Girsanov operator respects this splitting, i.e. G(M P ) = M Q and G(A P ) = A Q (= A P ).
Therefore, the Girsanov operator can be perceived either as an R-linear automorphism of S or as a linear isomorphism of two, a priori different, spaces S and S Q .
Let us define two small categories. The category G [P] loc has as set of objects [P] loc , and as morphisms
Q 2 ,P }, for Q 1 , Q 2 ∈ [P] loc and hence G(Q, Q) = {1}. Further, for pairs of objects Q 1 , Q 2 , we have a map inv :
, and for triples of objects Q i , i ∈ {1, 2, 3}, a function comp Q 1 ,Q 2 ,Q 3 :
The category G S [P] loc has as set of objects S [P] loc , and as morphisms G S [P] loc (S Q 1 , S Q 2 ) := {G Q 1 ,Q 2 }, i.e. the respective Girsanov operator, and so G S [P] loc (S Q , S Q ) = {id S Q }.
The function inv : G(S Q , S P ) → G(S P , S Q ) is given by G Q,P → G −1 Q,P , and a composition function comp S Q 1 ,S Q 2 ,S Q 3
: 
