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An infalling shell in the hard wall model provides a simple holographic model for energy injection
in a confining gauge theory. Depending on its parameters, a scalar shell either collapses into a large
black brane, or scatters between the hard wall and the anti-de Sitter boundary. In the scattering
regime, we find numerical solutions that keep oscillating for as long as we have followed their
evolution, and we provide an analytic argument that shows that a black brane can never be formed.
This provides examples of states in infinite-volume field theory that never thermalize. We find that
the field theory expectation value of a scalar operator keeps oscillating, with an amplitude that
undergoes modulation.
Introduction. Experimental results on ultrarelativistic
heavy ion collisions suggest a fast transition from an ini-
tial far-from-equilibrium state to a quark gluon plasma
well-described by near-ideal hydrodynamics [1]. Since
small viscosity implies strong coupling, this has moti-
vated the use of gauge/gravity duality to study thermal-
ization (or the approach to hydrodynamics) of certain
conformal field theories (CFTs) after a sudden injection
of energy [2–17]. Under the duality, thermalization in the
field theory corresponds to black brane formation in the
dual bulk theory. An encouraging result is that many
such “holographic” models indeed give rise to thermaliza-
tion times that, when extrapolated to real heavy ion colli-
sions, are short enough to comfortably accommodate the
experimental results [7, 9, 11–15, 17]. Another remark-
able feature is that in the simplest holographic models,
the short-wavelength modes thermalize first [6, 13].
In [18], the study of gravitational infall in the sim-
plest confining holographic model, namely the hard wall
model, was initiated. Perturbative techniques adapted
from [8] showed that for sufficiently fast injection of ho-
mogeneous energy density, a black brane is formed in
the bulk, but that there also exists a regime in which
an infalling shell scatters from the hard wall, and then
again from the boundary, etc. The intuition is that a
black brane is formed if the black brane that would be
formed in ordinary anti-de Sitter (AdS) spacetime (with-
out a hard wall) has its event horizon outside the hard
wall. (Otherwise the infalling shell is scattered back by
the hard wall before it reaches its Schwarzschild radius.)
The perturbative techniques used in [18] did not allow a
reliable study of the long-time evolution of the scattering
solutions. Neither did they enable a quantitative study of
the transition between both regimes. Another interesting
question left unanswered in [18] is what the scattering so-
lution corresponds to from a field theory perspective. In
the present paper, we show that the scattering solutions
never collapse, corresponding to field theory states that
never thermalize.
Our analysis is related to recent studies, initiated in
[19], of whether a spherical shell in anti-de Sitter space
will collapse into a small black hole. The picture that has
emerged is that depending on the details of the shell, a
black hole may be formed (possibly after scattering from
the boundary a number of times) or the shell may keep
scattering for as long as one can compute the evolution
[20, 21]. This matches well with intricate thermaliza-
tion behavior of finite volume systems (for solutions that
eventually collapse, this was recently discussed in [22]).
In our work, we are dealing with infinite volume systems,
whose thermalization behavior is usually expected to be
simpler (see, for instance, [23]).
Holographic setup. Our bulk setup is based on Einstein
gravity in d+ 1 dimensions with a negative cosmological
constant, minimally coupled to a massless scalar field a.
The equations of motion are Einstein’s equations
Gµν − d(d− 1)
2L2
gµν −
(
1
2
∂µa∂νa− 1
4
(∂a)2gµν
)
= 0 (1)
and the Klein-Gordon equation
1√−g ∂µ(
√−ggµν∂νa) = 0. (2)
In the dual field theory, we will start with the vacuum
state, and inject energy by turning on and off a homo-
geneous source for the field theory operator dual to the
bulk scalar a = a(z, t). The corresponding bulk metric
ansatz is
ds2 =
L2
z2
(
−f(z, t)e−2δ(z,t)dt2 + dz
2
f(z, t)
+ d~x2
)
, (3)
where we fix the residual gauge freedom δ(z, t) 7→
δ(z, t) + p(t) by requiring the UV boundary condition
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2limz→0 δ(z, t) = 0. At early times, we start from the
AdS metric, f = 1 and a = δ = 0. The field theory
source is given by the boundary profile of a, which we
choose to be Gaussian,
a0(t) ≡ a(z = 0, t) =  e−
t2
δt2 . (4)
Writing prime and dot for differentiation with respect
to z and t, respectively, and introducing A ≡ a′ and
Π ≡ eδa˙/f , the equations of motion reduce to
A˙ =
(
fe−δΠ
)′
, (5a)
Π˙ =zd−1
(
fe−δA
zd−1
)′
, (5b)
f˙ =
z
d− 1f
2e−δAΠ, (5c)
f ′ =
z
2(d− 1)f
(
A2 + Π2
)
+
d
z
(f − 1), (5d)
δ′ =
z
2(d− 1)
(
A2 + Π2
)
. (5e)
A hard wall is introduced by restricting the range of the
z coordinate to 0 < z < z0, where the location of the hard
wall is inversely proportional to the confinement scale Λ
of the boundary theory, Λ ∼ 1/z0. At the hard wall, we
will mainly consider two possible boundary conditions
on the scalar field: Dirichlet boundary conditions 0 =
a|z=z0 , corresponding to Π = 0, or Neumann boundary
conditions 0 = a′|z=z0 , corresponding to A = 0. For the
numerical analysis we use the rescaling freedom of the
coordinates (z, t, ~x) to set z0 = 1. Therefore time t and
the injection time δt appearing in the plots are given in
units of z0. The amplitude  is a dimensionless quantity.
Numerical solution. To solve the system numerically,
we discretized the equations in the bulk coordinate z us-
ing a pseudospectral method based on Chebychev poly-
nomials, see [24]. In contrast to [24] where a small cutoff
close to the boundary is used to avoid the singularity in
eq (5b), we have redefined A(z, t) = zA˜(z, t). This also
proves to be crucial for stable long time evolutions in the
d = 4 case.
Black hole formation is signalled by the formation of an
apparent horizon, where the blackening factor f vanishes.
Since in the coordinate system (3) an apparent horizon is
only reached at infinite time, in practice we declare that
a black brane has been formed whenever the minimum
of f goes below a cutoff we choose to be 0.02. In panels
(a,c,e,g) of Figure 1, we illustrate the evolution of the
minimum of the metric function f for d = 4 field theory
dimensions, Neumann boundary conditions, δt = 1 and
several values of .
Figure 2 shows the dynamical phase diagrams for d = 3
and d = 4, indicating in which parameter regions a black
brane is formed, and in which a scattering solution is
found.
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FIG. 1: Time evolution of various quantities for d = 4, fixed
δt = 1 and Neumann boundary conditions. Panels (a,c,e,g)
show the evolution of the minimum of f , for three scattering
solutions ( = 0.1,  = 0.6 and  = 1) and black brane for-
mation ( = 1.15), respectively. Panels (b,d,f,h) contain the
corresponding time evolution of the expectation values of the
scalar operator in the dual field theory. The last panel shows
the profile of the scalar source.
Asymptotic behavior of the dynamical phase diagram.
To have a better understanding of our numerical results,
we now investigate analytically the regimes of very small
and very large injection time δt. In the regime Λδt 1,
it is expected that a black brane will form if the black
brane formed in pure AdS would have its horizon out-
side the location of the hard wall [18]. For d = 3 and
small , the mass density of the black brane is given by
M = (1/2)
∫∞
−∞ dt (a¨0(t))
2
[8]. The critical parameters
correspond to M = 1/z30 , which for the profile (4) gives
c = (8/(9pi))
1/4
δt3/2z
−3/2
0 . For d = 4, the mass den-
sity of the black brane is given by formula (B.14) in [8],
which for the profile (4) results in the critical parameter
c = (3/pi)
1/2
δt2z−20 .
The regime Λδt  1 corresponds to adiabatic energy
injection. For Neumann boundary conditions, A = 0 at
the hard wall and the assumption of slow injection will
be Π˙ = A˙ = f˙ = 0. From equation (5b) we then find
that A = Czd−1f−1eδ, where C is an integration con-
stant, and using the Neumann boundary condition we
must have C = 0 and so A = 0 throughout the bulk. As-
suming the boundary conditions Π(z = 0) = λ, (5a) now
gives Π = f−1eδλ since f(z = 0) = 1 and δ(z = 0) = 0.
Using these solutions in (5d) and (5e), we obtain an or-
dinary differential equation (ODE), conveniently written
in terms of S ≡ fe−δ, as
S′ =
d
z
(
S − e− λ
2
2(d−1)
∫ z
0
z′S(z′)−2dz′
)
, (6)
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FIG. 2: Dynamical phase diagrams showing the critical pa-
rameters that separate the scattering regime from the black
brane regime. The different panels show different dimen-
sions and different boundary conditions, with panels (a,b,c,d)
representing d=3 Neumann, d=3 Dirichlet, d=4 Neumann
and d=4 Dirichlet, respectively. The dots are the numeri-
cally computed critical parameters for gravitational collapse.
Above (below) the dots we have the black brane (scattering)
phase. The straight lines correspond to analytically computed
asymptotic behaviors, as explained in the text.
where we have used the boundary condition δ(z = 0) =
0. This ODE can be solved numerically. However, it
turns out there is a critical λc such that for |λ| ≥ λc
this ODE is not solvable anymore and this indicates that
we have a black brane solution instead. For d = 3 we
have λc ≈ 1.47 and for d = 4 we have λc ≈ 1.85. Going
back to our original setup, λ will be time-dependent and
equal to the time derivative of the boundary condition
of the scalar field. Thus we draw the conclusion that
for large injection times, a black hole is formed if we
have max{|Π(z = 0, t)|} ≥ λc. For the profile given in
equation (4), we obtain the relation c = λc
√
eδt/
√
2.
For Dirichlet boundary conditions, we approximate
the boundary condition a0 as time-independent. We
can then solve (5b) to obtain A = αzd−1S−1, where
α is a constant, related to a0 by the requirement that
a = a0 +
∫ z
0
A(x)dx should vanish on the hard wall. Fol-
lowing the same argument as for the Neumann boundary
condition, we obtain
S′ =
d
z
(
S − e− α
2
2(d−1)
∫ z
0
S(z′)−2z′2d−1dz′
)
. (7)
We find critical parameters, a0,c ≈ 1.53 for d = 3 and
a0,c ≈ 1.63 for d = 4, beyond which no solution exists.
For the profile (4), this leads to the critical amplitude
c = a0,c. As shown in Figure 2, our numerical results
are in excellent agreement with the various asymptotic
regimes we have explored here.
Weakly non-linear perturbation theory. In the case of
global AdS, the instability discovered in [19] was accom-
panied by weakly turbulent behaviour due to resonances
in the spectrum of linear perturbations (see also [20, 25–
27]). In our setting, we have checked that the frequencies
of linearized modes generically do not display obvious res-
onances. For example for Dirichlet boundary conditions
they are given by ωn = γ
(d/2)
n /z0, where γ
(ν)
n is the nth
zero of Jν(x); while this spectrum is asymptotically res-
onant, it is not obviously resonant. The only exception
is AdS4 with Neumann boundary conditions, where the
spectrum of frequencies ωn = pin/z0 is resonant. This
implies the presence of secular terms in the perturbation
analysis. See the appendix for more details.
Field theory interpretation of the scattering solution.
It is well-known that black brane formation corresponds
to thermalization in the dual field theory. Here we inves-
tigate what the scattering solutions we have found corre-
spond to. Holographic renormalization relates expecta-
tion values of gauge-invariant operators to the asymptotic
behavior of the corresponding bulk fields. We summarize
the key results for d = 3 and d = 4. See the appendix for
details on the (standard) computations (see, for instance,
[28, 29]).
For d = 3, 〈O〉 is given in terms of the near-boundary
expansion a(z, t) = a(0)(t) + a(1)(t)z + a(2)(t)z2 +
a(3)(t)z3+... by 〈O〉 = 3a(3). For the perturbative small-
scattering solution of [18] with Neumann boundary con-
ditions, this yields
〈O(t)〉 = ...a 0(t) + 2
∞∑
m=1
...
a 0(t− 2mz0) +O
(
3
)
, (8)
corresponding to an oscillating behavior as a function
of time. For d = 4, we find 〈O〉 = 4a(4)(t) (up to a
scheme-dependent contribution that vanishes when the
source vanishes), yielding a similar oscillating behavior
for small . Our numerical result displayed in panel (b)
in Figure 1 confirms this behavior. Panels (d,f) show
less regular behavior closer to the black brane formation
regime, while panel (h) shows that 〈O〉 vanishes after a
black brane has been formed.
For d = 3, 〈Tµν〉 is given by 〈Ttt〉 = 2〈Txixi〉 =
−f (3)(t), where f (3) is the z3-coefficient of the near
boundary expansion of f(z, t). To lowest nontrivial or-
der in , we find using the result of [18] for Neumann
boundary condition that
〈Ttt〉 =− 1
2
∫ t
0
dτ
(
a˙0(τ)
...
a 0(τ)
+ 2
∞∑
m=1
a˙0(τ)
...
a 0(τ − 2mz0)
)
+O (4) . (9)
Also numerically, we have found that the energy den-
sity 〈Ttt〉 (and therefore the pressure 〈Txixi〉) reaches a
constant value after the source has been turned off. For
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FIG. 3: Long-time evolution of 〈O〉 in the scattering phase
for d = 3, δt = 1,  = 0.2 and Neumann boundary conditions.
d = 4, the results are very similar, except that there is a
conformal anomaly in the time range where the source is
non-vanishing.
Late-time behavior. The most noteworthy feature of
our results is the oscillating behavior of 〈O〉 in the scat-
tering phase. If this behavior persists for all times, it
indicates that the out-of-equilibrium state created by the
energy injection never thermalizes. While analogous so-
lutions have been found before for field theories in finite
volume (dual to asymptotically global AdS spacetimes),
to our knowledge this would be the first such example in
infinite volume. We have therefore investigated the be-
havior of 〈O〉 in our scattering solutions for much later
times than those displayed in Figure 1. Figure 3 shows,
for d = 3 and Neumann boundary conditions, that the os-
cillations continue for as long as we have followed the evo-
lution, but that they are modulated on a larger timescale.
Preliminary results indicate that this timescale decreases
with , roughly like 1/2. We expect that this scaling is
due to the above-mentioned secular terms in weakly non-
linear perturbation theory. For other dimensions and for
other boundary conditions, for which there are no secular
terms in perturbation theory, we find a less pronounced
modulation.
In fact, a simple analytic argument shows that the
scattering solutions can never evolve into a black brane
solution. First, since they do not have enough energy
to form a large black brane (with horizon in the phys-
ical part of spacetime), the only possibility would be
a small black brane (with would-be horizon behind the
hard wall). However, for Dirichlet or Neumann bound-
ary conditions, (5c) implies that f is constant at the hard
wall, so f = 1 if we start from empty AdS. Since small
black brane solutions have f < 1 at the hard wall, they
cannot be formed. This conclusion would still hold if at
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FIG. 4: Total injected energy as a function of  for d = 3
and Neumann boundary conditions. The black stars mark the
critical value for black hole formation. The scattering regime
is on the left of these markers and the black brane formation
regime is on the right.
the hard wall we allowed more general boundary condi-
tions nµ∂µa = F (a), i.e. z0
√
fa′ = F (a), where F is
an arbitrary function. These boundary conditions can
be imposed in agreement with the variational principle
if we add to the bulk action a boundary term at the
hard wall proportional to Sb ∼
∫
z=z0
(
∫ a
0
F (b)db)
√
γddx.
In that case (5c) implies that at the hard wall location,√
f = (
∫ a
0
F (b)db)/(2d−2)+C, with constant C. Again,
if initially we have f = 1 and a = 0, then at late times
we cannot have f < 1 and a = 0, as would have been
the case for a small black brane. While for these more
general boundary conditions we cannot exclude that the
system might approach another static solution than a
black brane, we have seen no hints of this in our numer-
ical solutions.
Another interesting question is what is the energy den-
sity of the final state as a function of the source ampli-
tude  and the injection time δt. Figure 4 shows that
for fixed δt, the injected energy increases as a function of
. While for small δt the increase is gradual, for large δt
the injected energy density is very small in the scattering
phase (as can be expected for a source that is turned on
and off almost adiabatically), but increases very sharply
when the threshold for black brane formation is crossed.
(In the latter regime, we have discussed before that the
adiabatic approximation breaks down.)
Possible implications for QCD. While the hard wall
model is only a crude model for QCD, it is tempting to
speculate on what our results might mean when extrapo-
lated to real QCD. For instance, if we took the scalar
field a to be the dilaton, the source a0 would couple
to the operator O = TrFµνFµν ∼ Tr(E2 − B2). For
5sufficiently fast injection, the system thermalizes into a
deconfined plasma, and 〈Tr(E2 − B2)〉 = 0 (as could
be expected based on equipartition between electric and
magnetic gluon polarizations [30]). For sufficiently slow
injection, the degrees of freedom remain confined. The
oscillations in TrFµνF
µν can be interpreted in terms of
convertions of a collection of glueballs into another col-
lection (and back) [31].
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Appendix
Weakly non-linear perturbations and instabilities. Fol-
lowing the approach of [19], we study the possible pres-
ence of weakly turbulent instabilities. Starting from ini-
tial data (a(z, t)|t=0, a˙(z, t)|t=0) = (f(z), g(z)) of order
 and using the derived equations of motion, we search
for a perturbative solution in 
a =
∞∑
k=0
2k+1a2k+1 , δ =
∞∑
k=1
2kδ2k , f = 1 +
∞∑
k=1
2kf2k .
(10)
At first order in the -expansion, we find the linear ho-
mogeneous differential equation
a¨1 + La1 = 0, L ≡ −zd−1∂z
(
z1−d∂z
)
. (11)
The Sturm-Liouville operator L is self-adjoint on the sub-
space of L2
(
[0, z0], z
1−ddz
)
of functions ψ(z) that satisfy
the boundary conditions 0 = ψ|z=0 = αψ + βz∂zψ|z=z0
for arbitrary real constants α and β. The inner product
on this Hilbert space is 〈ψ, χ〉 ≡ ∫ z0
0
ψ¯(z)χ(z)z1−ddz.
• Restricting to the subspace of functions that satisfy
Dirichlet boundary conditions 0 = ψ|z=z0 at z = z0, we
find the orthonormal basis of eigenfunctions of L
en(z) = k
−1
n z
d
2 J d
2
(
γ
( d2 )
n z/z0
)
, n = 1, 2, ... , (12)
where kn = z0 Jd/2+1
(
γ
(d/2)
n
)
/
√
2 is a normalisation
constant that ensures orthonormality 〈en, em〉 = δnm,
and where Jν(x) is the Bessel function of order ν. The
eigenfunctions en(z) correspond to the eigenvalues ω
2
n =
(γ
(d/2)
n /z0)
2, where γ
(ν)
n is the n-th zero of Jν(x), such
that Len(z) = ω
2
nen(z).
• Similarly, restricting to the subspace of functions that
satisfy mixed boundary conditions 0 = αψ + z∂zψ|z=z0 ,
one finds the orthonormal basis of eigenfunctions,
e˜n(z) = k˜
−1
n z
d
2 J d
2
(
τ
( d2 ,α)
n z/z0
)
, n = 1, 2, ... (13)
with normalisation constant
k˜n =
z0√
2
J d
2
(
τ
( d2 ,α)
n
)(
1 +
α(α+ d)
(τ
( d2 ,α)
n )2
) 1
2
. (14)
The corresponding eigenvalues are ω˜2n = (τ
(d/2,α)
n /z0)
2
where τ
(ν,α)
n is the n-th zero of the function defined as
f(x) = (α+ ν)Jν(x) + xJ
′
ν(x).
For global AdS, there are countably many distinct fre-
quencies (ωi, ωj , ωk, ωl) that satisfy the resonance condi-
tion ωl = ωi + ωj − ωk [19]. Due to the transcendental
behaviour of the Bessel functions, generically there can
be no such resonances in our setup. Intuitively, such a
fine-tuning of the frequencies can be thought as a con-
sequence of the highly symmetric behavior of the AdS
space, which, in our case, is spoilt by the presence of the
IR cut-off of the geometry at z = z0.
The only notable exception in this regard is AdS4 with
Neumann boundary conditions at the hard wall. Using
the identity (3/2)J3/2(x)+xJ
′
3/2(x) = xJ1/2(x), one finds
that in this case the frequencies of the modes are given
by ωn = γ
(1/2)
n /z0 = pin/z0, which obviously results in a
resonant spectrum.
Holographic renormalization. The stress-energy ten-
sor 〈Tij〉 and scalar 〈O〉 expectation values can be ex-
tracted by applying the standard techniques of holo-
graphic renormalisation [28]. One has to evaluate the
bulk action
S =
∫
M
dd+1x
√−g
(
R+ d(d− 1)− 1
2
(∂a)2
)
+
∫
∂M
ddx
√−γ 2K + SC (15)
for the on-shell field solutions and then determine the
variations 〈Tij〉 = −z2(δS/δγij) and 〈O〉 = δS/δφ.
• In d = 3, the counterterms are given by
SC =
∫
∂M
d3x
√−γ
(
−4− Rˆ+ 1
2
(∂ˆa)2
)
. (16)
We can read off the expectation values 〈O〉 = 3a(3)(t) and
〈Ttt〉 = 2〈Txixi〉 = −f (3)(t), where a(3)(t) and f (3)(t)
6are the z3-coefficients in the near boundary expansion,
a(z, t) = a0(t) + za
(1)(t) + z2a(2)(t) + z3a(3)(t) + ... .
The trace of the stress-energy tensor is identically zero,
〈Tr (Tµν)〉 = −〈Ttt〉+ 2〈Txixi〉 = 0. By solving the equa-
tions of motion asymptotically near the boundary, one
can deduce that f˙ (3)(t) = (3/2)a˙0(t)a
(3)(t).
In fact, for d = 3, an analytic result for the expectation
values valid for small  can be obtained by expanding as
in (10). Adapting the results of [18] in our coordinate
system, the leading solution in  for the scalar reads
a1(z, t) =a0(t− z) + za˙0(t− z) +
∞∑
m=1
[
a0(t− z − 2mz0)
+ za˙0(t− z − 2mz0)− a0(t+ z − 2mz0)
+ za˙0(t+ z − 2mz0)
]
, (17)
where Neumann boundary conditions have been imposed.
Expanding (17) to O(z3) specifies a(3)1 and this yields the
expression 〈O〉. The relation f˙ (3)2 (t) = (3/2)a˙0(t)a(3)1 (t)
then yields the equation for 〈Ttt〉.
• In d = 4, the counterterms are given by
SC =
∫
∂M
d4x
√−γ
(
−6− 1
2
Rˆ+
1
4
(∂ˆa)2
+2 ln(z)
(
1
16
(ˆa)2 + 1
48
(∂ˆa)4
))
. (18)
Besides these we can also add finite counterterms,
S˜C =
∫
∂M
d4x
√−γ
(
α
8
(ˆa)2 + β
24
(∂ˆa)4
)
, (19)
with arbitrary constants α and β. The expectation values
are then scheme-dependent
〈O〉 = 4a(4)(t)+(19− 24β)
48
(a˙0(t))
2a¨0(t)− (3− 4α)
16
....
a 0(t),
(20)
〈Ttt〉 = −3
2
f (4)(t)− (11− 24β)
384
(a˙0(t))
4− (1− 3α)
16
(a¨0(t))
2,
(21)
〈Txixi〉 = −
1
2
f (4)(t)− (1− 8β)
384
(a˙0(t))
4 +
α
16
(a¨0(t))
2,
(22)
where a(4)(t) and f (4)(t) are the z4-coefficients in the
near boundary expansion. The trace of the stress-energy
tensor,
〈Tr (Tµν)〉 = −〈Ttt〉+3〈Txixi〉 =
1
16
(a¨0(t))
2+
1
48
(a˙0(t))
4,
(23)
is independent of the finite counterterms and indicates
the presence of a matter conformal anomaly. It corre-
sponds to the coefficient of 2 ln(z) in the counterterms.
This result agrees with the more general expressions ob-
tained in [29]. By solving the equations of motion asymp-
totically near the boundary, one can deduce that
f˙ (4)(t) =
4
3
a˙0(t)a
(4)(t) +
1
18
(a˙0(t))
3a¨0(t)
+
1
24
a¨0(t)
...
a 0(t)− 1
48
a˙0(t)
....
a 0(t). (24)
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