The semantics introduced in [3] is extended to all topological spaces.
Definition 2.2x = { ŷ, T | y ∈ x}. Any term of the formx is called a ground model term.
For φ a formula in the language of set theory with (set, not term) parameters x 0 , x 1 , ..., x n , thenφ is the formula in the term language obtained from φ by replacing each x i withx i .
is the inverse ofˆ, for both sets/terms and formulas:τ = τ ,x = x,φ = φ,
The second part of the definition of a term plays a role only when we decide to have the term settle down and stop changing. This settling down in described as follows.
Definition 2.3 For a term σ and r ∈ T , σ r is defined inductively on the terms as { σ
Note that σ r is a ground model term. It bears observation that (σ r ) s = σ r . (Notice that in the last clause, σ is not interpreted as σ r .) Lemma 2.6 is sound for constructive logic.
Definition 2.4 For
Lemma 2.7 T forces the equality axioms, to wit:
proof: 1: It is trivial to show via a simultaneous induction that, for all J and σ, J σ = σ, and, for all
2: Trivial because the definition of J σ = M τ is itself symmetric. 3: For this and the subsequent parts, we need a lemma.
Lemma 2.8
If J ⊆ J σ = τ then J σ = τ , and similarly for ∈.
proof: By induction on σ and τ .
Returning to the main lemma, we show that if J ρ = σ and J σ = τ then J ρ = τ , which suffices. This will be done by induction on terms for all opens J simultaneously.
For the second clause in J ρ = τ , let r ∈ J. By the hypotheses, second clauses, ρ r = σ r and σ r = τ r , so ρ r = τ r . The first clause of the definition of forcing equality follows by induction on terms. Starting with
which the desired conclusion follows by the induction. So r ∈J ∩ J k ρ i ∈ τ. Since r ∈ J ∩ J i was arbitrary, J ∩ J i ρ i ∈ τ.
4: It suffices to show that if J ρ = σ and J ρ ∈ τ then J σ ∈ τ . Let r ∈ J. By hypothesis, let τ i , J i ∈ τ, J r ⊆ J i be such that r ∈ J r ρ = τ i ; without loss of generality J r ⊆ J. By the previous lemma, J r ρ = σ, and by the previous part of the current lemma, J r σ = τ i . Hence J r σ ∈ τ . Since r ∈ J was arbitrary, we are done.
5: Similar, and left to the reader.
4. J φ iff for all r ∈ J there is a J r ⊆ J containing r such that J r φ. 
For all φ, J if

proof:
1. Trivial induction. This part is not used later, and is mentioned here only to flesh out the picture.
2. Again, a trivial induction. The base cases, = and ∈, are proven by induction on terms, as mentioned just above.
3. By induction. For the case of →, you need to invoke the previous part of this lemma. All other cases are straightforward.
4. Trivial, using 3. 5. By induction on φ.
By the proof of the first part of the equality lemma, T σ r = τ r . ∈: If r ∈ J σ ∈ τ , let τ i , J i , and J r be as given by the definition of forcing ∈. Inductively, some neighborhood of r (or, by the previous case, T itself) forces The restriction of Separation to the ∆ 0 case should be familiar, as that is also the case in CZF and KP. By way of compensation, the version of Collection in CZF is Strong Collection: not only does every total relation with domain a set have a bounding set (regular Collection), but that bounding set can be chosen so that it contains only elements related to something in the domain (the strong version). In the presence of full Separation, these are equivalent, as an appropriate subset of any bounding set can always be taken. Unfortunately, even the additional hypotheses provided by Collection are not enough in the current context to yield even this modest fragment of Separation, as will actually be shown at the beginning of the next section. In fact, even Replacement fails, as we will see.
• Infinity:ω will do. (Recall that the canonical namex of any set x from the ground model is defined inductively as { ŷ, T | y ∈ x}.)
• Pairing: Given σ and τ , { σ, T , τ, T } will do.
• Union: Given σ, the union of the following four terms will do:
-{ τ, r | for some σ i and K, τ, r ∈ σ i , r ∈ K, and σ i , K ∈ σ}.
• Extensionality: We need to show that T ∀x ∀y
. It suffices to show that for any terms σ and τ , T ∀z (z ∈ σ ↔ z ∈ τ ) → σ = τ . (Although that is only the first clause in forcing ∀, it subsumes the second, because σ and τ could have been chosen as ground model terms in the first place.) To show that, for the second clause in forcing →, it suffices to show that T ∀z (z ∈ σ r ↔ z ∈ τ r ) → σ r = τ r . But, as before, this is already subsumed by choosing σ and τ to be ground model terms in the first place. Hence it suffices to check the first clause in forcing →:
Also, let r ∈ J. If σ r = τ r , let ρ, T be in their symmetric difference. By the choice of J, for some neighborhood J r of r, J r ρ ∈ σ r ↔ ρ ∈ τ r . This contradicts the choice of ρ. So σ r = τ r .
• Set Induction (Schema): We need to show that
The statement in question is an implication. The definition of forcing → contains two clauses.
The first clause is that, for any open set J and formula φ,
. By way of proving that, suppose not. Let J and φ provide a counter-example. By hypothesis,
and
Since
or
If (4) holds, let r as given by (4), and then let J be as given by (2) for that r. By (4), ∃σ J φ r (σ ); let σ be such a σ -so J φ r (σ) -of minimal V-rank. By (2), we have J ∀y ∈ σ φ r (y) → φ r (σ). If we can show that J ∀y ∈ σ φ r (y), then (by the definition of forcing →) we will have a contradiction, showing that (4) must fail.
To that end, we must show, unpacking the abbreviation, that
the latter because (φ r ) s = φ r .
By way of showing (
Since σ i has strictly lower V-rank than σ, J φ r (σ i ). Hence K i φ r (τ ). Since the K i s cover K (by lemma 2.9, part 3)) K forces the same. We still have to show that for all s ∈ J there is a K s such that for all
Moreover, this is the same argument as the one just completed, with σ s in place of σ. The only minor observation that bears making is that the V-rank of σ s is less than or equal to that of σ, so again when τ is forced to be a member of σ s its V-rank is strictly less than that of σ, so the choice of σ carries us through.
To show (6), we claim that J suffices for the choice of K: J τ ∈ σ s → φ r (τ ). Once more, this is just (5), with σ s in place of σ.
This completes the proof that (4) must fail. Hence we have that the negation of (4) must hold, namely
as well as (3). Let σ be of minimal V-rank such that J φ(σ). If we can show that J ∀y ∈ σ φ(y), then by (1) we will have a contradiction, completing the proof of the first clause.
What we need to show are
By way of showing (8), suppose J ⊇ K τ ∈ σ; we need to show that K φ(τ ). This is the same argument, based on the minimality of σ, as in the proof of (5). The other part of showing (8) is
Both (9) and (10) are special cases of (7).
This completes the proof of the first clause.
The second clause is that for all r ∈ T there is a J r such that for all
. For any r, let J be T . Then what remains of the claim has exactly the same form as the first clause, with K and φ r for J and φ respectively. Since the validity of this first clause was already shown for all choices of J and φ, we are done.
• Eventual Power Set: We need to show that T ∀X ∃C ∀Y (Y ⊆ X → ¬∀Z(Z ∈ C → Y = Z)).
(Actually, we must also produce a C that contains only subsets of X. However, to extract such a sub-collection from any C as above is an instance of Bounded Separation, the proof of which below does not rely on the current proof. So we will make our lives a little easier and prove the version of EPS as stated.) Since the sentence forced has no parameters, the second clause in forcing ∀ is subsumed by the first, so all we must show is that, for any term σ,
. This is the desired C. It suffices to show that T ∀Y (Y ⊆ σ → ¬∀Z(Z ∈ τ → Y = Z)).
For the first clause in forcing ∀, we need to show that
. For the former, we will show that K must violate the second clause in forcing ∀. Let s ∈ K. Letting Z be ρ s , as just observed, all of T will force Z ∈ τ s but nothing will force ρ s = Z. Similarly for the latter, by choosing Z to be ρ r . To finish forcing the implication, it suffices to show that for all r T ρ r ⊆ σ r → ¬∀Z(Z ∈ τ r → ρ r = Z). Again, it suffices to let Z be ρ r .
For the second clause in forcing ∀, for r ∈ T and ρ a term, it suffices to show that T ρ ⊆ σ r → ¬∀Z(Z ∈ τ r → ρ = Z). This time letting Z by any ρ s suffices.
• Bounded Separation: The important point here is that, for φ bounded (∆ 0 ) with only ground model terms, J φ iff T φ iff V |=φ (2.9, part 6).
We need to show that
, and, second, for any r ∈ T there is a J r such that, for any σ, J ∃Y ∀Z (Z ∈ Y ↔ Z ∈ σ ∧ φ r (Z)). In the second part, choosing J to be T , we have an instance of the first part, so it suffices to prove the first only.
First, let ρ be a term. We need to show that
Unraveling the bi-implication and the definition of forcing an implication,
The first iff should be clear from the first part of the definition of τ and the second iff from the second part of the definition, along with the observation that forcing φ r (ρ r ) is independent of J.
We also need, for each r ∈ T , a J r such that for all ρ J ρ ∈ τ r ↔ ρ ∈ σ r ∧ φ r (ρ). Choosing J to be T and unraveling as above (recycling the variable J)
. These hold because the only things that can be forced to be in τ r or σ r are (locally) images of ground model terms, and the truth of φ r evaluated at such a term is independent of J.
• Collection: Since only regular, not strong, Collection is true here, it would be easiest to his this with a sledgehammer: reflect V to some set M large enough to contain all the parameters and capture the truth of the assertion in question; the term consisting of the whole universe according to M will be more than enough. It is more informative, though, to follow through the natural construction of a bounding set, so we can highlight in the next section just what goes wrong with the proof of Strong Collection.
We need T ∀x ∈ σ ∃y φ(x, y) → ∃z ∀x ∈ σ ∃y ∈ z φ(x, y). It suffices to show that for any J if J ∀x ∈ σ ∃y φ(x, y) then J ∃z ∀x ∈ σ ∃y ∈ z φ(x, y), and the same relativized to r. The latter is a special case of the former, so it suffices to show just the former.
By hypothesis, for each σ i , J i ∈ σ and r ∈ J i ∩ J there are τ ir and
Also, for all r ∈ J there is a J r r such that, for all x, T ∈ σ r , J r ∃y φ r (x, y). For each s ∈ J r , let τ rxs and K s be such that K φ r (x, τ rxs ). By 2.9, part 5), K φ r (x, τ s rxs ).
Forcing a universal has two parts. The first is that for all ρ, J ρ ∈ σ → ∃y ∈ τ φ(ρ, y). For the second, it suffices to show that for all r ∈ J and terms ρ J r ρ ∈ σ r → ∃y ∈ τ r φ r (ρ, y).
For the former, first suppose J ⊇ K ρ ∈ σ. It should be clear that the first part of τ covers this case. For the other part of forcing that implication, for each r ∈ J, it suffices to show that J r is as desired: for all
. This is subsumed by the second implication from above, to which we now turn.
To show J r ρ ∈ σ r → ∃y ∈ τ r φ r (ρ, y), we need to show first that if
. By choosing K to be J r , the second is subsumed by the first. For that, it should be clear that the second part of τ covers this case. In a bit more detail, it suffices to work locally. (That is, it suffices to find a neighborhood of s ∈ K forcing what we want, by 2.9.) Locally, ρ is forced equal to somê x, where x, T ∈ σ r . As already shown, some neighborhood of s forces φ r (x, τ s rxs ), and τ s rxs , T ∈ τ r by the second part of τ .
Separation and Exponentiation
If Separation were to hold (in the presence of the other axioms from above), then Strong Collection would follow, which itself implies Replacement. Hence a powerful way to show that Separation is not forced is to give an example in which even Replacement fails. In the example below, the offending formula is a Boolean combination of Σ 1 formulas; we do not know if simpler instances of Replacement, such as for Σ 1 or ∆ 0 formulas, are falsifiable or instead are actually forced. Let T n (n > 0) be the standard space for collapsing ℵ n to be countable: elements are injections from ℵ 0 to ℵ n , and an open set is given by a finite partial function of the same type. Let T be the disjoint union of the T n s adjoined with an extra element ∞: n T n ∪ {∞}. A basis for the topology is given by all the open subsets of each T n , plus the basic open neighborhoods of ∞, which are all of the form n≥N T n ∪ {∞} for some fixed N .
This T falsifies Replacement. To state the instance claimed to be falsified, we need two parameters. One is { n, ∞ | n ∈ ω}, which we will call ω − , and the other the internalization of the function n → ℵ n (n ∈ ω), which we will refer to via the free use of the notation‫א‬ n , even when n is just a variable.
proof: First we show that T forces the antecedent ∀x[ But f ∞ (M ) is a ground model term, and so is (forced by K to be) equal to0 or 1. Hence either K ‫א‬M is uncountable or K ¬¬‫א‬M is countable. But neither is the case, since K ⊇ T N ‫א‬M is uncountable and K ⊇ n>N T n ‫א‬M is countable.
In the example above, the problem around ∞ is that no neighborhood forces just what gets collapsed and what doesn't. It is this lack of homogeneity that is the root cause of the failure of Separation. 
An open set U is homogeneous if it is locally homogeneous around all r, s ∈ U .
T is locally homogeneous if every r ∈ T has a homogeneous neighborhood.
Lemma 3.3 If U is homogeneous, φ contains only ground model terms, and U ⊇ V φ (V non-empty), then U φ.
proof: Let r ∈ V . For s ∈ U , let V r and V s be the neighborhoods f the homeomorphism given by the homogeneity of U . f (σ) can be defined inductively proof: Given terms σ and χ, let τ be { ρ, J | J
