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Abstract
We study time scheduling problems with allowed absences as a new kind of graph
coloring problem. One may think of a sport tournament where each player (each
team) is permitted a certain number t of absences. We then examine how many
rounds are needed to schedule the whole tournament in the worst case. This upper
limit depends on t and on the structure of the graph G whose edges represent the
games that have to be played, but also on whether or not the absences are announced
before the tournament starts. Therefore, we actually have two upper limits for the
number of required rounds. We have χt(G) for pre-scheduling if all absences are
pre-fixed, and we have χtOL(G) for on-line scheduling if we have to stay flexible
and deal with absences when they occur. We conjecture that χt(G) = ∆(G) + 2t
and that χtOL(G) = χ′(G) + 2t. The first conjecture is stronger than the Total
Coloring Conjecture while the second is weaker than the On-Line List Edge Coloring
Conjecture. Our conjectures hold for all bipartite graphs. For complete graphs, we
prove them partially. Lower and upper bounds to χt(G) and χtOL(G) for general
multigraphs G are established, too.
1 Introduction
There are many different types of scheduling problems. Some of them arise in pure math-
ematics, but many emerge directly out of real-life needs. For example, good schedules are
needed for the assignment of channels or frequencies in communication networks. They
are also needed for the allocation of venues and time slots to the teams in sport compe-
titions. Most of these problems can be studied as graph coloring problems, either edge
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or vertex coloring problems. The graph coloring rule that adjacent edges (resp. vertices)
should receive different colors then reflects the most basic requirement of conflict avoid-
ance, the avoidance of overlapping appointments in timetables. Usually, however, there
are additional constraints reflecting additional requirements and wishes. For instance, in
sport league scheduling, one wants to avoid that a team plays many consecutive games in
its hometown. Simultaneously, one wants to minimize the travel distances of the teams.
Moreover, TV networks may want the most attractive games to be scheduled at certain
dates. There is an economic interest behind many scheduling requirements. Therefore,
scheduling has turned into a research area of its own. Usually, this diverse area is stud-
ied in operations research and computer science. There is a vast literature, see e.g.
[DrKn, KKRU, LeTh, RaTr], to mention but a few. On the web page [Kn], many refer-
ences on various topics in sports scheduling are classified according to different aspects.
For mathematical basics about the theory of graphs and multigraphs (graphs which may
have multiple edges between any two vertices), different coloring concepts and notational
foundations, the reader may consult [Di, FiWi, JeTo, Ya].
In the present paper, we examine edge colorings of multigraphs with a new kind of
constraint related to absences. The underlying research should mainly be of interest for
people working in the theory of graph colorings. We hope, however, that our results
and conjectures will also attract interest in the sport scheduling community. In fact, our
research is motivated by time scheduling problems as they arise in sport tournaments or
in the scheduling of timetables at schools. Typically, timetables are set up under the
assumption that everything goes fine and all participants are available without absences.
In real life, however, things often do not go as planned. People get sick or otherwise
indisposed. In this case, the best plans can be thrown over. Therefore, it is important
to see how one can deal with absences. Apparently, this problem was not studied in
literature yet, at least not in any systematic way. The closest mathematical concepts,
so far, were list edge coloring [BKW, Ga, HäJa], on-line list edge coloring [Sch2, Sch5]
and total coloring [Ya]. Our results heavily rely on the findings in these fields, as we will
see. For the general discussion, however, we need to have mathematical concepts that
model time scheduling with absences even closer. In order to find suitable definitions, we
first need to distinguishing two kinds of absences, pre-announced pre-fixed absences and
unannounced absences. The following example, with its two parts, illustrates the two types
of absences and their impact on the number of rounds that is needed to accommodate all
games of a tournament. It also explains the graph-theoretic model that we use:
Example 1.1. (Part 1) Three chess players A,B,C want to play three chess games, the
game A−B , the game A−C and the game B −C . Each player can play at most one
game per round. Without absences, this can be done in three rounds. One simply has to
play one game per round.
If each player is allowed to miss one round, one round that he has to pre-announce and
prefix, then we may need to arrange one additional round. If playerA does not come to
the first round, playerB does not come to the second round and playerC does not come
to the third round, then three rounds are still enough. However, in all cases in which
at least two players miss simultaneously one of the first three rounds, a fourth round
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has to be arranged. The case where playerA and playerB cancel the third round and
playerC cancels the fourth round (whether or not the fourth round needs to take place)
is illustrated in the following assignment of opponents. Here, a fourth round can actually
not be avoided. For the given absences, four rounds are the minimum, and the presented
schedule is optimal in that sense. Next to the time-table, a corresponding graph coloring
is also presented. This graph-theoretic model shows players as vertices whose color and
number indicate the round in which a player is absent. Games are displayed as edges
whose color and number indicate the round in which the game shall take place:
Round 1 Round 2 Round 3 Round 4
PlayerA C free absent B
PlayerB free C absent A
PlayerC A B free absent
3A
3B 4 C
R
ound 1
Round 2
R
ou
nd
4
Figure 1: Optimal schedule for the indicated pre-fixed absences.
One can show that four rounds are always enough. For pre-fixed single absences, four
rounds is the upper limit.
(Part 2) The situation gets worse if the players do not have to announce their absences
in advance and simply do not show up to one round. In this case, it could happen that all
players come to the first and second round. After these two rounds there is still at least
one game X − Y left over, no mater how the first two rounds are used. So, two players
X, Y ∈ {A,B,C} did not play yet. Now, playerX may not show up to the third round
and playerY may not show up to fourth round. For instance, if the game A−B was not
played in the first two rounds ( {X, Y } = {A,B} ), this could look as follows:
Round 1 Round 2 Round 3 Round 4
PlayerA C free absent free
PlayerB free C free absent
PlayerC A B free free
3A
4B C
R
ound 1
Round 2
Figure 2: Worst possible unannounced absences after two completed rounds.
In this case, a fifth round has to be arranged to accommodate the game X−Y. Since,
at that point, playerX and playerY have used up their allowed absences, they actually
will attend the fifth round and the tournament can be concluded there. One can show
that five rounds are always enough. For unannounced single absences, five rounds is the
upper limit.
This example shows that for unannounced absences more rounds might be needed to
accommodate all games, compared to the situation with pre-fixed absences. Out of this
observation, we address two problems. Pre-scheduling with pre-announced pre-fixed ab-
sences only, and on-line scheduling, where all absences are unannounced and just happen
on the fly. We provide upper and lower bounds on the number of rounds that is needed
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to complete all planned games of a tournament. Of course, this can only be done with
some information about the absences. If one team is absent all the time, we never will
finish. Therefore, it seems natural to restrict the number of absences by some limit. We
may permit each player (team) only a certain number t of absences. We may also permit t
different players v different numbers t(v) of absences. Apart from that, any choice of
matches between the players is allowed. These matches form the edges of a multigraph
G. With these notations and parameters, the best general upper bound for the number G
of rounds is defined as a new kind of chromatic index. We call this index t-avoiding chro-
matic index χt(G), respectively on-line t-avoiding chromatic index χtOL(G) – one for χt, χtOL
pre-fixed and one for unannounced absences. These numbers are the upper limits for the
number of rounds in an optimal scheduling. This means, if we know the number χt(G),
resp. χtOL(G), then we know the precise number of required rounds if the absences appear
as unfortunately as possible, within the given frequency limitations t(v).
There is also a game-theoretic description of our scheduling problem and the numbers
χt(G) and χtOL(G) . We will not use this approach later on, but we briefly describe it
here, as it clarifies things. The whole scheduling process can be seen as a meta-game
between two meta-players, an Organizer and an Indisposer. While Organizer is trying
to organize a tournament G within a certain number χ of rounds, Indisposer is trying
to prevent that by making the players up to t many times indisposed. There are two
versions of that game, one for pre-announced absences and one for unannounced absences.
In the first version, Indisposer has only one move, in which he determines all absences.
He may enter them into a tabula like the one in Figure 1. Afterwards, Organizer has to
complete the whole schedule in one move by completing the tabula. In the second version,
the only difference is that the tabula is filled column by column. Each round, Indisposer
indicates absences in one column, and then Organizer completes that column. This could
go as in Figure 2 where χ = 4 columns are not enough to finish the complete tournament
G = K3 if t = 1 many absences are available in each row. In this game-theoretic setting,
the number χt(G) , resp. χtOL(G) , is the smallest number of columns χ for which a
winning strategy for Organizer exists.
We can calculate the numbers χt(G) and χtOL(G) in several cases. In particular,
we know χt(B) and χtOL(B) for all bipartite multigraphs B and constant or blockwise
constant t (with t being constant on each of the two blocks of the bipartition). For
instance, we may set up a school timetable and allocate time slots to the lectures that are
supposed to be taught. Assume each teacher may have up to t1 unavailabilities and each
class may not be available at t2 possible lecture times. We can provide the best upper
bounds for the number of time slots that is needed to get all lectures done. In this case,
the result only depends on t1 , on t2 and on the maximal degree ∆(B) of the multigraph ∆
B whose edges represent the lectures. Surprisingly, here, χt(B) = χtOL(B). This means
that upfront notification of absences does not give us an advantage, not for the general
upper bound χt(B). This is an exceptional phenomenon in the bipartite case.
For general graphs G , we only have partial results. Sometimes, the upper bound
χtOL(G) can be improved if absences are reported before the whole tournament starts.
For instance, this seems to be the case for all complete graphs Kn with an odd number Kn
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of vertices. Actually, complete graphs are of special interest for round-robin tournaments.
Therefore, some attention is given to complete graphs. We can provide partial result
here. If each player is allowed to miss just one announced round, we can provide detailed
information, but we do not know χ2(Kn) for odd n, for example. If the absences are
unannounced, we can calculate χtOL(Kn) for all constant multiplicities t, but only if
n − 1 is even or prime. Our results suggest two conjectures about χt(G) and χtOL(G)
for general graphs G if t is constant, Conjecture 2.1 and Conjecture 3.2. The first one,
about χt(G), is a reasonable strengthening of the Total Coloring Conjecture. It says
that χt(G) = ∆(G) + 2t. If correct, it would give us χt(G) for all simple graphs (graphs
without multiple edges). The second one, about χtOL(G), is a weakening of the on-line
version of the List Edge Coloring Conjecture. It says that χtOL(G) = χ′(G) + 2t. This
means, if the on-line strengthening of the long-standing List Edge Coloring Conjecture
should hold, then we know χtOL(G) for all multigraphs G (at least if we know the
chromatic index χ′(G) ). χ′
Following this introduction, we present two structurally similar sections. In Section 2,
we study the situation with pre-announced pre-fixed absences. In Section 3, we study the
on-line situation with unannounced absences. In both sections, we start with the basic
definitions, then look at lower bounds (Section 2.1, resp. 3.1), upper bounds (Section 2.2,
resp. 3.2), results for bipartite graphs (Section 2.3, resp. 3.3) and, finally, results for
complete graphs (Section 2.4, resp. 3.4). The results in the two sections about bipartite
graphs B are very much alike. We explain the basics about χt(B) in Section 2.3 and keep
this section free from the on-line index χtOL(B). The additional background for the study
of χtOL(B) is then introduced in Section 3.3, without repetition of the basics. To keep
our presentation systematic, however, we state the main results about bipartite graphs
there again, just generalized to χtOL(B). The situation, however, is very different for
complete graphs. The results in the two sections about complete graphs are rather unlike.
Therefore, we compare the main differences between pre-scheduling and on-line scheduling
in Section 4. For complete graphs and t = 1 , the differences between χ1(Kn) and
χ1OL(Kn) are discussed in Example 4.1 and Figure 4, which extend the basic Example 1.1
in this introduction. Finally, in Section 5, we summarize the provided evidence for our
two conjectures and point out some interesting aspects and open cases.
2 Pre-Fixed Absences and Pre-Scheduling
We model time scheduling problems between competitors in sport tournaments using
graph theory: In a multigraph G = (V,E) the vertex set V represents the set of G = (V,E)
competitors or competing teams. An edge uv := {u, v} of the edge multiset E stand uv
for a match between u and v. Single absences of players may be described by a vertex
labeling c : V −→ Z+ with positive integers – the label c(v) of a player v representing c
the round in which that player is not available. For example, c(v) = 5 would mean that
v is not available in the 5th round, if the tournament should last 5 rounds. The round
in which a game e ∈ E shall be played is denoted by c′(e). Hence, we are looking for c′
edge labelings c′ : E −→ Z+ that go well together with the absences given by c. We say
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that an edge labeling c′ : E −→ Z+ avoids c if the color c′(uv) of every edge uv ∈ E
differs from the labels c(u) and c(v) of its ends. In other words, for all e ∈ E, c(e)
c′(e) /∈ c(e) := {c(v) ¦ v ∈ e}. (1)
More generally, one may allow multi-labelings c : V −→ P(Z+) := {I ¦ I ⊆ Z+} to P(Z+)
describe multiple absences. Then, the set of players that do not show up in round number
i is Ui
Ui := {v ∈ V ¦ i ∈ c(v)}, (2)
provided that the tournament is not already finished before the ith round. In this situa-
tion, c-avoidance means that, for all e ∈ E, c(e)
c′(e) /∈ c(e) :=
⋃
v∈e
c(v). (3)
Avoiding c , however, is not the only requirement and objective. Since a player v cannot
play against two other players at the same time, we need to find (proper) edge colorings
c′ : E −→ Z+, i.e., we need that c′(e) 6= c′(f) for every two edges e and f with e∩f 6= ∅.
We define the c-avoiding chromatic index χ′c(G) of G as the smallest number of rounds χ′c
that is needed to arrange all matches e ∈ E in a way that avoids the absences given by
c. Mathematically,
χ′c(G) := min{m ∈ Z+ ¦ ∃ edge coloring c′ : E → (m] that avoids c }, (4)
where (m]
(m] = (0,m] := {1, 2, . . . ,m}. (5)
If χ′c(G) 6 m, we say that G is c-avoiding edge m-colorable. In other words, G is c-
avoiding edge m-colorable if and only if G is list edge colorable with respect to the color
lists Le given by Le
Le := (m]\c(e). (6)
It means that it is possible to find a proper edge coloring by choosing the colors of the
edges e ∈ E from the corresponding lists Le. In short, there exists an edge coloring c′
of the form
c′ : E 3 e 7−→ c′(e) ∈ Le. (7)
This observation will become helpful later. It will allow us to utilize list coloring theorems.
However, it would be very surprising if χ′c(G) could be expressed by any general formula
of reasonable complexity. It will usually depend on c in complicated ways, as we will
already see in our study of complete graphs. Therefore, the main purpose of this paper is
to provide upper bounds for χ′c(G), if some partial information about c is given. Here,
a quite reasonable restriction on the absences given by c is that every player v can miss
only a limited number t of rounds. To investigate this situation, we call a multi-labeling t
c : V → P(Z+) a t-labeling if |c(v)| 6 t for all v ∈ V. We are interested in the t-avoiding
chromatic index χt
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χt(G) := max{χ′c(G) ¦ c is a t-labeling}. (8)
For t = 0, this is just the chromatic index χ′
χ0(G) = χ′(G) := min{m ∈ Z+ ¦ ∃ edge coloring c′ : E → (m] }. (9)
For t = 1, it can be written as
χ1(G) = max{χ′c(G) ¦ c : V → Z+}. (10)
If χt(G) 6 m, we say that G is t-avoiding edge m-colorable. It is also possible to
generalize this concept to multiplicity functions t : V → N := {0, 1, . . . }. In this case, t
however, note that the term “t-avoiding” has a different meaning from the previously
defined term “c-avoiding”; even though t = c is possible, as multiplicity functions t are
also vertex labelings. This is the reason why we write t in the exponent of χ. We need
to distinguish χt from χ′c.
2.1 General Lower Bounds (pre-scheduling)
Since, in the definition of χt(G) in Equation (8), one also has to consider the multi-
labeling c with c(v) := (t] = {1, 2, . . . , t} for all v ∈ V, we see that, for non-edgeless
graphs G,
χt(G) > χ′(G) + t. (11)
Usually, however, this is far from being the best lower bound. If we assign the set (t]
to a vertex v0 of maximal degree, d(v0) = ∆(G), and assign the set (2t]\(t] to all its d
∆neighbors u, then we need ∆(G) + 2t many colors for the connecting edges v0u alone.
Hence, for non-edgeless graphs G,
χt(G) > ∆(G) + 2t. (12)
For simple graphs and t > 1, this lower bound is better than our initial lower bound
χ′(G)+ t, because ∆(G) > χ′(G)−1 for simple graphs, by Vizing’s Theorem. Moreover,
it can be generalized to non-constant t. Obviously, in that case,
χt(G) > ∆(G) + min
uv∈E
(t(u) + t(v)), (13)
but note that all our lower bounds do not hold for edge-less graphs, as then χt(G) = 0.
If, in the definition of χ1(G) in Equation (10), one restricts c : V → Z+ to (proper)
vertex colorings, one almost obtains the so-called total chromatic number [Ya], which is
defined by χT
χT (G) := min{m ∈ Z+ ¦ ∃ c ∈ (m]V, c′ ∈ (m]E both proper, c′ avoids c }. (14)
The only reason why χT (G) could be bigger than χ1(G) is that the m in its definition
must be big enough to allow a vertex coloring c of G, which lifts χT (G) up to χ(G) at
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the outset. The requirement m > χ(G) is not explicitly requested in Equation (4), the
definition of χ′c(G) underlying χ1(G). Using Lower Bound (11) and Brooks’ Theorem,
however, we actually can deduce that χ1(G) > χ′(G) + 1 > ∆(G) + 1 > χ(G), for non-
edgeless graphs G. So, the initial lift of χT (G) up to χ(G) does not lift it above χ1(G).
Hence, for non-edgeless graphs G, we always have
χ1(G) > χ
T
(G). (15)
The two parameters are not equal though, in general, e.g. χ1(K3) = 4 > 3 = χT (K3).
2.2 General Upper Bounds (pre-scheduling)
As already recognizable in Equation (6) above, an interesting connection is given to list
colorings. Therefore, we consider the list chromatic index. It is defined as χ′`
χ′`(G) := min{m ∈ Z+ ¦ G is m-list edge colorable}, (16)
where G is m-list edge colorable if it is edge colorable from every m-lists system e 7→ Le, Le
i.e. every system of lists (sets) Le with |Le| = m available colors at each edge e ∈ E.
Since, for t-labelings c and all e ∈ E, |c(e)| 6 2t and∣∣(m]\c(e)∣∣ > m− 2t, (17)
we see that G is t-avoiding edge m-colorable if G is (m−2t)-list edge colorable. Hence,
always
χt(G) 6 χ′`(G) + 2t. (18)
If the List Edge Coloring Conjecture holds for G, i.e. if χ′`(G) = χ′(G), then
χt(G) 6 χ′(G) + 2t. (19)
For bipartite multigraphs, this actually holds, as we will discuss in the next section. In
this case, we may also replace the chromatic index χ′ with the maximal degree ∆ in the
upper bound, as then χ′(G) = ∆(G) by König’s Theorem. Therefore, one may wonder if
this is possible for other types of graphs as well. As we will see, if we have multiple edges
in a non-bipartite graph G, an upper bound of ∆(G) + 2t does not hold in general. Of
course, it does not hold for simple graphs if t = 0 either, because then Vizing’s upper
bound ∆(G) + 1 > χ′(G) = χ0(G) is best possible; e.g. χ′(K3) = ∆(K3) + 1. For t = 1
and simple graphs G, however, the upper bound ∆(G) + 2 appears as a reasonable
strengthening ofVizing’s and Behzad’s Total Coloring Conjecture, which says that
χ
T
(G) 6 ∆(G) + 2. (20)
We will prove this strengthening for complete graphs. As explained, it also holds for
bipartite graphs. If it should be accurate for all simple graphs G then possibly even
χt(G) 6 ∆(G) + 2t for arbitrary t > 0. Together with Lower Bound (12) this would
mean that χt(G) = ∆(G) + 2t, so that χt(G) could be easily determined for all graphs
without multiple edges. Since this would be a surprisingly concise result, we want to
encourage further research and venture the following conjecture:
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Conjecture 2.1. For every non-edgeless simple graphs G and every t ∈ Z+
χt(G) = ∆(G) + 2t.
However, the best general result that we can provide here arises from Shannon’s Bound
for arbitrary multigraphs, or from Borodin, Kostochka and Woodall’s sharpening [BKW,
Theorem4] of that bound. Their sharpening says that multigraphs are list edge colorable
if, for all uv ∈ E, the list of uv contains at least max(d(u), d(v))+ b12 min(d(u), d(w))c
many colors, where bxc denotes the biggest integer below x ∈ R. This leads to the bxc
following result:
Theorem 2.2. For every multigraph G = (V,E) and every function t : V → N,
χt(G) 6 max
uv∈E
(
max(d(u), d(v)) + b12 min(d(u), d(v))c+ t(u) + t(v)
)
.
In particular, if t is constant,
χt(G) 6 b32∆(G)c+ 2t.
Here, for multigraphs, it is not hard to see that the factor 32 in the upper boundb32∆(G)c+ 2t cannot be improved. We have the following obvious example:
Example 2.3. Consider the thick triangle G := s×K3 (with s parallel edges between
any two of its 3 vertices v1, v2, v3 ), and take the three sets c(v1) := {1, 2, . . . , 2r}, c(v2) :=
{1, 2, . . . r , 2r+1, 2r+2, . . . , 3r} and c(v3) := {r+1, r+2, . . . , 3r} as sets of absences (i.e.
t = 2r ), then
χ′c(G) = 3s+ 3r = 32∆(G) +
3
2t.
2.3 Bipartite Tournaments (pre-scheduling)
Galvin could show in [Ga] that the List Edge Coloring Conjecture holds for bipartite
multigraphs B and B
χ′`(B) = χ′(B) = ∆(B). (21)
Therefore, Upper Bound (18) coincides with Lower Bound (12), and we obtain the follow-
ing Theorem:
Theorem 2.4. For every non-edgeless bipartite multigraph B and every t ∈ N,
χt(B) = χ′(B) + 2t = ∆(B) + 2t.
Moreover, one may even use Borodin, Kostochka and Woodall’s sharpened version
[BKW, Theorem3] of Galvin’s Theorem, which says that B is list edge colorable if the
list of every edge uv contains at least max
(
d(u), d(v)
)
many colors. This yields the
following improvement of Theorem2.4:
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Theorem 2.5. For every bipartite multigraph B = (V,E) and every function t : V → N,
χt(B) 6 max
uv∈E
(
max(d(u), d(v)) + t(u) + t(v)
)
6 ∆(B) + max
uv∈E
(
t(u) + t(v)
)
.
In this theorem, the expression in the middle depends on the number of allowed
absences t(u) and the “busyness” d(u) of the players u and their neighbors. Hence, to
keep the number of required rounds χt(B) small, it could be good to restrict the number
of absences of the busiest players more strongly. In real-life situations, however, it might
be more realistic to expect that blockwise constant functions t are used. Indeed, in the
previously mentioned example with teachers and school classes, this is a very reasonable
scenario. All teachers have the same number t1 of allowed absences, and all classes
have the same number t2 of allowed absences. If in this situation the teachers are not
available during the first t1 rounds, and the classes are absent during the following t2
rounds, then t1 + t2 rounds are lost. Hence, if the underlying graph B is non-edgeless,
then χ′(B) + t1 + t2 rounds are required, i.e., in accordance with Lower Bound (13),
χt(B) > χ′(B) + t1 + t2 = ∆(B) + t1 + t2. (22)
This coincides with the given upper bound. We obtain the following corollary:
Corollary 2.6. If B is non-edgeless and t : V → N takes the value t1 on one block and
the value t2 on the other block of the bipartition, then
χt(B) = χ′(B) + t1 + t2 = ∆(B) + t1 + t2. (23)
2.4 Complete Tournaments (pre-scheduling)
The results about list edge colorings that we used in the study of bipartite multigraphs
are quite strong, compared to what we know for other graphs. Actually, at present, it
is not even known if the List Edge Coloring Conjecture holds for all complete graphs.
Häggkvist and Janssen [HäJa] provided the upper bound
χ′`(Kn) 6 n, (24)
for all n ∈ Z+, which implies that
n+ 2t− 1 6 χt(Kn) 6 n+ 2t. (25)
Here, the upper bound is already close to the given lower bound, which arises from Lower
Bound (12). For all even n for which χ′`(Kn) = χ′(Kn), however, the upper bound
can be improved by one, because χ′(Kn) = n − 1 for even n. The problem is that the
conjectured equality χ′`(Kn) = χ′(Kn) is hard to prove in general. In [Sch5], we could
only prove it under the additional assumption that n − 1 is an odd prime. Moreover,
from the outset, this approach to improve the upper bound n + 2t is restricted to even
n, because χ′(Kn) = n for odd n. Nevertheless, the upper bound might be improvable
for all n, as Conjecture 2.1 suggests. Indeed, at least for t = 1, this is the case:
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Theorem 2.7. For all n > 2,
χ1(Kn) = n+ 1.
Proof. Based on Lower Bound (12) it suffices to show that χ1(Kn) 6 n + 1. This holds
for n = 2. Thus, assume n > 3 and let c : (n]→ Z+ be a labeling of V (Kn) = (n]. We
show that G is c-avoiding edge (n+ 1)-colorable. Without loss of generality, we assume
that c((n]) ⊆ (n+1]. Let c1, c2, . . . , cs denote the different values of c, i.e. c((n]) =
{c1, c2, . . . , cs}. After permuting the vertices, we may suppose that c1 occurs on the first
n1 vertices, c2 on the next n2, etc. For j = 1, 2, . . . , s, set mj := n1 + n2 + · · ·+ nj.
To determine the color classes of a suitable coloring, we arrange the n vertices equidis-
tantly and counter-clockwise around a cycle, and draw the edges as straight lines. Then,
the edges form n classes of parallel edges. We denote the parallel class of an edge e as
[e]. For instance, in K6, [{1, 2}] = {{1, 2}, {3, 6}, {4, 5}} and [{1, 3}] = {{1, 3}, {4, 6}}.
We say that a subset f ⊆ (n] is bigger than a subset e ⊆ (n] if min(f) > max(e), e.g.
the edge {3, 6} is bigger than the edge {2, 1}.
The initial idea is to color the parallel classes monochromatically, using one exclusive
color for all the edges inside one class only. In this way, we obtain a proper edge coloring
of Kn with n colors. However, this coloring usually does not avoid c. We only use
it in the case s = 1. If s > 1, we modify our approach. We color each of the s−1
parallel classes E1 := [{1,m1}] , . . . , Es−1 := [{1,ms−1}] with two colors (where we set
E1 := [{2, n}] if m1 = 1 ). We assign the color cj to all edges in Ej that are bigger than
the set {1,mj}, and the color cj+1 to the remaining edges in Ej . This is shown in an
example in Figure 3, where we have s − 1 = 3 many bichromatic parallel classes. Using
this coloring strategy, each color cj with 1 < j < s is used only in Ej and Ej−1. The
cj-colored edges in Ej−1 , however, connect only vertices in (mj−1], while the cj-colored
edges in Ej connect only vertices in the complement of (mj]. Hence, there is no color
conflict between these edges. We also avoid the vertex labeling c, which shows the label
cj only inside (mj]\(mj−1]. There are no problematic incidences or adjacencies, also not
within the colors c1 and cs . This is illustrated in the example in Figure 3 (were we have
s = 4 many color classes, displayed in the four smaller sub-diagrams). Now, the colors in
(n+1]\{c1, c2, . . . , cs} can be used to color the remaining n−(s−1) many parallel classes
monochromatically. The resulting proper edge coloring avoids c. So, χ′c(Kn) 6 n + 1
and χ1(Kn) = n+ 1.
This theorem can also be reinterpreted in terms of Latin squares. In the study of the
case t = 1, we only have to consider 1-labelings c : V (Kn)→ Z+. Now, if V (Kn) = (n],
the labels are c(1), c(2), . . . , c(n), and we may write them in the diagonal of an n × n
matrix. The colors c′(ij) of the edges ij in a c-avoiding coloring c′ of Kn can then be
written in the positions (i, j) and (j, i) of that matrix. In this way we get a symmetric
partial Latin square with c in the diagonal, i.e. no column or row contains an entry twice.
It is called partial, because it may use more than n different entries, and may then be
viewed as part of a possibly existent bigger Latin square. In this matrix interpretation,
Theorem2.7 says the following:
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Figure 3: The s− 1 bichromatic parallel classes Ej and the s colors cj of the vertices.
Corollary 2.8. For every function c : (n] → (n+1] , there exists a symmetric partial
Latin square in (n+1]n×n with the sequence c(1), c(2), . . . , c(n) in the diagonal.
This Corollary seems to be new, but there is a known improvement if c has certain
properties:
Theorem 2.9. Let c : (n] → (n] be a function that takes s many different values
c1, c2, . . . , cs, and let n1, n2, . . . , ns be the frequencies of these values. Then there exists a
symmetric Latin square in (n]n×n with the sequence c(1), c(2), . . . , c(n) in the diagonal
if and only if n1 ≡ n2 ≡ · · · ≡ ns ≡ n (mod 2).
Proof. This is a special case of [Cr, Theorem1] and of [An, Corollary 12].
We can use this theorem to say more about the number of rounds that is needed to
schedule a complete tournament with at most one absence per player:
Theorem 2.10. Let c : (n] → Z+ be a labeling of the vertex set (n] of Kn, n >
2. Assume that c takes s many different values c1, c2, · · · , cs inside (n] ⊆ Z+. Let
n1, n2, . . . , ns be the frequencies of these values, and let n+ := n− (n1 + n2 + · · · + ns) .
Then
χ′c(Kn) =

n− 1 if n is even and c(j) > n for all j ∈ (n],
n else if ni ≡ n (mod 2) for at least s− n+ many i ∈ (s],
n+ 1 else.
Proof. By Theorem2.7, we already know that
χ′c(Kn) 6 n+ 1. (26)
Theorem2.9 can be used to decide precisely when χ′c(Kn) 6 n :
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The interpretation of Theorem2.9 as a statement about c-avoiding edge colorings of
Kn is just opposite to what we have done above. If c is a map into (n], the condition
of Theorem2.9 is necessary and sufficient for χ′c(Kn) 6 n. If c takes values bigger than
n (i.e. n+ > 0 ), then one may change these overstepping function values into suitable
values inside (n] , in order to be able to apply Theorem2.9. If this strategy succeeds and
only n rounds are required eventually, then it does not matter that we changed these
values. We reach the end of the game before the original overstepping values come into
effect. Therefore, we only have to see how we can choose suitable replacement values in
this reassignment strategy. To start with, assume that the frequency ni0 of just one value ni0 , ci0
ci0 6 n has the wrong parity, ni0 6≡ n (mod 2). Now, if n is even, then the number
n+ of all j ∈ (n] with c(j) > n is necessarily odd, under our assumption. In this case,
one may change the n+ overstepping function values into ci0 , to increase the frequency
ni0 to ni0 + n+. If n is odd then n+ can be both, odd or even. If n+ is odd, then we
proceed as before. If n+ is even, then we split n+ into two odd summands n+1 and n+2 .
We increase ni0 to ni0 + n+1 as before, and introduce a new function value in (n] with
frequency n+2 . In all cases, the new frequencies have the right parity, and Theorem2.9
guarantees that χ′c(Kn) 6 n. It is not hard to see that for k many wrong parities, k
many j ∈ (n] with c(j) > n suffice. Put another way, having at least s−n+ many times
the correct parity suffices. From the necessity of the parity condition in Theorem2.9, it
is also not hard to see that this sufficient condition is also necessary. Indeed, if n colors
are used for the edges, then every vertex will be incident to exactly n− 1 colors. So, the
one missing color may be placed in the diagonal, if it was not already there, as a pre-fixed
absence inside (n] . Hence, overstepping function values necessarily have a “fortunate”
reassignment possibility inside (n] , if a c-avoiding edge n-coloring exists at all. This
shows that χ′c(Kn) 6 n if and only if ni ≡ n (mod 2) for at least s− n+ many i ∈ (s].
It remains to study the cases with χ′c(Kn) 6 n− 1 :
Actually, if n is odd, this case cannot occur, as then χ′c(Kn) > χ′(Kn) = n . If n is
even, then χ′(Kn) = n − 1 , and χ′c(Kn) > n − 1 follows. We have χ′c(Kn) = n − 1 , if
n is even and if c avoids conflicts with the edge colors of any one edge (n− 1)-coloring.
However, as in every edge (n−1)-coloring all n − 1 colors occur at the edges of every
vertex of Kn , this means that c(j) > n for all j ∈ (n], as claimed in the theorem.
3 Unannounced Absences and On-Line Scheduling
In this section, we investigate what happens when we do not know in advance in which
rounds the players actually appear. In real life, the organizers may insist on a certain
warning time, to be able to prepare the next round in time. In our investigations, however,
we assume that we find out who attends right before the start of each round. There is still
a given upper bound t for the number of allowed absences, possibly a function t : V → N,
but the precise allocation of the absences is not fixed beforehand.
We say that a tournament is on-line t-avoiding edge m-colorable if it is always possible
to schedule the matches in such a way that we finish the whole tournament after at most
m rounds. This is a simple definition in the language of sport schedulings, but it is a bit
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harder to translate this notion into mathematical terms. We observe that a tournament
G = (V,E) can be scheduled in m rounds if and only if the first round can be scheduled
in such a way that the remaining games can be scheduled in m − 1 rounds, no matter
which subset U of players is absent in the first round. More precisely, there must exist a U
set of independent (pairwise disjoint) matches F in G−U such that the games in G−F F
can be scheduled in m− 1 rounds, for every set U of players who are allowed to miss a
round, i.e. for all supp
U ⊆ supp(t) := {v ∈ V ¦ t(v) 6= 0}. (27)
Here, of course, the numbers t(v) of allowed absences also need to be adjusted after the
first round. We must reduce t(v) by one, for every v ∈ U. Using indicator functions 1U
of subsets U ⊆ V, 1U
1U(v) :=
{
1 if v ∈ U,
0 if v ∈ V \ U, (28)
we can turn this observation into the following definition:
Definition 3.1. Let G = (V,E) be a multigraph, t : V → N a function and m ∈ N.
Being on-line t-avoiding edge m-colorable is recursively defined as follows:
(i) If m = 0, then G is on-line t-avoiding edge m-colorable if E = ∅.
(ii) If m > 0, then G is on-line t-avoiding edge m-colorable if for all subsets U ⊆ U , F
supp(t) there exists an independent subset F ⊆ E(G − U) such that G − F is
(t−1U)-avoiding edge (m−1)-colorable.
To see if a multigraph G is on-line t-avoiding edge m-colorable, we have to apply the
recursion step (ii) in our definition up to m times recursively. In each step, we have to
find a suitable response F to every possible choice of U. To keep track of what happens
in these steps, we may denote a U that is chosen in the ith step as Ui, and an F that is Ui, Fi
chosen in the ith step as Fi = Fi(Ui). Input variables G = (V,E) and t that enter the
ith round may be denoted as Gi = (Vi, Ei) and ti. This notation will make it easier to Gi, ti
Vi, Eiexplain things. For example, it makes it easy to explain that an on-line scheduling that
successfully terminates after m rounds produces an edge m-coloring c′ : E→ (m] of G.
The different Fi just form the color classes of such a c′, i.e. c′
c′(e) = i ⇐⇒ e ∈ Fi. (29)
This, indeed, defines a coloring E→ (m], because F1 ∪ F2 ∪ · · · ∪ Fm = E. Otherwise,
our recursive scheduling would not have been completed with the base case (i) of our
definition after m rounds. Moreover, the resulting coloring c′ avoids the multi-labeling
c : V → P(Z+) given by c
c(v) := {i ∈ Z+ ¦ v ∈ Ui}, (30)
because Fi is always chosen outside Ui , in Gi − Ui. The sets Ui determine the multi-
labeling c conversely to how a multi-labeling c has determined sets Ui in Equation (2).
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The only new thing in our recursive definition is that the Ui are not pre-fixed. Each Ui
may be chosen only after the edges have been partially colored with the colors 1, 2, . . . , i−1
already.
We see that our definition actually defines a certain avoiding colorability. Again, the
lowest possible number of colors, i.e. the lowest possible number of rounds, is the crucial
parameter for us. We call it the on-line t-avoiding chromatic index of G, and denoted it
by χtOL
χtOL(G) := min{m ¦ G is on-line t-avoiding edge m-colorable}. (31)
For t = 0, this is again the chromatic index,
χ0OL(G) = χ0(G) = χ′(G), (32)
as one easily can check.
3.1 General Lower Bounds (on-line scheduling)
Time scheduling with complete information is the same as on-line scheduling, but with
pre-fixed sets of absences Ui. Indeed, if a t-labeling c : V → P(Z+) is given, we have said
that the subset of people that do not appear in round i is
Ui := {v ∈ V ¦ i ∈ c(v)}. (33)
In our recursive definition this is a valid choice. Indeed, when we enter the ith round,
we have arrived at ti := t− 1U1 − 1U2 − · · · − 1Ui−1 already. Using that c is a t-labeling,
it is then easy to show that Ui is contained in supp(ti). Therefore, a winning on-line
strategy also can be applied to pre-fixed sets of absences Ui. Hence, an on-line t-avoiding
edge m-colorable graph G is t-avoiding edge m-colorable. In other words,
χtOL(G) > χt(G). (34)
Therefore, all lower bounds for χt remain valid for χtOL. Some of the lower bounds,
however, can be improved. As we will see, χtOL(G) can be bigger than χt(G). Indeed, if
t is constant and χ′(G) = m > 0, then we may choose
U1 = U2 = · · · = Um−1 := ∅, (35)
so that still tm = t when we enter the mth round. At this point also Em 6= ∅, as
χ′(G) > m − 1. Hence, there is a uv ∈ Em. The two players u and v may now
outmanoeuvre the organizers and never come together for the next 2t rounds. In other
words, we may define
Um = Um+1 = · · · = Um+t−1 := {u},
Um+t = Um+t+1 = · · · = Um+2t−1 := {v}.
(36)
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This choice is quite unfortunate for the scheduling, as the edge uv cannot be selected in
Fm, Fm+1, . . . , Fm+2t−1. We have to wait until round m + 2t to schedule the match uv.
Hence,
χtOL(G) > χ′(G) + 2t, (37)
for all non-edgeless multigraphs G. If t is non-constant, then similarly
χtOL(G) > χ′(G) + min
uv∈E
(t(u) + t(v)). (38)
For the ordinary χt(G), we had this lower bound just with ∆(G) in the place of χ′(G).
For simple graphs G of class two (the graphs with χ′(G) > ∆(G) ) and for constant
t > 1, Lower Bound (37) is higher than the conjectured value ∆(G) + 2t of χt(G)
in Conjecture 2.1. Therefore, this conjecture suggests that, for simple graphs G and
constant t > 1,
χtOL(G) > χt(G) if χ′(G) > ∆(G). (39)
3.2 General Upper Bounds (on-line scheduling)
In this section, we generalize some of the upper bounds for χt to χtOL. Several of the
upper bounds for χt were based on the connection to list edge colorings. The results in
this section can be derived in exactly the same way, but using the on-line version of list
coloring (also called painting), a concept that we introduced in [Sch2]. In this concept,
the lists can be modified during an interactive coloration process. The idea is that, if
only positive integers are allowed as colors, we may use color 1 at first, of course, only
for vertices v whose lists Lv contain color 1. Afterwards, before we extend the partial
coloring with color 2 , we allow changes of the remaining lists Lv\{1} that do not change
their cardinalities. This extension process is then repeated with color 3, color 4 and so
forth, where in between, the remaining tails of the color lists may be altered in arbitrary,
possibly unfortunate ways. The related paintability index or on-line list coloring index
χ′OL incorporates the additional flexibility of the color lists. Apart from that, χ′OL is
defined exactly as χ′` in Equation (16). So, we have χ′OL(G) 6 m if and only if G is
edge m-paintable (which means that G can be edge colored from flexible lists of length m,
no matter how these lists are altered after each step of the coloration process). Actually,
a recursive definition of χ′OL , similar to our definition of χtOL and to Definition 1.8 in
[Sch2], would also be possible. Important here is that, even though χ′OL(G) can be bigger
than χ′`(G), the great majority of all list coloring theorems in graph theory could already
be generalized to paintability, see e.g. [HKS, Sch2, Sch3, Sch4].
Similarly as in the section about χt, our main upper bound is
χtOL(G) 6 χ′OL(G) + 2t. (40)
If the on-line strengthening of the List Edge Coloring Conjecture holds for G, i.e. if
χ′OL(G) = χ′(G), then
χtOL(G) 6 χ′(G) + 2t. (41)
This would coincide with Lower Bound (37). Therefore, as a weakening of the On-line
List Edge Coloring Conjecture, we suspect the following analog to Conjecture 2.1:
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Conjecture 3.2. For every non-edgeless multigraph G and every t ∈ N,
χtOL(G) = χ′(G) + 2t.
This conjecture is as short as Conjecture 2.1, but contains the parameter χ′(G) which
is of more complex nature than ∆(G) . This time, however, we could allow multiple
edges and t = 0 . We also have slightly more evidence, as we will see later. Moreover,
our best general upper bound in Theorem2.2 can be generalized, too. Since Shannon’s
Bound and its sharpenings can be generalized to on-line list edge coloring results, [Sch2,
Theorem3.5], we have the following improvement of Theorem2.2:
Theorem 3.3. For every multigraph G = (V,E) and every function t : V → N,
χtOL(G) 6 max
uv∈E
(
max(d(u), d(v)) + b12 min(d(u), d(w))c+ t(u) + t(v)
)
.
In particular, if t is constant,
χtOL(G) 6 b32∆(G)c+ 2t.
3.3 Bipartite Tournaments (on-line scheduling)
Since, for bipartite multigraphs B
χ′OL(B) = χ′`(B) = χ′(B) = ∆(B), (42)
by our strengthening of Galvin’s Theorem [Sch2, Theorem3.2], we can calculate χtOL(B)
for all t ∈ N. We obtain the following sharpening of Theorem2.4:
Theorem 3.4. For every non-edgeless bipartite multigraph B and every t ∈ N,
χtOL(B) = χt(B) = χ′(B) + 2t = ∆(B) + 2t.
As in the section about χt, we can also provide upper bounds for non-constant t.
This is based on our generalization of Borodin, Kostochka and Woodall’s Theorem [BKW,
Theorem3] to paintability in [Sch2, Theorem3.3]. Exactly as in the section about χt,
this yields the following sharpening of Theorem2.5:
Theorem 3.5. For every bipartite multigraph B = (V,E) and every function t : V → N,
χtOL(B) 6 max
uv∈E
(
max(d(u), d(v)) + t(u) + t(v)
)
6 ∆(B) + max
uv∈E
(
t(u) + t(v)
)
.
Together with Lower Bound (34) and Corollary 2.6, this implies the following corollary:
Corollary 3.6. If B is non-edgeless and t : V → N takes the value t1 on one block and
the value t2 on the other block of the bipartition, then
χtOL(B) = χt(B) = χ′(B) + t1 + t2 = ∆(B) + t1 + t2. (43)
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3.4 Complete Tournaments (on-line scheduling)
In this section, we generalize the results about χt(Kn). Since, however, we have the
improved Lower Bound (37), we have to be prepared for some differences. Häggkvist
and Janssen’s upper bound still holds in the on-line version, as we could show in [Sch3,
Theorem3.10], i.e.
χ′OL(Kn) 6 n, (44)
for all n ∈ Z+. This implies that
χtOL(Kn) 6 n+ 2t. (45)
Again, this can be improved by one for all even n for which χ′OL(Kn) = χ′(Kn), and there
are partial results in this direction. In [Sch5], we could prove this under the additional
assumption that n− 1 is an odd prime. Together with Lower Bound (37), this yields the
following theorem:
Theorem 3.7. Let t, n ∈ N, n > 2, and assume that n− 1 is even or prime, then
χtOL(Kn) =
{
n+ 2t− 1 if n is even,
n+ 2t if n is odd.
It is natural to conjecture that this holds for all n > 2. In fact, this would just be a
small special case of Conjecture 3.2. It also would be just a weakening of a small special
case in the On-line List Edge Coloring Conjecture. That χtOL(K10) = 10 + 2t− 1 follows
from the fact that the natural action of the symmetric group S10 on the 1-factorizations
(edge colorings) of K10 has only one orbit whose length is not divisible by 25, [CoDi,
VII.5.54]. This fact shows that, if we count modulo 25, the number of 1-factorizations is
congruent to the length of that single orbit. In particular, it is not zero, even if we count
the 1-factorizations in some orbits negative. With that, the ideas in [Al, Corollary 3.9] or
[Sch5, Theorem3.1] yield χ′OL(K10) = χ′(K10), which implies χtOL(K10) = 10 + 2t − 1.
Overall, n = 16 is the smallest open case in this conjecture (as n − 1 = 15 is the first
non-prime after 9, and as the case n = 2 is trivial).
4 Comparison
For bipartite multigraphs B the parameters ∆(B) and χ′(B) coincide, so that the
new parameters χt(B) and χtOL(B) also coincide, even if t is just blockwise constant
(by Corollary 3.6). For general multigraphs G, however, the situation is different. The
parameters χt(G) and χtOL(G) may differ, but they seem to differ by at most one if
there are no multiple edges. For simple graphs and if our conjectures hold, there are only
two cases (by Vizing’s Theorem). The parameters χt(G) and χtOL(G) coincide for all
class 1 graphs ( χ′(G) = ∆(G) ) but differ by one for class 2 graphs ( χ′(G) = ∆(G) + 1 ).
Almost all graphs are class 1 [ErWi], but it is usually difficult to verify that a given graph
18
is actually class 1 [Ho]. Complete graphs Kn on n vertices are class 1 if n is even, but
class 2 if n is odd. In particular, this means that we know χt(Kn) and χtOL(Kn) for
all n > 2 and t > 1 , if our conjectures hold. To illustrate what we have learned about
complete tournaments with single absences ( t = 1 ), we pick up Example 1.1 and extend
it as follows:
Example 4.1. A group of n chess players wants to arrange a chess tournament. Each
player shall play exactly once against each other player. Moreover, each player shall be
allowed to miss one round. We want to see how many rounds are needed to schedule the
full tournament:
If the absences do not have to be pre-announced, then χ1OL(Kn) is the best upper
bound on the number of rounds. Based on Theorem3.7, the blue graph in Figure 4 shows
χ1OL(Kn) as function of n for n 6 9 .
If the absences are pre-fixed and pre-announced in advance, then χ1OL(Kn) is the best
upper bound on the number of rounds. Based on Theorem2.7, the red graph in Figure 4
shows χ1(Kn) as function of n . We remind the reader, however, that χ1(Kn) is a
common upper bound for all distributions c : (n] → Z+ of absences. It is best possible
only as common upper bound.
If the absences are actually pre-announced in advance, one may also have a closer look
at their distribution. For complete graphs and t = 1 , we actually could determine the
influence of the distribution c : (n]→ Z+ to the number χ′c(Kn) of rounds that is needed
to schedule all games. Theorem2.10 tells us precisely how many rounds are needed. With
the function c as additional parameter, however, it is not possible to print a meaningful
graph for χ′c(Kn) in Figure 4. For more theoretical reasons, it might be interesting to
see as brown graph the total chromatic number χT (Kn) (defined in Equation (14)). It
tells the number of rounds if exactly one player is missing each round. If all players are
missing the first round, one gets the chromatic index plus one χ′(Kn) + 1 as number of
rounds. We displayed this well studied graph parameter in green to allow a comparison
with our new parameters χ1(Kn) and χ1OL(Kn) .
Figure 4: χ1OL(Kn) in comparison with χ1(Kn), χT (Kn) and χ′(Kn) + 1.
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5 Concluding Remarks
After the introduction of the parameters χt(G) and χtOL(G) , this paper focused mainly
on Conjecture 2.1 ( χt(G) = ∆(G) + 2t ) and Conjecture 3.2 ( χtOL(G) = χ′(G) + 2t ).
Intuitively, these equations look wrong, as they seem too simple to be true. In particular
the first equation appears unlikely. All commonly studied chromatic numbers are hard
to calculate, but, in this conjecture, the parameter χt(G) can simply be read off from
the maximal degree. This is a serious counterargument. Despite this doubt, however, we
could provide some supporting evidence.
Both conjectures were motivated by our lower bounds, so that the stated values are
certainly not too high. We also were able to prove our conjectures for all bipartite graphs.
For bipartite graphs, however, both conjectures become the same. So, this particular
case does not provide justification for the finer differences between our conjectures. We
need to consider non-bipartite graphs (and class 2 graphs) to show that we adjusted our
conjectures in the right way to pre-announced and unannounced absences.
With respect to unannounced absences and our second conjecture, we showed that
this conjecture holds for all graphs for which the On-Line List Edge Coloring Conjecture
holds. In particular, there are infinitely many complete graphs for which our second
conjecture holds. It would be nice if this result could be extended to all complete graphs.
This, however, would require some new ideas. Eventually, our approach relies on [Sch5,
Lemma4.1], and this lemma cannot be generalized in a suitable way, as unpublished
counterexamples show.
With respect to pre-announced absences and our first conjecture, a connection to a
long-standing conjecture was established, too. However, our first conjecture strengthens
this conjecture, the Total Coloring Conjecture, and not the other way around. Therefore,
we cannot simply search for graphs that meet the Total Coloring Conjecture and then
deduce that our first conjecture must also hold for them. Apart from bipartite graphs and,
more generally, all class 1 graphs for which the On-Line List Edge Coloring Conjecture
holds, we could fully prove our first conjecture only for complete graphs and t = 1 .
We would like to see a proof for all t > 1 , preferably with a full scheduling scheme,
like the one inside the proof of Theorem2.7. This would be helpful with respect to the
organization of complete tournaments with up to t announced absences per player.
Acknowledgement: We thank Jingyi Shi and Zhaoyuan Huang for the initial calculation
of χ1(Kn) and χ1OL(Kn) for some small n.
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