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ABSTRACT
Recent advancements in material technology have led to the development of nonporous negative Poisson’s ratio (NPR) materials (also called auxetic structures) by making spherical inline dimples on both sides of an elastic sheet. Manufacturing technologies
such as 3-D printing and additive manufacturing paved the way to realize the complex
shapes needed to achieve NPR behavior. These materials are desirable in many engineering applications, especially in the gas turbines hot-gas-path, due to their unique properties. In the current study, an effort is made to understand the flow physics and surface
heat transfer mechanism for channel flow having one wall with spherical dimples and
protrusions. An equivalent geometry, with dimples on both sides of the flat sheet with
density beyond a certain threshold, would have NPR characteristics. Furthermore, dimples and protrusions are also studied in isolation to understand what key differences are
brought by the combination of these two. Flow field measurements, in-and-around these
features, are done using the stereoscopic PIV. The transient TLC method is used for local
surface heat transfer measurement. Numerical simulations, steady RANS, URANS, and
LES, are used in conjunction with experimental data to develop a detailed understanding
of the flow field and surface heat transfer. A comparison of experimental measurements
and numerical simulations identifies the areas for improvement in numerical modeling
of the flow field and surface heat transfer in the presence of such geometries. The friction
factor measurement along with heat transfer is used to characterize the thermal performance factor (TPF) of each geometry for a range of Reynolds number. The novelty of
this work is the inline arrangement of features and first-of-its-kind PIV measurement for
dimples-protrusions. The understanding developed from this work can easily be utilized
for designing components involving NPR materials with dimples-protrusions.
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CHAPTER 1: INTRODUCTION
This chapter consists of an overview of gas turbine and its main components followed by working principle, thermodynamic cycle, and need for cooling in gas turbine
engines and concludes with various cooling methods used in modern gas turbine engines
in general and then providing detailed discussion on internal duct cooling in particular.

Gas Turbine Overview
A turbine is a machine that harnesses the kinetic energy of water, steam, air, combustion gases, or any other fluid and turns it into the rotational motion using a wheel or
rotor, typically fitted with vanes. There are four main types of turbines: hydro turbine,
steam turbine, gas turbine, and wind turbine.
Gas turbines are engines that convert the chemical energy of a fuel into either kinetic energy or mechanical energy. The kinetic energy produced by gas turbines is used to
generate thrust that propels an aircraft. The mechanical energy produced by gas turbines
is used as shaft power and these turbines are called power generation gas turbines. The conversions of chemical energy of fuel into thrust or shaft power is not a one-step process
and it requires several engine components to interact, within each engine components
energy conversion takes place sequentially.
They have high specific power and significantly lower emissions in comparison
to conventional reciprocating engines [2]. They are the adaptable source of power and
have a variety of applications, i.e. electrical power generation, jet propulsion, supply of
compressed air, pump drives for gas or liquid pipelines, land and sea transport, etc. [3].
Moreover, turbines contribute to more than 98 % of the total grid power in the
United States [4]. This consists of electrical power generated by nuclear, coal, natural

1

gas, the hydro, wind, and solar. Nearly 80 % comes from only nuclear, coal, and natural
gas. Most of the heavy-duty power generation gas turbines are relatively large, with
electrical power from 100 to 400 MW in a simple cycle with a thermal efficiency of 3540 %. When used in a combined cycle, a single gas turbine can produce over 800 MW
electrical power with a thermal efficiency of as high as 64 % [5]. A typical gas turbine has
higher thermal efficiency than the propulsion gas turbine due to the thrust requirement
in the latter case that keeps the work output of the turbine only enough to run the fan,
compressor, and auxiliary units. Besides requirements such as higher aerodynamic losses
caused by higher coolant need and lower weight and size of the engine are important to
only aircraft engines; the power generation gas turbines do not have such requirements
that allow the combined cycle operation and recovery of the waste heat from the exhaust
leading to higher thermal efficiency as compared to aircraft engines. There is another
group of much smaller turbines called microturbines that exists, the power output of
these can be anywhere from 30 to 500 kW [6]. These turbines are built to supply electrical
energy and heating or cooling to a group of local energy users. Initially, they were used as
an auxiliary power source for heating and cooling for aircraft. Between the two extremes
of heavy-duty gas turbines and microturbines, industrial turbines exist with the power
range from 1-50 MW. These turbines are solely used for mechanical drives or in recovery
steam generators. Oil and gas platforms use these turbines to drive the compressors to
inject the gas into the wells to force the oil up or to compress the gas for transportation.
Globally, the primary source of greenhouse gases is electricity and heat (31 %) and
makes 72 % of the total when combined with agriculture, transportation, forestry, and
manufacturing [7]. These greenhouse gases are causing global warming by trapping the
heat coming from the Sun into the atmosphere. In the last 50 years, global greenhouse
emission has increased by 80 % and the Earth’s average temperature has gone up by 1 o C
due to human activity [8]. Coal is the biggest contributor to fossil fuel greenhouse gases,
2

accounting for 42 % of the global total. Because of its higher carbon dioxide emission,
the usage of coal is declining everywhere. The global use of natural gas has grown by
2.6 % in the last five years; it still contributes only half of the emission from the coal. The
natural gas has become a bridge fuel in the transition from coal to renewals [9]. Although
renewal energy sources produce cleaner energy as compared to fossil-based energy production yet intermittency is the key issue. The sun does not shine at night, some days are
windier than others, and drought may occur at times; all these make the renewal power
generation intermittent and unreliable. Grid stability is one of the most important factors in power generation and fossil fuel-based power plants can do that by providing a
continuous supply of power.

History of Gas Turbines
The first known concept of converting the energy of a moving fluid into useful
work was described by the Greek Mathematician and Engineer Hero around 130 BC. The
device was named aeolipile, also known as Hero’s engine. It was a bladeless radial steam
turbine that spins when the torque is produced by steam jets exiting out of the sphere
upon heating of the central water container under the sphere [10]. In 1629, Giovanni
Branca devised a so-called steam turbine in which a wheel with flat vanes was being
rotated by the steam produced in a separate vessel and directed to the vanes by a pipe
[10]. John Barber of the United Kingdom was granted the first patent for the gas turbine
in 1791 which had all the important features of a successful gas turbine. He suggested
burning gas obtained from wood, coal, oil, or other substances, heat them in a retort or
producer, sends them into a receiver to cool. Gas and air were then compressed and
pumped into a combustion chamber where ignition took place, hot gas is passed over the
vanes of a paddle wheel. Water was used as a coolant for the combustion chamber and
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to increase the volume by producing steam [11]. Barber’s concept was sound but could
not be practical at that point due to insufficient power to compress the air and gas to get
any useful work output. But in 1972, Bonn firm Kraftwerk-Union AG turned the concept
into reality and showed the working model in Hannover Fair. An idea of a multi-stage
turbine was suggested by John Dumball in 1808 but it never worked because he did not
consider having stationary airfoils in-between rotating ones [10, 12, 13]. In 1837, Bresson
proposed an idea of driving compressed air to combustion chamber using a fan, mix the
fuel into the air and burn, add more air to cool down the combustion products, and use
the final product to drive the turbine blades [10, 11]. Fernimough from England, in 1850,
came up with an idea of mixed steam and gas turbines; the air was passed over the grate
of coal, water was sprayed into the hot gas, and the mixture will drive a two-bladed
rotor [10]. Around 1872, a combination of ideas of Barber and Dumball was utilized by
Dr. Franz Stolze to develop the first axial compressor driven by an axial turbine [10].
His design had a multi-stage axial compressor and turbine, a combustion chamber, and a
regenerator to heat the gases entering the combustion chamber and tested between 19001904, but never succeeded. The workable hardware for turbines was produced only after
the patent for a reaction steam turbine and gas turbine by Sir Charles Parsons in 1884 and
Charles de Laval’s implementation of Giovanni Branca’s idea for impulse steam turbine
[10, 12]. August C. Rateau, Charles Curtis, and Dr. Zoelly developed the variations of
impulse turbine in 1895-96 [14]. In 1903, Charles Lemale and Rene Armengaud built a
successful gas turbine using Rateau rotary compressor and Curtis velocity compounded
steam turbine [10]. In 1905, Brown Boveri built the first gas turbine and compressor unit
and installed it in the Marcus Hook Refinery of the Sun Oil Company near Philadelphia,
PA. It provided a total of 53 kW power [10]. In 1926, Alan Arnold Griffith published a
paper titled, “An Aerodynamic Theory of Turbine Design” which described the theory of
gas flow past airfoils [15]. In 1938, Brown Boveri also installed the world’s first electricity4

generating gas turbine for a power plant at Neuchatel in Switzerland [10]. In July 1949,
another simple-cycle gas turbine was installed in the United States at the Huey Station of
the Oklahoma Gas & Electric Co., Oklahoma City. It had a fifteen-stage axial compressor,
a two-stage turbine, and six straight flow-through combustors with a 35-kW output [16].
The First World War proved the effectiveness of airplanes as a military weapon, but
gasoline engines were used as the power source at that time (1918-1920) and gas turbines
were too heavy and big. They needed low power to weight ratio to be considered as an
engine for airplanes. By the time of the Second World War, turbochargers were highly developed and turbo-charged piston-engine aircraft were used in World War 2 [14]. On Jan
16, 1930, Frank Whittle filed a patent “Improvements in Aircraft Propulsion” for compound centrifugal compressor and single-stage axial turbine. But with funding from
Power Jets Ltd., it was built by the British Thomson-Houston Co. of Rugby and successfully tested only in 1937 with double-entry centrifugal compressor and single-stage
turbine [17]. In 1935, Hans Pabst von Ohain from Germany published his idea of a turbojet engine with compound axial-centrifugal compressor and radial turbine which was
built by Ernst Heinkel. On August 24, 1939, the first flight of a turbojet aircraft, the He
178, powered by the HeS 3B turbojet engine took place [14]. Whittle’s development gave
rise to the W-1 engine, the first flight of which happened on May 15, 1941, in a Gloster E
28/28 aircraft [18]. The development of gas turbine-powered aircraft was intensified after
the first successful flight. In 1942, Messerschmitt Me 262 jet aircraft having two Junkers
Jumo-004-B gas turbine engines took its first flight. With over 6,000 engines built, it was
the first aircraft gas turbine engine that was manufactured in large-scale series. Starting
with its B4 series, these engines used hollow turbine blades with air cooling. Due to the
unavailability of nickel and chrome in war years, the maximum life of the turbine rotor
was of the order of 50 hours only. Since 1945, research efforts have resulted in higher
component efficiencies, pressure ratios, turbine inlet temperature, bypass ratios, and re5

liability, and durability. Lower specific fuel consumption and higher thrust to weight
ratios are the results of all the developments. Reduction in manufacturing and maintenance cost, noise, exhaust emissions, and an increase in the maintenance interval has been
added to the priorities more recently [18].

Working Principle of Gas Turbine
In 1872, George Brayton, an American engineer, filed a patent application for a
constant-pressure reciprocating engine which he called Ready Motor. The Brayton cycle
is named after George Brayton and it describes the thermodynamic cycle involved in a
constant-pressure heat engine. Though John Barber, from the United Kingdom, patented
this idea in 1791, the original development of this concept is done by George Brayton. It
is also called the Joule cycle at times. The world’s first self-propelled submarine (Holland
boat 1) used the Brayton engine in 1875.
A typical gas turbine has three main components: the compressor, the combustion
chamber, and the turbine as shown in Figure 1.1. Fresh atmospheric-pressure air is sucked
into the compressor; it increases the pressure of air. High-pressure air is directed to the
combustion chamber; fuel, gaseous or liquid, and high-pressure air mixed and burnt in
the combustion chamber resulting in high-temperature gases but at constant pressure.
These high pressure and temperature gases are then passed over the turbine blades; they
expand and produce work output by rotating the shaft. A part of energy contained in the
hot and compressed gases is converted to the work output while remaining goes into the
atmosphere with the exhaust gases. The shaft work produced can then be used to run the
compressor, produce electricity (using generator connected to the shaft), and run vehicles
such as aircraft, ships, trains, or even cars and trucks nowadays.
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The operating cycle for a gas turbine is the Brayton cycle; it consists of four thermodynamic processes, including compression, heat addition, expansion, heat rejection as
shown on the P-v and T-s diagrams in Figure 1.2a and Figure 1.2b. In the ideal Brayton
cycle, the compression process (1-2) is adiabatic and the volume of the air reduces during
this process. Heat addition (2-3) is an isobaric process where temperature increases due
to heat release from the fuel. Expansion process (3-4) is isentropic, hot and compressed
gases give up their energy by expansion to produce a torque which rotates the turbine.
Heat rejection (4-1) is again an isobaric process, the temperature of the gases reduces but
pressure remains constant during this process.
In an actual gas turbine cycle, there are always irreversibilities associated with the
thermodynamic process; compression and expansion processes are not truly isentropic
and there is some entropy creation in each process. Additionally, there is always some
process drop occurs in heat addition and heat rejection processes. Hence, in an actual
gas turbine cycle, the compressor needs more work and the turbine produces less work
which results in lower thermal efficiency as compared to the ideal gas turbine cycle. The
thermodynamic processes involved in an actual gas turbine cycle are represented with
dashed red lines in Figure 1.2a on the P-v diagram and in Figure 1.2b on the T-s diagram.
The main goal of an industrial gas turbine is to produce maximum net positive
work output that can be used to generate electricity or to do any other kind of work;
thermal efficiency becomes very important in these situations. On the other hand, providing maximum thrust is most important in aviation gas turbines; thermal efficiency is
of less concern. The exhaust gases are accelerated through the nozzles, increased velocity
produces required thrust for the aircraft. In modern industrial gas turbines, exhaust gas
temperatures can be over 600 o C and dumping such hot gases into the atmosphere would
mean a loss of energy and a detrimental effect on the environment. One way to increase
the thermal efficiency of a gas turbine power plant is to utilize the exhaust gases to gener7

ate steam which is used to run the steam turbine; this arrangement is called the combined
cycle operation of a gas turbine. Thermal efficiency for the combined cycle power plant
is as high as 64 % [5].

Figure 1.1: Main components of a typical gas turbine

(b) T-s diagram

(a) P-v diagram

Figure 1.2: Thermodynamic processes for a Brayton cycle

8

Efficiency and Power Output
From the first law of thermodynamics, for a cyclic process 1-2-3-4-1, change in
internal energy of the fluid is zero since internal energy only depends on the initial and
final state. All the quantities used in equations are on the per-unit mass basis.

∆uint1−2−3−4−1 = 0 = qin + qout − wB
Therefore, the net work done

wB = qin + qout

For constant pressure processes 2-3 and 4-1, the heat exchange per-unit mass is

dq = Cp dT = de
Assuming working fluid to be ideal gas with constant Cp , heat addition in combustion process 2-3 and heat rejection in process 4-1 can be written as,

qin = e3 − e2 = Cp (T3 − T2 )
qout = e1 − e4 = Cp (T1 − T4 )
Since qout is the heat going out of the system; therefore, it is negative. The net
specific work
wB = qin + qout = Cp (T3 − T2 ) + Cp (T1 − T4 )
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(1.1)

The thermal efficiency of an ideal Brayton cycle in terms of temperatures:

ηIdealBrayton

T 1( TT41 − 1)
N et work output
Cp (T3 − T2 ) + Cp (T1 − T4 )
T4 − T1
= 1−
=
=
= 1−
Heat input
Cp (T3 − T2 )
T3 − T2
T2 ( TT32 − 1)
(1.2)

Since processes 2-3 and 4-1 are at constant pressure; therefore, P2 = P3 and P1 = P4 and
Processes 1-2 and 3-4 are adiabatic and reversible; therefore, pressure and temperature
are related by Equation 1.4.
P1
=
P2



γ
 γ
 ( γ−1
)
T 1 ( γ−1 ) P4
T4
=
=
T2
P3
T3

T4
T3
=
T1
T2

(1.3)

(1.4)

Using Equation 1.4 in Equation 1 gives ideal Brayton cycle efficiency:

ηIdealBrayton = 1 −

Tambient
T1
=1−
T2
Tcompressor exit

(1.5)

Using adiabatic relation for temperature and pressure ratio across the compressor
inlet and exit, ideal Brayton cycle efficiency can also be expressed in terms of compressor
temperature ratio (T Rc = T2 /T1 ) and pressure ratio (P R = P2 /P1 ):

ηIdealBrayton = 1 −

1
1
=1−
γ−1
(T Rc )
(P R)( γ )

(1.6)

It is clear from Equation 1.6 and Figure 1.3 that the efficiency of an ideal Brayton
cycle increases with compressor pressure ratio. A continuously increasing pressure ratio
trend has been noticed in aviation engines; the pressure ratios were around 15 in 1960
but gone past 50 by 2000 and still increasing. Also, ideal Brayton cycle efficiency depends
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on the compressor temperature ratio (T2 /T1 ) which is always significantly lower than the
highest temperature ratio (T3 /T1 ) in the Brayton cycle. Therefore, for a given maximum
cycle temperature, the Brayton cycle is less efficient than a Carnot cycle. Figure 1.4 shows
that the theoretical maximum efficiency of any heat engine, Carnot efficiency, has a limitation (Second law of thermodynamics) in terms of hot and cold reservoir temperature
between which it has to work. Moreover, in the ideal Brayton cycle, heat addition and
rejection are non-isothermal that brings the thermal efficiency of a Brayton cycle down as
compared to the Carnot cycle. To design an ideal gas turbine cycle is nearly impossible.
In an actual gas turbine cycle, compression and expansions are non-isentropic (processes
1-2’ and 3’-4’ in Figure 1.2b) and heat addition and rejection are nob-isobaric (processes
2’-3’ and 4’-1 in Figure 1.2a). Therefore, compression needs more work than isentropic
compression, the turbine produces less work than isentropic expansions, heat addition
results into lower pressure and temperature as compared to isobaric heat addition, and
heat rejection must start at higher pressure and temperature as compared to isobaric heat
rejection. Additionally, fuel mass flow, combustion efficiency, and change in fluid properties should be accounted for calculation of an actual Brayton cycle thermal efficiency. All
these deviations from the ideal case result in lower thermal efficiency as compared to an
ideal Brayton cycle.
The turbine inlet temperature T3 is fixed by the available material technology. The
next design question is to decide the compressor temperature ratio – should it be based
on maximum efficiency or maximum specific work output. Considering Equation 1.5 and
Figure 1.2a, for the maximum thermal efficiency compressor exit temperature T2 should
approach the turbine inlet temperature T3 ; therefore, no heat is added in the combustion
process and net specific work output is approaching to zero. Therefore, this is not a suitable criterion to find the temperature ratio for compressor and a condition for maximum
specific work output should be used.
11

Figure 1.3: Effect of compressor pressure ratio (P2 /P1 ) on ideal Brayton cycle thermal
efficiency

Since turbine inlet temperature, T3 is fixed by the material melting temperature,
compressor inlet air temperature T1 is set to atmospheric temperature; to get the condition for maximum specific work output, Equation 1.1 should be differentiated with respect to compressor exit temperature T2 and set to zero and use Equation 1.4. Therefore,
compressor exit temperature T2 for maximum specific work output:
p
T2
=
T2 = T1 ∗ T3 or
T1
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r

T3
T1

(1.7)

Figure 1.4: Block diagram of representative thermal efficiency for Carnot, ideal, and actual
Brayton cycles with associated losses

Therefore, optimum pressure ratio for maximum specific work output:

P Roptimum =

 γ
T3 ( 2(γ−1) )
T1

(1.8)

Thus, the maximum power output for an ideal Brayton cycle:
"
P ower = ṁCp T1

#
r
T3
T3
−2
+1
T1
T1

(1.9)

Using Equation 1.3, Equation 1.1 can be rewritten as:
wB
= TR 1 −
Cp T1



 γ−1 ! 

γ−1
1 ( γ )
(
)
γ
− (P R)
−1
PR

(1.10)

Figure 1.5 shows that idea Brayton cycle efficiency, for a given temperature, increases
with pressure ratio, reaches a maximum value and then drops with any further increase
in pressure ratio. This trend is more prominent at lower temperature ratios.
In conclusion, the goal of a gas turbine design is to increase the specific work output and thermal efficiency, which requires the optimization of pressure ratio for a given
13

Figure 1.5: Effect of compressor pressure ratio (P2 /P1 ) and temperature ratio (T R =
T3 /T1 ) on the specific work output for an ideal Brayton cycle

temperature ratio for the cycle. Since optimum pressure ratio depends on the turbine
inlet temperature; therefore, any increase in the turbine inlet temperature increases the
specific work output and efficiency of the gas turbine. But, any increase in the turbine
inlet temperature, needs a significant engineering design and analyses to keep the parts
safe during the operation.

Need of Turbine Blade Cooling
Depleting fossil fuels, the adverse impact of greenhouse gases on the ecological
system, and economic benefit had been the driving force for making more efficient gas
turbine engines. In the quest to improve the gas turbine efficiency, the firing temperatures above 1600 o C are being used [19]. The turbine blade materials are not capable
of surviving in such harsh conditions and their temperature needs to be kept below the
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melting point. A detailed understanding of hot-gas flow physics is necessary to design
an efficient cooling system for a gas turbine. The hot-gas flow inside a gas turbine is
unsteady, highly turbulent, and three-dimensional; therefore, a sound understanding of
heat transfer in such flows is very important. Blade materials start softening well below the melting point; every degree further increases in the metal temperature lowers
the life of turbine blades significantly. According to Han et al. [20], the life of gas turbine components may be reduced by half for an increase of approximately 28 o C blade
metal temperature. Therefore, accurate prediction of local heat transfer coefficient and
blade temperature is critical to prevent local hot spots and increase the turbine blade life.
Turbine cooling methods have been improved significantly in the last few decades. The
main objective of all the cooling techniques is to optimize the effectiveness of cooling air
to reduce the maximum blade temperature as well as the temperature gradients within
the blade surface.
Nickel-based Super-alloys are used to make turbine blades using investment casting [21]. At room temperature, the thermal conductivity of Nickel-based super-alloy
IN713LC is around 10.3 W/m.K [21]. The melting point of the Inconel, a nickel-based
super-alloy, is 1390 − 1425 o C but it’s safe only below 1100 o C [20]. Single crystal and
directionally solidified turbine blades are used in advanced gas turbines.
Although there has been an enormous amount of research effort in the last six
decades for developing high-temperature materials for gas turbine applications yet the
maximum allowable material temperature has improved by only about 200 o C whereas
allowable gas temperature has increased at least by 600 o C in the same period [22]. The
development of low thermal conductivity thermal barrier coatings (TBC) has helped a
lot in keeping the actual turbine blade shielded from harmful hot gases. At the same
time, advanced cooling methods such as film cooling has brought the metal temperature
further down and improved the life of hot-gas-path components significantly. The use
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of closed-loop cooling and ceramic matrix composite (CMC) blades are active areas of
research and hoped to give a push of another couple of hundred-degree Celsius in the
turbine inlet temperature in the future.
To cool the hot-gas-path components of a gas turbine, both internal and external
cooling methods are used. The first stage fixed and rotating vanes and their end walls,
also known as platforms, are directly exposed to the high-temperature gases from the
combustion system and needs to be kept below their melting point. In a typical gas turbine engine, higher pressure air, from the last few stages of the compressor, is routed
directly into the internal cooling channels of hot-gas-path components. The cooling air
temperature is several hundred degrees Celsius lower than the hot gases; the actual value
depends on the overall pressure ratio and operating condition of the gas turbine. The
high-pressure cooling air does not participate in the combustion process, which means it
does not contribute to the turbine work output. On the contrary, it consumes some of the
useful work produced by the turbine to raise its pressure which is necessary to prevent
the ingestion of hot gases into the cooling channels. Also, excess cooling air adds to the
mixing losses which affect the thermal efficiency of gas turbines adversely. Therefore, it
becomes critical to minimize the amount of cooling air in a gas turbine engine to increase
thermal efficiency. A detailed understanding of different cooling techniques is important
to improve their performance.

Cooling Methods
Figure 1.6 shows the different cooling schemes practiced in a typical first stage
stationary and rotating blades [1]. Gas turbine blade cooling can broadly be classified as:
1. Internal cooling
(a) Jet impingement
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(b) Turbulators
(c) Pin fins
2. External cooling
(a) Film cooling
(b) Transpiration cooling

Figure 1.6: Different cooling schemes used in a typical gas turbine blade [1]

Internal Cooling
In jet impingement cooling, a surface with several holes is used; high-pressure
coolant flows through these holes and directly impinges on to the hot target surface.
Effectiveness of the jet impingement cooling depends heavily on the distance from the
target plate and strength of crossflow. Jet impingement cooling provides high heat transfer enhancement and used in the areas where the very high heat load is expected such
17

as leading edges of a first stage turbine blade. But having jet impingement holes inside the turbine blade reduces its structural strength and their location is constrained by
the blade geometry itself. Turbulators are used to promote turbulence, separation, and
reattachment of the boundary layer and results in enhanced heat transfer. An enormous
amount of research has been done to study the effect of important turbulator parameters
on heat transfer and pressure drop. The trailing edge of the turbine blades are thin and
pin fin cooling is used to enhance heat transfer as well as to provide additional structural strength. Vortex shedding at the downstream of pin fin increases turbulence for the
subsequent rows and enhances heat transfer. Additionally, pin fin disturbs the boundary
layer of the end-walls and improves end-wall heat transfer too.

Dimples and Protrusions
For the efficient design of gas turbine blades, an in-depth understanding of the
science and engineering of fluid-side heat transfer enhancement is of utmost importance.
A significant part of the total resistance to heat flow, between 80-90 %, comes from fluidside resistance. The boundary layer, near the solid boundary, slows down the flow which
decreases the heat transfer from the surface. Various shaped fins are used to increase the
heat transfer; they increase the surface area for the heat transfer and stop the boundary
layer growth by providing a trip to the boundary layer at regular intervals. Additionally, some of these topologies are designed in such a way that they produce self-sustained
flow oscillations which increase heat transfer by increasing transport of momentum and
energy in the transverse directions. Fins can be put in two broad categories, continuous
and discontinuous. Wavy fins and ribs are examples of continuous surfaces whereas louvered and strip fins are examples of discontinuous fins. The friction penalty associated
with each of these surface topologies is also an important factor for achieving heat trans-
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fer enhancement. Therefore, an ideal shape is one that provides the highest heat transfer
enhancement with the least increase in the friction factor [23].
The surfaces with an array of concavities and/or convexities are ideal from heat
transfer as well as friction factor viewpoint. The main mechanism for heat transfer enhancement in dimples is the development of self-sustained secondary vortical structures
when the flow passes over the dimpled surface (see Figure 1.7a). These secondary structures increase the convective heat transfer from the surface by inducing large-scale secondary motions in the transverse directions. Also, the flow reattachment and strong upwash
(around the dimple downstream rim) leads to an improved heat transfer on the surface
of the dimple near downstream rim and plateau following the dimple. The shear layer
forms over the dimple, vortices generated by Kelvin-Helmholtz (K-H) instability continuously shed in the downstream. These vortices increase the turbulence over the dimples.
A recirculation region near the upstream rim of dimple exists that reduces heat transfer.
On the other hand, heat transfer augmentation in protrusion is caused by the impingement
of the flow on the front portion of the protrusion (see Figure 1.7b). The flow separation in
the second half of the protrusion leads to reduced heat transfer. Figure 1.7c shows the
simplified sketch of flow and heat transfer when a combination of dimples-protrusions
is used. The separated flow from the protrusion, with eddies, lands into the dimple;
this causes secondary motions in the dimple starting from the upstream rim and leads to
breakup of the large recirculation region (seen in the dimples only case) into two smaller
recirculation zones with a backward shift in the reattachment point. All this leads to an
increase in the turbulence in the dimples and improved heat transfer. The heat transfer
mechanism from protrusion remains the same except that the impingement is weakened
by the strong upwash and K-H vortices from the upstream dimple.
Dimples incur much lower pressure drop, as compared to other heat transfer enhancement devices used in gas turbine blades, for comparable heat transfer augmenta19

tion because they do not produce any form drag, and the disturbances caused by dimples
are limited to near-wall region leaving core flow undisturbed. Though protrusions produce higher pressured drop as compared to dimples but still that is significantly lower
than other heat transfer devices such as ribs or pin fins. The pressure drop penalty for
dimples-protrusions lies in-between these two. In some cases, i.e. aircraft engines, the
weight of the engine is also very important; therefore, having dimples on the surface
reduces weight, and having dimples-protrusions of the same size does not increase the
weight of the engine.

External Cooling
Cooling air pass through several discrete holes on the turbine blade hot surface, it
forms a protective film of coolant between hot gases and the turbine blade surface. The
film cooling effectiveness depends on the pressure and temperature ratio of the cold and
hot fluid. The development of film cooling has resulted in a significant increase in turbine
inlet temperature without affecting the life of turbine blades. Film cooling is non-uniform
due to the discrete nature of film cooling holes and gives rise to hot spots on the turbine
blade surface. In transpiration cooling, the porous medium is used to provide continuous
flow coolant through pores of the metal, it results into a uniform film of cooling fluid
and protect it completely from hot gases flowing over the surface. The advent of additive
manufacturing has removed some of the challenges in the usage of transpiration cooling
in gas turbines and it is an active area of research to improve the thermal efficiency of the
gas turbine engines. Calderon et al. [24] showed that transpiration cooling reduces the
thermal gradients on the surface of the leading edge of a turbine blade.
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(b) Protrusion

(a) Dimple

(c) Dimple-Protrusion

Figure 1.7: Simplified sketch of flow and heat transfer over a dimple, protrusion, and
dimple-protrusion
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CHAPTER 2: LITERATURE REVIEW
The main techniques used for gas turbine blade internal cooling are rib turbulators,
arrays of dimples, protruded surfaces, swirl chambers, pin fins, and surface roughness
[25]. Ligrani et al. [25] described that all of these rely on increasing the turbulence level
in the flow by intensifying the secondary flow. In some particular cases (i.e. dimples and
protrusions), self-sustained coherent streamwise vortical structures are generated. These
secondary flows and vortices increase the shearing and velocity gradient in the flow that
results in three-dimensional turbulence generation. Moreover, these secondary structures
also increase the secondary advection of heat from the wall. Also, all these techniques
result in some heat transfer enhancement caused by the increase in the surface area for
the convection of heat from the surface.
The current study focuses on studying the heat transfer enhancement mechanism
for dimples and/or protrusions only. Thus, this chapter provides an overview of the
literature and current state of the art for dimples, protrusions, and dimples-protrusions as
the heat transfer augmentation schemes employed in the variety of applications including
turbine blade internal cooling, heat exchangers, solar panels, etc. Some researchers used
these schemes in a combination with other methods such as rib turbulators and pin fins
to increase the heat transfer augmentation further.

Dimples
The study of dimples as a heat transfer enhancement device has been part of the
research for the last five decades. In 1966, Snedeker and Donaldson [26] published an
experimental study of the flow in a hemispherical cavity. The bistable condition was
observed for a particular value of cavity diameter. The vortex axis was found to be sig-
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nificantly skewed with the free-stream flow direction which was unexpected. It was also
noticed that this skewed position was stable once the flow was established and it was
independent of the speed of the flow in the range of study.
One of the first known studies of dimples as a heat transfer enhancement device
was conducted by Murzin et al. [27]. They studied the flow structures over the dimples
and their impact on the heat transfer from the surface. They found out that the flow is
almost symmetric, and a stable recirculation exists inside the dimple cavity. In another
study by Gromov et al. [28], a variety of sizes of hemispherical cavities are studied experimentally. They reported that for some sizes the streamlines are symmetric, but they
also found nonsymmetric streamline patterns for other sizes. They described the fluid
motion as horseshoe vortices, tightening spiral, and helical streamlines. In their work,
they studied depth to chord ratio in the range 0.1-0.5 over the Reynolds number range of
1,000-50,000.
Afanasyev et al. [29] published an experimental study of friction factor and heat
transfer on the spherical cavities. They tested nine different plates with varying densities
and geometries of cavities in a staggered arrangement. They found out that these configurations did not increase pressure drop (or friction factor) significantly but increased the
heat transfer (up to 30-40 %) considerably.
Belen’kiy et al. [30] proposed new surfaces, formed by different arrangements of
spherical dimples, for convective heat transfer enhancement. They studied the heat transfer augmentation experimentally on the tube surface caused by the presence of a staggered array of dimples. They also studied a range of geometries, sizes, and test section
designs and claimed that for some cases, a decrease in the pressure loss accompanied by
increased heat transfer is observed as compared to the smooth surface.
Terekhov et al. [31] reported experimental measurements, using a single dimple on
one of the walls in a channel flow, to study the flow structures, heat transfer, and pressure
23

field. A detailed description of the dynamics of dimple-induced secondary structures in
the form of associated magnitude and frequencies along with heat transfer and pressure
drop were presented. The effect of dimple geometry on the was also investigated.
Schukin et al. [32] studied different dimple geometries and flow parameters experimentally to understand the flow phenomena and convective heat transfer augmentation.
A single dimple in a converging-diverging channel is tested and a heat transfer augmentation up to 1.2 was observed. Besides, the effect of inlet turbulence was also investigated,
and it was reported that a heat transfer augmentation of 1.5 is observed for inlet turbulence of 5.0 %. The variation of the drag coefficient with dimple depth was also reported.
Bearman and Harvey [33] studied dimpled cylinder in crossflow for the Reynolds
number range of 2 × 104 to 3 × 105 . The dimple depth to cylinder diameter ratio was
9 × 10−3 . The drag coefficient was significantly lower at high Reynolds numbers for a
dimpled cylinder as compared to a smooth surface. It was also noticed that the presence
of dimples on the cylinder surface increased the Strouhal number as compared to the
smooth cylinder.
Kimura and Tsutahara [34] studied the effect of groove on the surface of a circular
cylinder using water-based flow visualization and numerical methods. It was showed
that the flow separation point moves backward due to the presence of a groove on the
surface of the cylinder. They studied several circular-arc cross-sections of the grooves for
drag coefficient and flow separation and found out that the effectiveness of the groove
heavily depends on its position. A position of 80o from the foremost point was most
effective.
Kithcart and Klett [35] published their experimental work on the measurement of
skin friction and heat transfer on the flat plate with roughness elements in the turbulent
boundary layer. They used spherical dimple, spherical protrusions, and rectangular dimples for their experiments. They also studied the effect of different roughness element
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densities on frictional losses and heat transfer for each plate; roughness element densities were chosen based on Simpson’s sand grain roughness correlation. The results were
presented in the form of a nondimensional efficiency factor as the ratio of heat transfer
augmentation and skin friction augmentation. It was concluded that dimpled surfaces increase heat transfer with much lower drag penalty as compared to protrusions as surface
roughness elements.
Chyu et al. [36] reported their local heat transfer experimental work done on surfaces with concavities using the transient TLC technique. They used a flat plate with fourteen rows of concavities in the streamwise direction and either three or four alternating
rows in the spanwise direction. The depth of dimple was 1/3 of the full sphere diameter. They tested two shapes of concavities, hemispherical and teardrop, in a staggered
arrangement. They also showed the effect of having two featured walls, as compared to
one, on the heat transfer and pressure drop. They found out that both the shapes produced a heat transfer augmentation of 2.5 as compared to their smooth counterparts for
the Reynolds number range of 104 − 5.0 × 104 with nearly half pressure drop as compared
to similarly shaped protrusions.
In 1999, Isaev et al. [37] performed a numerical study for a single concave well,
with depth 22 % and edge radius 10 % of the diameter of the well, on a flat plate. An
asymmetric well is also studied to see the effect of geometry on the vortex formation. It
is found that in the case of the symmetric well, secondary flow forms a pair of counterrotating vortices whereas in asymmetric well a small vortex form in addition to a large
vortex and flow structures are asymmetric about the streamwise midplane. It was also
claimed that vortex intensification occurs in the asymmetric well and secondary flow is
twice as strong as in symmetric well.
Moon e al. [38] used the transient TLC technique to investigate the heat transfer in a rectangular channel with dimples on one of the walls. They used a staggered
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arrangement of dimples with fifteen rows in the streamwise direction and alternating
three and four rows in the spanwise direction. They studied the effect of channel height
(0.37 ≤ H/D ≤ 1.49) and Reynolds number in the range 12,000-60,000. It was found
that the Nusselt number augmentation of the dimpled wall in the thermally developed
regions was 2.1 (as compared to smooth channel) for all channel heights and Reynolds
numbers studied. It was also reported that the friction factor augmentation ranged between 1.6-2.0 (as compared to smooth channel) in the fully developed flow region. It was
also claimed that the thermal performance of the dimpled wall (≈ 1.75) was better than
the continuous ribs (1.16-1.6) with a lower pressure drop. No significant effect of channel
height or Reynolds number was observed in the studied range of these parameters.
In 2002, Moon and Lau [39] published another study of average heat transfer and
pressure drop for turbulent flow in a square channel with dimples. For this study, they
used nine different kinds of concave and cylindrical dimples with different depths and
diameters. The considered range of hydraulic diameter-based Reynolds number was
10,000 to 65,000. An aluminum test plate with a staggered arrangement of dimples is
used in experiments. The heat transfer enhancement was found to be in the range of 1.73.0 in the fully developed regions as compared to a smooth channel. It was also reported
that closely packed dimples on the surface produced higher heat transfer augmentation.
Moreover, they found that cylindrical dimples (with the same diameter and depth) have
better heat transfer augmentation with lower pressured drop as compared to concave
dimples.
Burgess et al. [40, 41] experimentally studied heat transfer and friction factor for
a channel flow with one dimpled wall. The local heat transfer measurement is achieved
by measurement of local temperature using an infrared camera with an applied constant
heat flux on the other side of the test piece. They considered the Reynolds number range
of 12,000-70,000 and kept the ratio of inlet stagnation temperature to surface tempera26

ture fixed at 0.94. They studied the effect of dimple depth to diameter ratio but kept
the dimple diameter to channel height ratio fixed at 1.0. They reported that heat transfer augmentation improves with increasing dimple depth to diameter ratio for all the
Reynolds numbers tested while keeping all other parameters fixed. It was found that at
a higher dimple depth to diameter ratio, the highest heat transfer augmentation occurs
just inside and downstream of dimple downstream rim. The main mechanism for such
augmentation is increased strength of vortices and strong secondary flows coming out of
the dimples which result in the increased turbulence in the flow.
Elyyan and Tafti [42] published their LES work on split-dimples (a combination of
plate fins and roughness elements). The Reynolds number ranged from 240 (laminar) to
4,000 (turbulent) encompassing the full range of flow regimes. It was showed that splitdimples generate shear layer and interrupt the boundary layer formed on the fin surface
leading to an enhancement in the heat transfer. It was noticed that TKE was as high as
30 % in and around the split-dimples. Moreover, the flow impingement and acceleration
on the surface of the protrusion and around it improved the heat transfer performance
further. It was also claimed that split-dimples provided 60-175 % enhancement in the
heat transfer, but frictional losses also went up by 4-8 times as compared to plate fins.
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Table 2.1: Literature on flow and heat transfer work for dimples

Authors

Year

Shape

Dd

hd /Dd

H/Dd

(mm)
Chyu et al. [36]

1997

Spherical,

19.05

Re

Experimental

Numerical

10-50

TLC

-

23.5

-

RANS

12-60

TLC

-

(1000)
0.33

Teardrop

0.33,
1, 2

Isaev et al. [37]

1999

Spherical

-

-

-

Moon et al. [38]

2000

Spherical

17.1

0.19

0.37, 0.74,
1.11, 1.49

Smoke,
Mahmood et al. [43]

2001

Spherical

50.8

0.2

0.2,0.25,

0.6-11

5-hole probe,

No

0.5, 1.0
hot wire
Burgess et a. [40]

2003

Spherical

50.8

0.3

1

12-70

Heated block

-

Isaev et al. [44]

2003

Spherical

-

0.04-0.24

-

10

Heated block

-

Griffith et al. [45]

2003

Spherical

6.4

0.3

7.94

5-40

-

RANS

Smoke,
Youl Won et al. [46]

2005

Spherical

50.8

0.1, 0.2,

1

2.1-20

5-hole probe,

0.3
hot wire
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Authors

Year

Shape

Dd

hd /Dd

H/Dd

(mm)

Re

Experimental

Numerical

RANS

(1000)

Spherical,
Park and Ligrani [47]

2006

teardrop,

50.8

0.3

1

12

-

46

0.26

0.33

20-40

-

elliptic
Turnow et al. [48]

2010

Spherical

URANS,LES,
POD

V. Tran et al. [49]

2011

Spherical

1

0.18

1.33, 0.95

20-40

PIV

No

Turnow et al. [50]

2011

Spherical

2.3

0.20-0.33

0.65

6.5-13

LDV

LES

10

0.3

2.54

21

Square,
Acharya et al. [51]

2012

triangular,

Naphthalene

RANS

sublimation

circular,
& teardrop
Qu et al. [52]

2013

Spherical

-

0.1-0.3

0.5

1-5

-

RANS

20

0.2

1

6.5-60

Heated block

RANS

Spherical,
Rao et al. [53]

2015

teardrop,
elliptic

Vorayos et al. [54]

2016

Spherical

30

0.3

-

30-120

Acrylic heating

-

Zhou et al. [55]

2016

Spherical

20

0.2

1

8.2-50.5

PIV

No

29

Authors

Year

Shape

Dd

hd /Dd

H/Dd

(mm)
Current study

2020

Spherical

25.4

Re

Experimental

Numerical

PIV, TLC

RANS

(1000)
0.25

30

1

10-30

Protrusions
Like dimples, protrusions also provide heat transfer enhancement. The main mechanism responsible for improvement for heat transfer is the impingement of the flow on
the front portion of the protrusion and flow acceleration around the protrusions. But they
incur relatively higher pressure drop as compared to dimples and that’s why there are not
many studies found on the protrusions only; though, they have been used extensively together with dimples which will be discussed in the next section. This section provides an
overview of the closest literature on protrusions.
Huang and Li [56] studied the heat transfer performance of protrusions numerically for application in the magnetohydrodynamic (MHD)-flow system. The effect of
protrusion height and Hartman number was also evaluated, and it was pointed out that
for Hartman number in the range of 30-70, a Nusselt number augmentation of 1.3-2.3 was
achieved as compared to a smooth wall. It was also noticed that the friction factor augmentation was in the range of 1.34-1.45 which gave a high thermal performance factor
that is favorable.
Elshafei et al. [57] experimentally studied the heat transfer and pressure drop performance of corrugated channels. Constant temperature walls are used, and Reynolds
numbers ranged between 3,220-9,420 for the study. The main considered parameters in
the study were channel spacing and phase shift. A heat transfer augmentation of 2.6-3.2
with a friction factor augmentation of 1.9-2.6 as compared to a flat wall was noticed. It
was also pointed out that the channel spacing has a greater impact on heat transfer and
friction factor performance as compared to phase shift.
Il’inkov et al. [58] experimentally studied the heat transfer in a channel with protrusions in a turbulent flow. The effect of channel height and protrusion density was studied. The protrusions are heated with constant heat flux, temperature distribution over it
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is obtained by thermocouples, and the local heat transfer coefficient was calculated using
this information.
Chen et al. [59] performed a numerical study (DES) to assess the heat transfer performance of a channel with protrusions in the turbulent flow regime. It was noticed that
the higher protrusions increase heat transfer and friction factor, but the performance factor increases only up to certain protrusion height and then degrades for any further increase in the height of the protrusions. The location of high heat transfer enhancement
was in the front portion of the protrusions. It was also reported that the heat transfer pattern is symmetric up to protrusion height to diameter ratio on 15 % but it becomes asymmetric for higher values. This asymmetry is linked with the asymmetric vortex shedding
from the rear portion of the protrusion. The Reynolds number (based on channel height)
considered in the study ranged from 3,000-6,000.
Barik et al. [60] studied the heat transfer enhancement in a rectangular channel
with a protruded surface of different shapes (rectangular, trapezoidal, triangular) and
sizes. To enhance heat transfer further, a single jet in crossflow is used. The study used
a range of jet Reynolds numbers, crossflow Reynolds numbers, and the axial positions
of the jet to optimize the positioning of jet for heat transfer. Recirculation zones in the
space between the protrusions were found. It was also pointed out that triangular shaped
protrusions provided the best heat transfer performance as compared to other shapes.
The entire study was based on RANS calculations using a k − ω SST turbulence model.
Zhang et al. [61] studied the heat transfer and friction factor behavior of protrusions in the upstream of the groove in a rectangular channel flow. The spanwise position
and number of protrusions were also varied to find an optimum for these parameters
in terms of heat transfer performance. It was found that protrusions create a pair of
counter-rotating vortices that shed in the downstream causing an upstream shift in the
reattachment point inside the groove which results in an improved heat transfer in the
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groove. Moreover, it was also noticed that shedding of vortices from protrusions causes
significant secondary motions that take the heat away from the surface and increases heat
transfer. It was also reported that an increase in the number of protrusions increases
the heat transfer but with an increase in friction factor too; the thermal performance of
grooves with protrusion showed significant improvement as compared to grooves only
case.
Otto et al. [62] studied a combination of ribs and pin using the transient TLC
method in the trapezoidal duct. They studied blockage ratio in the range 35-65 %, rib
heights ranging between 0-0.1, and Reynolds numbers (based on hydraulic diameter)
from 40,000 to 106,000. It was reported that the performance of pins and end walls degrades with increasing Reynolds number but improves with increasing rib heights. The
thermal performance found to be in the range of 0.7-1.5 and 0.5-1.2 for end walls and pins,
respectively.
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Table 2.2: Literature on flow and heat transfer work for protrusions

Authors

Year

Shape

Dp

hp /Dp

H/Dp

(mm)
Hulin Huang

Re

Experimental

Numerical

(1000)

2010

Spherical

4

0.25

1.75

30-70

No

RANS

2010

Triangular

-

-

-

3.22-9.42

Heated block

No

6.44-8.33

-

-

3-6

No

DES

17.8-53.5

No

RANS

and Bo Li [56]
Elshafei et al. [57]

0.5, 0.6,
V. Il’inkov et al.

2011

Spherical

70

0.5

0.8, 1.1,

[58]
1.4
Chen et al. [59]

Barik et al. [60]

2013

Spherical

-

0.05-0.25

Rectangular,

6.4,

1.13,

4.44,

0.78,

3.85

1.3

2015 trapezoidal,

4.69, 6.76,
7.80

triangular
Zhang et al. [61]

2017

Spherical

16

0.5

1.25

5-20

No

RANS

Current study

2020

Spherical

25.4

0.25

1.0

10-30

PIV,TLC

RANS
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Dimples-Protrusions
Different types of protruding surfaces (i.e. ribs, wedges) have been studied extensively due to their heat transfer enhancement capabilities but they incur a significant
pressure drop which is undesirable. Dimpled surface got the attention of researchers due
to their comparable heat transfer enhancement capability with significantly lower pressure drop penalty and have been part of active research for more than five decades till
now. Some researchers started looking into combining different heat transfer devices to
improve heat transfer further by creating some kind of synergy in different heat transfer
mechanisms from different devices. One such example is to put dimples together with
any kind of protruding surface in general and with protrusions in particular. This section
would focus on the literature on the combination of dimples and protrusions.
Ligrani et al. [63] experimentally studied the flow structures for a channel flow
with dimples and protrusions. They used the same shape protrusions as the dimples but
on the opposite wall. The study showed the results of two featured walls (one with dimples and other with protrusions) in addition to only one wall featured with dimples. The
Reynolds number ranged between 380-30,000, channel height was 50 % of dimple print
diameter, and channel aspect ratio was 16. It was pointed out that the presence of protrusions on the opposite wall leads to additional secondary flows and vortical structures
causing enhanced mixing of the flow leading to improved heat transfer and increased
pressure drop as compared to dimples only case.
In 2008, Elyyan and Tafti [64] studied the flow and heat transfer on the surfaces
with dimples and protrusions numerically using LES. They used a channel with dimples
and protrusions on the opposite walls in the staggered arrangement with both the surfaces heated while cold flow goes over them. The considered Reynolds number (based
on channel diameter) to encompass a range of flow regimes; 220 for laminar, 940 for tran-
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sitional/weakly turbulent, and 9,300 for fully turbulent flow. It was pointed out that the
heat transfer enhancement in the dimples is a result of turbulence generated by the separated shear layer and around the dimple downstream rim. On the contrary, heat transfer
augmentation in protrusions is caused by the flow impingement on the front portion of
the protrusion and acceleration of the flow around the protrusions due to the blockage
created by the protrusion. It is also noticed that the wake formed over at the back of
the protrusion has some secondary effect on turbulence production and heat transfer improvement. It was claimed that the highest heat transfer augmentation of 2.9 is seen for
Re=940 followed by 2.4 for Re=9,300, and 0.99 for Re=220. The friction factor found to
be increasing from laminar to turbulent flow and values were 6.37, 4.82, and 1.67 for
Reynolds number of 9,300, 940, and 220, respectively. Based on heat transfer and friction
factor assessment, it was suggested that these geometries are suitable only in a turbulent
flow regime.
Hwang et al. [65] investigated the heat transfer and friction factor performance
of the channels with dimples-protrusions on one or two walls. They used a test section
with twelve streamwise rows and six and seven alternative rows in spanwise direction
arranged in a staggered pattern. The measurements were made on the sixth and seventh
rows to get the heat transfer information for a thermally fully developed region. The transient TLC technique was used to get the local distribution of heat transfer. The ratio of
dimple depth to channel height was 0.25 and the ratio of channel height to dimple print
diameter was 1.15. Protrusion had the same diameter as dimple; the height of protrusion
was the same as the dimple depth. It was found that in the considered range of Reynolds
numbers (1,000-10,000), the performance factor decreases with increasing Reynolds number; higher performance factor at lower Reynolds numbers is the result of effective vortex
interactions when the flow is moving slowly. For two featured wall case, it was noticed
that the flow features generated from one wall had a significant effect on the heat transfer
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from the other wall. They reported highest surface averaged Nusselt number augmentation of ≈ 6.0 for one featured wall and ≈ 10.5 for two featured walls and they occur at
Re=1,000; these values drop to less than 3.0 for Re=10,000 and difference between single
and double featured wall was insignificant at this Reynolds number.
Kim et al. [66] performed a numerical study for heat transfer performance and
pressure drop at a Reynolds number (based on channel height) of 2,800. They used protrusions, with four different height, within a dimple of fixed size to increase the turbulence and heat transfer in the recirculation zone created by a conventional dimple. Augmentation of heat transfer and pressure drop is observed for the case of protrusion height
of 0.05 which is caused by enhancement in mixing in the dimple recirculation region.
Zhou and Acharya [51] performed an experimental study of flow in a square channel having one wall with a single dimple. They also did the numerical simulation and
compared the simulation results with experimental data successfully. The heat transfer
measurement was achieved using the naphthalene sublimation technique. The Reynolds
number for the entire study was kept at 21,000. As a part of the study, they tested four
different dimples shapes: triangular, circular, square, and teardrop. It was found that the
teardrop shape had better heat transfer performance than other shapes.
Xie et al. [67] published numerical work on the dimples with internal protrusions
for flow in a rectangular channel for Reynolds number range of 7,500-27,500. They did
RANS simulation with a k −  RNG turbulence model for all the cases. The main parameter was the streamwise position of protrusion inside the dimple. They targeted to minimize the low heat transfer region inside the conventional dimple caused by the recirculation formed near the upstream rim. It was found that the recirculation zone is shortened,
separation and reattachment points are changed, and flow ejection from the dimples near
the downstream rim is weakened as compared to conventional dimple. All this resulted
in an improved heat transfer and reduced pressure drop penalty for internal-protruded
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dimples. For the whole range of considered Reynolds numbers, the best performing geometry, for thermal performance, was when the protrusion is placed at the center of the
dimple. Overall, it was found that the heat transfer performance of dimples with internal
protrusion is greatly improved as compared to conventional dimples.
Chen et al. [59,68] conducted numerical studies, using DES, for turbulent flow in a
channel with dimples-protrusions applied on one of the walls. The dimples and protrusions are arranged in a staggered pattern with periodic dimple-protrusion in streamwise
as well as spanwise directions. They reported that the highest Nusselt number augmentation for protrusions happens in upstream portions but for dimples, it happens in the
downstream portion. Moreover, they found that augmentation of both heat transfer and
friction factor increases with increasing depth/height to diameter ratio of dimples/protrusions. The depth of dimple was kept being the same as the height of protrusions with
an equal diameter of both features. It was also pointed out that the heat transfer patterns are symmetric for lower depth/height to diameter ratios (up to 0.15) but become
asymmetric for higher values of the same.
Xie et al. [69] numerically studied the heat transfer and flow structures in a channel with dimples and secondary protrusions. The secondary protrusions were smaller in
size as compared to dimples. The effect of parameters like dimple print diameter, stagger
angle, and the gap between dimples and protrusions was studied. Additionally, different
dimple-protrusions configurations were also investigated. Nusselt number augmentations of 2.1-2.2 were achieved with a friction factor ratio of 1.9-2.1.
Elyyan et al. [70] performed a numerical study (using DES and LES) of flow and
heat transfer over dimples-protrusions for a Reynolds number (based on channel height)
range of 200-15,000 which includes all three (laminar, transitional, and turbulent) regimes
of flow. The dimples and protrusions are arranged in a staggered fashion on opposite
walls of the channel. They investigated two different dimple-protrusion pitches and
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found that the ratio of flow transition Reynolds numbers is equal to the ratio of the
dimple-protrusion pitch. It was also noticed that a significant part of pressure loss comes
from frictional losses in smaller pitch cases at lower Reynolds numbers; whereas, for
larger pitch case, form and frictional losses are comparable. Moreover, at higher Reynolds
numbers (in fully turbulent flow regime) form drag contributes more than 80 % to the
pressure drop. It was also pointed out that volume-weighted mean vorticity correlates
better with heat transfer than volume average TKE. The study was done in the context of
heat exchangers, where typical Reynolds numbers are less than 2,000, and it was found
that the configuration with smaller pitch is more suitable for low Reynolds number range.
Hwang et al. [71] conducted an experimental study of heat transfer for the channel
with dimples and protrusions using the transient TLC technique. They used one featured wall and two features wall in different cases and features were always arranged in
a staggered pattern. The duct aspect ratio of 7:1 and dimples/protrusions height to diameter ratio was 0.25. The tested Reynolds number (based on hydraulic diameter) ranged
from 1,000-10,000. Along with local heat transfer measurement, they also measured the
pressure drop in the channel and quantified the friction factor performance of each configuration. It was reported that the single and double dimples wall cases had similar
thermal characteristics but improved flow mixing in double-wall cases resulted in better
heat transfer performance as compared to a single wall case. It was also noticed that with
increasing Reynolds number, the minimum Nusselt number point shifted downstream.
In the case of double protruded walls, heat transfer was enhanced significantly due to
improved mixing and flow acceleration. For protrusions, heat transfer characteristics of
single and double wall cases were similar. It was also pointed out that heat transfer augmentation for double dimpled and protruded walls were very high (7 and 14 with the
corresponding thermal performance of 6.0 and 6.5) for low Reynolds number of 1,000
and decreased to a value of 2-3 at high Reynolds number of 10,000.
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Hwang et al. [65] investigated the heat transfer performance of channels with one
or two walls with dimples and protrusions arranged in a periodic-staggered pattern suing
transient TLC technique. The ratio of channel height to dimple/protrusion print diameter
is 1.15 and dimple/protrusion height to channel height is 0.25. It was pointed out that the
heat transfer augmentation and thermal performance for the single or double featured
wall were highest at the lowest Reynolds number (1,000) and decreases with increasing
Reynolds number due to weaker interaction of secondary structures; the lowest value
corresponded to highest Reynolds number of 10,000.
Xie et al. [72] performed a numerical study of heat transfer in a two-pass channel
with a 180o turn and an array of dimples or protrusions in the Reynolds number range of
100,000-60,000. A heat transfer augmentation of 2.0 with a pressure drop increase by 5 %
was reported as compared to a smooth channel. It was also claimed that the blade tips
with dimples or protrusions had better heat transfer performance than pin fins.
Sparrow et al. [73] performed a numerical study for laminar flow in a channel
with dimples and protrusions for application in heat exchanger surfaces. The Reynolds
number for the study ranged from 200-800; within this range, they suggested that three
sub-regimes exist: in the first sub-regime, flow is dominated by friction; in the second
sub-regime, inertia dominated the flow and the last sub-regime is a transition between
these two. They used RANS simulation to show the flow field.
Xie et al. [74, 75] published a numerical study of heat transfer and pressured drop
on a dimpled square channel with or without half-sized secondary dimple or protrusions.
They investigated several configurations consisting of different combinations of primary
dimples and secondary dimples or protrusions using RANS with k −  RN G turbulence
model in the Reynolds number range of 8,000-24,000. It was found that the presence of
secondary protrusions reduces the size of recirculation in the primary dimple and improves the heat transfer in it, but the use of dimple as a secondary feature did no yield
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similar results. It was claimed that the dimple as secondary features provides better heat
transfer augmentation at high Reynolds number whereas protrusion was suited more for
low Reynolds numbers.
Huang et al. [76] investigate the heat transfer performance of dimples and protrusions numerically in a fully developed turbulent flow for parabolic trough solar collector
(PTC) application. The dimples and protrusions were used with or without helical fins on
the tube surface. It was reported that dimples provided better heat transfer performance
as compared to protrusions or helical fins. Furthermore, it was pointed out that closely
packed dimples with higher dimple depth provide more heat transfer augmentation but
differences in the arrangement did not affect heat transfer by a great deal.
Xiel et al. [77] investigated the heat transfer and friction factor performance of
teardrop dimples and protrusions using RANS with realizable k − turbulence model and
compared the results with hemispherical dimples and protrusions. It was found that the
Nusselt number augmentation decreases monotonically with increasing Reynolds number, but it increases with the eccentricity of the teardrop dimple (in the eccentricity to
hydraulic diameter ratio range -0.4-0.4). It was also reported that friction factor augmentation for teardrop protrusions decreases with increasing Reynolds number and eccentricity. For teardrop dimple case, friction factor augmentation increases with Reynolds
number for lower values of eccentricity but decreases for higher values. It was pointed
out that maximum thermal performance corresponds to the highest eccentricity used in
the study.
Xie et al. [78] performed a numerical and experimental study of heat transfer and
pressured drop in a 180o bend with dimples, protrusions, and pin fins combination. This
study was focused on coming up with an improved cooling methodology for turbine
blade-tip. It was reported that the performance of impingement heat transfer improved
31.2-127.3 % when dimples, protrusions, and/or pin fins were present in the bend area;
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this also led to a decrease in the surface temperature of blade-tip as compared to smooth
tip. The pressure drop also increased by 16.2 % but that is insignificant as compared to
heat transfer enhancement; thus, it was proposed that a combination of dimples, protrusions, and/or pin fins was an efficient cooling arrangement for blade-tip region.
Gupta et al. [79] studied heat transfer and pressure drop characteristics of the
dimples-protrusions in a square channel in a fully developed turbulent flow. The Reynolds
number (based on hydraulic diameter) ranged from 160,000-275,000. The flow field was
investigated using stereoscopic PIV measurement, the pressure drop was measured in the
rig, and heat transfer was evaluated using RANS CFD. Two configurations with different pitch were analyzed; the configuration with a wider pitch was found to be superior. It
was also noticed that the thermal performance improved with an increase in the Reynolds
number.
Gupta et al. [80] investigated the flow field, heat transfer, and pressured drop in a
rectangular channel with one wall featured with dimples and protrusions. The Reynolds
number (based on dimple/protrusions print diameter) ranged from 10,000 to 30,000. The
dimple/protrusion height to print diameter ratio was 0.25 and dimple/protrusion height
to channel height ratio was 1.0. It was found that the friction factor ranged between 5.03.3 for Reynolds number range considered. A heat transfer augmentation of 1.85-1.65
was noticed for the range of Reynolds numbers studied. The PIV study clearly showed
the presence of secondary flow and vortical structures around these features.
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Table 2.3: Literature on flow and heat transfer work for dimples-protrusions

Authors

Elyyan and

Year

2008

Dd

Dp

(mm)

(mm)

2H

2H

hd / Dd

hp /Dp

H/Dd

Re

Experimental

Numerical

No

LES

(1000)
0.2

0.2

0.5

Tafti [64]

0.22,0.94,
9.3

Elyyan et al. [70]

2008

1H

2H

0.2

0.2

0.5, 1

0.2-15

No

DES/LES

Hwang et al. [71]

2008

13

13

0.29

0.29

1.15

1-10

TLC

No

Hwang et al. [65]

2010

15

15

0.25

0.25

1.15

1-10

TLC

No

Xie et al. [72]

2011

4.1

4.1

0.5

0.5

-

100-600

No

RANS

Kim et al. [66]

2012

2H

2H

0.4

0.5

2.8

No

LES

0.0250.1

Xie et al. [67]

2013

32

17.89

0.25

0.24

1.56

7.5-27.5

No

RANS

Sparrow et al. [73] 2013

Dd

Dp

0.5

0.5

2

0.2-0.8

No

RANS

1.73H

1.73H

0.05-

0.05-

0.58

5.8-6.8

No

DES

0.29

0.29

Chen et al. [68]

2014

Xie et al. [74]

2014

16

8

0.25

0.25

3.13

8-24

No

RANS

Huang et al. [76]

2015

-

-

0.11Di

0.11Di

-

10-20

No

RANS

Xie et al. [77]

2015

-

-

-

-

-

3-9

No

RANS
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Authors

Year

Dd

Dp

(mm)

(mm)

hd / Dd

hp /Dp

H/Dd

Re

Experimental

Numerical

(1000)

Liu et al. [75]

2015

50

20

0.2

0.1-0.3

1.25

5-25

No

RANS

Xie et al. [69]

2016

50

20,30,40

0.2

-

-

50

No

RANS

Xie et al. [78]

2017

20,15

20,15

0.2-0.4

0.2-0.4

-

12.5-100

Heated block

RANS

Kapsis et al. [81]

2019

5.79

6.71

0.26

0.23

8.77

230

-

Numerical

Kapsis et al. [82]

2019

5.79

6.71

0.26

0.23

8.77

230

-

Numerical

Gupta et al. [79]

2017

5.79

6.71

0.26

0.23

8.77

160-275

PIV

RANS

Gupta et al. [80]

2019

25.4

25.4

0.25

0.25

1.77

10-30

PIV

RANS

Current study

2020

25.4

25.4

0.25

0.25

1.77

10-30

TLC, PIV

LES
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Negative Poisson’s Ratio (NPR) Materials
The Poisson’s ratio ν is expressed as the ratio of transverse to axial strain in material under loading. Due to constraint (of being positive) on shear and bulk modulus,
the value of ν neither can be greater than 0.5 nor less than -1.0. The materials with NPR
character are possible in principle but most materials have positive Poisson’s ratio. A material with NPR character expands in the transverse direction to the loading as opposed
to a material with positive Poisson’s ratio. The NPR character is shown by many natural
systems such as ferroelectric polycrystalline ceramics, zeolites, a material with cubic lattice, and naturally layered ceramics [83–86]. The research in the area of auxetic structures
is vast and here only an overview of few works is presented to give some idea of different
mechanisms that induce NPR characteristic in materials.
Lakes [87] published his pioneering work on the development of NPR material by
causing a permanent inward movement of the rib of each cell of low-density polymer
foam. He called the structure formed by this mechanism as a reentrant structure.
Taylor et al. [88] studied a sheet with orthogonal elliptic holes for NPR characteristic numerically and experimentally. They investigated the effect of the hole aspect ratio
on the Poisson’s ratio. It was reported that Poisson’s ratio at low aspect ratio was positive but decreased monotonically with increasing hole aspect ratio eventually becoming
negative for very high aspect ratio holes. They conducted experiments for circular and
elliptic holes (aspect ratio ≈30) and showed the NPR behavior induced by elliptic holes
whereas circular holes showed positive Poisson’s ratio as expected. Besides, they also numerically analyzed several low-porosity (2-5 %) elliptic holes and proved that all of them
start showing NPR but at different aspect ratios. The higher porosity (5 %) results in NPR
starting at lower aspects ratio (≈12) and lower porosity (2 %) results in NPR starting at a
higher aspect ratio(≈30).
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Javid et al. [89] reported the development of novel periodic materials having an
NPR property. They used elastic flat sheets to create a spherical indentation on both
sides of the sheet; the NPR characteristic is induced by the out-of-plane deformation of
spherical dimples. They showed the robustness of NPR characteristics using numerical
analysis and experiments. It was claimed that all previously developed NPR materials
were either two-phase or porous to induce such behavior. These are also called auxetic
materials.
Critchley et al. [90] proposed a novel method of forming an auxetic structure with
a combination of 3-D printing and additive manufacturing. It was pointed out that conventional techniques of fabricating auxetic material are not repeatable. In their study, they
created a CAD model of an ideal auxetic structure and printed using a 3-D printer with a
layer thickness of 16 µm. They reported the lowest value of Poisson’s ratio of -1.18 at 0.05
strain.
Flores et al. [91] experimentally investigated the local heat transfer performance
of auxetic structures using pressure-sensitive paint (PSP) technique. They considered Sslots and ellipsoid for gas turbine liner applications due to its NPR characteristic and
used circular orifice as the baseline to compare the results. They studied three plate configurations for a blowing ratio range between 0.05-1.15; it was found that S-slots provide
optimal heat transfer performance for blowing ratio range 0.5-0.75 whereas heat transfer
performance of ellipsoids improves up to blowing ratio of 0.5 and degrade beyond that.
It was also noticed that for a given pressure ratio across the orifice, S-slots perform better
than ellipses.
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Summary
In the above literature review section, it is tried to provide an overview of the most
relevant heat transfer and flow visualization research works on dimples and/or protrusions and the techniques used. It is found that most of heat transfer work is done using
numerical methods, transient TLC, and heated block techniques. Some researchers used
techniques like infrared measurement, naphthalene sublimation, etc. The experimental
research work on flow visualization on dimples is limited and it is done using smoke or
LDV or PIV measurement. The flow visualization using smoke is only qualitative, but
PIV provides a full quantification of the flow field. The literature on dimples is vast and
discussed in the first part. The main mechanism of heat transfer from dimples is the generation of secondary structures and vortex shedding that increases turbulence and mixing
in the flow. From most of the reported work, it is found that dimples provide substantial
heat transfer augmentation with a small increase in the pressure drop. The literature on
protrusions is scarce and most of the heat transfer work is done using numerical simulations. Moreover, there is no flow visualization work found on protrusions. The heat transfer augmentation using protrusions is significantly higher than dimples but accompanied
by a higher pressure drop. The last part provides literature on dimples-protrusions used
together for heat transfer enhancement. Most of the work is done numerically with some
heat transfer work using the transient TLC method in a staggered configuration. There is
almost no experimental work available on the inline configuration. Moreover, there is no
flow visualization study published on dimple-protrusions. The predictions from RANS
simulation showed mixed results on the heat transfer augmentation as compared to experiments. The LES simulation done in previous works did not simulate the developing
region and considered heat transfer only in the developed region. Therefore, some gaps
are found in the form of lack of flow visualization studies using PIV, LES for developing
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region, and quantification of heat transfer and friction factor for dimples-protrusions in
the inline configuration.
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CHAPTER 3: RESEARCH OBJECTIVE
Motivation
A review of the available literature on dimples and protrusions suggests that the
dimples have been studied heavily, some work is done on dimples-protrusions, and very
limited research work is published on protrusions. In most of the cases, staggered configurations are studied – as opposed to inline configurations – due to its expected superiority
in heat transfer performance. Protrusions are not favored due to the higher pressure drop
penalty (and weight addition in case of aircraft engines) as compared to dimples and
dimple-protrusion combination. All the previous work was directed towards finding the
geometries/configuration to optimize the heat transfer and pressure drop. The motivation for the current research is coming from the unique structural behavior (NPR) showed
by a geometry

1

similar to the dimple-protrusion combination. The gas turbine design

community needs to understand the impact of these features on the flow and heat transfer
before making a final decision on the application of these kinds of surfaces in gas turbine
hot-gas-path components. The life of hot-gas-path components can be severely impacted
by any reduction in heat transfer or flow instabilities caused by these features. Hence, it’s
important to develop a good understanding of the flow and heat transfer mechanism to
design gas turbine components using these geometries.
From the literature review, it is found that experimental and numerical studies are
conducted to understand the heat transfer enhancement mechanism in dimples and protrusions. It is well established that heat transfer augmentation for these geometries relies
on the turbulence generation and large-scale energy transport by secondary motions and
1

A flat sheet with dimples indented on both sides with a dimples density ψ greater than certain threshold
based on depending on the required Poisson’s ratio and Poisson’s ration of the base material (flat sheet)
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vortical structures when the flow goes over these geometries. There is no flow field measurement work found on dimples-protrusions; that is another motivation for the current
study to carry-out a detailed PIV measurement and compare it with simulations to point
out the key differences.
It has also been noticed from the literature review that a lot of the work on dimplesprotrusions is completely based on RANS simulations. Therefore, another motivation
for this work is to compare the numerical (RANS, URANS, and LES) prediction with
measurements (PIV and TLC) and highlight the inadequacies of the RANS based (steady
or unsteady) simulation for these kinds of flow situations.

Novelty
It is expected that spherical concave/convex features (either in isolation or in combination) provide better heat transfer augmentation in a staggered arrangement because
it gives more area downstream of the features to realize the full heat transfer enhancement
potential of secondary vortices generated by these features. But the staggered arrangement is not suitable for achieving NPR characteristics. Therefore, one of the novelties of
the current work is to quantify the heat transfer and friction factor augmentations for an
inline arrangement of dimples-protrusions combinations. Additionally, dimples and protrusions in isolation are also analyzed to develop the detailed flow field and heat transfer
understanding about these geometries and compare the results with dimples-protrusions
combination case.
As per the author’s knowledge, the PIV work for dimple-protrusion combination
is novel and first-of-its-kind. Although some PIV data is available for dimples yet there
is no PIV data is published on the dimple-protrusions combination.
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Most of the available literature is focused on quantifying the heat transfer and friction factors in a fully developed region. In most cases, the internal cooling passages in gas
turbine airfoils are not long enough to reach fully developed conditions; therefore, it becomes critical to know the heat transfer and friction factors associated with these surfaces
in the developing region also. In most cases, RANS models fail to predict flow and heat
transfer correctly in the developing regions due to flow transition from laminar to turbulent in the developing section. Thus, transient TLC and LES are used to understand the
flow and heat transfer more accurately in the developing region and compare it with the
fully developed section. This is another novelty of this work. In most of the reported LES
on the dimple-protrusions, a fully developed condition in the streamwise direction and
symmetry conditions on the sides are used which will not capture any asymmetries in the
flow and heat transfer in the developing section. In the current study, all the limitations
in streamwise direction are removed by modeling the full domain; to remove symmetry,
a full spanwise pitch is modeled.

Intellectual Contributions and Broader Impacts
To make use of NPR geometries in gas turbine hot-gas-path components, it is critical to have a sound understanding of their effect on the flow field and surface heat transfer. Due to the development of secondary flow and coherent structures in/around these features, it becomes a challenge to simulate the heat transfer and flow field correctly using
conventional RANS turbulence models, especially in the transitional flow regime. Moreover, the coherent structures shed at certain frequencies and makes the flow inherently
unsteady. Large scale unsteadiness caused by coherent structures might be captured by
URANS but the issue related to turbulence modeling remains unresolved. One way to circumvent this issue could be to use high fidelity CFD simulations such as LES but they are
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computationally very demanding and could be impractical for the design iterations. The
other alternative could be to use advanced measurement techniques to produce spatially
resolved flow and heat transfer information which can be used as a guide to understand
the most important features associated with the flow over such surfaces.
In the present work, stereoscopic PIV measurement, at multiple planes, is used to
generate spatially resolved flow field information to provide the details of secondary flow
and turbulence statistics. A comparison of this data with RANS and URANS simulations
highlight the problem areas of turbulence modeling. This PIV data can be used in the
future for tweaking the turbulence model coefficient to predict the flow field accurately.
Furthermore, a comparison of the flow field predicted by LES with current PIV data is
provided to increase the confidence in heat transfer prediction from LES.
High fidelity LES (of dimple-protrusions combination at Re = 10,000) has provided
information about the temporal response of coherent structures. This information is useful
for the application of these geometries in components where acoustic response plays a key
role i.e. gas turbine combustion chambers. The geometric parameters can be tweaked to
get the desired shedding frequency of vortical structures.
Most of the time gas turbine engineers rely on the average (spanwise or surface)
heat transfer data for designing hot-gas-path components. The lack of surface distribution of the heat transfer might produce surprises in the form of very high thermal stresses
caused by steep temperature gradients over the surface. Therefore, it is very important
to have a good understanding of local heat transfer patterns over the surfaces of interest. In the current study, transient TLC – a sophisticated and robust local heat transfer
measurement technique – is used to achieve the surface heat transfer distribution. This
data would help to make the design decision to use these geometries for a particular gas
turbine component.
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Due to the time limitations and computational expense, LES is done only for one
case but the PIV and transient TLC experimental data is produced for three different
geometries for a range of Reynolds numbers (based on dimple diameter) between 10,00030,000 with the view that this data can be useful for improving numerical prediction of
flow and heat transfer for these surfaces in future.
In the last few years, advancement in manufacturing technologies (i.e. 3-D printing
and additive manufacturing) has removed the barrier of making complex 3-D shapes with
ease and accuracy. General Electric (GE) has successfully tested the use of 3-D printed
parts in its aviation engines [92,93]. Siemens used additive manufacturing to make an aircooled shroud block using novel cooling geometries [94]. Elmore et al. [95] used dynamic
mode decomposition (DMD) on LES data to identify the most energy containing modes
and then optimized the rib topology based on the surface temperature response. The
pressure drop penalty is also an important factor for shape optimization for gas turbine
airfoil internal cooling channels apart from heat transfer. Ghosh et al. [96, 97] used a
surrogate model based on the Bayesian method to come-up with improved topology for
pin fins in terms of pressure drop and heat transfer. In the future, DMD of LES data can
be used to segregate the high energy containing flow modes and optimize the dimpleprotrusion shapes for heat transfer and pressure drop.
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CHAPTER 4: INVESTIGATION TECHNIQUES
This chapter starts with equations used for data reduction, covers the detailed description of measurement techniques and instrumentation, and ends with the basics of
RANS and LES numerical methods used to simulate flow and heat transfer in the present
research work. Below is the list of measurements used in this study:
1. Static Pressure Measurement
2. PIV Measurement
3. Transient TLC Measurement

Data Reduction Equations
The data from the experimental measurement and numerical simulation is used in
the form of nondimensional parameters to compare the results across the geometries and
Reynolds numbers. The parameters used for this purpose are explained in this section.
Additionally, the relation of these parameters with measured/simulated variables and
geometric dimensions is also expressed using mathematical expressions.
The wetted perimeter of the wind tunnel in the test section is expressed by Equation 4.1 in terms of width W and height H of the test section.

Pwet = 2(W + H)

(4.1)

Similarly, inlet cross section of test section is given by Equation 4.2.

Ac = W H
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(4.2)

Using Equations 4.1 and 4.2, hydraulic diameter of the test section is defined by
Equation 4.3.
Dh =

4Ac
Pwet

(4.3)

The dynamic pressure at the inlet to the test section is measured using Pitot-static
tube and velocity is derived from it using 4.28. The mass flow in the test section is calculated using Equations 4.27, 4.2, and 4.28 and given by Equation 4.4.

ṁ = ρAc V0

(4.4)

The target Reynolds number in the wind tunnel is calculated based on dimple
diameter D and is given by Equation 4.5.

Re =

ρV0 D
µ

(4.5)

In some literature, the Reynolds number based on hydraulic diameter is used to
present the results. The Reynolds number based on hydraulic diameter is given by Equation 4.6.
ReDh =

ρV0 Dh
µ

(4.6)

The friction factor is calculated using Darcy’s formula given by Equation 4.7.

f=

2D∆P
ρV02 l

(4.7)

where ∆P and l are pressure drop and length over which pressure drop is occurring.
The friction factor for smooth channel f0 is used as the baseline for normalizing all
other friction factor values and it is calculated using Equation 4.7.
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Blasius correlation [98, 99] is used for smooth channel friction factor is given by
Equation 4.8.
fBlasius = 0.3164Re−1/4

(4.8)

It must be noted that Blasius correlation values are used only for comparing the
measured friction factor values for smooth wall; they are not used for normalizing friction
factors.
The friction factor augmentation f /f0 is calculated using Equation 4.9

faug =

f
f0

(4.9)

The Nusselt number based on dimple diameter is given by Equation 4.10

Nu =

hD
kair

(4.10)

Like Reynolds number, Nusselt number based on hydraulic diameter Dh is used
in some studies. Equation 4.11 can be used to calculate Nusselt number based on Dh .

N u Dh =

hDh
kair

(4.11)

In the present study, Dittus-Boelter correlation [100] (Equation 4.12) is used to calculate the Nusselt number for smooth channel.
N u0 = 0.023Re0.8 P rn

(4.12)

The value of n is 0.3 for heating and 0.4 for cooling of the fluid by the surface.
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Like friction factor augmentation, Nusselt number augmentation is given by Equation 4.13
N uaug =

Nu
N u0

(4.13)

For describing nondimensional vortex shedding frequency, Strouhal number (given
by Equation 4.14) is used.
Sr =

fs D
V0

(4.14)

Dimple foot-print diameter is used to normalize all the dimensions used for results
presentation. Some of the key parameters are given by the below equations:
Streamwise position
x/D

(4.15)

z/D

(4.16)

y/D

(4.17)

Spanwise position

Wall normal position

Channel height to dimple diameter ratio

H/D

(4.18)

Hydraulic diameter to dimple diameter ratio

Dh /D
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(4.19)

Dimple depth and protrusion height to dimple diameter ratio

hd /D

(4.20)

hp /D

(4.21)

Dimple depth and protrusion height to channel height ratio

hd /H

(4.22)

hp /H

(4.23)

Streamwise pitch to dimple diameter ratio

px /D

(4.24)

Spanwise pitch to dimple diameter ratio

pz /D

(4.25)

Channel aspect ratio is express as the ratio of channel width W to channel height
H.
AR =
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W
H

(4.26)

Pressure Measurement
During the experiments, dynamic pressure at the inlet of the test section is measured to estimate the average velocity in the channel which is used to calculate the Reynolds
number. The static pressure measurement is taken on the sidewall along the flow direction and used to calculate the friction factor.

Dynamic Pressure Measurement
A Pitot-static tube is installed in the wind tunnel at two inches downstream from
the inlet and positioned in the middle of the channel (in width and height directions).
Its total and static pressure ports are connected to Fluke 922 air flowmeter (Fluke Corp.)
which provides dynamic pressure measurement in the wind tunnel. Airflow meter also
has a built-in temperature sensor that gives temperature measurement. Atmospheric
pressure is recorded using an online application Barometer. Density is calculated using
the ideal gas equation:
ρ=

Patm
RT

(4.27)

Therefore, using Bernoulli’s equation at the measurement location, fluid velocity can be
calculated as:

s
V0 =

(Pt − Ps )
ρ

(4.28)

Static Pressure Measurement
To measure the pressure drop across the test section, holes for static pressure taps
are machined in the channel sidewalls. At first, a 1/32 inch through-hole is drilled from
the flow side to make sure that flow sees the smooth surface. After that, a 1/16 inch hole
is drilled from the other side. The depth of the larger hole is kept only half of the sidewall
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thickness so that pressure taps do not protrude into the flow accidentally. Pressure taps
of 1 inch length are inserted into the drilled holes and glued using epoxy so that they do
not move and there is no leakage of air during the tests. Clear plastic tubing is used to
connect the metal pressure taps to a 47-port multiplexer with ±20 inch of water column
pressure transducer from Scannivalve Corp.

Particle Image Velocimetry
We come across the moving objects every day in our life and the curiosity to understand the dynamics of these moving objects is quite natural. A simple example of
moving objects can be water flowing around the pillar of a bridge. The structures that
form around and downstream of the pillar are very interesting due to separation and
swirling motions caused by the presence of a pillar. Leonardo Da Vinci, the great artist,
was able to create detailed drawings of the flow structure based only on his observations.
In 1904, Ludwig Prandtl designed a water tunnel to visualize the flow going over the
two-dimensional objects such as cylinder, prisms, and wings [101]. He used suspended
mica particles in the water as the tracers and studied flow structures in steady as well as
in unsteady flow [102]. He was able to provide insight into the unsteady flow features,
but all his observations were the qualitative and quantitative description of flow such as
flow velocities could still not be done. The technical and scientific progress made in the
last couple of decades in the area of lasers, computers, electronics, and optics made it
possible to derive quantitative information about the complex unsteady flow field from
a qualitative flow visualization measurement. This flow visualization technique is called
particle image velocimetry (PIV); it allows measurement of the instantaneous flow velocities at several locations in a plane simultaneously. It’s a non-intrusive flow measurement
technique.

60

Figure 4.1: Schematic of stereoscopic PIV setup in the wind tunnel

Figure 4.1 shows the experimental setup for a stereoscopic PIV measurement. For
a typical PIV experiment, several subsystems such as laser, optics, camera(s), computer,
and seeder should work together in addition to the wind tunnel. The incoming flow is
seeded with the small tracer particles. The flow is illuminated at a plane using a dualpulse laser by forming a planar sheet with the help of optics (cylindrical lens and 45o
mirror). The flow is illuminated twice with laser pulses separated by a time delay of ∆tp .
The appropriate time delay between laser pulses (∆tp ) is calculated based on the expected
mean flow velocities and magnification at imaging. The tracer particles are chosen in such
a way that they follow the local flow velocity without affecting it. They scatter the laser
light which is recorded by CMOS camera sensors. The laser and both the cameras are
synchronized using a computer and timing cards so that the image acquisition and laser
1

this step is needed only in case of stereoscopic PIV since both the cameras see the measurement plane
differently because of their different orientations
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pulse occur simultaneously. The acquired images are transferred to the computer for further processing. For processing, PIV images recorded by both the cameras are used to
reconstruct the measurement plane 1 . The recorded images are then divided into small
subregions called interrogation windows. The statistical method, cross-correlation, is used
to find the local displacement vector for the interrogation windows from the image pair
corresponding to first and second illuminations. Underlying assumptions is that the particles in an interrogation window move homogeneously 2 . All three (in-plane: x, y, and
normal: z) instantaneous velocity components are calculated using displacement vector,
time-delay between laser pulses, and magnification used during image acquisition. Similarly, instantaneous velocity for other subregions is evaluated and the data for all the
subregions are combined to cover the entire measurement plane. This whole process is
repeated for several thousand acquired image pairs to reach statistical convergence for
turbulence statistics calculated from the instantaneous velocity field [103].

Thermochromic Liquid Crystal Technique
For temperature measurement at any point, devices like a thermometer, thermocouple, and RTD can be used but often it is required to map the temperatures of the entire
field; traversing these devices over the entire field is challenging and time-consuming.
The main limitations come from the fact that the traverse grid should be fine enough to
capture all the temperature gradients accurately. Moreover, these devices must be put
in the flow or on the surface to measure the temperature and they affect the flow and
heat transfer due to their presence. The need for temperature measurement during transience complicates the situation even more because, in this situation, the number of point
measurement devices needed is the same as the number of grid points which is practi2

In practice, several passes with reducing the size of the interrogation windows are done until there is
no appreciable change in the displacement
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cally nearly impossible to do. Therefore, in many practical applications, it is desired to
use a measurement technique that provides field measurement. It is needless to say that
the temperature response and convective heat transfer are interlinked and if one is measured then in many situations the other one can be estimated with acceptable accuracy.
Thermochromic liquid crystals (TLC) provide transient temperature measurement on the
surface which can be used to calculate the convective heat transfer over that surface using
transient semi-infinite media heat transfer equations.
TLCs are cholesteric liquid crystals that respond to applied temperature change
by reflecting the selected wavelength of incident white light. These molecules are highly
sensitive to temperature and their orientation changes according to the temperature; this
affects the wavelength of absorbed and reflected light from the liquid crystals which result in an apparent change in the color corresponding to each temperature. At lowest
activation temperature (event temperature) reflected light color is red and with increasing temperature, reflected light color goes through the visible spectrum turning violet at
highest activation temperature (clearing temperature). Any further increase in the temperature makes these crystals inactive and takes them to the conventional liquid phase.
The color change cycle of TLC is reversible if they are not exposed to very high temperatures for an extended period to time. To protect the contamination of the liquid crystals by
its binder and surface paints, they are isolated by a microencapsulation process [104]. Oftentimes, a black backing paint is used to increase the contrast by absorbing any scattered
light which makes the reflected wavelength easy to detect. TLC paint color change temperature range can be as low as 1 o C for narrow-band and as high as 20 o C for wide-band;
it depends on its compositions and can be tailored for specific requirements [105]. Some
of the TLC experiment aspects such as paint application, illumination, recording, and calibration of liquid crystals are discussed in [106]. A transient TLC technique for evaluation
of local surface heat transfer in a gas turbine cooling passage is outlined in [107]. A keener
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reader can find details about physical properties of liquid crystals and their applications
in heat transfer measurement in references [108–116]. In summary, liquid crystal enables
us to find a relation between temperature and color change over the entire surface. We
will discuss in detail later how this information can be used to evaluate heat transfer
distribution on the surface.

Figure 4.2: Schematic of a channel flow with TLC painted wall

Figure 4.2 shows the sketch of channel flow with a TLC painted wall. The wall is
painted first with the TLC (containing liquid crystals and binder) and the black backing
paint is sprayed over it to increase the contrast for the better visibility of the color changes
during the test. A TLC layer of 20 µm thickness is recommended [108]. The effect of the
incidence angle on the reflected light is insignificant if it is within ±35o from the axis
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normal to the TLC painted surface [110]. It is also important to use a light source that
does not emit additional heat.
The first known use of TLC was done by NASA in 1981 [116]. They used plastic
sheets coated with liquid crystals along with another sheet with a thin layer of conducting material to evaluate the thermal performance of turbine blade cooling. Significant
evolution of the TLC method has happened in the last four decades which has resulted
in more accurate and robust measurements by this technique. Ireland and Jones [105]
have provided a review of the usage of TLC in research with an emphasis on the recent
developments in this field.
Today, there are two types of TLC experimental methods that are in use to obtain
the local heat transfer on a surface: the steady state and the transient TLC method.

Steady State TLC Method
In the steady state TLC method, a heater foil is used to heat up the walls from
which the heat transfer needs to be measured. The wideband TLC is applied on the walls
with a color change range which covers the expected temperature range on the wall in a
steady state condition. When the heat transfer in the model attains a steady state, known
heat flux q̇ is applied on the wall. It is assumed that the heat flux is constant over the entire
surface and the temperature of the walls change according to the local heat transfer coefficient. The local temperature distribution on the wall Tw is measured based on the color
change of the TLC and bulk temperature Tb of the fluid is measured using thermocouples.
Now, from this information, the heat transfer coefficient is obtained using Newton’s law
of cooling as:
h=

q̇
(Tw − Tb )
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(4.29)

If the experiment is designed carefully to minimize any heat losses from the outer walls
and radiation heat flux is negligible (as compared to the heat flux to the cooling fluid)
then heat transfer measurement is fairly accurate. This kind of experiment needs an extensive calibration of experimental setup preferably in the same illumination and camera
settings to develop a correlation between TLC color and the wall temperature. Since any
color in the TLC color spectrum can be reproduced by the combination of red, green, and
blue (RGB) intensity values, the TLC paint is heated to several different steady state temperatures in a series of tests and RGB intensity values are recorded for each steady state
temperature case. The outcome of this calibration gives a plot between RGB intensity
values and temperature; this plot is utilized to get the temperature value corresponding
to any color of TLC after a steady state experiment. The perceived TLC color depends
on illumination and viewing angle and several calibrations for different viewing angles
needed to reduce the error in the experimental results. Abdullah et al. [117] have discussed TLC calibration methods, associated issues, and ways to reduce the effect of these
issues in detail. Kakade et al. [118] have reported an extensive set of calibrations for
narrow-band and wide-band TLC. They have further provided information about the effect of factors such as optical path, viewing angle, illumination source, hysteresis, aging,
and TLC thickness. One of the limitations of this kind of experiment is to get foil heaters
of the complex 3-D shapes.
Transient TLC Method
In the transient TLC method, the fluid is heated using a wire-mesh heater located
upstream of the test section; a near step function change takes place in the airflow temperature. The test section walls are painted with a thin layer (≈ 20 µm) of narrow-band TLC
paint. Since optical access to the test section is needed to record the TLC color change as
a function on temperature during the experiment, an optically transparent material i.e.
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Acrylic is used to build the test section. Moreover, this experiment requires the test section walls to be made of low thermal conductivity material for the validity of semi-infinite
solid 3 approximation used in the calculation of heat transfer coefficient. The heated flow
is guided into the test section which causes temperature gradient between test section
walls and the hot fluid. As time progresses, the hot fluid gives up the heat to the test
section walls by convective heat transfer which leads to an increase in the surface temperature of the test section walls. If the temperature of the hot fluid is higher than the TLC
activation temperature, TLC color change goes through the series of red, green, and blue
colors with progressing time and becomes colorless as the surface temperature crosses
the TLC clearing temperature. The RGB intensity values of TLC are recorded over time; the
peak intensity of each color occurs at a certain temperature which can be obtained from
the TLC manufacturer’s calibration details or an in-situ calibration can be done to get
more accurate value in identical conditions as an actual experiment. Based on the color
intensity history over time and calibration information, time taken to reach the peak intensity can be found. Now, using this information in a 1-D semi-infinite solid heat transfer
equation, a unique heat transfer coefficient can be calculated at each spatial location on
the test surface.
Since this method relies on the peak of the intensity of the color, which is easy to
detect, it’s more robust than the steady state TLC method. This method is less susceptible
to the errors caused by the viewing angles [119, 120]. The intensity versus temperature
plot for green color shows the highest magnitude peak as compared to other colors and
it’s most discrete too [119,120]. This makes it a good choice for establishing a relationship
between intensity and temperature for a particular location. A discrete peak with high3

Such a solid extends to infinity in all but one direction and characterized by a single identifiable surface
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intensity values reduces the errors associated with finding the temperature from the time
series of intensity values of each pixel on the test surface.
A good comparison of experimental results using the above two TLC methods for
a two-pass cooling system of a gas turbine blade is reported by Pape et al. [121].
The main objective of a transient TLC method is to obtain the distribution of local
heat transfer on a test surface. This technique eliminates the need for foil heater of complex shapes in cases when the test surface has complex 3-D features (i.e. spheres, pins,
ribs, etc.) on it and provides an easy and robust way of measuring local heat transfer coefficients. During the experiment, hot air passes over the test surface and heat the surface;
color change of TLC in response to applied surface heat transfer is recorded in a video by
a camera focused on the test section.
For the current study, all seven rows of features in the streamwise direction and
five rows in spanwise direction are areas of interest. A length of three inches before the
features and approximately five inches after the features are also included in the camera
view. The camera is placed normal to the test surface and at enough distance to keep the
viewing angles less than ±35o to minimize the error associated with viewing angle. The
LED lights are connected to the heater electrical circuit and placed in the camera view;
they are lit as soon as the heater switches on and identify the start and end of the experiment. A separate DAQ system is utilized to record hot fluid bulk temperature history
during the experiment using thermocouples inserted into the flow. The bulk temperature
history and recorded video for the TLC color change is then post-processed using a Matlab based in-house code to get the heat transfer coefficient. The overall process is outlined
in Figure 4.3.
A Matlab based code, with several functions, is developed for processing the data
recorded during the TLC experiment to get the local distribution of the Nusselt number
on the test surface. The details of the code can be found in Appendix B. At first, indi68

Figure 4.3: Outline of the steps involved in the TLC experiment data processing

vidual images are extracted from the recorded video and imported into the Matlab. The
actual experiments last between ≈ 3-9 minutes

4

with a video size of ≈ 375-1,125 MB.

The uncompressed tiff format is used to get high-resolution images; the total size of the
extracted images ranges between ≈ 35-105 GB depending on the length of the actual test.
Since all the images need to be loaded in the Matlab simultaneously to do further processing, computer RAM size became a serious limitation. To circumvent this limitation, each
image is divided into fifteen subsections in streamwise direction; these subsections were
imported and processed independently and at the end, the outcome from all the sections
is combined to get the full matrix for the green color intensity peak arrival time. Also,
images are cropped to keep only the area of interest to reduce the size of each image. A
4-D array is used to store images, in which the first two indices are pixel location in x
and y directions; the third index stores intensity values of red, green, and blue colors; and
the fourth index has the time information about the image from the time series recording.
Only green color intensity is required in further processing; therefore, red and blue color
4

Time of the experiment depends on the heater capacity, Reynolds number, and geometry

69

intensities are cleared from the storage to reduce the memory requirement. The LED light
on and off is used to mark the start and end of the actual experiment. A background
subtraction, using first image 5 , is done to reduce the noise and to ease the green peak
identification. The time-averaging of the green color intensity is done to reduce the noise
in the time-series data. Similarly, a weighted (see Table 4.1) three-point rolling average,
in both x and y directions, is used for the green color intensity to avoid any nonphysical
sharp jumps in the intensity values in the spatial directions. The target pixel is given a
weight of 60 % while all neighboring pixels are given a weight of 5 % each. The main goal
of the image pre-processing step is to find the time, for each pixel, to reach the green peak
intensity and now we have all the information needed and ready to do that.
Table 4.1: Weighing matrix for spatial averaging of green color intensity
5%
5%
5%

5% 5%
60 % 5 %
5% 5%

The green color intensity peaks for all the pixels on the test surface are identified.
As discusses earlier, TLC changes color as the temperature of the surface increases over
time but it’s worthwhile to note that for most of the time during the test, actual TLC color
is a mix of all three colors – red, green, and blue (see Figure 4.4). Figure 4.5 shows data
for green color intensity variation with the number of frames. Figure 4.5 also shows time
and space averaged data in addition to raw data for green color intensity. The averaging
process is required to filter out high-frequency noise from raw data. Recorded green color
intensity still has a lot of oscillations; a seventh order polynomial is fitted over a window
of 200 frames to get approximate the variation of green color intensity. Local green peaks
5

It’s the original image of the test section before the start of the experiment but in the same illumination
and camera settings

70

are identified and sorted based on the intensity values; a peak with the highest intensity
is selected as a true green peak. Figure 4.7 shows data only close to the peak to see the
green color intensity peak more clearly.

Figure 4.4: Variation of color intensities (RGB) during the TLC experiment

A general differential equation for 3-D transient heat conduction with no internal heat generation and constant material properties is given by Equation 4.30 and its
derivation can be found in any standard heat transfer book such as by Incropera and
DeWitt [122].
∂ 2T
∂ 2T
∂ 2T
1 ∂T
+
+
=
∂x2
∂y 2
∂z 2
α ∂t

(4.30)

where α = ks /ρs Cp s is thermal diffusivity and ks , ρs , and Cp s are thermal conductivity, density, and specific heat capacity of the solid, respectively .
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Figure 4.5: Variation of green color intensity during the TLC experiment

Figure 4.6: Local peaks of green color intensity
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Figure 4.7: Closer view of local peaks of green color intensity

Dos Santos et al. [123] reported that acrylic (PMMA) thermal properties are strongly
dependent on temperature. Also, a significant variation in properties between different
measurement techniques and what reported in the other literature is found. A difference
of as high as 18 % for thermal diffusivity at 70 o C is observed. In current TLC experiments,
a value of ks = 0.19 W/m.K and α = 1.10e−7 m2 /s are used. The effect of the temperature
dependence of material properties is not studied in this work.
It is difficult to find an analytical solution for Equation 4.30; a geometric simplification, semi-infinite solid, eliminates the two spatial direction partial derivatives from the
Equation 4.30 and it reduces to 1-D transient heat conduction equation given by:
∂ 2T
1 ∂T
=
2
∂x
α ∂t

73

(4.31)

The semi-infinite solid approximation is reasonable only for the short duration in
which the interior of the test surface wall is uninfluenced by the change in the surface condition. A nondimensional number which characterizes this early portion of the transient
condition is called Fourier number and is given by:

Fo =

α∆tT LC
L2x

(4.32)

where ∆tT LC and Lx are the duration of the transient TLC experiment and half-thickness
of the test plate, respectively. A Fo ≤ 0.1 provides reasonable accuracy for the semi-infinite
solid approximation as mentioned by Singh et al. [124]. It’s therefore important to select
the test section wall materials and its thickness such that it meets the above-mentioned
criterion for the maximum expected time of the experiment. In the current TLC experiment, a one-inch thick acrylic plate is used for the test section and other dimensions of
the plate are 8.0 inches and 20.0 inches which can be approximated as infinitely long as
compared to the thickness direction. The Fourier number for the longest test is 0.092
and meets the criterion for semi-infinite solid assumption. Equation 4.31 has second-order
derivative in space and first-order derivative in time; therefore, it needs two boundary
conditions in space and an initial condition for time to solve this differential equation.
Initial condition: at time t = 0,

T (x, t) = Ti

(4.33)

Boundary conditions: at x → ∞,

T (x, t) = Ti
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(4.34)

at x = 0,
−ks

∂T
∂x

x=0

= h[T∞ − T (0, t)]

(4.35)

Equation 4.36 shows the closed form solution for Equation 4.31 with initial and
boundary conditions given by Equations 4.33-4.35 [122, 125]. Figure 4.8 is a sketch of
the heat conduction in a semi-infinite solid and shows the temperature variation inside
the solid at different times in finite thickness direction according to Equation 4.36. It is
clear from the Figure 4.8 that effect of applied boundary condition is seen in the form
of increasing penetration of temperature rise inside the solid with elapsing time. In the
limiting case of h → ∞, solid surface will reach the temperature T∞ of hot air flowing
over the surface.
T (x, t) − Ti
= erf c
T∞ − Ti



x
√
2 αt




− exp



hx h2 αt
+ 2
ks
ks

√ 
 

x
h αt
erf c √ +
ks
2 αt

(4.36)

The complementary error function, erfc(a), is defined as erfc(a)=1-erf(a).
The TLC is painted on the test surface and its response depends solely on the surface (x=0) temperature; the temperature inside the solid is not needed for the TLC calculations. Therefore, Equation 4.36 can be simplified to:

 2  
 √ 
T (0, t) − Ti
h αt
h αt
= 1 − exp
erf c
2
T∞ − Ti
ks
ks
A new nondimensional variable is defined as β =

√
h αt
ks

(4.37)

and using this new variable,

Equation 4.37 can be rewritten as:
T (0, t) − Ti
= 1 − exp(β 2 )erf c(β)
T∞ − Ti
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(4.38)

Figure 4.8: Sketch of semi-infinite solid and transient temperature distribution inside the
solid in finite thickness direction

The Equation 4.38 has only one unknown, heat transfer coefficient h. To evaluate
the left-hand side, surface temperature [T (0, t)], bulk temperature(T∞ ), and initial temperatures (Ti ) are recorded during the experiment. The upper and lower limits for left-hand
side values are 1.0 and 0 – 1.0 corresponds to the situation when the surface temperature
reaches bulk temperature (h → ∞) whereas 0 represents the situation with no heating
[T (0, t) = Ti ]. Therefore, the entire left-hand side is known. For the right-hand side, considering given material properties and already calculate green color intensity peak arrival
time(t), only the heat transfer coefficient (h) needs to be calculated. The Equation 4.38 can
be solved using some iterative method. But, a faster solution can be found by creating
a table for right-hand side (using different combinations of h and t values), evaluating
the left-hand side for a given time (using time-dependent surface temperature and bulk
temperature), and locating the unique value of h from the created table (for right-hand
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side) at that particular value of time. The above-outlined process is for one pixel that can
be repeated for every pixel on the test surface.
The only assumption in the above-outlined method is constant bulk temperature;
that means, there is a step-change in the fluid flowing over the test surface from Ti to T∞ .
The ideal step change in the temperature is never achieved but a heater with multiple
passes and a large surface area is designed in such a way that the bulk temperature ramps
up quickly enough. Figure 4.9 shows the rise of hot air bulk temperature during the
TLC experiment at a point just upstream of the features in the test section. The fluid
temperature reached 95 % of the final bulk temperature value in ≈ 34 seconds and took
≈ 80 seconds to attain a value of 99 % of the final value. There is no appreciable rise in
the temperature is noticed after 80 seconds. Therefore, the bulk temperature is certainly
a function of time, especially at the beginning of the experiment and the solution method
must be adapted for this bulk temperature initial ramp-up to correctly predict the heat
transfer coefficient on the test surface.
Due to non-homogeneous, time-dependent nature of boundary condition (Equation 4.35), Equation 4.31 cannot be solved using standard separation of variables method.
Duhamel’s theorem provides a convenient method to solve heat condition problems with
time-dependent boundary conditions; applications of this approach to a variety of heat
conduction problems are provided by Hahn and Ozisik [126]. The proof of Duhamel’s
theorem is provided by Bartels and Churchill [127] for a generalized convection boundary condition. This approach uses superposition to shift the non-homogeneity of boundary condition to the initial condition and solve the heat conduction equation by separation
of variables [126]. Metzger and Larson [128] has provided a method to superimpose the
elemental change in T∞ to represent the actual rise in the bulk temperature of air in the
fundamental solution of heat conduction in semi-infinite solid given by Equation 4.37.
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The final form of the solution is given by Equation 4.39.

T (0, t) = Ti +

ND
X
i=1

 "

 2
h α(t − τi )
erf c
1 − exp
ks2

!#
p
h α(t − τi )
∆T∞(i−1→i)
ks

(4.39)

Figure 4.9: Bulk temperature rise during the TLC experiment
At this point, it is necessary to discuss the bulk temperature which is needed in
4.39 to estimate the heat transfer coefficient from acquired data during a transient TLC
experiment. The hot air loses heat to any surfaces between heater and end of the test
section. The temperature of TLC is raised by the heat lost from the hot air and it is necessary to see any color change in the TLC but other surfaces (without TLC paint) also soak
heat which is undesirable. The bulk air temperature keeps dropping in the downstream
directions due to this heat loss and makes the correct estimate of the bulk temperature at
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every location in the test section more challenging. The estimate of heat transfer heavily depends on the correct estimate of the bulk air temperature everywhere at all times
during the experiment. Therefore, there have been several studies in the past describing
different methods to calculate the bulk temperature based on a combination of measurements and energy balance in the test section. Chyu et al. [129] has suggested five different
ways to calculate the bulk temperature based on the local energy balance on all the walls.
Another method is proposed by Von Woltersdorf [130]; it is suggested to use a method
for bulk temperature calculation which accounts for the local wall temperature history.
Furthermore, it is reported that in long channels, in particular, the usage of inlet temperature for bulk temperature calculation results in inaccurate predictions for heat transfer on
the test surface. But in all the methods suggested by both the authors, knowledge of heat
transfer on all the walls is required for the correct estimate of bulk temperature and can
not be used directly in the current experiment because TLC measurement is taken only
on the one wall.
To circumvent the above-described issues, the temperature measurements at four
locations: before, after, in the middle, and downstream of the features are taken. Three
thermocouples at each of the first three locations and one

6

at the last location is used.

The linear interpolation, using temperature measurement at three locations, is done to
estimate the bulk air temperature at all the locations in the test section. The next step is
to translate the mathematical formulation and measurement into a code to solve the local
heat transfer coefficient at each location on the test surface. Matlab base code is used to
do that and is attached in Appendix B. The flowchart for the Matlab code is shown in
Figure 4.10.
6

No temperature variation is expected because of the flat section and one thermocouple should be
enough
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As a first step in the heat transfer coefficient (HTC or h) calculation process, previously calculated green peak arrival time matrix is loaded. Equation 4.38 is used to create
a lookup table using a range of values of h and time t. The resolution of 0.1 in the range
0-1000 is used for both h and t. Figure 4.12 shows temperature ratio as the function of β.
Now, for a particular pixel, time for green peak arrival is extracted from the green peak
arrival time matrix; bulk temperature is interpolated to get the value corresponding to
green peak arrival time; and finally, temperature ratio (LHS of Equation 4.38) is calculated using this information. The temperature ratio should always be in the range 0-1.0; a
value greater than 1.0 is nonphysical and that pixel should return a NaN as final values of
h and Tbulk . At this point, the value of RHS is compared to each entry in the lookup table
for a given green peak arrival time to get the value of β corresponding to temperature
ratio. This value of β and β value just before it serves as upper and lower bounds for β,
respectively 7 . The lower bound of h is found from the βlow , temperature ratio, and time
t; it assumes the ideal step change in Tbulk from the time t = 0 and results into a lower
h than the actual value (green lines in Figure 4.11). The green peak arrival time should
be compared to ramp-up time DTstep (see Figure 4.11) to know if the green peak occurred
during the ramp-up or after the ramp-up. The end of ramp-up phase is defined as the
T > 0.99Tf (see Figure 4.11). If the green peak occurred after the ramp-up then upper
limit of possible h is found using βhigh , temperature ratio, and time t − DTstep (blue lines
in Figure 4.11). This assumes that there was no heating until the end of ramp-up and still,
the green peak has arrived which provides a higher value of h than the actual value. The
difference between higher and lower values of h is evaluated and if that is less than convergence limit epsilon then final values of h and Tbulk are returned. But, if the convergence
7

The material properties are input to this code and if there was no temperature ramp-up involved in the
process then for a known value of β and t, the only unknown is h and it can be easily calculated. But, the
initial ramp-up has made the calculation more involved.
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is not reached, hlow should be incremented using hstep up to hhigh ; calculate new β values,
new temperature ratio (using temperature rise and time taken in each step as shown by
blue steps in Figure 4.11), and use Duhamel’s superposition to get the cumulative temperature ratio. As soon as the cumulative temperature ratio is greater than the original
temperature, the final value of h is found. On the other hand, if the green peak arrived
during the ramp-up phase, Duhamel’s superposition should be used similarly except that
it should start at t = 0. Thus, the final values of h and Tbulk are found for a particular pixel;
the same process is repeated for all other pixels, and values are saved.
In the final step, thermal conductivity for air kair is calculated using the Tbulk , and
the Nusselt number is calculated for a given characteristic length. Finally, local Nusselt
number values and pixel numbers are saved in a 3-D array. The pixel distance between
marker points, with known physical distance, is calculated from the image in both x and
y directions; this information is used to transform the coordinate from pixel space to
physical space. These dimensions are then normalized using the diameter of the dimple
for plotting data in nondimensional form.

Basics of Numerical Methods Used
The amount of data that we can get from an experiment depends directly on the
complexity of the experiment and the amount of instrumentation used. For example,
PIV provides simultaneous measurement of flow field over an entire plane (planar PIV)
or even over an entire volume (tomographic PIV) but the experimental setup becomes
increasingly complex. Another example could be point measurements of pressure (using
Pitot-static tube) or temperature (using thermocouple); these measurements are relatively
simple in application but provide information only at a point. It’s not even practical to put
a lot of these point measurement instruments into a flow or heat transfer experiment to get
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Figure 4.10: Flowchart for TLC processing code
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Figure 4.11: Bulk temperature ramp-up consideration for HTC calculation

Figure 4.12: Tratio (=

Tw −Tb
)
Tb −Ti

as a function of β(=
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a good enough resolution over a plane. But all the above reasons do not undermine the
importance of experimental data, especially in the scenarios where we do not have fully
evolved mathematical/numerical models. The experimental data is used to validate the
numerical methods and these validated numerical methods are then used to investigate
the real-life problems in detail.
In the current study, one such technique called Computational Fluid Dynamics
(CFD) is used to understand the flow and heat transfer mechanism in more detail for
the surfaces with dimples and/or protrusions features. The Navier-Stokes equations in
conjunction with continuity and energy equations provide full descriptions for any flow
and heat transfer problem. These equations are solved on a finite number of points in the
computational domain using robust iterative methods with appropriate boundary conditions. The determination of appropriate boundary conditions describing the practical
situation is one of the most critical and challenging tasks for the CFD application. There
are many different methods (FDM, FEM, or FVM) that are available for discretizing the
computational domain in a manageable number of elements and solving the equations describing the flow field but the superiority of one over the other depends on the specific
applications. It’s hard to find a universal CFD solver that works equally well for all the
applications and that’s the reason for the presence of so many different commercial CFD
codes.
A typical CFD simulation starts with the creation of a simplified geometry representing the physical domain of interest. This geometry is then used for the extraction of
the fluid domain 8 which is called airsolid in CFD terminology. The airsolid model is then
divided into several elements called mesh or grid. The integral form of governing equations is translated into a system of algebraic equations using Taylor’s series expansion
8

Also need a solid domain in the case of Conjugate Heat Transfer (CHT)

84

and solved at each of the grid points using iterative methods. The convergence of the
solution is assessed based on the change in normalized residuals with the progress of the
simulation in the entire computational domain. The results from the converged solution
then processed as per the requirements from that study. Here, there is no intention to go
into details of CFD; a vast number of textbooks and papers dedicated to this topic are
easily available. An interested reader can find more details in [131, 132].
The exact number of boundary conditions and their type are problem-specific but
some of the general boundary conditions available in most of the commercial CFD solvers
are Inlet/outlet (mass flow, velocity, pressure, temperature), wall (no-slip, symmetry, periodic, temperature, heat flux) and many more.
The CFD simulations are computationally expensive but the advancement in parallel computing has opened the doors for using CFD as an optimization method. A complete optimization problem can be set up in a CFD software that loops over all the steps
mentioned above until an optimum for the target parameters is reached. For example, a
geometry can be achieved for optimum heat transfer and pressured drop. The solution
process starts with an initial geometry and then geometry is morphed based on the results
from every new simulation as compared to the previous one and this process continues
until the true optimum is reached. Ghosh et al. [96,97] presented some of the applications
of CFD as an optimization tool for optimizing geometries for gas turbine blades for heat
transfer and pressure drop.
Governing Equations for Fluid Flow and Heat Transfer
All the mathematical models in the most general form are based on some conservation laws and fluid flow and heat transfer are no exceptions. The governing equations
for flow and heat transfer are derived from conservation of mass, momentum, and energy
and are called continuity, Navier-Stokes equations, and energy equation.
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For an incompressible (constant density) flow, the mass conservation on a differential volume leads to the continuity Equation 4.40.
∂ui
=0
∂xi

(4.40)

The momentum equations are based on the Newton’s second law of motion; a
fluid particle’s acceleration is related to the forces (surface and body) experienced by that
particle. The surface force originates from the molecular interaction and described by the
stress tensor (which is symmetric) whereas the relevant body force is gravitational. In
the absence of the body force and for constant property Newtonian fluid, the momentum
equations take the form of Navier-Stokes equations expressed by Equation 4.41.
∂ui
∂ui
1 ∂p
∂
+ uj
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+ν
∂t
∂xj
ρ ∂xi
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where ν ≡ µ/ρ is kinematic viscosity of the fluid. Similarly, the governing equation for
the energy can be derived and the final form is as given below (Equation 4.42).
∂T
∂ 2T
∂T
+ uj
=α 2
∂t
∂xj
∂x j

(4.42)

where α ≡ ks /ρs Cp s is thermal diffusivity.
Equations 4.40 - 4.42 are written in a compact form using standard Einstein tensor
notation. Where indices i = 1, 2, 3 represent velocity components u, v, w and coordinate
directions x, y, z when operated on u and x. The repeated indices represent a sum over
and take value from 1 to 3.
The set of above three equations (Equations 4.40 - 4.42) results into total five coupled nonlinear partial differential equations when expanded for all three components on
momentum in three direction (x, y, and z). It looks like we have five independent equa86

tions and five unknowns and a straightforward solution by any iterative method can be
achieved. A closer look at the equations reveals that for incompressible flow, we have
three momentum equations for velocity components in x, y, and z direction and energy
equation for the temperature but there is no independent equation for the pressure. In
the case of compressible flow, we have an additional equation in the form of equation of
state P = ρRT which acts as an independent equation for the pressure. The absence of
an independent equation for pressure in case of incompressible flow posed some of the
classical problems like decoupling of pressure and velocity fields and took a lot of effort by
the CFD community to come up with algorithms to avoid this issue during Navier-Stokes
numerical solution process.
The complete description of the flow can be obtained by Direct Numerical Simulation (DNS) by resolving all the scales of motion with appropriate boundary conditions
for the considered flow. DNS is the simplest approach since it solves the Equations 4.40
- 4.42 directly without any assumptions and provides unparalleled accuracy and flow
details but it is computationally so expensive that even with the modern computers, it
can only be used to solve flows with low or moderate Reynolds numbers. The computational cost increases so rapidly with Reynolds number (as Re3 ) that it becomes impractical to perform DNS for the flow with Reynolds number beyond a few thousand [133].
The mesh requirement in the DNS simulation depends on the smallest turbulence scales
(Kolmogorov scales, lK ) and the size of these scales decreases with increasing Reynolds
number which results in finer mesh requirements. In a fully resolved DNS, most modes
are in the dissipative range [133]. This observation encourages the development of approaches that relaxes the resolution requirement in dissipative range in a situation where
energy-containing motions are of primary interest. Although this simplification comes at
a cost in terms of accuracy, yet it makes the simulation of practical interest feasible.
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Figure 4.13: Energy spectrum (cascade) of turbulence

Figure 4.13 shows the energy spectrum of turbulence. The larger eddies draw energy from the mean flow and pass that energy to the smaller eddies; this process of energy
transfer from larger to smaller eddies continues until the eddy sizes reach Kolmogorov
length scales and dissipate energy through viscous dissipation. The smallest size of an
eddy is defined by the Kolmogorov length scale, lK . The wavenumber κ(= 2π/le ) is inversely proportional to the eddy length scale le ; the kinetic energy associated with eddy
decreases as the wavenumber increases. The kinetic energy and dissipation rate  associ-
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ated with eddies of wavenumber range (κa ,κb ) can be expressed by as [133]:
κb

Z

E(κ)dκ

(4.43)

2νκ2 E(κ)dκ

(4.44)

k(κa ,κb ) =
κa

Z

κb

(κa ,κb ) =
κa

From Kolmogorov’s first and second hypothesis it can be established that the energy spectrum is universal function of  and ν of the form [133]:
E(κ) = C(2/3) κ(−5/3)

(4.45)

where C is a universal constant. The slope of the energy spectrum showed in Figure 4.13
is based on Equation 4.45 and it has been verified by a lot of experimental and numerical
studies. The value of constant C = 1.5 is also verified by various researchers [133, 134].
George et al. [135] showed that a similar expression can be derived for pressures
spectrum,

π(κ) = Cρ2 (4/3) κ(−7/3)

(4.46)

Equation 4.45 and Figure 4.13 clearly shows that amount of energy associated with eddies decreases with decreasing size (increasing wavenumber); the energy contained in
the smaller eddies (high wavenumber) is a very small fraction as compared to the energy contained in the larger eddies (low wavenumber). Pope [133] mentions that 99 %
of the computational effort of DNS simulations goes into resolving the smallest eddies
which contain a very small amount of energy. This is the key to the usefulness of all the
Large Eddy Simulation (LES). In LES, larger eddies, containing most energy, are resolved
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with appropriate mesh size whereas smaller eddies are modeled using some kind of subgrid scale model. This leads to an enormous amount of reduction in the mesh count and
makes it possible to simulate the complex flows with reasonably high Reynolds numbers
with current computational resources.

Reynolds Averaged Navier-Stokes (RANS) Equations
As discussed in the previous section that DNS and LES are both computationally exhaustive simulation approaches and cannot really be used for industrial applications where many simulations needs to be computed in a duration of few days to few
weeks. This requirement gave rise to the development of many less accurate and detailed but computationally cheaper approaches to simulate the flow and heat transfer.
One of such approaches is RANS, it uses time averaging to get the mean flow properties from the instantaneous ones. The Reynolds averaged, continuity, momentum, energy equations can be derived from Equations 4.40 - 4.42 using Reynolds decomposition
ui (x, t) = ui (x, t) + u0i (x, t) and the final form comes as follows:
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+

∂Rij
∂xj

(4.48)

(4.49)

Reynolds stresses (Rij = −ρu0i u0j ) are additional unknowns introduced by the averaging
procedure. They need to be modeled by relating them to the average flow quantities to
close the system of governing equations. It is well-known turbulence closure problem [133]
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and has been the focus of many researchers till today. The expanded form of Reynolds
stress tensor is given by Equation 4.50. It is symmetric and there are a total six Reynolds
stress components those need to be modeled/calculated in addition to five unknowns for
Equations 4.40 - 4.42.
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(4.50)

It is clear from the Equations 4.47- 4.49 and 4.50 that all quantities are averaged over time
in the formulation itself so they cannot provide any real information about the turbulent
fluctuations and stresses arising out of those fluctuations. From Equation 4.50, it looks
like that they have the product of velocity fluctuations averaged over time but in reality,
the velocity fluctuations are never computed in RANS simulations and Reynolds stresses
are modeled based on the mean flow quantities. The diagonal terms in Equation 4.50
represent the normal stresses while off-diagonal terms are related to shear stresses on a
fluid element.
The RANS models can be closed using one of the following methods:
1. Eddy viscosity model
2. Reynolds stress model
In the eddy viscosity model, Reynolds stresses (Equation 4.51) are linked to mean
flow quantities using the Boussinesq hypothesis 9 . The eddy viscosity in Equation 4.51 is
a proportionality constant and describes the momentum transfer from the mean flow to
the eddies. The inherent assumption with constant eddy viscosity is that the turbulence
is isotropic which is true for simple flows but for more complex flows, the anisotropy in
9

Reynolds stresses are modeled using an eddy (turbulent) viscosity, µT
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the turbulence caused by strong velocity gradients makes this assumption less and less
accurate.

Rij =

−ρu0i u0j


= µT
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The turbulent kinetic energy k is related to normal stresses as per the Equation 4.52

1
1 0 0
k = u0i u0i =
u u + v 0 v 0 + w0 w0
2
2

(4.52)

Every turbulence model calculates the turbulent viscosity differently and they are differentiated based on it. The simplest eddy viscosity model is one equation model (i.e. SpalartAllmaras); it solves the transport equation for modified turbulent viscosity. This model
was developed specifically for aerospace applications involving wall-bounded flows and
has been shown to produce reasonable results for boundary layers subjected to adverse
pressure gradient.
The next family of eddy-viscosity based models is two equation models. Two most
common two equation models are k −  and k − ω family of turbulence models. The original
k −  model was developed by Jones and Launder [136] which was further modified by
Launder and Sharma [137]. The two transport equations for k and  were developed by
manipulating the Navier-Stokes equations; they are solved to get the values of k and .
These values are then used to find the turbulent viscosity by Equation 4.53.

µT = C µ

k2


(4.53)

The turbulence is not isotropic near the walls and a different value of constant near the
wall is needed. This is a limitation of this model and different values of constant work
well in different flow situations.
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Another popular two equation model is k − ω model. It was originally developed by
Wilcox [138]. He has provided great details about this model, starting from the derivation
of equations to advantages it has over the k −  model. This model defines a new variable
called, specific dissipation rate ω. The transport equation for turbulent kinetic energy remains the same but a new transport equation for ω(≡ /k) is developed by manipulating
the Navier-Stokes equations. These transport equations are solved to get the value of k
and ω and then kinematic turbulent viscosity is given by Equation 4.54.

νT =

k
ω

(4.54)

This model yields good results in the viscosity dominated regions which makes a better
choice for the wall-bounded flows. But it underperforms in the homogeneous turbulence
regions. The performance of all the turbulence models depends on the value of the constant used in them. These constants are determined from DNS or certain experimental
data and validated for many other kinds of flows but still, there is no way to find a universal value of these constants which is guaranteed to yield good results for all kinds
of flow situations. They have a range of values and need to be tweaked for a particular
problem. Otto et al. [139] showed that tweaking the value of constants improves the heat
transfer prediction over the pin fins. Reynolds stress model does not use the eddy viscosity hypothesis instead individual components of the Reynolds stress tensor are directly
computed from the transport equations for each of them. Exact Navier-Stokes equations
are used to derive the six independent transport equations for the Reynolds stresses. Also,
the pressure is decomposed into mean and fluctuating components and the transport of
Reynolds stress is described as the energy redistribution which is directly related to pressure strain tensor [133, 134]. It is a second-moment closure of RANS equations due to the
modeling of the pressure strain tensor. This is the most complete turbulence model and
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accounts for the directional effects of the Reynolds stresses and the complex interactions
in the turbulent flows. It offers significantly better accuracy as compared to other one
equation or two equation models. It is computationally more expensive than eddy viscosity
models but much cheaper as compared to DNS or even LES.

Large Eddy Simulation (LES)
In LES, the large-scale three-dimensional unsteady turbulent motions are resolved
but smaller-scale motions are modeled. In terms of computational cost, LES is cheaper
than DNS but costlier than RANS. Since LES resolves the large-scale motions, it is expected to be more accurate and reliable than the RANS models, especially for the flows
which have large-scale unsteadiness such as flow over bluff bodies in which unsteady
separation and vortex shedding is present. It is understood that large-scale motions attribute to most of the energy and anisotropy in the flow. The large-scale motions are
predominantly governed by geometry and are not universal whereas smaller-scales motions have the universal character to some extent. Thus, LES saves a significant amount
of computational cost by resolving only the large-scale motions completely and approximating the smaller scales with some simple subgrid-scale model.
As a first step in a LES simulation, a filtering function is defined which decomposes
the velocity u(x, t) into the sum of filtered component U (x, t) and residual component
û0 (x, t)

10

. The filtered components are calculated directly but the residual (or subgrid-

scale) component is modelled. In the second step, the filter operation is performed onto
the continuity Equation 4.40 and Navier-Stokes Equations 4.41 which results in continuity
10

note that the û0(x, t) here is a function of space and time both which is different than u0 (x) used in 4.48
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and momentum equations for the filtered velocity components. For incompressible flow,
the final form of the equations is given by Equations 4.55 and 4.56.
∂U i
=0
∂xi

(4.55)
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Similarly, the filtered energy equation is given by Equation 4.57.
∂ T̂
∂ T̂
∂
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− qj r
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(4.57)

where residual heat flux qj r = Uj T̂ − U j T̂
The second term in the Equation 4.56 has filter of product of velocity components
which is unknown but the product of filtered velocity components can be calculated.
Leonard [140] splitted it into product of filtered velocity components and residual stress
tensor as:
U iU j = U i U j + τijr

(4.58)

Using Equation 4.58 into filtered Navier-Stokes Equation 4.56 results into:
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(4.59)

The third step is to provide closure by modeling the residual-stress tensor τijr . A
successful model for residual stress tensor should account for the interactions between
large-scale (filtered motions) and smaller-scales as well as interaction among the smallerscales.
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The simplest model for the anisotropic residual stress tensor was proposed by
Smagorinsky model [141] and later, it formed the basis for the many more advanced models. According to this model, the linear relation between residual stress and filtered strain
rate is used and eddy viscosity of the residual motions acts as the proportionality constant. Equation 4.60 describes this relation [133].
τijr = −2νr Sij

(4.60)

The eddy viscosity is modelled by analogy of mixing length hypothesis as:
νr = ls2 S = (Cs ∆f )2 S

(4.61)

where S is characteristic filtered strain rate, ls is Smagorinsky length scale, Cs is Smagorinsky
coefficient, and ∆f is filter width.
One of the main issues with the Smagorinsky model is that it requires different
values of the Smagorinsky coefficient Cs for different flow regimes. For example, it is
zero in laminar flow, and it is lower near the walls as compared to its value Cs 0.15 in
free turbulent flows of high-Reynolds number [133]. Germano et al. [142] proposed the
dynamic model which determines an appropriate local value of Cs . This model was further
modified and extended by Lilly [143] and Meneveau et al. [144]. In the case of wallbounded flows, the gradients near the walls are very steep and the smallest eddy sizes
are of the order of Kolmogorov scales; a very fine mesh is needed to resolve the boundary
layer with high accuracy. This adds to the mesh count heavily and a near wall modeled
LES approach (like the wall function approach in turbulence models) is used to reduce
the mesh count. One criterion for satisfactory LES simulations is to resolve at least 80
% energy contained in the eddies everywhere, but that criterion cannot be met in the
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boundary layer region in case of near wall modeled LES and that is acceptable. The actual
wall treatment uses an exponential damping function to artificially reduce Smagorinsky
length scale to length scale associated with viscous dissipation. More details on the nearwall treatment and damping function are provided in [133].
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CHAPTER 5: EXPERIMENTAL SETUP
For the current study, there are three kinds of measurements are done: pressure
drop (or friction factor), flow field measurement (using stereoscopic PIV), and local heat
transfer measurement (using transient TLC method). The same wind tunnel is used in all
the experiments; other equipment is added/removed to the setup based on the requirements of a particular experimental method. It is worth noting that flow field visualization
and local heat transfer measurement experiments are very different from each other and
have their specific requirements in terms of equipment. For example, PIV needs thin and
clear test section walls so that camera can see the flow without reflections 1 and distortion 2
whereas transient TLC demands a certain thickness of the test section walls for the validity of 1-D semi-infinite media approximation. Their requirements are contradictory, and
a balance must be made to get meaningful measurements using the same wind tunnel
for both experiments. Therefore, all the basic calculations were performed before finalizing the design of the wind tunnel. All the experiments are performed at the Center for
Advanced Turbines and Energy Research (CATER) at the University of Central Florida,
Orlando. Most of the parts used in the experimental setups are machined in the in-house
facility. A wind tunnel, which runs under suction using a Industrial Air Technology Corp.
centrifugal fan, is used in conjunction with a bleed system and control valves for providing required mass flow for the tests. A Pitot-static tube and thermocouple are used to
measure the dynamic pressure and temperature which are further used to calculate the
mass flow in the rig for a target Reynolds number.
1

Any impurities in the metal cause the laser light to reflect which shows up as bright spots in the image
and measurements are lost in that region. Ideally, a 100% transparent metal is desired for PIV optical view.
2

A thick wall distorts the image of flow field due to difference in the refractive index of air and metal
walls
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Geometry Details of Test Section
The test section walls are machined out of clear (≈ 96 % transparent) acrylic to have
optimal optical access from outside. One of the walls has features (see Figure 5.1) on it
while the other three walls are flat surfaces. The flat and dimples only walls are machine
from a 1.0” thick acrylic sheet but walls with protrusion and combination of protrusions
and dimples are machine from a 1.5” thick acrylic sheet to get the protrusions on the surface. The plate dimensions, feature dimensions, and arrangement of features are kept
the same in all three cases; therefore, only one plate, with a combination of dimples and
protrusions, is showed as a representative geometry and it captures all the important dimensions of the test plates. Table 5.1 shows all the dimensions of the test plate showed in
Figure 5.1. The test section has seven rows in the streamwise direction and five rows in
the spanwise direction. The features are arranged in an inline fashion in both directions.
One of the goals of the current study is to understand the difference in heat transfer augmentations for developing and developed flow regions. Chyu et al. [36] showed that the
flow becomes developed by the third row; there is not much change in the heat transfer
augmentation observed beyond the second row. Therefore, seven rows in the streamwise
direction are enough to understand the heat transfer augmentation developing as well as
developed flow region. In the spanwise direction, five rows are used to separate any wall
effects from the row to row interaction of flow and heat transfer.
Table 5.1: Dimensions of the test plate and features
Test Plate
Units
(in)

Length Width
(Lp )
(Wp )
20.0

10.0

Dimples/Protrusions
Sphere
Thickness
Depth Height
diameter
(tp )
(hd )
(hp )
(D0 )
1.0
1.25
0.25
0.25
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Figure 5.1: Geometry details of the wall with dimples-protrusions

Figure 5.2 shows the test section assembled with inlet plenum and exit plenum. A
2-D contraction (13:8 width, 11:1 height) is used to streamline the flow entry and reduce
the boundary layer growth. The final inlet cross-section of the test section is 8.0”x1.0”
which gives a hydraulic diameter of 1.78” (45.16 mm). An exit plenum follows the test
section; it is used to avoid any effects of flow disturbances in the exit plenum propagating
into the test section. The flow direction is left to right. The test section is made modular,
with a removable featured plate, for quick turnaround time for testing different geometries. The features are spherical and difficult to machine with high precision; therefore,
the featured plates are machined by S & S Machining, Inc , Orlando with precision on 0.01”
on the feature dimensions and 0.02” on the other plate dimensions. The bolt holes are
drilled using in-house CNC and M8 bolts are used to assemble the walls of the test section. The inlet contraction is machined out of the Styrofoam and placed into a rectangular
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acrylic envelope to provide strength. Multiple layers of metal tape are put over the Styrofoam to make the flow-touching surface smooth. Adapter plates are used to connect the
test section with the inlet and exit plenums.
It is common in the study of dimples and protrusions to use feature foot-print diameter as the length scale for nondimensionalizing all other dimensions. Here also, dimple/protrusion diameter D (=1.0” or 25.4 mm) is used as the length scale. The Reynolds
number is defined based on average channel velocity V0 and the feature diameter D as:

Re =

ρV0 D
µ

(5.1)

The average velocity V0 and density ρ are calculated based on the measured dynamic pressure and temperature, respectively.
This definition of Reynolds number is more common in dimples/protrusions flow
and heat transfer literature but there is another definition of Reynolds number based on
channel hydraulic diameter ReDh which is used in some other publications. In the current
study, the ratio of hydraulic diameter and dimple diameter Dh /D is 1.78 and that will be
a multiplication factor to get the ReDh from a given value of Re. Table 5.2 shows the
key geometric and flow parameters for the experiments. The hydraulic diameter-based
definition of Reynolds number is used for calculating correlation-based friction factors
and Nusselt number using Blasius and Dittus-Boelter correlations. The Nusselt number
based on Dh is defined as:

N u Dh =
where h local heat transfer coefficient.
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hDh
kair

(5.2)

The heat transfer data is always presented as Nusselt number augmentation defined as:

N uaug =

N uDh
N u0

(5.3)

where N u0 is flat plate Nusselt number at a given Reynolds number.
For the sake of brevity, N u is used for N uDh in most of the presentation of the
results. It should be noted that the characteristic length used in the Nusselt number definition is important only when the absolute values of the Nusselt number are used. But it
is not important for the Nusselt number augmentation if both the Nusselt numbers (N u
N u0 ) are based on the same characteristic length.
Table 5.2: Key geometric and flow parameters
Parameter
Symbol
Dimple diameter
D
Protrusion diameter
D
Length of channel to diameter ratio L/D
Width of channel to diameter ratio
W/D
Height of channel to diameter ratio H/D
Streamwise pitch to diameter ratio
px /D
Spanwise pitch to diameter ratio
pz /D
Dimple depth to diameter ratio
hd /D
Protrusion height to diameter ratio hp /D
Reynolds number range
Re

Value
1 inch
1 inch
20
8
1
1.25
1.25
0.25
0.25
10,000-30,000

There are four different geometries are studied at three different Reynolds numbers. The goal is to understand the difference in flow and heat transfer mechanism for
different geometries and Reynolds numbers. The range of Reynolds number is selected
based on the literature and actual applications. It is also kept in mind that the tested
Reynolds number are in fully turbulent regime because the flows in turbine cooling chan-
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Figure 5.2: Wind tunnel assembly, including test section, inlet, and exit plenum

nels are fully turbulent and heat transfer changes drastically from laminar to turbulent
flow regime. Table 5.3 lists all the geometries used for testing and Table 5.4 shows the test
matrix for different tests.
Table 5.3: Geometries used for experiments

1
2
3
4

Test Surfaces
Flat wall
Dimples only
Protrusions only
Dimples-protrusions
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Table 5.4: Test matrix for different experiments
Re
10,000
20,000
30,000

Pressure drop
Full Channel
Full Channel
Full Channel

Flow visualization (PIV)
Row 6
Row 6
Row 6

Local heat transfer (TLC)
Row 1 - 7
Row 1 - 7
Row 1 - 7

Pressure Drop Measurement
Figure 5.3 shows the simplified sketch of the experimental setup used for the pressure drop. A total of 28 pressure taps (14 on each sidewall) are used for measuring the
pressure drop across the length of the test section (see Figure 5.3). The pressure taps on
both the sidewalls are placed at the same relative position to the inlet. There is no difference is expected in the measurement from both the sidewalls but data from the second
sidewall is used to increase the confidence in the measurement and find if there are any
differences. The distance of pressure taps with reference to the start of the test section are
listed in the Table 5.5. All the pressure taps in the featured section are placed at the same
relative position with-respect-to features to avoid any local variation in the static pressure
caused by local changes in the flow field caused by the features.

Figure 5.3: Schematic of the setup used for pressure drop measurement
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Table 5.5: Pressure tap positions relative to the inlet of test section
Pressure Tap #
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Distance (in)
0.5
2.25
3.5
4.75
6
7.27
8.5
9.75
11
12.25
13.5
15
16.5
18

The test setup is sealed at all the interfaces using silicone and a thorough leak test
is performed before every test to make sure that there is no air rushing into the rig except
the intended inlet. During the test, dynamic pressure and temperature are measured
using a Pitot-static tube and thermocouple located at 2.5” downstream of the inlet to the
test section, and airflow is adjusted using the control valve to achieve a target Reynolds
number. Once the target Reynolds number is achieved, static pressure from the pressure
taps located on the sidewalls is recorded using a 47-port multiplexer from Scannivalve
Corp. A total of 150 pressure readings are taken for each pressure tap and the average
of those is used as the pressure at that position. It has been checked that the average
does not change significantly after 100 reading and stratification statistical convergence
is reached by taking 150 readings. The pressure drop data is used to calculate the friction
factor for different geometries and Reynolds numbers.
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Figure 5.4: Pitot-static tube, pressure taps, and connecting tube used for the pressure drop
measurement

Calibration: Static Pressure Measurement
The pressure transducer is calibrated using air calibrator, model ADT761-LLP, from
Additel Corp. A known pressure is applied using the air calibrator and the corresponding
voltage output from the transducer is noted. This process is repeated for the full range
of transducer and ten data points are recorded. Then the graph between pressure and
voltage is plotted to find a relation; this relation is used to convert measured voltage from
the transducer into pressure.
3

Number of cameras depends on the details needed from the experiment, in the simplest configuration
(planar PIV) it needs one camera whereas, in more complex configurations such as stereoscopic and tomographic PIV, multiple cameras are needed
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PIV Experimental Setup
A typical PIV experiment requires camera(s) 3 , a laser, optics (lenses and mirrors),
seeding particles and seeder, some kind of timing arrangement to synchronize laser and
camera(s) in addition to the wind tunnel showed in Figure 5.3.
The flow inside the dimples and over the protrusions is three-dimensional and
complex. Therefore, a stereoscopic PIV setup is used to get information about all the components of velocity and turbulence statistics to understand the details of flow physics. In
this particular setup, two Andor Zyla CMOS cameras are utilized from different viewing
angles to focus on the same region in the flow field. The flow is illuminated using an
EverGreen laser from Quantel. It’s a dual-pulse Nd: YAG laser emitting light at 532 nm
with pulse energy and repetition rate of 200 mJ and 15 Hz, respectively. A combination
of spherical, cylindrical lenses and mirrors are used to form a laser sheet. The distance of
laser from the region of interest and optics is adjusted to form a ≈ 2 mm thick laser sheet.
The laser sheet passes through the 1.0” thick bottom acrylic wall (see Figure 5.7) and illuminates the flow. The vertical distance between the laser source and the bottom plate
is ≈ 1.0 m. A particle seeder produces seeding particle (particle mean size ≈ 1 µm) using
high-pressure air. Di-Ethyl-Hexyl-Sebacate (DEHS) is used to generate seeding particles.
The seeding particles are released at ≈ 1.0 m from the inlet contraction to make the distribution of particles in the flow as uniform as possible. These seeding particles flow with
air and illuminated by the laser light; they scatter light which is recorded by the cameras
as light intensity. These images are processed to get the flow field information.
For this measurement, a similar (to Figure 5.3) setup with additional equipment
(specific to PIV technique) is used as showed in Figure 5.8. The schematic shows three
different views of the PIV setup to make it easier to visualize the actual setup. The cameras are angled at ≈ 35 − 40o in both the directions. The whole arrangement (laser and
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cameras) are placed on a traverse to enable the measurement of several streamwise (x/D)
planes.

Figure 5.5: Sketch of the experimental setup for PIV measurement

The measurements at five spanwise planes at different x/D values are taken as
shown in Figure 5.6. The locations of all the PIV planes are referenced from the inlet of
the test section in nondimensional coordinates. With reference to row 6 midplane (P 0),
other PIV planes are at x/D = −0.625 (P 1), −0.375 (P 2), 0.375 (P 3), and 0.50 (P 4). The
flow with these kinds of geometries becomes fully developed by row 3 or row 4; therefore,
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all the PIV planes are around row 6 in the streamwise direction. To investigate the flow
behavior in detail, PIV measurement is focused on two spanwise rows only as shown
in Figure 5.7. Moreover, one full pitch in the spanwise direction is covered which ensures that all the key flow featured are captured. The extent of PIV measurement in the
spanwise direction is shown in Figure 5.7.

Figure 5.6: Locations of PIV planes and thermocouples (for air bulk temperature measurement)

Figure 5.7: Considered region for PIV measurement in spanwise and wall-normal directions
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Figure 5.8 shows the experimental setup used for PIV measurement. It shows the
laser light coming from the bottom, passing through the bottom acrylic flat wall, and hitting on the featured top plate. Two cameras are focused on the region of interest. Figure
5.9a shows the traverse arrangement for moving cameras and laser as one unit in the
streamwise direction to measure five planes (see Figure 5.6). An 80/20 structure is built
to mount laser and cameras; the whole assembly is placed on a traverse system driven
by a stepping motor. Figure 5.9b shows the control system for the traverse; the stepping
motor is controlled by an Arduino Uno microcontroller to move the setup precisely to a
particular position. The stepping motor control and Arduino Uno microcontroller both
are powered by a DC supply and microcontroller is connected to PC. The lowest possible acceleration and finest resolution, 16 sub-steps per step, are used for stepping motor
to increase the accuracy of movement. An in-house Arduino code is used to move the
traverse systems to the desired position.
The cameras and laser are synchronized using a timing box and computer. The
delay between two laser pulses is selected based on the displacement of seeding particles
in the sample images; it is 45.0, 22.5, 15.0 µs for Reynolds number of 10,000, 20,000, and
30,000, respectively. For each test case, 3000 image pairs are acquired.
Calibration: PIV
For PIV measurement, it is important to perform calibration to transform the data
from pixel coordinates to real-world coordinates. A 3-D calibration grid from a PIV equipment supplier (i.e. LaVision) would have been ideal but they come in standard sizes and
costly too. Therefore, a custom 2-D calibration gird is made by making a black dot pattern on a white paper with a known center-to-center distance of 5.0 mm in both directions (see Figure 5.10). Since it provides only information in a plane; the whole system
(camera and laser) is moved away from the calibration gird by 1.0 mm twice in succes110

Figure 5.8: Experimental setup used for PIV measurement

Table 5.6: Key information for PIV measurement
Name

Value
Around row 6
Streamwise location
x/D:9.125-10.25
Bottom wall to top wall
Wall normal extent
y/D:0-1.25
Spanwise Row 3 & 4
Spanwise extent
z/D:3.25-6.0 (see Figure 5.7)
Number of planes
5
Number of cameras
2
Type of cameras
Andor Zyla 5.5 MP CMOS
Camera angles
35 − 40o (in both directions)
Nd:YAG, dual pulse,
Type of laser
532 nm, 200 mJ
Lasers sheet thickness
1-2 mm
Type of seeding particles DEHS
Particle size
1 µm
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(b) Traverse control system

(a) Traverse system for cameras and laser

Figure 5.9: Traverse system arrangement and control system for PIV measurement

sion. Three images corresponding to 0, 1.0, and 2.0 axial displacement from the original
position were recorded. Using these images, a standard calibration (using third-order
polynomial) is performed in DaVis® from LaVision GmbH® and saved for later use in data
post-processing.

Post-Processing: PIV
The post-processing of acquired images is done using DaVis® from LaVision GmbH® .
The calibration (see Section 5) information is used to dewarp the images and associate the
pixels with real-world coordinates. Background subtraction is done to improve the quality of images by removing the background noise; this takes care of minor reflection during
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Figure 5.10: Sample of dot patterns (grid) used for PIV calibration

the experiment. Even after background subtraction, some of the reflections are present in
the images and can be easily identified by scanning through the images. Geometric and
algorithmic masks are used to remove the areas with very high intensity as compared to
the rest of the region of interest. The displacements of the seeding particles are calculated
using cross-correlation between images separated by a known pulse delay. Total eight
passes, first two with 32x32 Gaussian window at 50 % overlap and final six with 24x24
auto window size at 75 % overlap, are used for vector processing. Outlier detection and
removal is also done using a threshold for the vectors. Now, there is an instantaneous
vector field available corresponding to each of the 3000 images. The turbulence statistics
are calculated from this instantaneous vector field. As the final step, the ensemble average of all the vectors from 3000 images is done to get the final average velocity field. The
final vector resolution is 0.25 mm in both directions.

TLC Experimental Setup
It was planned to make the experiments modular so that one experimental setup
could easily be converted into another. From PIV setup (see Figure 5.8), cameras, laser,
particle seeder, and traverse are removed and heater, video recorder, and fluorescent
lights are added to build a TLC experimental setup. The simplified sketch of the TLC
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setup is shown in Figure 5.11. The ambient air is sucked by the blower; it goes over the
heater, picks up the heat; passes through the inlet plenum, loses some heat; enters the
test section, and heats it. TLC changes color when the surface reaches a specified temperature and the color change is recorded by the video camera. The air temperature is
simultaneously recorded (using T-type thermocouples) at four locations – right after the
honeycomb, at the inlet, middle, end, and downstream of the test section – using a separate DAQ system connected to the PC. A Pitot-static tube is installed, at 2.5” downstream
of the inlet, to record the dynamic pressure which is used to achieve the target Reynolds
number.

Figure 5.11: Simplified sketch of the TLC experimental setup

The actual experimental setup is shown in Figure 5.12. The setup is placed 90o
rotated as compared to PIV setup to keep the video recorder and lighting on the side of
the enclosure as shown in Figure 5.13. This experiment is quite sensitive to the lighting
conditions; therefore, a covered enclosure – using 80/20 frame and white curtains (visible
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in the background in the Figures 5.12 and 5.13) – is built around the experimental setup to
stop any external light reaching the test section. As shown in Figure 5.13’n, two fluorescent lights are placed on the side of the enclosure angled at 45o from the normal direction
of TLC painted surface to avoid glare and reflections. This ensures that the TLC surface is
evenly illuminated. A Canon VIXIA HF G10 Full HD Camcorder with HD CMOS sensor
is placed in the middle of fluorescent tube lights pointing directly in the middle of the region of interest on the TLC painted surface at a distance of ≈ 0.8 m from the test section. It
has 10x optical zoom, 1920x1080 resolution, 30 fps, and capable of live HDMI output. The
camera is installed behind the florescent light to avoid the shadow of the camera on the
acrylic wall. Still, some shadows of 80/20 structure and camera mountings were present;
they were stationary, so a background subtraction eliminated most of them. During the
initial phase of testing, it is required to monitor the TLC color change live on a computer
screen to see if the experiment is working correctly. It is also noticed that compression is
used to save the video to the internal memory of the camera which reduces the quality
of images in the video. An HDMI signal grabber is used to save the uncompressed video
directly to a flash drive form the HDMI output of the camera. It also allowed displaying
the live video signal from the camera to the PC monitor.
Figure 5.14a shows the heater used for air heating. It is located upstream of the
honeycomb (see Figure 5.11). It is built in-house using nine passes of three sheets of 500
µm stainless steel mesh put together separated by plastic mesh to avoid short circuits.
Therefore, incoming air is heated by a total of 27 layers of heating mesh. Any wrinkles in the mesh can create local hot spots resulting in burnout of mesh in that region;
a wooden frame is used to keep the mesh under tension and keep them in place. The
ends of the mesh are sandwiched between two copper rectangular bars and bolted together to increase the contact between the mesh and the power supply. To enhance the
contact further, electric grease is applied at the electric contact between copper bars and
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Figure 5.12: Experimental setup for the TLC measurement (heat transfer experiment)

stainless-steel mesh. The entire heater assembly is housed in MDF casing and an adapter
box is used to connect the heater box to the inlet plenum. The honeycombs are housed
in the adapter box. The adapter box is also used to assess the quality of flow after the
honeycomb to identify any hot streaks which could be detrimental to TLC measurement
quality. A switch is used to easily cut off the power supply to the heater.
The heater is powered by a three-phase power supply and the amount of heat release is controlled using a three-phase variac from STACO Energy Products Co.® by varying
the voltage. The heater is controlled by a relay using a 220 V AC supply. The heater is
also connected to LED lights which are placed below the test section but in the camera
field of view. A LED light (see Figure5.11) is used to mark the start and end of heating of
air which is needed for the post-processing of TLC data.
One of the test section walls, with dimples and/or protrusions, is painted with
coating from LCR Hallcrest LLC® using an air-pressurized spray brush. The TLC color
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Figure 5.13: Arrangement of the lights and camera for the TLC data acquisition

changes from red-green-blue in 0.8 o C as provided in the calibration data from the manufacturer (see Table 5.7). Several thin layers of TLC paint used to give some time inbetween the coatings for TLC to dry up. The plates are rotated 90o after every layer to
keep the paint thickness uniform in all the area, especially in the curved areas – in/over
the dimples and protrusions. Similarly, a black backing paint is used over the TLC paint
to provide good contrast for the TLC color changes in the images. Figure 5.14b shows
the test section with TLC painted featured wall. The TLC paint is applied only in ≈ 15”
(1”-16”) of the test section length.
For quantifying heat transfer from a surface, the bulk temperature of the air is
also needed in addition to surface temperature measurement provided by the TLC color
change. A total of fourteen T-type thermocouples are used to measure the air tempera117

Table 5.7: TLC temperatures for the start of red, green, and blue colors
Color
Red
Temperature [ o C] 54.5

Green
54.8

Blue
55.3

(b) Test section
(a) Air heater

Figure 5.14: Air heater and TLC painted test section

tures at six streamwise locations along the flow path. In addition to ten TCs in the test
section (see Figure 5.13), three TCs in the adapter box (right after the honeycomb) are installed to measure the temperature and its spread; another TC is at the inlet of the heater
to record the temperature of incoming unheated air as shown in Figure 5.11. In the test
section, three TCs are placed 1.0” upstream of row 1, three in the gap between row 4 and
5, three 0.25” after the last row, and last TC is placed 4.0” downstream of the last row of
features. Three TCs spread over the spanwise extent of the domain are used to cover the
spanwise gradient in the air temperature if any. All the TCs in the test section are placed
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at 0.4” in the wall-normal direction from the smooth wall to read the temperature of the
air in the core flow. The temperature measurement in the test section is most critical for
the heat transfer calculation; therefore, all ten TCs in the test section are sheathed and
calibrated. Sheathed TCs are used to eliminate any bending of TCs due to the airflow.
The thermocouple data is acquired using a FLUKE 2688A data logger with one
FLUKE 2680A precision analog input (PAI) module and FLUKE universal input module. A
single FLUKE universal input module can read up to 20 TCs simultaneously. A fast acquisition rate has high noise whereas a slow acquisition rate has a large time gap between the
readings. As a trade-off, a medium data acquisition rate is used which provide roughly
three reading per second for every TC with the acceptable noise level in the temperature
data. The smaller time gap between the temperature reading is desired especially during
the ramp-up due to the rapid increase in the temperature. The data can be seen live and
are saved at the end of the experiment.
Due to heat addition, a substantial temperature rise happens during the TLC experiment which leads to a significant drop in the density of the fluid. The mass flow
calculation done at ambient temperature would not work and an adjustment in the gate
valve position is required to account for the drop in the density. Moreover, the mass flow
cannot be adjusted during the experiment because as soon as the mass flow is changed,
an adjustment in the heating power is also needed to achieve a bulk temperature which
will provide TLC color change within the permissible time (governed by semi-infinite
solid assumption). For any Reynolds number, the gate valve should be set such that the
dynamic pressure (measured by Pitot-static tube) at hot air temperature gives the desired
Reynolds number, which means a higher dynamic pressure should be set at cold flow
condition to take care of change in density due to heating. This cannot be achieved in
one go; therefore, a trial and error method is used to achieve the target dynamic pressure
value which will give the desired Reynolds number in hot flow condition. This process
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is repeated for each Reynolds number and geometry. Once the gate valve position and
the variac position is set for a particular Reynolds number, the rig is given enough time
to cool down before actual TLC data acquisition. The sequence of steps during final TLC
test is given below:
1. Set the gate valve and variac position for a particular Reynolds number
2. Start DAQ to record air temperature
3. Start the blower, check the dynamic pressure, and make any small adjustments if
needed
4. Let the blower run for five minutes to get stabilized flow in the wind tunnel
5. Start video recording
6. Switch on heating and wait until TLC color goes through a full cycle of red-greenblue in the region of interest
7. Switch off heating
8. Stop video recording
9. Stop air temperature recording
10. Shutdown the blower
Calibration: TLC
The calibration information is provided by the manufacturer and the green peak
intensity range is ±1 o C; this range is too big and would add a very high uncertainty
to the measured heat transfer. Moreover, the exact setup, instrumentation, lighting, TLC
coating thickness, and other conditions associated with TLC calibration are not known
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Table 5.8: Green color intensity peak temperatures for TLC calibration tests
Test #
1
2
o
Green Peak Temperature [ C] 55.71 55.61

3
µTgp
σTgp
55.81 55.74 0.047

and can have a significant effect on the predicted temperature at the peak green color intensity. Therefore, it was decided to build a calibration rig and perform the calibration in
the same conditions (TLC thickness, lighting, camera angle, etc.) as the actual experiment
to improve the accuracy of the experimental results. Figure 5.15 shows the experimental setup used for the TLC calibration. The compactness of the setup is kept in mind so
that it can be easily moved and placed in the same environmental condition as the actual
experiment. A copper block – 12” x 2” x 0.5” length, width, and height, respectively – is
used for the calibration rig. The copper is chosen because of its high thermal conductivity so that the temperature gradient in the width and thickness directions are negligible
as compared to the length direction. The copper block is enclosed in an acrylic box to
shield it from the convection of heat to the ambient. A 2”x2” silicone polyimide heater
is placed on the right side (outside of the acrylic box) of the copper block to heat it. The
heat conduct through the copper and a temperature gradient of ≈ 6 o C (60 to 54) is established between two ends of the copper block. As per the manufacturer’s the calibration
information, expected TLC green peak temperature should be 55 ± 1 o C which should appear somewhere in the middle of the copper block in the current setup. On the backside
of the copper block, calibrated thermocouples are cemented to measure the temperature
gradient along the length of the copper block. A pair of the thermocouples are placed
every 3” apart while in the middle 5” of the copper, the gap between thermocouple pairs
is reduced to 0.5” to increase the accuracy of temperature measurement.
4

Known from the previous trials such that the green peek appears in the middle of the copper block
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Figure 5.15: Experimental setup for the TLC calibration
.
The power supply to the copper block is set at a certain value

4

and let the heat

transfer reach steady state condition which is assessed by the thermocouple temperature
history. Once the steady state is reached, the green peak location does not change anymore, and a video is recorded for three minutes. The notches are machined at the specific
distances on the copper block which is visible in the video and helps in finding the number of pixels per mm. The TLC paint color changes from red to green to blue moving from
left to right. Based on the thermocouple readings, a polynomial fit is used for the temperature prediction at every pixel along the length of the copper block. Any perceived TLC
color is a combination of red, green, and blue colors; therefore, any unique combination
of red, green, and blue colors can be correlated to the specific temperature over the length
of copper block. The temperature corresponding to the peak of the green color intensity
is needed in Equation 4.39 on the left-hand side. To increase the confidence in the measurement, the calibration test is repeated three times and green peak temperatures are
found to be within 0.2 o C with a mean and standard deviation of 55.74 o C and 0.047 o C
respectively. Table 5.8 shows the temperature values for all three TLC calibrations tests.
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CHAPTER 6: NUMERICAL METHODS
The experiments provide limited information about the flow field and heat transfer
due to the complexities in instrumentation and experimental setup itself. The CFD simulations are used to understand the phenomenon observed in the experiments in more
detail. Here, RANS (steady and unsteady) simulations are utilized to understand the
behavior of flow in different geometries and at different Reynolds numbers. These simulations are not too computationally expensive and are done for all 12 cases. On the
other hand, LES is computationally more demanding and done for only one case – that is,
dimples-protrusions at Re=10,000 – but it provides great details about the mean flow and
heat transfer. Also, LES can be used to understand the unsteadiness and to characterize
the turbulence in the flow.

Computational Domain and Boundary Conditions
This section provides the details of the computational domain and boundary conditions used for CFD simulations. These are valid for RANS as well as LES since these
simulations are kept identical so that results can be compared directly. Figure 8.9 shows
the full test section and highlights the part of the test section considered for the CFD simulations. Figure 6.1 shows the fluid volume modeled in the CFD simulations. Only two
rows in spanwise direction are considered for CFD simulations with the assumption that
the channel is wide enough in spanwise direction and sidewalls will not have any impact
on the results. The sidewalls certainly have some effect on the results for rows next to the
sidewalls. To be consistent in CFD and experiments, in all the experimental data used for
comparisons, the rows next to the side walls are excluded. Another reason for using only
two rows in spanwise direction is that two rows make a full pitch in spanwise direction
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Table 6.1: Target Reynolds numbers and corresponding mass flows for the CFD submodels
Reynolds number (Re)
10,000
20,000
30,000

Mass flow [Kg/s]
0.0117
0.0234
0.0352

and will capture all the key flow features. In the streamwise direction and wall-normal
directions, the full test section is modeled. The inlet plenum, a contraction, is excluded in
CFD simulation with the assumption that the boundary layer is thin at the inlet to the test
section due to the converging flow. The exit of the test section is far away from the end of
the features so there is no need to model the exit plenum in CFD.
The boundary conditions (BC’s) used in the CFD simulations are showed in Figure
6.1. Mass flow inlet and pressure outlet are used at inlet and exit of computational domain.
There is a periodicity after every two rows in spanwise (as well as streamwise) direction;
therefore, a periodic boundary condition is used on the sidewalls. A no-slip and isothermal
conditions are used on top and bottom walls. It must be noted that neither constant heat
flux nor constant temperature BC mimics the true condition in transient TLC experiment.
Therefore, both conditions are only an approximation and here isothermal condition is
chosen to be used.
A turbulence intensity of 1.0 % (typical in this kind of wind tunnels) is specified in
RANS (steady and unsteady) whereas 1.0 % synthetic turbulence is used at the inlet in LES.
The mass flow needed is based on the target Reynolds numbers and listed in the Table
6.1.
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Figure 6.1: Computational domain and boundary conditions for CFD simulations

RANS Simulations
This section provides the details of mesh, grid convergence, turbulence models,
and simulation convergence used for RANS simulations.

Mesh Details
The computational domain is discretized using a combination of prism and polyhedral cells. A commercial CFD package, STAR CCM+ 11.06.011-R8, is used for the mesh
generation and solution. A total of 15 prism layers are used with a growth ratio of less
than 1.2. The total number of cells in the computational domain is ≈ 25 million. Figure
6.2 shows the screenshot of the mesh on the spanwise plane and blown-up areas near the
walls to shows the mesh refinement to capture the boundary layer. It is tried to keep a
smooth transition from the prism layers to the polyhedral cell. The mesh is in the streamwise direction is the same as the spanwise direction. Periodic contact is used for the sides
to make sure that the mesh on the periodic boundaries is conformal. The same mesh parameters are used for all the geometries. The first cell height is kept low so that the wall
y+ is less than 1.0 even for the highest Reynolds number (see Figure 6.3).
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Figure 6.2: Details of the mesh for RANS/URANS simulations at a spanwise plane

Figure 6.3: Wall y+ for the surface with dimples-protrusions at Re=30,000 for RANS simulations

Figure 6.3 shows the wall y+ for Reynolds number of 30,000 for dimples-protrusions
case. The wall y+ is directly related to the flow velocities or Reynolds number; therefore,
y+ is showed for the highest Reynolds number and its value for other Reynolds numbers
is much lower than this case. Moreover, geometry with dimples-protrusions depicts the
local distribution of wall y+ for dimples as well as protrusions and covers all the geometric effects on the wall y+. The maximum value of wall y+ is ≈ 0.75 and correspond to
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regions with impingement on the protrusions and flow ejection near the downstream rim
of the dimples; everywhere else, its value is much lower than the maximum value.

Grid Convergence Study
A grid convergence study involves successive refinement of the grid in two or more
steps. It gives information about the ordered discretization error for a CFD simulation. If the
computer round-off errors are excluded; as the grid and time step is refined, spatial and
temporal discretization errors should approach zero asymptotically. Roache [145,146] has
provided Richardson’s extrapolation-based methods for testing the spatial and temporal
convergence for a CFD simulation. He also suggested a grid convergence index (GCI) for
reporting the results of grid convergence study in a consistent manner. The GCI provides
the difference (in percentage) between CFD computed value and asymptotic numerical
value –corresponding to the normalized grid spacing hg = 0. It provides an error band
on the solution indicating how much the solution would change with further grid refinement; for asymptotic convergence rage, GCI value should be small. A recommended
three grid-level GCI computation is done to correctly estimate the order of convergence
and verify that the solutions are converging asymptotically.
For GCI calculation, some other parameters need to be calculated first and equations used for calculations are summarized here. Grid refinement ratio (r) is the ratio of
grid spacing for one refinement and is given by Equation 6.1.

r = hg 2 /hg 1

(6.1)

where hg 2 and hg 1 are spacings of coarse and fine grids, respectively.
The mesh used in the current study is composed of prism and polyhedral cells
and getting the accurate grid refinement ratio is difficult. Therefore, an effective grid
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refinement ratio is calculated using Equation 6.2.

ref f (≡ r) =

Ng 1
Ng 2

(1/Dc )
(6.2)

where Dc is the dimension of the computational domain and Ng 1 and Ng 2 are fine and
coarse grid points, respectively.
The order of convergence of the solution is given by Equation 6.3.

p=



2
ln ff32 −f
−f1
ln(r)

(6.3)

where f1 ,f2 ,f3 are solution corresponding to coarse, medium, and fine grid spacings, respectively.
Richardson extrapolation for prediction the solution for grid spacing h = 0 is given
by Equation 6.4.
fhg =0 = ff ine +

f1 − f2
rp − 1

(6.4)

The GCI for medium and fine grids is calculated using Equation 6.5.

GCI =

Fs |e|
rp − 1

(6.5)

To check that the solution is converging asymptotically, Equation 6.6 is used.
GCI2,3
≈ 1.0
rp GCI1,2

(6.6)

Table 6.2 shows the results of the grid convergence study. Three-level (fine, medium,
coarse) grid refinement is used with a refinement ratio (hg 2 /hg 1 or hg 3 /hg 2 ) ≈ 1.18. For
the current study, Nusselt number (average and local) and pressure drop are of interest;
therefore, these quantities are used for grid convergence. The turbulence model used for
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Table 6.2: Results of grid convergence study for dimples-protrusions at Re=30,000

Grid
Coarse (3)
Medium (2)
Fine (1)
Richardson
Extrapolation (hg =0)
GCI2,3 %
GCI1,2 %
GCI2,3
rp GCI1,2

Normalized
Grid Spacing, hg
1.40
1.18
1.00

Surface Avg. Nu
185.40
181.84
181.70

Line Avg. Nu
∆P (P a)
-Row 6
253.77
126.66
224.14
121.24
221.60
120.24

0

181.69

221.36

120.02

-

0.102
0.004
0.989

1.552
0.135
0.989

1.262
0.234
0.992

all the mesh refinement study simulation is k −  v 2 f . It is found that the GCI2,3 is approximately an order of magnitude lower than GCI1,2 which mean that the change is slower
when the grid is refined from medium (2) to fine (1) as compared to refinement of the grid
from coarse (3) to medium (2). The same thing is also clear from the values closed to 1.0
for asymptotic range check (GCI2,3 /rp GCI1,2 ).
Figure 6.4 shows the plots for grid convergence study. Figure 6.4a shows the local
Nusselt number in the middle of row 6 in the spanwise direction for three considered
mesh sizes. It is clear from this figure that the Nusselt number changes drastically from
coarse mesh to medium mesh but there is no significant change is observed for mesh refinement from medium to fine. This indicates that the medium mesh might have enough
spatial resolution for predicting the Nusselt number accurately. Next three Figures 6.4b6.4d shows the RANS calculated values of surface average Nu, line average Nu at row 6
middle, and pressure drop across the channel against normalized grid spacing. They also
show the values of the same quantities calculated using Richardson’s extrapolation corresponding to the grid spacing of hg = 0. It is clear from these figures that the solution is
converging asymptotically and the maximum difference between solutions from the fine
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(a) Nu at row 6 (spanwise)

(b) Surface avg. Nu

(c) Line avg. Nu at row 6

(d) ∆P

Figure 6.4: Grid convergence study for dimples-protrusions at Re=30,000

grid and Richardson’s extrapolation is less than 0.2 %. Thus, it can be concluded that the
grid size used is enough for accurate solutions of quantities of interest and the error due
to discretization is insignificant.
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Turbulence Model Study
As discussed in Section 4, Reynolds averaging leads to unknown Reynolds stress
tensor and have no equations corresponding to components of Reynolds stress tensor.
There is no universal turbulence model which works for all the flow situation; in fact,
there are many turbulence models available for different kind of flow scenarios. But it
is always recommended to select the turbulence model for a particular study based on a
comparison of RANS prediction with experimental or high fidelity LES or DNS simulations.
In Table 6.3, six different turbulence models are compared against LES results for
Nusselt number, pressure drop, and wall shear stress. It is clear from the results that
RANS predictions for heat transfer using k −  v 2 f , k − ω SST , and k −  Elliptic Blending
are closest to LES results. Moreover, pressure drop prediction from k − ω SST turbulence
model is identical to LES whereas k −  v 2 f shows a slightly better match with LES results
in terms of average heat transfer. Pressure drop prediction from k −  Elliptic Blending is
significantly higher and wall shear stress is lower than other two models (k −  v 2 f and
k − ω SST ) and LES predictions whereas heat transfer is comparable to other two models.
Reynolds stress model and k −  Relaizable underpredict average Nusselt number and
wall shear stress by more than 25 % and pressure drop by 7 % as compared to LES. It is
also noticed that k −  Elliptic Blending underpredicts average Nusselt number and wall
shear stress by ≈ 8-10 % whereas it overpredicts pressure drop by ≈ 8 % in comparison to
LES. The slightly modified version of k− Elliptic Blending turbulence model is called k−
 Lag Elliptic Blending and underpredicts pressure drop, average heat transfer, and wall
shear stress predictions by ≈ 16 %, 3 %, and 12 % as compared to k −  Elliptic Blending
model, respectively.
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Table 6.3: Comparison of average quantities for different turbulence models at Re=10,000
for dimples-protrusions
Turbulence Models
LES
k − ω SST
k −  v2f
Reynolds Stress M odel
k −  Realizable
k −  Elliptic Blending
k −  Lag Elliptic Blending

Surface Avg. Nu ∆P (P a)
97.7
16.4
90.2
16.4
93.3
16.6
82.5
15.5
72.7
15.2
89.2
17.7
85.8
14.8

τw (P a)
0.34
0.32
0.32
0.26
0.24
0.30
0.26

To further understand the effect of turbulence models on the heat transfer prediction in the streamwise direction, the row average Nusselt number is plotted in Figure
6.5. It clearly shows that all the turbulence underpredict heat transfer significantly as
compared to LES prediction in the developing region (row 1-3) because the flow is in the
transitional regime and all the models used are treating this flow as full turbulent flow.
In the fully developed region (row 4-7), Nusselt number predictions using k − ω SST
are much closer to LES predictions as compared to other turbulence models. It is worth
noticing that Reynolds Stress M odel (in the fully developed region) and k −  Realizable
underpredicts heat transfer significantly as compared to LES as well as other turbulence
models and they seem to be the worst performers for this particular flow situation. In general, it is also noticed that k −  models underpredicted the heat transfer except k −  v 2 f
which overpredict the heat transfer in the fully developed region.
Figure 6.6 shows the local distribution of the Nusselt number for different turbulence models. As discussed in the previous paragraph, Reynolds Stress M odel and
k −  Realizable underpredict heat transfer significantly as compared to LES and other
turbulence models. The local heat transfer pattern from the other four turbulence models
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Figure 6.5: Row average Nusselt number for different turbulence models at Re=10,000 for
dimples-protrusions

are similar but different from LES. The Nusselt number distribution in LES has weaker
peaks as compared to RANS models.
Based on the above discussion, it can be concluded that k − ω SST turbulence
model performs better than other models and therefore, it is selected for all the RANS
simulation in the current study.
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(a) LES

(b) k − ω SST

(c) k −  v 2 f

(d) Reynolds Stress M odel

(e) k −  Realizable

(f) k −  Elliptic Blending

(g) k −  Lag Elliptic Blending

Figure 6.6: Comparison of Nusselt number for different turbulence models at Re=10,000
for dimples-protrusions

RANS: Monitor Points and Convergence
The convergence of simulation is important for the accuracy of the results. There
are three main criteria to determine the convergence of a CFD simulation: Residuals,
monitor quantity of interest, visualizing the flow field.
For a converged solution, residual would drop at least a couple of orders of magnitude, but this behavior can change from one simulation to another and depends heavily on the complexity of the simulation. The residuals should also flatten out and there
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should not be any significant change with further iterations. Satisfying this condition is a
good sign but this alone does not guarantee the convergence of a simulation.
Every simulation is done to calculate some quantity of interests i.e. pressure drop,
temperature, heat transfer, drag, or something else; these quantities should also be tracked
for convergence of simulation. Once these quantities stop showing any appreciable change,
the solution is converged. If the monitored quantities are showing a lot of fluctuations,
that means either the solution is not converged yet or there are some other instabilities in
the simulation.
It is good practice to make the plots of scalars and/or vector at planes in the region
of interest and visualize the results as the solution progress. This can be very useful in
cases where residuals are not converged but it is clear from the visualization of the results
that the changes happening in the solution are far away from the region of interest; this
might help in deciding the satisfactory convergence of the solution. This method becomes
extremely useful when there are some bad cells in the domain and the solution is showing
locally bad results in that region and are not affecting the region of interest; then it can be
said that the solution has reached a satisfactory convergence level.
In the current CFD simulations, all three criteria are employed to make sure that
all the solutions are converged. Figure 6.7 shows the residuals for dimples-protrusions
at Re=10,000. It is clear from the figure that residuals for all the quantities have dropped
at least by three orders of magnitude and flatten out. There is no significant change in
residual is observed after 6,000 iterations.
Figure 6.8 shows the contour plots of Nusselt number with isosurfaces of high TKE
(in the range 1.5-3.0). Twelve monitor points are placed in the high TKE regions, around
streamwise row 6 as shown in Figure 6.8. High TKE regions are the flow areas with the
highest disturbances and if the monitor points in these regions are converged, there is a
very good chance that the solution is converged in the rest of the domain as well.
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Figure 6.7: Residuals for RANS simulation of dimples-protrusions at Re=10,000

Figure 6.8: Location of monitor points in high TKE regions (showed by isosurfaces)

Figure 6.9 shows the values of pressure at monitor points during the simulation
progress. It is clear from the plot that the pressure changed drastically up to 3,000 iterations but thereafter no significant change is observed which indicates that the pressure in
the domain is stabilized and the solution is converged.
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Figure 6.9: Convergence history of pressure at monitors points in fluid domain

In addition to pressure, the velocity at the monitor points is also tracked during
the simulation as shown in Figure 6.10. Velocity fluctuated up to 4,000 iterations and no
significant change is observed thereafter. This also suggests that the solution is converged.

Figure 6.10: Convergence history of velocity at monitors points in fluid domain

Apart from the above-mentioned quantities, velocity components, surface pressure, and heat transfer are also tracked, and similar trends were noticed for all of them.
Moreover, contours of Nusselt number on the wall with dimples-protrusions were saved
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for every 100 iterations and no significant change is observed. Thus, it can be said confidently that the simulation is converged.
The simulations at lowest considered Reynolds number (Re=10,000) are more stable and easy to converge but as the Reynolds number increases, instabilities in the flow
grows and turbulence level also increases; all these results in high fluctuations in the
pressure, velocity, temperature, and all other derived quantities. It has been noticed that
residuals have periodic oscillations at high Reynolds number and do not drop by more
than a couple of orders of magnitude. Furthermore, it has also been observed that monitor points also show periodic oscillations like residuals and do not go away with an
increasing number of iterations. To get a final solution, the solution is averaged over the
iterations and stopped when the averaged quantities at the monitor points do not change
significantly with the increasing number of iterations. It is also found that for some turbulence models (i.e. k −  Realizable) residual drop more than three orders of magnitude but
for others (i.e. k − ω SST ) they hardly drop by two orders of magnitude and shows periodic fluctuations. Also, iteration averaged monitor points values converge quickly for
models with good convergence of residuals whereas they take significantly more iteration
averaging for models with poor convergence of residuals to reach a stable value.

LES
This section provides the details of mesh and different criteria used for checking
convergence of LES.

Mesh Details
Figure 6.11 shows the mesh on a spanwise plane for LES. A similar to RANS meshing strategy is used for discretizing the LES computational domain. For RANS simula-
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tions, the main goal is to capture the gradient of velocity and temperature to predict the
heat transfer near the wall; therefore, the mesh is refined in the only wall-normal direction. But for LES, a mesh refinement in all three directions is needed to capture the gradient in the resolved spatial dimensions. The cell size defines the resolution of the LES, no
eddies of size smaller than the maximum mesh size can be resolved in LES. All the eddied
below this size are modeled using subgrid-scale (SGS) models. A total of 25 prism layers
are used near the top and bottom walls. The total number of cells in the computational
domain is ≈ 42 million.

Figure 6.11: Details of the mesh used for LES

LES: Monitor Points and Convergence
Since the solution is time-dependent, a time step of 2.5 × 10−5 is chosen to keep the
maximum Courant number below 10; there are less than 0.02 % cells with Courant number greater than 5.0. Although the implicit scheme used for the solution is theoretically
unconditionally stable yet a solution with unreasonably high time step might diverge. It
is also important to monitor the convergence of solution within a time step and the num-
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ber of the inner iteration is decided based on it. A higher value of 20 for the maximum
inner iterations is used initially during the flow development and then it is reduced to a
lower value of 6 for the rest of the simulation. Additionally, a convergence criterion with
a maximum of 0.5 % change in residual of continuity is used to terminate the time step
before the maximum number of inner iterations reached.
The flow is simulated for a total of 2.22 seconds of physical time and turbulence
statistics is started at 0.83 seconds. In other words, simulation is run for nearly 10 flowthrough times to get statistically stationary flow, and then statistics are collected for the
next 15 flow-through times. The reverse arrangement test is applied to transient data of
pressure (fluid and surface), velocity, and temperature from all the 54 points – placed in
high turbulence regions of the flow (see Figure 6.12) – to examine the statistical stationarity of the simulation. The convergences of the first raw moment (mean) and second
central moment (variance and covariance) of various quantities of interest are monitored
for all the monitor points. Like RANS (Section 6) , all the monitor points are located in
high TKE regions around row 6 in the streamwise direction.

Figure 6.12: Locations of monitor points for convergence of LES
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Figure 6.13 shows the velocity data for two monitor points located in flow separation regions of dimple and protrusion. These regions have high turbulence and chosen
intentionally to show the convergence of simulation. It is clear from the instantaneous
velocity history that velocity is oscillating about a mean value which is typical for statistically stationary turbulent flows. It also shows that the mean is quite steady, and no
significant change is observed after time t=1.0 sec. The variances are second central moments and take more time to converge as compared to first raw moments (means). It took
about 1.4 sec to converge for variances and no appreciable change is observed after that.
It must also be noticed that the variance (as compared to mean) is higher for point 1 than
point 2; this is caused by the higher fluctuations in the flow near point 1 as compared to
point 2. The behavior of data from all other monitor points is similar.

Figure 6.13: Velocity data for two monitor points near dimple and protrusion

Figure 6.14 shows the history of covariances of velocity components. It is clear
from the figure that covariances have not shown any significant change after t=1.7 sec and
they are converged. It is also worth noticing that covariance of u, w, and v, w are much
weaker than others; this suggests that there are no significant fluctuations in spanwise
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velocity components at these locations. Moreover, a negative covariance of v, w indicates
that the positive change in one component results in a negative change in the other one.

Figure 6.14: Covariances of velocity components for two monitor points near dimple and
protrusion

It is also interesting to see how the velocity fluctuations are correlated with temperature. Figure 6.15 shows the covariances of velocity components with temperature. After
t=1.7 sec, there is no appreciable change occurred in covariances of velocity and temperature at these locations. Like velocity covariance, the spanwise velocity component shows
very weak covariance with temperature; it might be caused by very week secondary
flow in spanwise direction at these locations. A positive covariance between wall-normal
velocity component and temperature indicates that an increase in wall-normal velocity
would lead to increased fluid temperature caused by heat taken away from the hot surface and vice versa is also true. Similarly, a negative covariance of streamwise velocity
with temperature shows that an increase in velocity would result in decrease fluid temperature caused by heat taken away by the stronger streamwise flow and vice versa is
also true.
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Figure 6.15: Covariances of velocity and temperature for two monitor points near dimple
and protrusion

Based on the above discussion about the mean, variance, and covariances, it can
be concluded that the simulation is converged.
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CHAPTER 7: UNCERTAINTY ANALYSIS
It is always not possible to measure the quantity of interest in an experiment directly; measurements of some basic quantities are taken, and the quantities of interest
are derived using some physical law or mathematical model. But, every measurement
(however basic it is) has some uncertainty associated with it. Experimental uncertainty
analysis is a technique that analyses the uncertainty in a derived quantity based on the uncertainties in the experimentally measured quantities that are used in some mathematical
models to calculate the quantity of interest (derived). These mathematical models, used
to convert the experimental measurements into a quantity of interest, are usually derived
from some fundamental principles of science or engineering. A thorough understanding of possible sources of uncertainty and quantification of resulting uncertainty in the
quantity of interest is very important for the proper understanding and usage of the experimental results. For instance, there is a 10 % improvement is observed in heat transfer
from one geometry as compared to other, but the uncertainty associated with experimental data is 15 %; in this situation, there is no way one can decide based on such data. There
are two types of errors:
1. Systematic error (or bias)
2. Random error (or precision)
Systematic errors (or bias) are invariant during the experiment. They are associated with
the measurement device itself and its proper usage. They are predictable and always affect
the measurement by the same amount (or proportion) if the reading is taken the exact
same way each time. The primary causes of Systematic errors are an imperfect instrument,
calibration, observational errors, and environmental influences. For example, not zeroing
the balance before taking the mass measurement produces a mass measurement that is
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always off by the same amount. If the successive measurement is consistently decreasing
or increasing over time, such error is called drift. Electronic instruments are prone to drift
caused by warm-up. Random errors (or precision) vary during the measurement period.
They cause one measurement to differ slightly from the next measurement using the same
experimental setup. They come from the unpredictable changes during an experiment.
The main causes of random errors are the limitations of instruments, variation in the
procedure, and environmental conditions. Error caused by a slight change in the posture
during the height measurement of a person is a simple example of this kind of error. In
a careful experiment, most of the systematic errors may be identified and minimized to an
extent. These errors can be reduced by routine calibration of the equipment, warming-up
the instruments before the experiment, and by comparing the measured values against
standards. On the other hand, random error cannot be eliminated from the experiment but
minimized by increasing the data samples and using the averages.
For estimating uncertainty associated with the quantities of interest, a detailed uncertainty analysis is done. Both the errors, systematic and random in the experimental
measurements, are combined to get the total uncertainty. The errors from the different
sources are combined using root-sum-square (RSS) method proposed by Moffat [147] at a
confidence interval of 95 %. Every measurand is broken into many independent parameters to find their contributions and their combined effect is realized in total uncertainty.
The systematic error is taken from the manufacturer’s specifications for a particular instrument whereas random error is obtained from the standard deviation of a test data from the
mean of several data sets for a 95 % confidence interval.
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Error Propagation Method
For a variable Xi , which has an uncertainty δXi , the actual value of the variable
can be represented as:

Xi = Xi (measured) ± δXi

(95 %)

(7.1)

The Equation 7.1 should be interpreted as the best estimate of Xi has 95 % chances of
having uncertainty within ±δXi but in rest 5 % cases it can have even higher uncertainty.
In an experiment, the result R is a function of N independent parameters (measurands)
and this dependence can be expressed as:

R = R(X1 , X2 , X3 , ..., XN )

(7.2)

The values of these measurements are recorded during the experiment and contribute
to the total uncertainty of the result R. It is desired to express the uncertainty in the
calculated result R with the same confidence level as individual parameters. Kline and
McClintock [148, 149] showed that root-sum-square operation preserves the confidence
level and can be used to combine the effect of each of the individual measurands accurately. The uncertainty contribution of a measurand in the result R can be expressed as:

δRXi =

∂R
δXi
∂Xi

(7.3)

where i = 1, 2, 3, ..., N
∂R/∂Xi is often referred as sensitivity coefficient for the results R with respect to measurand Xi . To calculate the uncertainty in result R when it is a function of several indepen-

146

dent variables, the individual uncertainty contributions from each variable are combined
by the root-sum-square method as given by Equation 7.4.

"
δR =

N 
X
∂R
i=1

s
=

∂Xi

2 #1/2
δXi

∂R
δX1
∂X1

(7.4)
2


+

∂R
δX2
∂X2

2


+

∂R
δX3
∂X3

2


+ ... +

∂R
δXN
∂XN

2

The uncertainty components of individual measurands (δXi ) are composed of systematic and random errors; these errors can be combined using root-sum-square method
under certain conditions [147].

Uncertainty: Friction Factor and Reynolds Number
Figure 7.1 shows the uncertainty tree for uncertainty calculation for friction factor
at Re=20,000. The leading contributions in the friction factor uncertainty come from the
uncertainties in the measurement of pressure drop and velocity. The total estimated uncertainties for friction are 20.4 %, 5.39 %, and 2.54 % for Re=10,000, 20,000 and 30,000,
respectively. It must be noted that the highest contribution to the uncertainty comes
from the uncertainty in pressure drop measurement; the overall pressure drop at lowest Reynolds number is only ≈ 10.0 pascals which lead to very high uncertainty in the
pressure drop measurement. Calibrating pressure transducer in a smaller range would
reduce the uncertainty in pressure measurement which will lead to lower uncertainty in
the friction factor.
In the experiment, it is hard to get the target Reynolds number exactly. Moreover,
there is always aa uncertainty associated with the value of the actual Reynolds number
in the experiment. An uncertainty tree for the calculation of uncertainty in the Reynolds
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Figure 7.1: Uncertainty tree for friction factor at Re=20,000

number at Re=20,000 is showed in Figure 7.2. The main contribution to overall uncertainty comes from the uncertainty in the estimate of bulk flow velocity in the channel.
Overall estimated uncertainty for Re=10,000, 20,000, and 30,000 are 5.34 %, 1.4 %, and
0.79 %, respectively.

Uncertainty: PIV Measurement
The local PIV measurement uncertainty is based on the correlation statistics method
described by Wieneke [150] and Sciacchitano et al. [151]. The uncertainty estimates are
calculated using the DaVis program. These are purely statistical, and they reduce with an
increasing number of image pairs recorded during the experiment. In the current study,
to minimize the statistical uncertainty, 6,000 image pairs are recorded in each PIV experiment. It should be noted that correlation statistics method does not provide an estimate of
the bias and systematic errors [150]. Therefore, PIV experimental setup and data acquisition should be done with utmost care.

148

Figure 7.2: Uncertainty tree for Reynolds number at Re=20,000

The case with Re=30,000 will have maximum uncertainty due to the highest randomness in the flow field. Therefore, the uncertainty of velocity for all three geometries
at the midplane of row 6 for Re=30,000 is presented in Figure 7.3-7.5. The calculated
uncertainty is presented as the percentage of average channel velocity. The maximum
uncertainty is less than 2.0% for all three geometries. Otto et al. [139] and Tran et al. [152]
also noticed similar uncertainty values for PIV measurement for flow over pin fins. Figure 7.3 shows the uncertainty for dimples. Relatively higher uncertainty is noticed in the
shear layer region over the dimple. Figure 7.4 presents uncertainty for protrusions. It is
observed that the uncertainty is higher around the impingement region on the protrusions. Figure 7.5 shows the uncertainty estimate for dimples-protrusions. There are pairs
of vortex forms inside the dimple and around the protrusions. It is noticed that in addition to the shear layer (in dimple) and impingement region (on the protrusion), higher
uncertainty values are visible in the vortex regions as well.
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Figure 7.3: PIV measurement uncertainty for dimples at Re=30,000

Figure 7.4: PIV measurement uncertainty for protrusions at Re=30,000

Figure 7.5: PIV measurement uncertainty for dimples-protrusions at Re=30,000
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Uncertainty: TLC Measurement
This section discussed the overall and local uncertainties in TLC measurement.

Overall Uncertainty
Following the above-described methodology (Section 7), errors for the heat transfer coefficient and Nusselt number are calculated. Figure 7.6 shows the uncertainty tree
for the error propagation for Nusselt number calculation in the TLC experiment. It is
difficult to get accurate values of uncertainty in the acrylic properties and uncertainty of
5.0 % is assumed for both thermal conductivity and thermal diffusivity. Dos Santos et
al. [123] did extensive work on the measurement of properties of acrylic and showed that
the uncertainty in thermal diffusivity could be as high as 18 % for a temperature change
from 25 o C to 70 o C. An interpolation error for linear interpolation of bulk temperature
in the spatial domain is calculated using the least square fit. The main contributions to
the total uncertainty in Nusselt number and heat transfer coefficient come from uncertainties in green peak temperature Tgp , bulk temperature Tb , acrylic properties (thermal
diffusivity α and thermal conductivity ks ). The estimate of overall uncertainty in Nusselt number for Re=20,000 is found to be 14.12 %. For Re=10,000 and 30,000, the overall
uncertainty estimate for Nusselt number are 9.85 % and 21.5 %, respectively. At higher
Reynolds number, the bulk temperature is lower which results in the higher uncertainty
in it leading to an increase in overall uncertainty in Nusselt number.

Local Uncertainty: TLC Measurement
Due to the randomness associated with some of the measured quantities, it is not
possible to get the same exact values in different runs of the same experiment. There will
always be some differences in measurements and the extent of the spread of data gives an
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Figure 7.6: Uncertainty tree for Nusselt number at Re=20,000 in TLC measurement

idea of the random errors in the data. One way to increase the confidence level of the measurement is to take many samples and based on that quantify the mean (µN uaug ), standard
deviation (σN uaug ) and coefficient of variation or relative standard error (RSE). The standard
deviation quantifies the dispersion of the sample from its mean and relative standard error is a more sophisticated way of representing the dispersion of sample from its mean as
the percentage of the ratio of standard deviation and mean of the sample. Using relative
standard error has an advantage over a standard deviation that many different data samples can be compared using the same range of values. The statistical definition of mean,
standard deviation, and RSE are given by Equations 7.5, 7.6, and 7.7, respectively.

µN uaug =

1
NN uaug
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NN uaug

X
i=1

N uaug i

(7.5)

σN uaug

v
u
u
=t

1
NN uaug

NN uaug

X

(N uaug i − µN uaug )2

(7.6)

i=1

RelativeStandardError(RSE) =

σN uaug
∗ 100
µN uaug

(7.7)

Using the above equations, local relative standard errors for four cases are calculated and presented in Figure 7.7 - 7.9. Figure 7.7 shows the uncertainty for the flat wall
case at Re=10,000; the maximum RSE is around 8 % but at most of the surface the value of
RSE is less than 3 %. Figure 7.8 presents the RSE value for dimples at Re=10,000. The RSE
distribution is mostly uniform with maximum value occurring at the dimple edges. The
maximum value is 8.0-10.0 % (on the dimple edges) and it’s below 6.0 % for the rest of the
surface. Figure 7.9 shows RSE for dimples-protrusions at Re=10,000 (see Figure 7.9a) and
Re=30,000 (see Figure 7.9a). Re=30,000 1 has higher RSE as compared to Re=10,000. Like
dimples case, higher RSE values are observed at the edges of the feature. The maximum
RSE value for Re=10,000 and 30,000 are ≈ 8.0-18 %. It must be made clear that higher RSE
values are observed for the first couple of rows for two reasons – first, they usually have
low heat transfer and take the longest time to produce any color change and in some of
the cases no heat transfer could be calculated in these regions near row 1; second, any
changes in the flow conditions affect first few rows heavily but due to high turbulence
generation by these features, those effects are less prominent in downstream rows. Thus,
higher RSE values, especially for row 1, are ignored while quoting RSE values for any
cases.
Table 7.1 shows the surface average values of Nusselt number augmentation from
different tests for four cases. These different tests are run at different times and it is tried
1

note that different scale is used to show the surface distribution of RSE clearly
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Figure 7.7: Relative standard error in Nusselt number augmentation for flat wall at
Re=10,000

Figure 7.8: Relative standard error in Nusselt number augmentation for dimples at
Re=10,000

to keep the conditions as much the same as possible but some of the conditions can’t be
controlled such as ambient temperature; it varied 5 − 10 o C depending on a sunny or
cloudy day. It is found that the RSE error for all the featured wall cases is less than 5.0 %
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(a) Re=10,000

(b) Re=30,000

Figure 7.9: Relative standard error in Nusselt number augmentation for dimplesprotrusions

and its value is 7.81% for flat wall case. It shows that the average heat transfer over the
surface does not have much dispersion as compared to local values.
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Table 7.1: Surface average Nusselt number augmentations from different tests with mean
and standard deviation

Geometry

Re

Dimples-protrusions
Dimples-protrusions
Dimples
Flat wall

10,000
30,000
10,000
10,000

1
1.34
1.38
1.37
1.15

2
1.27
1.48
1.26
1.10

Test #
3
4
1.30 1.25
1.50
1.31 1.35
1.25 1.05
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5
1.28
-

µN uaug

σN uaug

RSE

1.29
1.45
1.32
1.14

0.04
0.06
0.05
0.09

2.74
4.47
3.87
7.81

CHAPTER 8: RESULTS AND DISCUSSION
This chapter starts with pressure drop and friction factor measurement followed
by PIV and TLC experimental data then discusses LES results and their comparison with
PIV and TLC measurements. In the final section, steady and unsteady RANS calculation and their comparison with corresponding data from PIV and TLC measurements are
presented.

Pressure Drop Measurement
In most of the applications of heat transfer, the higher heat transfer from/to a surface is desired but at the least possible pressure drop penalty. Any topology which disturbs
the boundary layer in wall-bounded flows would certainly increase the heat transfer in
the vicinity of it, but they also require higher pressure difference to get the same amount
of mass flow in the channels. Thus, it is equally important to know the pressure drop
penalty associated with a particular geometry to decide its superiority as compared to
other competing geometries. Keeping this in the mind, a pressure drop measurement
is performed for four geometries (including the flat wall) over the considered range of
Reynolds numbers.

Friction Factor
A flat wall case is tested to know the pressure drop and friction factor for the turbulent flow in a channel without any features. This measurement would serve as the
baseline as well as a validation for the experimental setup and data processing methodology. Figure 8.1 shows the values of friction factor. Blasius correlation is used to calculate
the friction factor for the flat wall and a comparison of it with measured values from the
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experiment is shown for the considered range of Reynolds number. A good agreement
is found between the correlation predictions and measured values. It is also worth noticing that the friction factor for dimples, protrusions, and dimples-protrusions are higher
than the flat wall case due to the increased disturbances (eddies) in the flow. Dimples
show the least increase in the friction factor – resulting in the least pressure drop – as
compared to other geometries and that has been the motivation for the detailed study
and wide applications of the dimples as an effective heat transfer enhancing geometry.
Additionally, dimples require some material removed as compared to any other cases;
therefore, they also provide a reduction in the weight which is critical in applications like
aircraft engines. It is clear from the figure that the friction factor decreases with increasing Reynolds number which is in-line with friction factor trends from Moody’s chart. The
uncertainty in the friction factor is highest at lowest the Reynolds number due to higher
uncertainty associated with measuring smaller value (of the order of 20 Pa) of dynamic
pressure needed for the lowest Reynolds number.
The friction factors for the flat wall case at corresponding Reynolds numbers are
used to normalize the friction factor values for other geometries. Figure 8.2 presents the
friction factor augmentation for all the geometries. Friction factor augmentation ranges
between 1.64-2.33 for dimples, 3.73-4.51 for protrusions, and 3.02-3.79 for dimples-protrusions.
The friction factor augmentation for the dimples is in-line with previously reported values
in a similar range of Reynolds numbers by Moon et al. [38]. It is clear that the protrusions
incur the highest pressure drop but they also provide the highest heat transfer (discussed
in heat transfer sections) in comparison to the other two geometries and a criterion involving heat transfer and friction factor – called thermal performance factor – is used to
make a final comparison. Like uncertainty in friction factor values, the highest uncertainty in the friction factor augmentation corresponds to the lowest Reynolds number
and is caused by the higher uncertainty in the measurement of dynamic pressure.
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Figure 8.1: Friction factor variation with Reynolds number for four geometries

Figure 8.2: Friction factor augmentation variation with Reynolds number for dimples,
protrusions, and dimples-protrusions
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PIV Results
As pointed out in the literature section that the surface heat transfer in channel
with dimples and/or protrusions is dominated by the secondary structures generated by
these geometries; therefore, it is important to first understand the flow field in such situations. The stereoscopic PIV measurement technique is used to measure the flow field.
The PIV data is acquired at spanwise planes at different streamwise locations centered
around row 6 encompassing two features in the spanwise direction. It is decided to look
at the flow features in hydrodynamically developed regions; therefore, the streamwise
location of row 6 is chosen based on the understanding that the flow becomes hydrodynamically developed by row 3. Moreover, the secondary structures change from entry
region to fully developed region and remain unchanged thereafter; thus, it makes more
sense to investigate the flow field in the fully developed region to understand the key
flow features and their interactions. In this section, contours of velocity are presented
to show the velocity field around these features. TKE contours at different streamwise
planes are used to track the evolution of secondary structures. The key flow structures
remain unchanged for the range of Reynolds number considered; therefore, contour plots
are shown only for the Reynolds number of 10,000.

PIV: Validation
A channel with all the flat walls is used to validate the PIV measurement with
RANS calculations keeping all the other experimental conditions the same as other tests.
Figure 8.3 shows the comparison of streamwise velocity from PIV measurements and
RANS predictions at plane P0 (see Figure 5.6) at z/D=0.25. Due to the reflections from
the surface, PIV data is lost for a couple of millimeters near the top and bottom walls. In
general, PIV data matches well with RANS prediction for all three Reynolds numbers in
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the core region. The PIV measurement underpredicts velocity near the top and bottom
walls and indicates that the boundary layer in RANS prediction is thinner than the experiment. This could be attributed to the fact that the computational domain excludes
the inlet plenum used in the experiment which gives more length for the boundary layer
development. Figure 8.3b shows the normalized velocity for three Reynolds numbers;
the profiles remain similar for the range of Reynolds numbers and they nearly collapse to
a single profile for PIV measurement as well as RANS predictions.

(a) Velocity

(b) Normalized velocity: V /V0

Figure 8.3: Comparison of PIV measured velocity with RANS predictions for flat wall
case at Re=10,000, 20,000, and 30,000
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PIV Results: Flow Field
This section presents the flow field measurement for different geometries at plane
P0 (see Figure 5.6). The extent of the PIV measurement in spanwise and wall-normal
direction is shown in Figure 5.7. The results are presented in a nondimensional form
using feature diameter D and average velocity at the inlet of test section V0 .
Figure 8.4 shows the velocity magnitude for three geometries. For the case with
dimples only (see Figure 8.4a), the flow goes into the dimples and loses its momentum
because of a sudden change in the area which results in a recirculation zone. The core
flow is unaffected by this local flow deceleration and a shear layer forms between the
slow-moving fluid inside the dimple and core flow due to steep velocity gradients in
wall-normal direction. In the shear layer, Kelvin-Helmholtz (K-H) instabilities give rise
to the vortices which continuously form and shed in the downstream resulting in higher
turbulence in this region. Contrary to this, for a protrusion (see Figure 8.4b), the flow
sees a local reduction in the area which increases the flow velocities locally. It is worth
noticing that there exist regions of comparatively slow-moving fluid on either side of the
protrusion in the spanwise direction. The reason for this is the onset of flow separation
due to the adverse pressure gradient over the protrusions. When dimples and protrusions
are put together in an inline fashion (see Figure 8.4c), the flow field inside the dimple and
over the protrusion looks quite different due to the interaction of the vortical structure
formed by these geometries. Some of the key features to notice – as compared to the
above two cases – are smaller recirculation zone inside the dimple, the effect of dimple
protruding into core flow much deeper, and faster moving flow over the protrusion. All
these features are favorable from the heat transfer viewpoint.
Turbulent kinetic energy (TKE) highlights the regions of high disturbances and
shearing; higher TKE increases the heat transfer from the wall as a result of the increased
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(a) Dimples

(b) Protrusions

(c) Dimples-protrusions

Figure 8.4: Contours of normalized velocity magnitude for different geometries at
Re=10,000

transfer of momentum and energy in the transverse directions. Figure 8.5 shows the normalized TKE for three geometries. As explained in the previous paragraph, the recirculation region inside a dimple, and the shear layer over the dimple corresponds to the lower
and higher TKE region, respectively (see Figure 8.5a). There is not much happening in
the other regions of the flow which is clear from the low values of TKE. Streamlines show
that the flow is sucked into the dimples. In general, the value of TKE is higher in the case
of protrusions (see Figure 8.5b) as compared to the other two cases; this happens due to
impingement of the flow, reduced flow area, and flow separation over the protrusions.
The sharp gradients in TKE are artifacts of reflections from the wall and are nonphysical.
The small vortices, indicated by the streamlines, between the protrusions are a result of
separated flow in the second half of the protrusions from the previous row. Figure 8.4c
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shows that the simultaneous presence of dimples and protrusions generate secondary vortices as a result of the interaction of flow from these features. A pair of counter-rotating
vortices form inside the dimple whereas another pair of counter-rotating vortices form in
the spanwise space between the dimples and protrusions. There is an increase in the TKE
in the regions of vortices as compared to other regions in the flow field. The location of
improved swirl strength corresponds to the location of increased TKE as shown in Figure
A.1. It must also be noticed that the vortices inside the dimples are much stronger than
the ones in the gap between dimples and protrusions (see Figure A.1). These self-sustained
secondary structures enhance the transfer of momentum and energy significantly which
results in surface heat transfer augmentation. It is worth highlighting that these vortices
are almost absent when either dimple or protrusions used in isolation. The plots of TKE
from PIV measurement for all Reynolds numbers and geometries at plane P0 are shown
in Figure A.5.
To further understand the development of these vortical structures as the flow
moves downstream, the PIV measurements were taken at four more spanwise planes: P1,
P2, P3, and P4 (see Figure 8.6). Figure 8.7 shows the contours of TKE at these planes.
At the plane P1, high TKE region R1 corresponds to the wake formed due to the flow
separation at the downstream of protrusion from the previous row whereas region R2
is in the upwash region of the dimple from the previous row. The other regions R3, R4,
and R5 shows higher TKE as a result of vortices shed from the previous rows. Streamlines
clearly show that flow is coming down in regions R1 and going up in the regions R2 which
corroborates the earlier statement. As the flow moves downstream, these local high TKE
regions (R3-R5) start diffusing which is clear from the reduced TKE magnitude in the
corresponding locations in plane P2. In the plane P2, the wake from the protrusion creates
downwash in the region R1 whereas upwash flow from the dimple goes over the protrusion.
At plane P0, the spanwise and wall-normal components of velocity are significantly high
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(a) Dimples

(b) Protrusions

(c) Dimples-protrusions

Figure 8.5: Contours of normalized TKE (with overlaid streamlines) for different geometries at Re=10,000

Figure 8.6: Locations of PIV planes with respect to plane P0 in the streamwise direction
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giving rise to two pairs of counter-rotating vortices; first one, inside the dimple – regions
R6 and R7 – and the second one, between dimples and protrusions – regions R3, R4, and
R5. At this point, all the high TKE regions from plane P1 are diffused significantly and
two new regions R6 and R7 of higher TKE are formed inside the dimple. At the plane P3,
the flow inside the dimples reattaches and starts to form an upwash region which continues
some distance downstream of the dimple. At the same time, flow sees an adverse pressure
gradient on the second half of the protrusions and starts to separate; the flow which is
ejecting out of the dimple rushes into this wake formed in the latter part of the protrusion.
Streamline at plane P3 clearly shows this behavior of the flow. It is also interesting to note
that newly formed vortices R6 and R7 inside the dimple at plane P0 have started merging
with the adjacent vortices R3 and R4 giving rise to two high TKE regions between R3 & R6
and R4 & R7. At the plane P4, high TKE region R2 behind the protrusion is visible; other
diffused but still high TKE regions R1, R3, and R4 coming from the vortex shedding from
the dimples can be identified. The flow at plane P4 is very similar to the plane P1 except
that the position of dimples and protrusions are interchanged. This happens because the
distance between plane P1 and P4 is 1.125D which is only 0.125D less than the half-pitch;
it is expected that the key flow features will be quasi-periodic 1 after every half-pitch and
fully periodic after full-pitch in the streamwise direction.
The pair of vortices formed inside the dimples (R6 and R7 at plane P0) shed downstream; they go around the protrusion and reappear in the gap between dimples and
protrusion (R4 and R5 at plane P0) but they diffuse and lose their swirl strength. A plot of
swirl strengths at different planes for different Reynolds numbers clearly shows this (see
Figure A.1 for more details).
1

because the positions of features in spanwise direction is interchanged due to change in the position of
dimple and protrusions in the streamwise direction
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This tracking of the flow in streamwise direction makes it clear that these flow features are coherent and self-sustained in contrast to the free-stream turbulence which decays
with time. These secondary coherent structures sheds at a fixed frequency and are critical for
the heat transfer augmentation in these geometries.

(a) Plane P1

(b) Plane P2

(c) Plane P0

(d) Plane P3

(e) Plane P4

Figure 8.7: Contours of normalized TKE (with overlaid streamlines) at different planes
for dimples-protrusions at Re=10,000
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TLC Results
In this section, local heat transfer results obtained from the transient TLC experiment are presented. The experiments are conducted for four different geometries, including three featured walls and a flat wall, at three Reynolds numbers. The goal is
to understand the local heat transfer patterns on the surface caused by the presence of
these features in isolation and combination. The range of Reynolds numbers studied is
10,000-30,000. The flat wall heat transfer experiment is conducted and compared with
correlation-based heat transfer calculation to serve as the validation case for the experiment setup and post-processing techniques. All the Nusselt number values are normalized with the corresponding correlation-based values for a flat wall case.

TLC: Validation
Figure 8.8 shows a comparison of RANS predicted and TLC measured values of
spanwise average Nusselt number augmentation for the flat wall case. The length of the
full channel is 20D which might not be enough for the fully developed flow condition;
therefore, a RANS simulation using a fully developed interface (FDI), in the streamwise
direction, is done. But, Figure 8.8 shows that flow becomes thermally fully developed
at ≈ 10D and there is not much change in the heat transfer noticed further downstream.
The difference in the Nusselt number augmentation values between RANS (with mass
flow inlet and pressure outlet) and RANS with FDI is less than 2.0 %. Similar behavior is
noticed for Nusselt number augmentation from TLC measurement; there is no significant
change in Nusselt number augmentation is seen after ≈ 12D. In the region downstream
of 12D, the RANS with FDI prediction and TLC measurement match very well. Moreover, surface average values of Nusselt numbers are compared against the Dittus-Boelter
correlation predictions and the difference is ≈ 2.0 % for Re=10,000 (see Table 8.1).
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Figure 8.8: Comparison of normalized Nusselt number from TLC and RANS prediction
for flat wall case at Re =10,000

The comparison of surface average Nusselt numbers from correlation, simulations,
and TLC measurement are listed in Table 8.1. At Re=10,000, all the values match well. But
for Re=20,000, correlation underpredicts the heat transfer by ≈ 3-5 % as compared to TLC
and RANS simulations. Furthermore, at Re=30,000, the underprediction from correlation
grows to 6-8 % as compared to RANS simulations. TLC measured value at Re=30,000
seems overpredicted by 15-17 % as compared to RANS simulations. This comparison
provides confidence in the TLC experimental setup and post-processing used for all other
cases.
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Table 8.1: Surface average Nusselt number from correlation, RANS, and TLC for flat wall
case

Reynolds number
10,000
20,000
30,000

Surface Average Nusselt Number (W/m2 .K)
Dittus-Boelter TLC RANS-FDI RANS
49.9
51.9
50.4
48.5
86.9
92.4
91.5
88.3
120.3
152.2
129.9
125.7
TLC Results: Heat Transfer

Figure 8.9 shows the domain for TLC data and CFD simulations. The TLC results
are presented for the middle three rows. TLC data beyond middle three rows in spanwise
direction is not processed for two reasons: first, there are some reflections from the camera showed up near the lower edge; second, the heat transfer near the upper and lower
edges is very low and takes a long time to produce TLC color change which violates the
1-D semi-infinite solid assumption. Furthermore, in the streamwise direction, some data
is excluded (near the test section inlet) for the second reason explained above whereas
no TLC paint is applied beyond x/D ≈ 11.5 because there are no features beyond that.
It needs to be noted that origin is placed at the left edge of the middle row (in the spanwise direction) for all TLC data processing and comparison with heat transfer from CFD
simulations. The common domain from TLC and CFD is used for comparing the results.
Figure 8.10 shows the normalized Nusselt number values for the dimpled wall for
three Reynolds numbers. In general, an increase in the Nusselt number augmentation is
observed with increasing Reynolds number. The Nusselt number augmentation is lower
in the first half of the dimples due to the presence of recirculation. In the second half of
the dimples, flow reattachment and ejection happens which results in an enhanced heat
transfer close to the downstream rim. For all three Reynolds numbers, Nusselt number
augmentation patterns are similar; the only difference is observed in the downstream of
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Figure 8.9: Outlines of the different domain extents used for the TLC data and CFD simulation

dimple where Nusselt number augmentation has significantly increased with increasing
Reynolds number. This could be due to the increased strength of secondary structures
and ejection near the downstream rim at higher Reynolds numbers.
Another important observation is that the flow becomes thermally fully developed
by row 3 and there is no discernible change in the heat transfer pattern from row 4 onward for all three Reynolds numbers. Chyu et al. [36] observed similar behavior for flow
over the dimples. Due to lower turbulence generated by dimples, the heat transfer enhancement in the developing regions (row 1-3) is lower as compared to the developed
region (row 4-7).
Figure 8.11 presents the Nusselt number augmentation contours for protrusions
for three Reynolds numbers. Overall heat transfer pattern remains unchanged with the
change in the Reynolds number but Nusselt number augmentation has intensified with
increasing Reynolds number (like dimples case). For protrusions also, the flow becomes
thermally developed by the end of row 3, and heat transfer patterns are identical in the
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(a) Re=10,000

(b) Re=20,000

(c) Re=30,000

Figure 8.10: Contours of normalized Nusselt number for dimples only for different
Reynolds numbers
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following rows. The heat transfer pattern in the developing regions (row 1-3) is asymmetric whereas it is symmetric in the developed region (row 4-7). For protrusions, incoming
core flow sees an obstruction caused by the surface protruding into the flow; flow impingement occurs on the upstream portion of protrusions followed by separation from the
downstream part of the protrusion. These regions of impingement and separation can be
easily identified as the areas of higher and lower heat transfer, respectively. It is important to note that the peak Nusselt number augmentation in protrusions is much higher
(up to 4.0) than the dimples (≤ 3.0) and the regions of enhanced heat transfer are bigger
in protrusions as compared to dimples.
Figure 8.12 shows the surface distribution of Nusselt number augmentation for
dimples-protrusions for the range of Reynolds number under consideration. The observations about an increase of heat transfer with Reynolds number and thermal development length are like dimples only and protrusions only. But the surface heat transfer
pattern in this case, when dimples and protrusions are adjacent to each other, is significantly different from the above two cases when either of these features is present alone.
The interaction of vortices formed in the downstream of dimples with the vortices being generated in the separated flow in the downstream region of protrusions results in
heat transfer enhancement in the downstream portion of dimples as well protrusions. It
is clear from the Figure 8.12 that the presence of protrusions in the vicinity of dimples
results in a shorter recirculation zone which is showed as enhanced heat transfer region
extending much further upstream from the downstream rim of the dimples.
The heat transfer augmentation mechanism in three geometries under consideration is quite different. Figure 8.13 shows a comparison of the heat transfer patterns in and
around these features. This figure shows a blown-up image of the middle row spanwise
and row 6 streamwise for dimples only and protrusions only whereas for dimple protrusion combination, row 5 and row 6 in streamwise direction keeping spanwise row same.
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(a) Re=10,000

(b) Re=20,000

(c) Re=30,000

Figure 8.11: Contours of normalized Nusselt number for protrusions only for different
Reynolds numbers
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(a) Re=10,000

(b) Re=20,000

(c) Re=30,000

Figure 8.12: Contours of normalized Nusselt number for dimples-protrusions for different Reynolds numbers
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The contours are plotted at different levels to show the key features clearly and caution
must be taken to compare the absolute values of one plot to another. The key features are
as follows:
1. For dimples:
• Higher heat transfer regions R1 and R2 are a result of vortex shedding along the
diagonals and strong upwash near the downstream rim.
• The low heat transfer region R0 is caused by the recirculation formed near the
upstream rim of the dimple.
2. For protrusions:
• Higher heat transfer region R3 is caused by the flow impingement in the front
portion of the protrusion.
3. For the dimples and protrusions:
• Lower heat transfer regions R01 and R02 are caused by recirculation near the
upstream rim but it is much smaller, and shape is entirely different as compared
to the region R0 in dimple only case.
• Higher heat transfer regions R1 and R2 are wider in the spanwise direction.
• Two higher heat transfer regions R31 and R32 have replaced the region R3 in
the protrusion only case.
• Two streaks of higher heat transfer are visible in the downstream of protrusion
which is absent in protrusion only case.
• Lastly, the heat transfer pattern is more uniform over the entire surface as compared to the other two cases.

176

(a) Dimple

(b) Protrusion

(c) Dimple-protrusion

Figure 8.13: Contours of normalized Nusselt number augmentation for different geometries at Re=10,000
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Figure 8.14 presents the comparison of spanwise averaged Nusselt number augmentation for dimples, protrusions, and dimples-protrusions for Reynolds number of
10,000, 20,000, and 30,000. These results are shown in the thermally developed region
for row 5 and row 6 (x/D = 4.875 − 7.375). Symbols ’D’, ’P’, ’DP’, and ’SC’ are used for
dimples, protrusions, dimples-protrusions, and the flat wall, respectively.
Figure 8.14a shows the comparison of heat transfer augmentation in three geometries for Re=10,000. For a protrusion, heat transfer augmentation monotonically increases starting from the upstream rim (x/D = 5.0), peaks at ≈ 30 % protrusion length
(x/D ≈ 5.3), monotonically decreases for next ≈ 40 % protrusion length (up to x/D ≈ 5.7),
flattens for rest of the length of the protrusion (x/D ≈ 5.7 − 6.0). There is an increase in
Nusselt number augmentation observed on the plateau between the protrusions. The cycle of these heat transfer patterns repeats for the other downstream protrusion. The heat
transfer pattern over the dimple is completely different from the protrusion. The heat
transfer starts decreasing from the upstream rim (x/D = 5.0), the lowest heat transfer
point occurs at ≈ 30 % dimple length (x/D ≈ 5.3) followed by a monotonic increase in
the heat transfer till the end of dimple (x/D ≈ 6.0). A reduction in the heat transfer augmentation is noticed on the plateau as compared to the highest value at the downstream
rim of the dimple. For the other dimple (x/D = 6.25 − 7.25) the same cycle repeats. In
the case of dimples-protrusions, the heat transfer in the dimple portion follows a similar
pattern as the dimple only case but the value of heat transfer augmentation is higher almost everywhere over the dimple length (x/D = 5.0 − 6.0) and plateau (x/D = 6.0 − 6.25)
whereas a lower heat transfer is noticed as compared to protrusions only case over the
entire length of the protrusion followed by a comparable heat transfer on the flat portion
following the protrusion.
With increasing Reynolds number (see Figure 8.14b and 8.14c), heat transfer augmentation values increase for all three geometries. It is also noticed that the heat transfer
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(a) Re=10,000

(b) Re=20,000

(c) Re=30,000

Figure 8.14: Spanwise average Nusselt number augmentation for different geometries at
different Reynolds numbers

for the case of dimples-protrusions intensifies and the gap in dimples regions increases
(as compared to dimples only case) whereas the gap in the protrusion region reduces (as
compared to protrusions only case).
Figure 8.15 shows the comparison of spanwise averaged Nusselt number augmentation for each geometry at Reynolds numbers of 10,000, 20,000, and 30,000. The
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results are shown for the same region as in Figure 8.14. Figure 8.15a presents the effect
of Reynolds number on the Nusselt number augmentation for dimples only case. An
increase in the heat transfer with increasing Reynolds number is evident, especially on
the plateau between the dimples. Apart from this, there is no significant difference in
the heat transfer pattern observed. Figure 8.15b shows the effect of Reynolds number
for protrusions only case; like dimples, there is an increase in the Nusselt number augmentation with increasing Reynolds number. One interesting difference comes up in the
form of secondary peak (h2) in the Nusselt number augmentation near the downstream
rim (at x/D ≈ 5.8) of the protrusion. This peak gets intensified with an increase in the
Reynolds number. In the rest of the regions, Nusselt number augmentation follows a similar trend for all three Reynolds numbers. Figure 8.15c shows the comparison of Nusselt
number augmentation at three different Reynolds numbers for the dimples-protrusions
case. Like the above two cases, there is an increase in the Nusselt number augmentation
is noticed with increasing Reynolds number, but it is more prominent after the end of the
dimple region. In the dimple regions, a higher difference is discerned in the second half
as compared to the first half. Also, it needs to be noted that the lowest Nusselt number
augmentation points are shifting towards upstream rim at higher Reynolds numbers.
Figure 8.16 shows the streamwise variation of row averaged (over one row in both
spanwise) Nusselt number augmentation for all four geometries at Reynolds numbers
of 10,000, 20,000, and 30,000. It is clear from the figure that heat transfer is significantly
lower in the developing region (row 1-3) as compared to the developed region (row 4-7).
In these geometries, flow is dominated by the coherent secondary structures formed by the
vortex shedding from these features and most of the heat transfer enhancement comes
from these structures. In the early part of the channel, these secondary structures are weak
and contribute less to the heat transfer as compared to the developed regions in the downstream of row 3. A consistent increase in the Nusselt number augmentation is noticed for
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(a) Dimples

(b) Protrusions

(c) Dimples-protrusions

Figure 8.15: Spanwise average Nusselt number augmentation for different geometries at
different Reynolds numbers

all three geometries with increasing Reynolds numbers. For the dimples-protrusions case,
the peak and the valleys correspond to protrusions and dimples, respectively. For the flat
wall case, as expected, Nusselt number augmentation is 1.0 except for Reynolds number
30,000 and it seems to be an outlier.
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Figure 8.16: Row average Nusselt number augmentation for different geometries at three
different Reynolds numbers

Figure 8.17 shows the surface averaged Nusselt number augmentation for dimples, protrusions, and dimples-protrusions for Reynolds number range 10,000-30,000. It is
clear from the figure that the Nusselt number augmentation, in the thermally developed
regions, is in the range of 1.37-1.84 for Re=10,000 and it attains the values in the range
of 1.57-2.22 for Re=30,000. For the flat plate case, it is close to 1.0 except for Re=30,000
which seems to be an outlier. As expected from the contour plots and row averages, dimples have the least enhancement in the heat transfer and protrusions have most whereas
dimples-protrusion lie in-between these two.
Figure 8.18 shows the augmentation of the Nusselt number and friction factor for
three geometries in the considered range of Reynolds numbers. There is a friction factor
penalty associated with an augmentation of Nusselt number. The friction augmentation
for dimples, protrusions, and dimples-protrusion ranges between 1.64-2.34, 3.73-4.51, and
3.02 3.62, respectively. Nusselt number augmentation ranges between 1.37-1.57, 1.84-2.22,
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Figure 8.17: Surface average Nusselt number augmentation variation with Reynolds
number in thermally developed region

1.6-2.02 for dimples, protrusions, and dimples-protrusions, respectively. In general, an
increase in both Nusselt number and friction factor augmentation is observed with increasing Reynolds number but the change is much larger from Reynolds number 10,000
to 20,000 as compared to 20,000 to 30,000. The values of Nusselt number and friction
factor augmentations are in-line with previously reported works by Ligrani et al. [153]
on different heat transfer enhancement devices used in gas turbine blade internal cooling including dimples and protrusions. The reason for somewhat lower Nusselt number
augmentation is the inline configuration; in most of the previous studies staggered configuration is used which gives slightly better heat transfer performance. The selection of
inline configuration is justified because of its NPR characteristic.
Figure 8.19 shows that thermal performance improves with increasing Reynolds
numbers. With increasing Reynolds number, a maximum improvement of ≈ 20 % is
observed for dimples-protrusions, no significant improvement is seen for dimples, and
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protrusions showed an improvement of ≈ 10 %. The highest thermal performance factor
is 1.19, 1.34, and 1.32 for dimples, protrusions, dimples-protrusions, respectively. Figure
8.20 clearly shows that dimples-protrusions have a comparable thermal performance with
nearly 30 % lower friction factor augmentation as compared to protrusions. Dimples
have 15-20 % lower thermal performance but at nearly half pressure drop as compared to
protrusions. The values of thermal performance factor and friction factor from this study
are in-line with previous work summarized by Ligrani et al. [153]. It is also worth noticing
at this point that dimples and protrusions incur only a tiny fraction of pressure drop as
compared to other heat transfer enhancement techniques and produce comparable heat
transfer which has been the most sought characteristic for internal cooling channels [153].

Figure 8.18: Nusselt number and friction factor augmentation in thermally developed
region
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Figure 8.19: Effect of Reynolds number on thermal performance of three geometries

Figure 8.20: Thermal performance and friction factor augmentation
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Effect of Curved Surfaces on TLC Heat Transfer Predictions
The solution of the transient heat conduction equation for semi-infinite solids (given
by Equation 4.38) is accurate for the flat surface where there is only one prominent heat
conduction direction. But for curved surface such as dimples-protrusions, there is some
conduction happens in the other directions too and it reduces the accuracy of measurement if Equation 4.38 is used directly. Therefore, to account for conduction in other directions, a general three-dimensional transient heat conduction equation (Equation 4.30) is
solved for a solid submodel (no fluid is modeled) shown in Figure 8.21. A known combination of heat transfer coefficient (h) and ambient temperature is used as the heat transfer
boundary condition on the heated side whereas the unheated side is kept at room temperature. All the sides walls are periodic interfaces. Several simulations for different values
of h – in the range 1-150 W/m2 .K – are done. Every simulation is transient and runs for
the time in the range of 1-400 seconds. The ranges for h and time (t) are chosen based on
the expected values of these parameters in the transient TLC experiment.

Figure 8.21: Computational domain and boundary conditions for conduction only CFD
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Figure 8.22a shows an isometric view of solid submodel with temperature contours for h=400 W/m2 .K and t=400 seconds. It is clear from this figure that the featured
surface (with dimples-protrusions) is hottest and the temperature drops with increasing
depth of the solid. The effect of applied convective boundary condition on the featured
wall is penetrated only up to nearly half of the thickness and the rest half of solid is at a
temperature closer to ambient. Figure 8.22b shows the temperature contours of the featured wall only. There is a significant temperature gradient that exists on the featured wall
due to the presence of dimples-protrusions. The lowest value of surface temperatures is
at the dimple center and the highest is at the protrusion center; as the distance increase
from the center of these features, temperature increases for dimple whereas decreases for
protrusion. It is also noticed that due to the symmetric nature of dimple and protrusions
in the circumferential direction; the temperature varies mainly as a function of radius. A
maximum surface temperature difference of 5-6 o C exists between the centers of dimple
and protrusion. The transient surface temperature is extracted for 127 points between
the centers of dimple and protrusion along the streamwise direction as shown in Figures
8.22a and 8.22b by black line.
The above information from the transient conduction simulations is used to generate the database for the nondimensional surface temperature ratio (Θ) and β which
accounts for the surface temperature gradients caused by dimples and protrusions as opposed to Equation 4.38 which have a uniform surface temperature. Figure 8.23 shows
the variation of Θ with β at three points: dimple center (A), protrusions center (C), and
on the flat portion in the middle of dimple and protrusion (B). A comparison of the Θ
versus β plots with the prediction from Equation 4.38 (for flat wall with no lateral conduction) shows that value of Θ is higher for protrusion center, lower for dimple center,
and comparable for the midpoint between dimple and protrusion for a given value of β .
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(a) Isometric view

(b) Top view

Figure 8.22: Temperature distributions from the conduction calculation

This deviation from the ideal 1-D conduction behavior will result in an underprediction
of heat transfer in the dimple and an overprediction in the protrusion.
The database created (for Θ and β) using the transient conduction simulation is
used for the calculation of Nusselt number augmentation along the line between the center of the dimple at row 5 and center of protrusion at row 6 in the streamwise direction
on the middle row in the spanwise direction (refer Figure 8.12a for the position of the
line for calculation). Figure 8.24 shows the comparison of Nusselt number augmentation
using Equation 4.38 and database created which accounts for lateral conduction. It shows
significant underprediction (maximum difference ≈ 30 %) in dimples and overprediction
(maximum difference ≈ 35 %) in protrusion for Nusselt number augmentation without
accounting for lateral conduction. The difference is lower at the flat portion between dimple and protrusion and suggests that the curvature of dimples and protrusions result in
significant lateral conduction and needs to be accounted for accurate prediction of heat
transfer from the transient TLC experiment.
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Figure 8.23: Effect of conduction in other directions on variation of Θ with β

Figure 8.24: Effect of lateral conduction on Nusselt number augmentation for dimplesprotrusions centerline at Re=10,000
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LES Results
The main resistance to convective heat transfer comes from the slow-moving fluid
in the boundary layer where gradients of velocity and temperature are very high. Therefore, it is important to make sure that the velocity and temperature profiles in the boundary are captured with accuracy. Figure 8.25 shows the plot of the nondimensional velocity
profile in wall coordinates and its comparison with theoretically accepted law of the wall.
There is very good agreement in both viscous sublayer and log-law region. Buffer region is
predicted correctly neither by liner profile nor by log-law. It also shows that the near-wall
mesh refinement is good enough to capture the near-wall physics.

Figure 8.25: Comparison of LES calculated and theoretical wall law

Another criterion for the assessment of the quality of LES is to quantify the percentage of resolved TKE in comparison to the total TKE (including subgrid-scale TKE).
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This ratio is defined as m and given by the following relation:

M=

T KEres
T KEres + T KEsgs

(8.1)

A good LES should resolve ≥ 80 % of the TKE in the entire domain. This criterion
is relaxed in the boundary layer for near wall modeled (NWM) LES and it is acceptable to
have a lower percentage of resolved TKE locally near the wall. In the current simulation
≈ 99 % cells have M ≥ 80 % and most of the cells with low m value are in the boundary
layer.
The energy cascade (see Figure 4.13) shows that the slope of the curve should be
-5/3 in the inertial subrange for velocity. Similarly, the slope of the spectral density for
pressure should be -7/3. Figures 8.26 and 8.27 show the LES calculated power spectral
density using a point probe in the domain for velocity and pressure, respectively. The
slopes of the curves from LES are in good agreement with the theoretical values. It is also
worth noticing that this plot is on a log-log scale and shows that the energy content of
the eddies with a smaller time scale (smaller eddies) is much smaller as compared to the
larger eddies. Therefore, most of the energy is contained in the larger eddies which are
resolved in LES, and modeled eddies contribute very little to the total energy of the flow.
The checks done above has given confidence for the results in the following sections.
It is necessary to have low wall y+ for the featured wall to capture the gradient of
velocity and temperatures with reasonable accuracy. A wall y+ of less than 1.0 is required
to make sure that the first element lies in the viscous sublayer. Figure 8.28 shows the
contours of mean wall y+ for the features wall; maximum y+ value is 0.9 and it is less
than 0.3 on most the wall. Since the mesh is polyhedral, a true estimate of the wall x+ and
z+ is difficult; based on the value of wall y+ and grid dimensions in x and z directions,
the values of x+ and z+ are estimated to be less than 100.
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Figure 8.26: Power spectral density of velocity as a function of frequency

Figure 8.27: Power spectral density of pressure as a function of frequency

LES Results: Flow Field
In this section, a comparison of the flow field between LES predictions and PIV
measurement is presented. Figure 8.30 shows the comparison of velocity magnitude for
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Figure 8.28: Contours of mean wall y+ for the featured wall

dimples-protrusions at five streamwise planes. The velocity magnitude in PIV is ≈ 10 %
lower than the LES predictions. Some of the contributing factors for this deviation are:
1. In the LES submodel, a periodic condition on the sides is used and mass flow for the
submodel calculated by multiplying the total mass flow by the ratio of submodel to
total cross-sectional area. There is a 1.0-inch width near both sidewalls which has
no features and offers lesser resistance to the flow. Therefore, the flux will be higher
on sides as compared to the rest of the channel and less velocity will be observed in
the featured region of the cross-section as compared to sides.
2. The walls in PIV measurement are unheated as opposed to heated walls in LES
calculation. The increased temperature of fluid near the wall will increase the flow
velocity due to lower density.
3. The edges of the features are rounded due to sanding to make the surface transparent after machining whereas LES has sharp edges. Sharp edges would result in
larger recirculation and will reduce the area for core flow which will again increase
the core flow velocity.
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4. Apart from the above factors, uncertainty in the mass flow measurement could be
one of the major causes of the difference.
It has been shown from local surface heat transfer patterns that key features in the
flow remain unchanged with the change in the Reynolds number; therefore, despite these
differences in the velocities, key flow features can be captured correctly both in PIV and
LES. The heat transfer values can be scaled based on the Reynolds number to compare the
results at the same mass flow from experiments and simulations. Alternatively, RANS/URANS simulations can be re-run according to the mass flow in the experiment to quantify
the difference in heat transfer caused by the mass flow difference. LES is computationally
expensive and re-running LES is not possible.
Figure 8.29 that the largest turbulent time scales are of the order of 0.2 seconds.
The LES instantaneous results are averaged over 1.4 second (between 0.8-2.2) of physical
time that means even the eddy with the largest time scale is averaged for at least seven
time periods. Therefore, a physical time of 1.4 seconds (after flow becomes stationary) for
LES simulation is enough. Moreover, for a stationary and ergodic turbulent flow, the time
average is equivalent to the ensemble average. Thus, the time-averaged LES results can
be compared to ensemble average PIV measurement.

Figure 8.29: Turbulent time scales from LES in streamwise plane at Re=10,000

194

The velocity comparison (see Figure 8.30) shows that the low-velocity regions, corresponding to recirculations, are correctly captured in LES. Five streamwise planes show
the evolution of recirculations and secondary flow over the half-pitch and this cycle will
continue further downstream.
The heat transfer augmentation is directly related to the amount of turbulence in
the flow; higher turbulence increases the transverse exchange of momentum and energy
which helps in increasing convective heat transfer from the surface. TKE is one way
of quantifying the amount of turbulence in the flow locally. By now, it is understood
that concave and convex features intensify the secondary motions in the flow causing
increased turbulence in the vicinity of these features. Figure 8.31 presents the comparison
of TKE between PIV and LES. LES can predict the location of high TKE regions accurately
and the absolute values are also comparable. As pointed out earlier, rounded edges in
the PIV experiment have led to the somewhat lower TKE as compared to LES where
sharp edge features are modeled. It is worth noticing that LES shows the inception of
vortical structures at plane P1 and P2 which are not captured in LES due to the limitation
of laser and camera speed. These smaller structures have a very small timescale and a
time-resolved PIV is needed to capture these features. Apart from that, PIV and LES
both resolve the large-scale secondary motion well and a good agreement is found. At
the plane P0 (at the mid of the features), the coherent secondary structures are noticeable.
The spanwise position and direction of rotation are the same in PIV and LES. It is most
critical to resolve these secondary vortices correctly because they are responsible for most
of the large-scale advection of heat in the transverse direction. The streamlines clearly
show that there are significant secondary motions are caused by the presence of dimplesprotrusions in all the five planes.
As discussed in the previous paragraph, TKE relates to heat transfer enhancement
but, it considers only normal components of the Reynolds stresses. Reynolds stresses
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(a) PIV: Plane P1

(b) LES: Plane P1

(c) PIV: Plane P2

(d) LES: Plane P2

(e) PIV: Plane P0

(f) LES: Plane P0

(g) PIV: Plane P3

(h) LES: Plane P3
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(i) PIV: Plane P4

(j) LES: Plane P4

Figure 8.30: Velocity contours for PIV measurement and LES at five spanwise plane at
different streamwise locations

originate due to the fluctuation in the velocity components. In other words, Reynolds
stresses have shear components as well, in addition to the normal components. Therefore,
a closer look at the Reynolds stresses at plane P0 (see Figure 8.32) will provide insight into
the turbulence generation in the flow field. It is clear from Figure 8.32 that the spatial location of higher Reynolds stresses is the same in PIV and LES. But in LES, normal stresses
in wall-normal and spanwise directions are higher as compared to PIV. Shear stress components are comparable in LES and PIV. As discussed earlier, the rounded edges in PIV
might have led to the lower values of fluctuation of wall-normal and spanwise velocity
components which has resulted in the lower Reynolds stresses in these directions.
Based on the above observations about TKE and Reynolds stresses, it is expected
that LES will predict higher heat transfer as compared to experimentally measured heat
transfer – using the transient TLC technique. This is exactly what has been noticed and
will be discussed in detail in the following discussion.
TKE and Reynolds stressed contour plots are already shown and discussed. Line
plot of TKE for dimples-protrusions at Re=10,000 are shown in Figure 8.34. The data at
five locations in the spanwise direction at plane P0 is extracted in the wall-normal direction (see Figure 8.33). TKE values from CFD simulations (RANS, URANS and LES)
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(a) PIV: Plane P1

(b) LES: Plane P1

(c) PIV: Plane P2

(d) LES: Plane P2

(e) PIV: Plane P0

(f) LES: Plane P0

(g) PIV: Plane P3

(h) LES: Plane P3
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(i) PIV: Plane P4

(j) LES: Plane P4

Figure 8.31: TKE contours for PIV measurement and LES at five spanwise planes at different streamwise locations

are compared with PIV data in Figures 8.34a-8.34e. PIV data shows higher TKE near the
flat wall (top) as compared to CFD predictions for all the locations. RANS and URANS
both predict some increase in the TKE near the top wall, as opposed to LES, and seems
closer to PIV measurement. RANS, URANS, and LES all predict near-wall TKE correctly
over the protrusion (see Figure 8.34a and 8.34b) and predictions match well with PIV
data. It happens because the flow over the protrusions in the first half is attached and no
secondary motions occur over the surface of the protrusion. RANS and URANS simulations significantly underpredict near-wall TKE for other three locations (see Figure 8.34c,
8.34d, and 8.34e) as compared to LES; and PIV measurement lies in-between. It must
also be noticed that TKE in the shear layer (outside dimples from y/D=0-0.5) is closer
to LES data; and RANS and URANS predictions are significantly lower in this region.
There are no significant differences in TKE predictions that are noticed between RANS
and URANS simulations. The contour of TKE comparison for PIV, URANS, and LES for
dimples-protrusions at Re=10,000 can be found in Figure A.6.
The variation of Reynolds stresses in wall-normal direction at five spanwise locations (see Figure 8.33) is shown in Figures 8.35 and 8.36. The magnitude of normal
stresses (see Figure 8.35) in the near-wall region is much higher than the shear stresses
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(a) PIV: Rxx

(b) LES: Rxx

(c) PIV: Ryy

(d) LES: Ryy

(e) PIV: Rzz

(f) LES: Rzz

(g) PIV: Rxy

(h) LES: Rxy
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(i) PIV: Rxz

(j) LES: Rxz

(k) PIV: Ryz

(l) LES: Ryz

Figure 8.32: TKE contours for PIV measurement and LES at five spanwise plane at different streamwise locations

Figure 8.33: Positions of lines for comparison of TKE and Reynolds stresses
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(a) z/D=0.625

(d) z/D=1.625

(b) z/D=0.875

(c) z/D=1.25

(e) z/D=1.875

Figure 8.34: Comparison of TKE from PIV data, RANS, URANS, and LES predictions for
dimples-protrusions at Re=10,000
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(a) z/D=0.625

(d) z/D=1.625

(b) z/D=0.875

(c) z/D=1.25

(e) z/D=1.875

Figure 8.35: Comparison of normal stresses from PIV data and LES predictions for
dimples-protrusions at Re=10,000
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(see Figure 8.36) at all five locations. The Reynolds stress profiles from LES prediction
show a decent agreement with PIV measurement in the near-wall regions, but PIV data
shows higher values for regions away from the featured wall. This disagreement may be
caused by different values of free-stream turbulence at the test section inlet. The Reynolds
stresses over the protrusions (z/D=0.625 and 0.875) are much lower in magnitude as compared to inside the dimples (z/D=1.625 and 1.875) and indicate the presence of stronger
fluctuations of velocity inside the dimples. It must also be realized that higher Reynolds
stresses are very close to protrusions surface whereas they extend much farther away
from the dimple surface due to secondary flow generation in the dimple. The highest values of Reynolds stresses are noticed at z/D=1.625 and occurs between y/D=0.2-0.25. At
z/D=1.875, another high Reynolds stress region is observed at y/D=0.25 and it is caused
by the separated flow coming from the downstream of previous protrusion in the streamwise direction. The higher values of Ryy, Rzz, Rxy, Rxz, and Ryz in the near-wall
region, inside the dimples, suggest the presence of instabilities and secondary flows.

(a) z/D=0.625

(b) z/D=0.875
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(c) z/D=1.25

(d) z/D=1.625

(e) z/D=1.875

Figure 8.36: Comparison of shear stresses from PIV data and LES predictions for dimplesprotrusions at Re=10,000

LES Results: Local Heat Transfer
Figure 8.37 shows Nusselt number augmentation on the featured wall from LES
predictions. In the developing region (up to row 3 end), the Nusselt number augmentation gradually increases and then stabilizes and remains almost unchanged for later
rows. This contrasts with the flow in a smooth channel where heat transfer reduces
along the length of the channel (in the developing region) due to the increasing boundary
layer thickness. Here, the heat transfer is enhanced by secondary structures generated by
dimples and protrusions; and in the first three rows, these structures are still evolving
which causes an increase in heat transfer on each subsequent row in this region. Once
the structures are fully evolved, the heat transfer stabilizes. As explained earlier based
on experimentally observed local surface heat transfer pattern, maximum heat transfer
enhancement for dimples occurs near the downstream rim and plateau after the dimples
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whereas it happens near the upstream rim (around stagnation point) in protrusions. Flow
impingement is the main reason for the improvement in surface heat transfer in protrusions and coherent vortex shedding is responsible for the same in dimples. Figure 8.37a
shows the separation lines which corresponds to the local recirculation in the flow causing
lower heat transfer in those reasons. Similarly, Figure 8.37b highlights the reattachment
lines which traces the paths of flow reattachment after separation from the upstream; the
flow impinges at the reattachment point and starts accelerating along these lines which
are reflected in the form of improved heat transfer along these lines.
A closer look at the heat transfer pattern on the first row reveals that there is a
large single recirculation region inside the dimple and flow reattachment occurs close to
the downstream rim. This pattern changes completely for downstream dimples, even
at the very next dimple following protrusion shows entirely different local heat transfer patterns. The large single recirculation region breaks into two smaller separation regions,
reattachment starts right after the upstream rim. These changes result in improved heat
transfer from the dimples when they are placed with protrusions.
Figure 8.38 shows mean Nusselt number augmentation overlaid with Lambda2 criterion and vortex core lines. By definition, negative values of Lambda2 criterion corresponds
to vortex regions in the flow; therefore, isosurface of −8 × 105 is used to identify the
vortices. Since there are multiple vortices present in the current flow field, the Lambda2
criterion alone is not enough to separate the most important ones from the rest. To overcome this problem, vortex core lines are plotted with a 5.0 % vortex core strength which show
only comparatively stronger vortices. It is clear from the Figure 8.38 that vortex core lines
corresponds to the negative values of Lambda2 criterion. This analysis also reveals that
only stronger vortices (in the dimple) result in enhanced heat transfer whereas weaker
vortices behind the protrusions do not improve the heat transfer. It is also interesting to
note that vortex core lines from protrusion continue to dimple which indicates that the
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(a) Separation lines

(b) Reattachment lines

Figure 8.37: Mean Nusselt number augmentation overlaid with separation and reattachment lines

vortices formed behind the protrusions directly lands into the dimples and continues to
grow until they shed from the edge of the dimple.
Figure 8.39 shows a closer view of Nusselt number augmentation on the featured
wall with streamlines (see Figure 8.39a) and with vectors (see Figure 8.39b) to understand
the flow behavior over and around these features. From Figure 8.39 it is clear that there
are two stagnation points near the upstream rim and two vortices forms behind the pro207

Figure 8.38: Mean Nusselt number augmentation overlaid with lambda2 criterion isosurfaces and vortex core lines

trusion. A part of the impinging flow goes over the protrusions and rest goes around
the protrusion which is sucked in (along with some flow coming from the neighboring
dimple in spanwise direction) by the low-pressure region behind the protrusion. These
vortices from the protrusion enter the following dimple and start mixing and growing
with flow moving backward from the reattachment region near the downstream rim of
the dimple. A part of the flow after reattachment in dimples goes forward and ejects
from the edges whereas other part goes backward, recirculate and shed as the pair of
counter-rotating vortices from the dimple edge. The flow ejecting out of the dimple has
momentum in wall-normal direction and lands on the plateau at some distance away
from dimple downstream rim causing a recirculation along the dimple downstream rim.
This region is manifested by lower heat transfer along the downstream edge of the dimple. A significant improvement in heat transfer around impingement points and after
reattachment in dimple is a result of the above-discussed flow features. Figure 8.39b
shows surface vectors which clearly show the direction of flow at different locations of
dimple and protrusion.
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(a) Streamlines

(b) Vectors

Figure 8.39: Mean Nusselt number augmentation overlaid with streamlines and vector

Figure 8.40 shows the snapshot of instantaneous Nusselt number augmentation
along with the Lambda2 criterion. It is interesting to note the difference in the number of
vortical structures present in the second row of the dimple as compared to the first row.
This difference is the result of the presence of protrusions in the upstream of a dimple
in row 2. Two distinct vortex cores are visible in dimples in the form of a high density
of vortices clustered around a line. The presence of vortices directly shows up as the
improved heat transfer locally.
Figure 8.41 shows that the wall shear stress increase near the dimple upstream rim
due to local flow acceleration and the start decreasing as the flow gets into the dimples
cavity and starts slowing down. Further into the dimple, the flow separates which is indicated by the negative value of wall shear stress; in the latter part of the dimple, the flow
reattaches, and wall shear stress keeps increasing up to the dimple downstream rim. The
negative values of wall shear stress after the dimples and before the beginning indicate
the presence of small recirculations which forms due to upwash in dimple and stagnation
on the protrusion. The flow over the protrusion is attached that results in increase wall
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Figure 8.40: Instantaneous Nusselt number augmentation overlaid with lambda2 criterion

shear stress value; in the latter part of the protrusion, the flow starts decelerating leading
to a decrease in the wall shear stress value.
Instantaneous pressure data is collected at 54 points clustered in dimple and protrusions downstream. The position of these points is chosen in such a way that they lie in
the high TKE region because that is where the probability of finding a vortex is highest.
The FFT of the recorded time series is done to find the dominant frequencies in the flow.
Figure 8.42 shows the FFT result for one of the points; the peak amplitude occurs at a frequency of 170 Hz. All other frequencies have significantly lower amplitude as compared
to 170 Hz. This is the frequency of vortex shedding from the dimple. The Strouhal number based on the average flow velocity in the channel and dimple print-diameter is 0.7.
Ligrani et al. [63] reported the Strouhal number for the channel with dimples in the range
2.2-3.0 for different channel height to dimple diameter ratios. In the current study, protrusions are present in addition to dimples and that has reduced the frequency of shedding
which has resulted in lower Strouhal number.
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Figure 8.41: Wall shear stress variation in streamwise direction at centerline of dimples
and protrusions at row 5 and 6

The FFT analysis for the remaining points is performed (but omitted due to its
similarity with Figure 8.42). The frequencies corresponding to the highest amplitude are
shown in Figure 8.43; it is noticed that all the points produced dominant frequencies in
the range of 162-172.
Figure A.7 shows instantaneous pressure at streamwise plane for eight time-instants
over a vortex shedding cycle. The shedding of K-H vortex is clearly visible (shown by
dotted ellipses). The time-period for a vortex shedding cycle is 0.006125 seconds which
corresponds to a frequency of ≈ 163 Hz which is in the same range as predicted by FFT
analysis. It needs to be noted that there are two vortex shedding locations – first, due
to K-H instability in the shear layer over the dimples and second, secondary vortex pair
shedding from the edge of dimples – but they have similar vortex shedding frequency.
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Figure 8.42: FFT of pressure time series at the monitor point in the vortex shedding region

Figure 8.43: Dominant frequencies from other monitor points in the dimples downstream
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The local heat transfer of the featured wall from LES is compared against the same
from the TLC experiment in Figure 8.44. As discussed earlier in the flow field comparison
that flow velocity is higher in LES and edges of the dimples and protrusions are sharp;
both factors will increase surface heat transfer in LES as compared to what is measured
from TLC. Figure 8.44 clearly shows that TLC experiment results show lower Nusselt
number augmentation as compared to LES predictions. Apart from the difference in absolute Nusselt number augmentation values, the local distribution is similar both in LES
and TLC results which again indicates that the key flow features remain unchanged.

(a) LES

(b) TLC

Figure 8.44: Comparison of LES results with TLC data for dimples-protrusions Re=10,000

It is clear from Figure 8.45 that TLC data shows lower heat transfer as compared
to LES prediction. For the first row, the difference between LES and TLC data is small, it
increases for row 2-4 and then stabilizes for the rest of the rows. A maximum difference
of ≈ 30 % is observed for the thermally developed region except for row 3. RANS and
URANS predictions show better match with TLC data in the developing section but they
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agree with LES prediction in the developed section except row 7. The underprediction of
heat transfer by RANS and URANS in the developing section as compared to the LES prediction is due to the fact that flow and heat transfer inside the channel is in transition and
fully-turbulent flow assumption (used in turbulence models used in RANS and URANS)
is not valid; the LES predictions in developing region are more reliable because it eliminates the aforementioned issue. In the fully developed regions, RANS and URANS show
good agreement with LES (maximum difference is less than 5.0 % except row 7) prediction
because in this region the flow is fully turbulent and ensures the validity of turbulence
models. The underprediction of heat transfer from TLC measurement is most likely due
to the rounded edges of the features in the experiment as opposed to sharp edges in the
simulations.
It is important to mention that 1.0 % inlet velocity fluctuation is imposed as white
noise in LES and it is an assumption. The actual inlet turbulence measurement, both in
PIV and TLC, is not taken. Although approximately 1.0 % is typical in this kind of wind
tunnel yet an actual measurement would be able to provide the accurate value of the
turbulence intensity at the inlet. Any difference in inlet turbulence intensity may lead to
the differences observed in heat transfer between LES and TLC data.

RANS Results
This section presents the results of RANS calculation for all three geometries for the
considered range of Reynolds number. Due to limited time and computational resources,
LES simulation is performed only for Re=10,000 for dimple-protrusions configuration.
Additionally, a URANS simulation is also done for the same case to understand the difference between RANS, URANS, and LES predictions. First, a comparison of the RANS
predicted flow field is made with PIV data to understand the key differences. Later, a
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Figure 8.45: Row average Nusselt number augmentation comparison for RANS, URANS,
LES, and TLC data

comparison of RANS predicted heat transfer against TLC data is showed and differences
are explained in the light of the observation made from flow field comparison. Further,
the effect of features on the opposite wall heat transfer and the effect of inlet turbulence
on the heat transfer is also showed.

RANS Results: Flow Field
Figure 8.46 shows the velocity comparison for RANS predictions and PIV data.
The velocity in RANS is higher than PIV measurement for the reasons discussed in Section
8. Figures 8.46a and 8.46b clearly show that the recirculation zone inside the dimples is
bigger in RANS calculations as compared to PIV data. This is a combined effect of sharp
edges modeled in RANS and artifacts of turbulence model in the form of overprediction of
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(a) RANS: Dimples

(b) PIV: Dimples

(c) RANS: Protrusions

(d) PIV: Protrusions

(e) RANS: Dimples-Protrusions

(f) PIV: Dimples-protrusions

Figure 8.46: Comparison of velocity from RANS predictions and PIV data at plane P0 for
Re=10,000

the separation zone. Similar behavior is observed for the other two cases. In general, the
flow field from RANS simulations look like PIV but only qualitatively.
A comparison of TKE predicted by RANS and measured in PIV experiments is
made in Figure 8.47. First, it must be made clear that very high TKE in PIV data for
protrusions (see Figure 8.47d) seems nonphysical and it is caused by very high laser light
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reflection in this particular case. In general, RANS simulations predict significantly lower
TKE in and around the features. It is also interesting to note that PIV data does not
show any significant secondary flows for dimples (see Figure 8.47b) and protrusions (see
Figure 8.47d) cases but they are present in the dimple-protrusion case (see Figure 8.47f).
The secondary flows showed by RANS for dimples (see Figure 8.47a) and protrusions
(see Figure 8.47c) cases do not seem to be physical and they are artifacts of turbulence
modeling.
The details of RANS calculated TKE and streamlines for all the streamwise planes
at all the Reynolds number can be found in Appendix A. Figures A.2, A.3, and A.4 show
the results for Re=10,000, 20,000, and 30,000 respectively.
It must be realized at this point that there are two counteracting effects for heat
transfer are present in the flow field predicted by RANS:
1. Significant underprediction of TKE as compared to PIV in the vicinity of features
which results in under-prediction of surface heat transfer.
2. Presence of artificial secondary flows that tend to increase the bulk transport of energy from surface to the core-flow and helps in increasing the heat transfer from the
walls.
As a result of these effects, the heat transfer predicted by RANS might be closer to experimental data, but the flow physics is not captured correctly. This effect is clear from Figure
8.45 where RANS shows a better match than LES.
Further analysis of the flow field is done by looking at streamwise velocity (see
Figure 8.49), TKE (see Figure 8.49), temperature (see Figure 8.49) predicted by RANS and
LES for three geometries. The streamwise plane located in the middle of features, in the
spanwise direction, is used to plot all the results; only the last two-and-half features are
shown to look closely at the results (see Figure 8.48).
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(a) RANS: Dimples

(b) PIV: Dimples

(c) RANS: Protrusions

(d) RANS: Protrusions

(e) RANS: Dimples-protrusions

(f) RANS: Dimples-protrusions

Figure 8.47: Comparison of velocity from RANS predictions and PIV data at plane P0 for
Re=10,000

Figure 8.48: Location of the streamwise plane

218

(a) DP: RANS

(b) D: RANS

(c) P: RANS

Figure 8.49: x-Velocity at streamwise plane for three geometries at Re=10,000

Figure 8.49 shows a comparison of streamwise velocity. For dimples (see Figure
8.49b), the core-flow is undisturbed and a relatively thinner shear layer exist over the dimples. The incoming flow sees a change in area due to the presence of dimples and slows
down giving rise to a recirculation zone; it is visible in the form of negative streamwise
velocity inside the dimples. Due to the more open area available for the flow, the coreflow velocity in the dimples is lower as compared to the other two geometries. In the case
of protrusions (see Figure 8.49c), a low-velocity region in the second half is observed; the
shear layer forms between the slowed-down flow near the downstream rim of the protrusion and core flow. For dimples-protrusions (see Figure 8.63a), the low-velocity regions
of dimples and protrusions are smaller.
The TKE plots are shown in Figure 8.50. Figure 8.50b shows a higher TKE region
near the downstream rim where flow reattaches and ejects from the dimple. For protrusions (see Figure 8.50c), the higher TKE region is at the flow impingement location (on
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(a) DP: RANS

(b) D: RANS

(c) P: RANS

Figure 8.50: TKE and velocity vectors at streamwise plane for three geometries at
Re=10,000

the front portion of the protrusion). Due to the secondary flow generation, TKE values
for dimples-protrusions are higher than dimples only or protrusions only. The velocity
vectors show a big primary recirculation inside the dimples, a small recirculation due
to flow separation at the back of protrusions but they are much smaller in the case of
dimples-protrusions as compared to other two cases.
Figure 8.51 shows the temperature contours and it is evident that due to stagnant
flow in recirculation zones, the air in these regions is hotter than the rest of the air near
the wall. The higher TKE for LES prediction (see Figure 8.50) results in lower temperature
due to improved mixing and transport of heat by large-scale secondary motions.
The secondary flows generated by the dimples and protrusions have a significant
impact on the surface heat transfer performance. Therefore, lambda2 criterion, streamlines, and surface streamlines are used to understand the vortical structure as shown in
Figure 8.53. The results are shown only for the last two-and-half features as shown in
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(a) DP: RANS

(b) D: RANS

(c) P: RANS

Figure 8.51: Temperature and velocity vectors at streamwise plane for three geometries at
Re=10,000

Figure 8.52: Extent of the domain used for plotting lamda2 criterion and streamlines

Figure 8.52. In case of dimples (see Figures 8.53a, 8.53d, and 8.53g), a pair of asymmetric
secondary vortices is observed near the downstream rim. An improvement in the Nusselt
number due to these secondary vortices is discernible. The flow ejecting from the dimple downstream rim results in the development of vortices and enhanced heat transfer in
that region. For protrusions (see Figures 8.53b, 8.53e, and 8.53h), vortices form near the
upstream rim due to the impingement and in the second half because of flow separation.
The highest heat transfer is a result of flow impingement on the protrusion surface but
the development of secondary vortices near upstream rim also leads to heat transfer en221

hancement. The flow separation near the downstream rim leads to lower heat transfer.
Figures 8.53c, 8.53f, and 8.53i highlights the development of secondary vortices inside the
dimples and near the downstream rim of protrusions in the case of dimples-protrusions.
Lamda2 criterion (see Figure 8.53c) clearly shows that the vortices formed at the back of
protrusions continue into the dimples and strengthens secondary vortices leading to significant improvement in heat transfer inside the dimple. This pair of secondary vortices
inside the dimples is clearly seen by surface streamlines (see Figure 8.53f).

RANS Results: Heat Transfer
A comparison of RANS predicted Nusselt number augmentation against TLC data
is presented in Figure 8.54-8.56. For dimples (see Figure 8.54) and protrusions (see Figure
8.55) the asymmetry in Nusselt number augmentation (predicted by RANS simulations)
in the vicinity of these features seem nonphysical and it is clear from the corresponding
TLC data which is symmetric. Another observation is that TLC data – for all three geometries – show heat transfer augmentation improves with increasing Reynolds number
whereas RANS does not show this trend. For dimples, TLC data show that the region of
improved heat transfer is significantly larger around the downstream rim as compare to
RANS simulations for all the Reynolds numbers. Moreover, the first half of the dimples
(in Figure 8.54) shows much lower Nusselt number augmentation as compared to TLC
data.
For protrusions (see Figure 8.55), the Nusselt number augmentation in the second
half of the protrusions is lower in RANS as compared to TLC data. Furthermore, for
Re=20,000 and 30,000, TLC data shows an increase in the Nusselt number augmentation
in the second half of the protrusions which is not captured by RANS. The heat transfer
enhancement in the impingement matches quite well for RANS and TLC data.
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(a) D: Lambda2

(b) P: Lambda2

(c) D-P: Lambda2

(d) D: Streamlines

(e) P: Streamlines

(f) D-P: Streamlines

(g) D: Surface streamlines

(h) P: Surface streamlines

(i) D-P: Surface streamlines

Figure 8.53: Lambda2 criterion and streamlines for dimples, protrusions, and dimplesprotrusions at Re=10,000

Figure 8.56 shows that the heat transfer pattern matches well between RANS and
TLC data qualitatively for the dimples-protrusions case. For all the Reynolds numbers,
RANS simulations predict higher heat transfer inside the dimples as compared to TLC
data. The TLC data shows an improvement in heat transfer augmentation with Reynolds
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(a) RANS Re=10,000

(b) TLC Re=10,000

(c) RANS Re=20,000

(d) TLC Re=20,000

(e) RANS Re=30,000

(f) TLC Re=30,000

Figure 8.54: Comparison of RANS results with TLC data for dimples at three Reynolds
Numbers

number which is not shown by RANS predictions. Also, RANS results show two symmetric zones of higher Nusselt number augmentation on either side of the centerline for
dimples and protrusions, but TLC data does not show this separation of clearly.
Figure 8.57 shows the row average Nusselt numbers from RANS calculations.
Nusselt number augmentation for all the cases is lower in the thermally developing region as compared to the developed region. In the thermally developed region, the Nusselt
number augmentations are ≈ 1.04, 1.7-1.8, and 1.9-2.0 for dimples, protrusions, and dimples and protrusions, respectively. There is no significant effect of Reynolds number is
observed on Nusselt number augmentation for dimples, but protrusions show up to 6 %
improvement in Nusselt number augmentation in the considered range of Reynolds number. For dimple-protrusion case, with increasing Reynolds number, Nusselt number aug-
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(a) RANS Re=10,000

(b) TLC Re=10,000

(c) RANS Re=20,000

(d) TLC Re=20,000

(e) RANS Re=30,000

(f) TLC Re=30,000

Figure 8.55: Comparison of RANS results with TLC data for protrusions at three Reynolds
Numbers

mentation increases (up to 10 %) for first, remains unchanged for next two rows, drops (up
to 12 %) for fourth and fifth rows and again remains unchanged for sixth row before. The
Nusselt number augmentation for the seventh row increase by 10 % for Reynolds number 10,000-20,000 and shows no significant change for Reynolds number 20,000-30,000.
This contrasts with what has been noticed in cases where either dimples or protrusions
are present on the surface. It indicates that the flow field has been changed significantly
when dimples and protrusions are present simultaneously as compared to when they are
individually present on the surface.
A comparison of row average Nusselt number from RANS and TLC data for three
geometries is presented in Figure 8.58. As mentioned earlier, for all three Reynolds numbers, RANS simulations underpredict Nusselt number augmentation as compared to TLC
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(a) RANS Re=10,000

(b) TLC Re=10,000

(c) RANS Re=20,000

(d) TLC Re=20,000

(e) RANS Re=30,000

(f) TLC Re=30,000

Figure 8.56: Comparison of RANS results with TLC data for dimples-protrusions at three
Reynolds Numbers

data. The maximum difference is observed for dimples which range from ≈ 30-40 % for
the range of Reynolds number. For protrusions, the difference between RANS predictions
and TLC data is low for Re=10,000 but increases for the other two Reynolds number with
a maximum value of ≈ 25 % corresponding to Reynolds number of 30,000. For dimplesprotrusions case, RANS overpredicts Nusselt number augmentation (except the first row)
for Reynolds number of 10,000 and 20,000, matches well in the developing section (row
1-3) for Reynolds number 30,000 but underpredict for in the developed section except
row 7. Based on this, it can be concluded that RANS is not able to predict heat transfer accurately for dimples (all Reynolds numbers), protrusions (Re=20,000 and 30,000 in
particular), and dimples-protrusions (Re=10,000).
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Figure 8.57: Row averaged Nusselt number augmentation from RANS calculations

(a) Re=10,000
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(b) Re=20,000

(c) Re=30,000

Figure 8.58: Comparison of row average Nusselt number augmentation from RANS and
TLC data
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Figure 8.59 shows that Nusselt number augmentation increases with increasing
Reynolds number for all the cases in TLC data but it remains nearly unchanged for RANS
predictions. Only a thermally developed region (row 4-7) is considered for calculating
surface averages. TLC data show surface averaged Nusselt number augmentation of 1.41.6,1.8-2.0, and 1.6-2.0 for dimples, protrusions, and dimples-protrusions, respectively.

Figure 8.59: Comparison of surface average Nusselt number augmentation for RANS and
TLC data in fully developed region

Effect of Features on the Opposite Wall Heat Transfer
The presence of dimples and/protrusions is expected to have some effect on the
heat transfer performance of the opposite wall due to vortex shedding. Figure 8.60 shows
the Nusselt number augmentation of the opposite wall in case of dimples, protrusions,
and dimples-protrusions. Figures 8.60a-8.60c show the results from RANS simulations.
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In the case of dimples (see Figure 8.60a), the top wall Nusselt number augmentation is unaffected by the presence of features on the bottom wall and its value is close to 1.0 over the
featured length. On the contrary, protrusions (see Figure 8.60b) and dimples-protrusions
(see Figure 8.60c) show strong effect of featured bottom wall on the Nusselt number augmentation of the top wall. The Nusselt number augmentation for both cases is increased
by 25-35 % as compared to the flat wall. Figure 8.60a shows the Nusselt number augmentation for the same wall but predicted by LES; there is no increase in the Nusselt number
is observed due to the presence of dimples-protrusions on the other wall. This clearly
indicates that RANS simulations overpredict heat transfer on the top wall. Higher TKE
showed by RANS simulations as compared to LES in Figure 8.34 also indicates towards
the overprediction of heat transfer on the opposite wall by RANS simulations.

(a) RANS: Dimples

(b) RANS: Protrusions

(c) RANS: Dimples-protrusions

(d) LES: Dimples-protrusions

Figure 8.60: Effect of features on the Nusselt number augmentation of top (opposite) wall
for Re=10,000

Comparison of RANS, URANS, and LES
From LES simulations, it has been established that the flow over dimples-protrusions
is unsteady and has a periodic vortex shedding. Steady RANS calculation predicts only
averaged flow field and completely lacks any temporal information about the flow fea230

tures and their impact on the heat transfer performance. Moreover, if the flow has strong
unsteadiness, it is very difficult to get converged results; primitive variable oscillates, and
these oscillations never go away irrespective of the number of iterations. Although LES
provides a detailed time resolution of the flow field but it is impractical to do LES simulations for several cases. Unsteady RANS simulations provide the temporal information
of the large scale vortical structures and are much cheaper as compared to LES, but they
still use turbulence modeling and any issues related to turbulence models will persist. A
URANS simulation for dimples-protrusions at Re=10,000 is performed keeping all other
settings same as steady RANS case; results are compared with steady RANS and LES.
Table 8.2 shows that there is no difference in the surface average Nusselt number augmentation predicted by RANS and URANS but LES shows ≈ 6.0 % higher value
whereas TLC measurement gives ≈ 20.0 % lower value as compared to RANS/URANS.
The pressure drop predicted by URANS is ≈ 5.0 % higher than RANS and closer to LES
prediction as compared to RANS.
Table 8.2: Pressure drop, surface average Nusselt number augmentation form CFD simulations and TLC data at for dimples-protrusions at Re=10,000
Quantity RANS URANS LES TLC
Nu/Nu0
1.79
1.80
1.92 1.48
∆P (Pa)
16.1
17.0
16.5
A comparison of row averaged Nusselt number augmentation and TKE from RANS
and URANS for dimples-protrusion at Re=10,000 is showed in Figure 8.45 and 8.34, respectively. The Nusselt number augmentation predictions from RANS and URANS are
very close and the maximum difference is less than 6.0 % which occurs for row 5. The
TKE prediction from URANS simulation is similar to RANS simulations. URANS shows
slightly higher TKE values for y/D=0.3-0.5 at z/D=0.875 and 1.25 as compared to RANS
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predictions. The higher pressure drop predicted by URANS could be the result of increased turbulence.
Figure 8.61 shows Nusselt number augmentation from RANS, URANS, and LES
predictions. There is no difference observed in local heat transfer predictions from RANS
and URANS but LES shows the quite different local distribution of surface heat transfer.

(a) RANS

(b) URANS

(c) LES

Figure 8.61: Comparison of Nusselt number augmentation from RANS, URANS, and LES
predictions for dimples-protrusions at Re=10,000

232

A comparison of velocity and TKE (in the spanwise plane) shows that RANS and
URANS have similar velocity and TKE distributions and both have an artificial pair of
smaller vortices over the dimples which are not showed by LES predictions. The TKE
values in LES are much higher than RANS/URANS that result in higher Nusselt number
augmentation showed in Table 8.2.

(a) RANS

(b) RANS

(c) URANS

(d) URANS

(e) LES

(f) LES

Figure 8.62: Comparison of velocity and TKE from RANS, URANS, and LES predictions
for dimples-protrusions at Re=10,000 on spanwise plane
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Figure 8.63 shows the comparison of streamwise velocity and TKE on a streamwise
plane. Like observations from other plots, RANS and URANS show no difference in TKE
values but LES shows significantly higher TKE values. The low-velocity region behind
the protrusions is larger in RANS and URANS as compared to LES.
From the above observations, it can be concluded that the URANS does not shows
any significant improvement over RANS in the heat transfer predictions as compared to
LES. Therefore, the underprediction of heat transfer by RANS/URANS as compared to
LES is attributed to the inability of the turbulence model to predict the flow and heat
transfer correctly.
Effect of Inlet Turbulence Intensity on Heat Transfer
The turbulence intensity at the inlet of the test section is not measured and a value
of 1.0 % is used in all the numerical simulations. To understand the effect of inlet turbulence intensity on the heat transfer from the featured wall, a dimples-protrusions case
at Re=10,000 is run for four different values (0, 1, 2, and 5 %) of inlet turbulence in the
range of 0-5.0 %. It must be noted that the typical inlet truculence intensity for such wind
tunnels is ≈ 1.0 %; the cases of 0.0 % and 5.0 % are done to study its effect in a broader
range. All these simulations are done using a steady RANS approach with k − ω SST
turbulence model.
Figure 8.64 shows the Nusselt number augmentation comparison for four values
of turbulence intensities. There is no significant difference in values and distribution of
Nusselt number augmentation is observed; there is only a minor increase in the heat
transfer with increasing turbulence intensity and it happens for the last two rows.
Figure 8.65 shows the effect of inlet turbulence intensity on the TKE in the streamwise plane (see Figure 8.48 for the position of the plane). An increase in the TKE value is
observed with increasing inlet turbulence intensity near the downstream rim of the dim234

(a) RANS

(b) RANS

(c) URANS

(d) URANS

(e) LES

(f) LES

Figure 8.63: Comparison of velocity and TKE from RANS, URANS, and LES predictions
for dimples-protrusions at Re=10,000 on streamwise plane

ples (marked with dotted ellipses). It is also observed that the increase in the TKE value
in the last two rows is responsible for some improvement noticed in the Nusselt number
augmentation in those rows.
Figure 8.66 shows the row average Nusselt number augmentation for different values of the turbulent intensities. It is clear from the figure that for first five rows, the effect
of inlet turbulence intensity is negligible. But a discernible increase in Nusselt number
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(a) TI=0.0 %

(b) TI=1.0 %

(c) TI=2.0 %

(d) TI=5.0 %

Figure 8.64: Effect of inlet turbulence intensity on the Nusselt number augmentation for
dimples-protrusions at Re=10,000

(a) TI=0.0 %

(b) TI=1.0 %

(c) TI=2.0 %

(d) TI=5.0 %

Figure 8.65: Effect of inlet turbulence intensity on the TKE (in streamwise plane) for
dimples-protrusions at Re=10,000
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augmentation is noticed in the last two rows with increasing value of inlet turbulence
intensity.

Figure 8.66: Effect of inlet turbulence intensity on the row average Nusselt number augmentation for dimples-protrusions at Re=10,000

Figure 8.67 presents the effect of turbulence intensity on the surface average Nusselt number (for featured part of the wall) and pressure drop in the channel. It is noticed
that Nusselt number augmentation shows a minor increase for inlet turbulence intensity
of 0-2 % and then drops a little bit for the case of 5 % inlet turbulence intensity. On the
contrary, pressure drop shows a monotonic increase of nearly 10 % in the same range
of inlet turbulence intensity. Thus, it can be concluded that higher turbulence intensity
results into a significant increase in the pressure drop without providing any significant
enhancement in the heat transfer.
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Figure 8.67: Effect of inlet turbulence intensity on the surface average Nusselt number
augmentation and pressured drop for dimples-protrusions at Re=10,000
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CHAPTER 9: CONCLUSIONS AND FUTURE WORK
It is known that dimples provide heat transfer enhancement with minimal pressured drop as compared to other heat transfer enhancement devices used in the gas turbine airfoil internal cooling. But the heat transfer enhancement mechanism is not fully
understood; it is even less understood when dimples are combined with protrusions for
surface heat transfer enhancement. In the present study, an effort is made to shed light
on the heat transfer enhancement mechanism in the dimple, protrusions, and dimplesprotrusions using experimental as well as numerical methods. The experiments and numerical simulations are performed for Reynolds number range of 10,000-30,000 to understand if there are any visible changes in the key flow features with the Reynolds number.
The pressure drop measurement showed that protrusions have the highest friction
factor augmentation (3.73-4.93), dimples have the least (1.64-2.33), and dimple-protrusions
(3.02-3.79) lies in-between.
The stereoscopic PIV measurements are used to visualize the flow field in the vicinity of these features. The measurement provided information about all three velocity
components and turbulence statistics at five spanwise planes at different streamwise locations. Some of the key findings are:
• A low-velocity region (recirculation) exists inside the dimple. The shear layer over
the dimples, between slow-moving flow and core flow, generate higher turbulence
and mixing.
• The incoming flow impinges onto the protrusions near the upstream rim and separate in the second half of the protrusion.
• In case of dimples-protrusions, separated flow from the protrusions lands into dimple causing secondary motions; coherent vortical structures are formed. A pair of
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strong counter-rotating vortices exist inside the dimples; another weaker pair is seen
in the spanwise gap between dimples and protrusions. Tracking of vortices over five
planes, using TKE contours, showed how these vortices forms and shed.
• In the whole range of considered Reynolds numbers, no significant change is observed in the above-mentioned flow features.
Surface heat transfer is a direct result of near-wall flow behavior; therefore, all the
above findings of the flow field are critical to understanding the heat transfer enhancement caused by these features.
The transient TLC experimental data provide surface heat transfer distributions.
The main observations from TLC data are:
• For dimples, a low heat transfer region exists near the upstream rim, corresponding
to the recirculation zone seen in PIV data. Higher heat transfer is observed near the
dimple downstream rim.
• For protrusions, the flow impingement on the front of protrusion resulting in the
higher heat transfer whereas separation in the second half leads to lower heat transfer near the downstream rim.
• In the case of dimples-protrusions, strong secondary structures seen inside dimples
in PIV data leads to significantly increased heat transfer inside the dimple. Flow
slow-down caused by the presence of dimples leads to a decrease in heat transfer in
the impingement region of the protrusion as compared to protrusions only.
• No significant effect of Reynolds number is observed for dimples. An increase in
the overall heat transfer is noticed with increasing Reynolds number for protrusions
and dimples-protrusions.
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It has also been found from TLC measurement that these geometries provide significant heat transfer enhancement with a relatively lower increase in the pressure drop.
For the considered range of Reynolds numbers, thermal performance factor for dimples,
protrusions, and dimples-protrusions are 1.11-1.19, 1.19-1.34, and 1.10-1.32, respectively.
In addition to enhancement in Nusselt number, dimples and/or protrusions result in a 5.2
% increase in surface area which further increases their capability to transfer more heat as
compared to a flat wall.
Three types of numerical simulations are utilized – RANS, URANS, and LES. URANS
and LES are done for one case only (dimples-protrusions at Re=10,000); RANS simulations are done for all the cases. Since the channel involves entry-region – where the flow
is in the transition from laminar to turbulent; RANS/URANS failed to accurately predict
the flow and heat transfer. In terms of flow, RANS/URANS show artificial secondary
structures in dimples, protrusions, and an additional pair of smaller vortices in case of
dimples-protrusions which are not seen in PIV data. From the heat transfer perspective,
an asymmetry in the heat transfer is a result of numerical errors and turbulence modeling; it has not been observed in TLC heat transfer data. Moreover, due to their inability
to capture the secondary flow correctly, RANS has significantly underpredicted the heat
transfer in dimples and protrusions, and the maximum difference range from 20-40 %; the
highest difference is observed for dimple only case. For protrusions, RANS overpredict
heat transfer for Re=10,000 and 20,000 but underpredict for Re=30,000.
Most of the shortcomings of RANS modeling are eliminated in LES. It is found
that LES overpredicts heat transfer as compared to TLC data and most likely reasons are
having rounded edges (as opposed to sharp edges modeled in LES) and the difference
in inlet turbulence levels. It is noticed that the secondary motions and TKE are captured
well in LES and are in-line with PIV data. The FFT analysis of pressure data from LES
reveals that there is only one dominant vortex shedding frequency of 170 Hz. From LES,
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the flow patterns over the dimples-protrusions are also clearly visible which explains the
heat transfer patterns seen in TLC data.
In conclusion, this work has provided information about the flow field around
dimples and/or protrusions and highlighted the shortcomings of RANS/URANS based
models to predict the correct flow physics. Furthermore, a comparison of heat transfer
experimental data with RANS/URANS predictions showed the gaps which need to be
addressed before using RANS/URANS prediction for making design decisions to use
these geometries for gas turbine airfoil internal cooling. It is also understood that these
flows have unsteady secondary structures that need time-resolved simulations. It has also
been shown that dimples-protrusions inline configuration (needed for NPR characteristic)
has no detrimental effect on heat transfer performance and provides thermal performance
factor in the range of 1.1-1.32. Thus, it can be said that the objectives of the current study
are successfully met.
Some of the suggestions for future work are:
• NPR characteristic strongly depends on dimple density ψ . A study of the effect of
the streamwise and spanwise pitch to dimple diameter ratio (range 1.0-1.25) on the
heat transfer would be useful.
• A time-resolved PIV measurement on multiple planes in all three directions to develop a detailed understanding of shear layer and vortex dynamics.
• LES or URANS for dimples and protrusions to compare the predictions with the
current PIV and TLC data.
• Study of the effect of edge fillets on the flow and heat transfer.
• The heat transfer coefficient in these features has a wide range and TLC paint with
one peak temperature does not capture one side of range properly. A combination
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of two green-peak temperature TLC paint will provide better surface heat transfer
patters resolution.
• A surface oil visualization can be used to see the distribution of shear stress on the
surface of these features and a comparison of these results with TLC data and/or
CFD would provide insight about the near-wall behavior of secondary structures
which is missing in PIV due to reflection from the surface.
• In the current study, the PIV measurement is conducted at ambient temperature; it
would be interesting to see the effect of heat added to the air or test section walls on
the key flow features.
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APPENDIX A: ADDITIONAL RESULTS
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Figure A.1: Swirl strength from PIV data for dimples-protrusions for five streamwise
planes at Re=10,000, 20,000, and 30,000
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Figure A.2: TKE (overlaid with streamlines) from RANS simulations for dimples, protrusions, dimples-protrusions for five streamwise planes at Re=10,000
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Figure A.3: TKE (overlaid with streamlines) from RANS simulations for dimples, protrusions, dimples-protrusions for five streamwise planes at Re=20,000
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Figure A.4: TKE (overlaid with streamlines) from RANS simulations for dimples, protrusions, dimples-protrusions for five streamwise planes at Re=30,000
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Figure A.5: TKE (overlaid with streamlines) from PIV data for dimples, protrusions,
dimples-protrusions at plane P0 for Re=10,000, 20,000, and 30,000
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Figure A.6: TKE (overlaid with streamlines) for dimples-protrusions for five streamwise
planes at Re=10,000 from PIV, URANS and LES
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(a) T/8

(b) T/4

(c) 3T/8

(d) T/2

(e) 5T/8

(f) 3T/4

(g) 7T/8

(h) T

Figure A.7: Instantaneous pressure at streamwise plane for a vortex shedding cycle
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APPENDIX B: MATLAB CODE FOR TLC POST-PROCESSING
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Listing B.1: ExtractFramesFromVideo.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6 function ExtractFramesFromVideo(DP_Re30K_NC_Test1) %Video name
without file extension
7 tic
8 clc; close all; imtool close all; clear; workspace;
9 fontSize = 14;
10 folder = fullfile(pwd, 'Videos'); %location of the video file
relative to the working directory
11 movieFullFileName = fullfile(folder, 'DP_Re30K_NC_Test1.mp4'); %
name of the video with file extension i.e.'name.mp4'
12
13 %%
14 %This section executes only if the video file does not exsit in
the folder 'Videos'
15 if ~exist(movieFullFileName, 'file') %checks for type 'file' in
full path of movie file
16

strErrorMessage = sprintf('File not found: \n%s \nYou can
choose a new one, or cancel', movieFullFileName);

17

response = questdlg(strErrorMessage, 'File not found', '
OK - choose a new movie.', 'Cancel', 'OK - choose a
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new movie.'); %last argument is default selection in
case of 'enter' is hit.
18

if strcmpi(response, 'OK - choose a new movie.') %compare
strings

19

[baseFileName, folderName, FilterIndex] =
uigetfile('*.*'); %opens file selection
dilogue box

20

if ~isequal(baseFileName, 0) %compares numerical
values of the arguments

21

movieFullFileName = fullfile(folderName,
baseFileName);

22

else

23

return;

24
25

end
else

26
27

return;
end

28 end
29
30 %%
31 try
32

videoObject = VideoReader(movieFullFileName); %creates
object and reads the video file in the matlab
workspace
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33

numberOfFrames = videoObject.NumberOfFrames; % Determine
how many frames are there.

34

vidHeight = videoObject.Height;

35

vidWidth = videoObject.Width;

36

numberOfFramesWritten = 0;

37

figure;

38

set(gcf, 'units','normalized','outerposition',[0 0 1 1]);
%sets the properties of the figure

39

writeToDisk = true;

40

% Extract out the various parts of the filename.

41

[folder, baseFileName, extentions] = fileparts(
movieFullFileName);

42

% Make up a special new output subfolder for all
the separate

43

% movie frames that we're going to extract and
save to disk.

44

% (Don't worry - windows can handle forward
slashes in the folder name.)

45

folder = pwd;

% Make it a subfolder of the

folder where this m-file lives.
46

outputFolder = sprintf('%s/Frames_%s', folder,
baseFileName);

47

% Create the folder if it doesn't exist already.

48

if ~exist(outputFolder, 'dir') %checks if
outputFolder of type directory exists or not
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49

mkdir(outputFolder);

50

end

51

% Loop through the movie, writing all frames out.

52

% Each frame will be in a separate file with unique name.

53

for frame = 1 : numberOfFrames

54

% Extract the frame from the movie structure.

55

thisFrame = read(videoObject, frame);

56

% Write the image array to the output file, if
requested.

57

if writeToDisk

58

% Construct an output image file name.

59

outputBaseFileName = sprintf('Frame%05.5d
.tiff', frame);

60

outputFullFileName = fullfile(outputFolder,
outputBaseFileName);

61

% Stamp the name and frame number onto
the image.

62

% At this point it's just going into the
overlay,

63

% not actually getting written into the
pixel values.

64
65

% Extract the image with the text burned
into it.
% frameWithText = getframe(gca);
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66

% frameWithText.cdata is the image with
the text

67

% actually written into the pixel values.

68

% Write it out to disk.

69

imwrite(thisFrame, outputFullFileName, '
tiff');

70

end

71

% Update user with the progress.

Display in the

command window.
72

if writeToDisk

73

progressIndication = sprintf('Wrote frame
%5d of %d.', frame, numberOfFrames);

74

else

75

progressIndication = sprintf('Processed
frame %5d of %d.', frame,
numberOfFrames);

76

end

77

disp(progressIndication);

78

% Increment frame count (should eventually =
numberOfFrames

79

% unless an error happens).

80

numberOfFramesWritten = numberOfFramesWritten +
1;

81

end

82 close all;

% Close all figures (except those of imtool.)
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83 imtool close all;

% Close all imtool figures.

84 catch ME
85

% Some error happened if you get here.

86

strErrorMessage = sprintf('Error extracting movie frames
from:\n\n%s\n\nError: %s\n\n', movieFullFileName, ME.
message);

87

uiwait(msgbox(strErrorMessage));

88 end
89
90 toc
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Listing B.2: TLCPreProcessing.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7 %main code
8 tic
9 clc; clear all;
10
11 %%
12 %%%%%%%%%%%%%%%USER VARIABLE%%%%%%%%%%%%%%%%%%%%%%
13 Videoname='DP_Re30K_Test4.mp4';

%Provide the 'Videoname'

with extension i.e. 'name.mp4'
14 fps=29.97;

%Use the correct frame

speed 'fps', get it from the video propteries
15 first = 3;

%first image with data

reading (should
16 %corrospond to the LED switching on), let's not mess with it and
consider the acutal time when converting time-step to seconds.
17 %green_threshold=100/255; %comes from calibration, for now
defined as 86% of max intensity
18 %Please define the area of interest of the test. The imported
images will
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19 %be cropped to this size. The top left corner has the standard
coord 0,0. Provide the 'Left_Top_Corner_Height', '
Left_Top_Corner_Width,
20 %'Right_Bottom_Corner_Height', 'Right_Bottom_Corner_Width'
21 %Pixel numbers for Leff-Top corner and Right-Bottom corner. Keep
in mind
22 %height and width are i and j. Also, these values can be
different for
23 %every geometry because TLC application area might be different
on each
24 %geometry.
25 Left_Top_Corner_Height=144;
26 Left_Top_Corner_Width=150;
27 Right_Bottom_Corner_Height=911;
28 Right_Bottom_Corner_Width=1594;
29 %%%%%%%%%%%%%%%END USER VARIABLE%%%%%%%%%%%%%%%%%%
30 %%
31 %%%%%%%%%%%Initialization%%%%%%%%%%%%%%%%%%%%%%
32 dummy_frame_for_export=25;
33 %since the image is too big to be handled at once, the code will
sweep
34 %through 15 or 16 cases separately and then stitch all the data
togehter
35 Case1=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width, Left_Top_Corner_Width+101];
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36 Case2=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+99, Left_Top_Corner_Width+201];
37 Case3=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+199, Left_Top_Corner_Width+301];
38 Case4=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+299, Left_Top_Corner_Width+401];
39 Case5=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+399, Left_Top_Corner_Width+501];
40 Case6=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+499, Left_Top_Corner_Width+601];
41 Case7=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+599, Left_Top_Corner_Width+701];
42 Case8=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+699, Left_Top_Corner_Width+801];
43 Case9=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+799, Left_Top_Corner_Width+901];
44 Case10=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+899, Left_Top_Corner_Width+1001];
45 Case11=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+999, Left_Top_Corner_Width+1101];
46 Case12=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+1099, Left_Top_Corner_Width+1201];
47 Case13=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+1199, Left_Top_Corner_Width+1301];
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48 Case14=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+1299, Left_Top_Corner_Width+1401];
49 Case15=[Left_Top_Corner_Height, Right_Bottom_Corner_Height,
Left_Top_Corner_Width+1399, Right_Bottom_Corner_Width];
50 %%%%%%%%%%%END Initialization%%%%%%%%%%%%%%%%%%%%%%
51 %%
52 Videoname_no_extension=Videoname(1:end-4);
53 FolderName=sprintf(['Frames_', Videoname_no_extension]); %creates
the name of frame folder by adding two strings
54 %%
55 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
56 %2nd : Read frames into one Array
57 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
58 %for Case 1%
59 %Output some info text about progress
60 disp('Start importing Images to Matlab, Case1');
61 disp('Status: Running');
62 %calling user funtion to import frames into matlab. All frames
are stored
63 %in Image_Collection_Numbered which has the structure (i location
, j
64 %location, RGB layers, frame_number); The import is limited to
the area of
65 %interest as defined in the USER VARIABLE Section
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66 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case1(1), Case1(3), Case1(2), Case1(4));
67 whos Image_Collection_Numbered

%displays size and type of a

variable
68 Only_Green=Image_Collection_Numbered(:,:,2,:);
69 whos Only_Green
70 %Output some info text about progress
71 disp('Finished importing Images to Matlab');
72 disp(' ');
73 clear Image_Collection_Numbered;
74 %%
75 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
76 %3rd : Image Post Processing and Averaging
77 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
78 %Output some info text about progress
79 tic
80 disp('Start time-averaging images');
81 disp('Status: Running');
82 %calling user funtion to time-average frames with a centered
moving mean of
83 %3 data points
84 Images_Time_Averaged=ImageTimeAverage(Only_Green);
85 clear Only_Green;
86 %Output some info text about progress
87 disp('Finished time-averaging images in');
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88 toc
89 disp(' ');
90 disp('Start xy-averaging images');
91 disp('Status: Running');
92 %calling user funtion to XY-average frames with a weighted filter
. The
93 %center pixel counts for 60%, all eight sourrunding pixels count
5% each.
94 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j)
95 clear Images_Time_Averaged;
96 %Output some info text about progress
97 disp('Finished xy-averaging images in');
98 disp(' ');
99 %%
100 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
101 %5th : Green Peak Arrival Time Calculator
102 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
103 tic
104 disp('Start calculating green peak arrival time');
105 disp('Status: Running');
106 GreenpeakArrivalTime1=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
107 disp('Finished calculating green peak arrival time');
108 toc
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109 disp(' ');
110 clear pixel_i;
111 clear pixel_j;
112 clear XYt_averaged_Images;
113 disp('Case 1 finished, continuing with remaining cases');
114 %%
115 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
116 %6th : repeat code for remaining cases
117 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
118 %%%%%%%%%%%%%
119 %%CASE 2%%%%%%%
120 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case2(1), Case2(3), Case2(2), Case2(4));
121 Only_Green=Image_Collection_Numbered(:,:,2,:);
122 clear Image_Collection_Numbered;
123 Images_Time_Averaged=ImageTimeAverage(Only_Green);
124 clear Only_Green;
125 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
126 clear Images_Time_Averaged;
127 GreenpeakArrivalTime2=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
128 clear pixel_i;
129 clear pixel_j;
130 clear XYt_averaged_Images;
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131 disp('Case 2 finished, continuing with remaining cases');
132 %%CASE 3%%%%%%%
133 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case3(1), Case3(3), Case3(2), Case3(4));
134 Only_Green=Image_Collection_Numbered(:,:,2,:);
135 clear Image_Collection_Numbered;
136 Images_Time_Averaged=ImageTimeAverage(Only_Green);
137 clear Only_Green;
138 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
139 clear Images_Time_Averaged;
140 GreenpeakArrivalTime3=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
141 clear pixel_i;
142 clear pixel_j;
143 clear XYt_averaged_Images;
144 disp('Case 3 finished, continuing with remaining cases');
145 %%CASE 4%%%%%%%
146 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case4(1), Case4(3), Case4(2), Case4(4));
147 Only_Green=Image_Collection_Numbered(:,:,2,:);
148 clear Image_Collection_Numbered;
149 Images_Time_Averaged=ImageTimeAverage(Only_Green);
150 clear Only_Green;
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151 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
152 clear Images_Time_Averaged;
153 GreenpeakArrivalTime4=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
154 clear pixel_i;
155 clear pixel_j;
156 clear XYt_averaged_Images;
157 disp('Case 4 finished, continuing with remaining cases');
158 %%CASE 5%%%%%%%
159 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case5(1), Case5(3), Case5(2), Case5(4));
160 Only_Green=Image_Collection_Numbered(:,:,2,:);
161 clear Image_Collection_Numbered;
162 Images_Time_Averaged=ImageTimeAverage(Only_Green);
163 clear Only_Green;
164 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
165 clear Images_Time_Averaged;
166 GreenpeakArrivalTime5=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
167 clear pixel_i;
168 clear pixel_j;
169 clear XYt_averaged_Images;
170 disp('Case 5 finished, continuing with remaining cases');

267

171 %%CASE 6%%%%%%%
172 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case6(1), Case6(3), Case6(2), Case6(4));
173 Only_Green=Image_Collection_Numbered(:,:,2,:);
174 clear Image_Collection_Numbered;
175 Images_Time_Averaged=ImageTimeAverage(Only_Green);
176 clear Only_Green;
177 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
178 clear Images_Time_Averaged;
179 GreenpeakArrivalTime6=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
180 clear pixel_i;
181 clear pixel_j;
182 clear XYt_averaged_Images;
183 disp('Case 6 finished, continuing with remaining cases');
184 %CASE 7%%%%%%%
185 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case7(1), Case7(3), Case7(2), Case7(4));
186 Only_Green=Image_Collection_Numbered(:,:,2,:);
187 clear Image_Collection_Numbered;
188 Images_Time_Averaged=ImageTimeAverage(Only_Green);
189 clear Only_Green;
190 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
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191 clear Images_Time_Averaged;
192 GreenpeakArrivalTime7=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
193 clear pixel_i;
194 clear pixel_j;
195 clear XYt_averaged_Images;
196 disp('Case 7 finished, continuing with remaining cases');
197 %CASE 8%%%%%%%
198 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case8(1), Case8(3), Case8(2), Case8(4));
199 Only_Green=Image_Collection_Numbered(:,:,2,:);
200 clear Image_Collection_Numbered;
201 Images_Time_Averaged=ImageTimeAverage(Only_Green);
202 clear Only_Green;
203 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
204 clear Images_Time_Averaged;
205 GreenpeakArrivalTime8=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
206 clear pixel_i;
207 clear pixel_j;
208 clear XYt_averaged_Images;
209 disp('Case 8 finished, continuing with remaining cases');
210 %CASE 9%%%%%%%
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211 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case9(1), Case9(3), Case9(2), Case9(4));
212 Only_Green=Image_Collection_Numbered(:,:,2,:);
213 clear Image_Collection_Numbered;
214 Images_Time_Averaged=ImageTimeAverage(Only_Green);
215 clear Only_Green;
216 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
217 clear Images_Time_Averaged;
218 GreenpeakArrivalTime9=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
219 clear pixel_i;
220 clear pixel_j;
221 clear XYt_averaged_Images;
222 disp('Case 9 finished, continuing with remaining cases');
223 %CASE 10%%%%%%%
224 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case10(1), Case10(3), Case10(2), Case10(4))
;
225 Only_Green=Image_Collection_Numbered(:,:,2,:);
226 clear Image_Collection_Numbered;
227 Images_Time_Averaged=ImageTimeAverage(Only_Green);
228 clear Only_Green;
229 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
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230 clear Images_Time_Averaged;
231 GreenpeakArrivalTime10=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
232 clear pixel_i;
233 clear pixel_j;
234 clear XYt_averaged_Images;
235 disp('Case 10 finished, continuing with remaining cases');
236 %CASE 11%%%%%%%
237 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case11(1), Case11(3), Case11(2), Case11(4))
;
238 Only_Green=Image_Collection_Numbered(:,:,2,:);
239 clear Image_Collection_Numbered;
240 Images_Time_Averaged=ImageTimeAverage(Only_Green);
241 clear Only_Green;
242 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
243 clear Images_Time_Averaged;
244 GreenpeakArrivalTime11=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
245 clear pixel_i;
246 clear pixel_j;
247 clear XYt_averaged_Images;
248 disp('Case 11 finished, continuing with remaining cases');
249 %CASE 12%%%%%%%
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250 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case12(1), Case12(3), Case12(2), Case12(4))
;
251 Only_Green=Image_Collection_Numbered(:,:,2,:);
252 clear Image_Collection_Numbered;
253 Images_Time_Averaged=ImageTimeAverage(Only_Green);
254 clear Only_Green;
255 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
256 clear Images_Time_Averaged;
257 GreenpeakArrivalTime12=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
258 clear pixel_i;
259 clear pixel_j;
260 clear XYt_averaged_Images;
261 disp('Case 12 finished, continuing with remaining cases');
262 %CASE 13%%%%%%%
263 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case13(1), Case13(3), Case13(2), Case13(4))
;
264 Only_Green=Image_Collection_Numbered(:,:,2,:);
265 clear Image_Collection_Numbered;
266 Images_Time_Averaged=ImageTimeAverage(Only_Green);
267 clear Only_Green;
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268 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
269 clear Images_Time_Averaged;
270 GreenpeakArrivalTime13=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
271 clear pixel_i;
272 clear pixel_j;
273 clear XYt_averaged_Images;
274 disp('Case 13 finished, continuing with remaining cases');
275 %CASE 14%%%%%%%
276 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case14(1), Case14(3), Case14(2), Case14(4))
;
277 Only_Green=Image_Collection_Numbered(:,:,2,:);
278 clear Image_Collection_Numbered;
279 Images_Time_Averaged=ImageTimeAverage(Only_Green);
280 clear Only_Green;
281 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
282 clear Images_Time_Averaged;
283 GreenpeakArrivalTime14=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
284 clear pixel_i;
285 clear pixel_j;
286 clear XYt_averaged_Images;
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287 disp('Case 14 finished, continuing with remaining cases');
288 %CASE 15%%%%%%%
289 [Image_Collection_Numbered, pixel_i, pixel_j] = ImageReading(
first, FolderName, Case15(1), Case15(3), Case15(2), Case15(4))
;
290 Only_Green=Image_Collection_Numbered(:,:,2,:);
291 clear Image_Collection_Numbered;
292 Images_Time_Averaged=ImageTimeAverage(Only_Green);
293 clear Only_Green;
294 XYt_averaged_Images=XYRollingAverage(Images_Time_Averaged,
pixel_i, pixel_j);
295 clear Images_Time_Averaged;
296 GreenpeakArrivalTime15=peakfinding(XYt_averaged_Images, pixel_i,
pixel_j);
297 clear pixel_i;
298 clear pixel_j;
299 clear XYt_averaged_Images;
300 disp('Case 15 finished, end of the cases.');
301 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
302 %Save workspace, just in case!
303 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
304 %create file name for saving
305 subfolder='Pre_Processing_Data';
306 saving_filename=[subfolder, '/', Videoname_no_extension,'.mat'];
307 if exist(subfolder, 'dir')
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308

disp('Saving to existing folder');

309

save(saving_filename, '-v7');

310

disp('File successfully saved!');

311
312 else
313

disp('Saving to new folder');

314

mkdir(subfolder);

315

save(saving_filename, '-v7');

316

disp('File successfully saved!');

317 end
318
319 %%
320 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
321 %7th : Stitch together the Time Matrix
322 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
323 GreenpeakArrivalTime=NaN(Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, Right_Bottom_Corner_WidthLeft_Top_Corner_Width+1);
324 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 1:100)=GreenpeakArrivalTime1
(:,1:100);
325 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 101:200)=GreenpeakArrivalTime2
(:,1:100);
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326 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 201:300)=GreenpeakArrivalTime3
(:,1:100);
327 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 301:400)=GreenpeakArrivalTime4
(:,1:100);
328 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 401:500)=GreenpeakArrivalTime5
(:,1:100);
329 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 501:600)=GreenpeakArrivalTime6
(:,1:100);
330 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 601:700)=GreenpeakArrivalTime7
(:,1:100);
331 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 701:800)=GreenpeakArrivalTime8
(:,1:100);
332 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 801:900)=GreenpeakArrivalTime9
(:,1:100);
333 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 901:1000)=GreenpeakArrivalTime10
(:,1:100);
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334 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 1001:1100)=GreenpeakArrivalTime11
(:,1:100);
335 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 1101:1200)=GreenpeakArrivalTime12
(:,1:100);
336 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 1201:1300)=GreenpeakArrivalTime13
(:,1:100);
337 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 1301:1400)=GreenpeakArrivalTime14
(:,1:100);
338 GreenpeakArrivalTime(1:Right_Bottom_Corner_HeightLeft_Top_Corner_Height+1, 1401:Right_Bottom_Corner_WidthLeft_Top_Corner_Width+1)=GreenpeakArrivalTime15(:,1:
Right_Bottom_Corner_Width-1401+1-Left_Top_Corner_Width+1);

%

Maxtrix width starting is 'Left_Top_Corner_Width'
339 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
340 %8th : Save workspace again
341 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
342 %create file name for saving
343 subfolder='Pre_Processing_Data';
344 saving_filename=[subfolder, '/', Videoname_no_extension,'.mat'];
345 if exist(subfolder, 'dir')
346

disp('Saving to existing folder');
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347

save(saving_filename, 'GreenpeakArrivalTime', '-v7');

348

disp('File successfully saved!');

349
350 else
351

disp('Saving to new folder');

352

mkdir(subfolder);

353

save(saving_filename, 'GreenpeakArrivalTime', '-v7');

354

disp('File successfully saved!');

355 end
356
357 toc
358 disp('Total Time');
359 disp('Code successfully executed');
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Listing B.3: ImageReading.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7 % % Sub-routine Image reading and storage % %
8 function [Image_Collection_Numbered, pixel_i, pixel_j] =
ImageReading(first, FolderName, Left_Top_Corner_Height,
Left_Top_Corner_Width, Right_Bottom_Corner_Height,
Right_Bottom_Corner_Width)
9
10

tic
disp('We are in the image reading function');

11

A=[];

12

Image_Collection_Numbered=[];

%

Image_Collection_Numbered

is the array which contains all data points combined with
13

%

the following
structure: (y_coord
vertical, x_coord
horizontal, RGB_plane
number, picture number
)

14

%

in order to recall
one full image:
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15

%
Image_Collection_Numbered
(:,:,:,number)

16
17

picfolder = fullfile(pwd, FolderName); %location of the
extracted images from the video file relative to the
working directory

18

display(picfolder);

19

%Count how many pictures are in folder

20

imagefiles = dir([FolderName '/*.tiff']); %lists the files in
directory with extension .tiff

21

nfiles = length(imagefiles);

22

%sets the pointer for image import to the correct maximum
location if

23

%the first image is not image number one

24

last_image=nfiles-1+first;

25

%loops through all images in the folder, starting by image
first up to the last image in the folder

26
27

for pic_number=first:last_image
%does a background substraction, the first image in the time
series is

28
29

%stored and substracted from all following images
if pic_number==first

30

picfilenames=sprintf('Frame%05.5d.tiff', pic_number);

31

picFullName=fullfile(picfolder, picfilenames);
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32

A = imread(picFullName, 'PixelRegion',{[
Left_Top_Corner_Height, Right_Bottom_Corner_Height
],[Left_Top_Corner_Width,
Right_Bottom_Corner_Width]});

33

A=double(A)/255; %normalizes the intesity values of
each pixel in the image

34

A_first=A;

35

location=pic_number-first+1;

36

Image_Collection_Numbered(:,:,:,location)=A-A_first;
%maybe change that to only read green into file
and automatically omit all other colors

37

resolution=size(A);

38

pixel_i=resolution(1);

39

pixel_j=resolution(2);

40

else

41

picfilenames=sprintf('Frame%05.5d.tiff', pic_number);

42

picFullName=fullfile(picfolder, picfilenames);

43

A = imread(picFullName, 'PixelRegion',{[
Left_Top_Corner_Height, Right_Bottom_Corner_Height
],[Left_Top_Corner_Width,
Right_Bottom_Corner_Width]}); % Reads specific
region of images

44

A=double(A)/255;

45

location=pic_number-first+1;
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46

Image_Collection_Numbered(:,:,:,location)=A-A_first;
%maybe change that to only read green into file
and automatically omit all other colors

47

resolution=size(A);

48

pixel_i=resolution(1);

49

pixel_j=resolution(2);

50

if mod(pic_number,2000)==0

51
52

disp(pic_number)
end

53
54

end

55 end
56 disp('Time for Image Import');
57 % % end of function Image_Reading

282

Listing B.4: ImageTimeAverage.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7 %time averaging of based on fps
8 function Images_Time_Averaged=ImageTimeAverage(Image_Collection)
9 tic
10 [Size_x_orig, Size_y_orig, Number_RGB_Channels_orig,
Number_of_Frames]=size(Image_Collection);
11 timestep_number=1;
12 while timestep_number <= Number_of_Frames
13

if timestep_number == 1 %first picture: only average image 1
and 2

14

Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number+4)+
Image_Collection(:,:,1,timestep_number+3)+
Image_Collection(:,:,1,timestep_number+2)+
Image_Collection(:,:,1,timestep_number+1)+
Image_Collection(:,:,1,timestep_number))/5;

15
16

elseif timestep_number == 2
Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number-1)+
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Image_Collection(:,:,1,timestep_number+4)+
Image_Collection(:,:,1,timestep_number+3)+
Image_Collection(:,:,1,timestep_number+2)+
Image_Collection(:,:,1,timestep_number+1)+
Image_Collection(:,:,1,timestep_number))/6;
17
18

elseif timestep_number == 3
Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number-2)+
Image_Collection(:,:,1,timestep_number-1)+
Image_Collection(:,:,1,timestep_number+4)+
Image_Collection(:,:,1,timestep_number+3)+
Image_Collection(:,:,1,timestep_number+2)+
Image_Collection(:,:,1,timestep_number+1)+
Image_Collection(:,:,1,timestep_number))/7;

19
20

elseif timestep_number == 4
Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number-3)+
Image_Collection(:,:,1,timestep_number-2)+
Image_Collection(:,:,1,timestep_number-1)+
Image_Collection(:,:,1,timestep_number+4)+
Image_Collection(:,:,1,timestep_number+3)+
Image_Collection(:,:,1,timestep_number+2)+
Image_Collection(:,:,1,timestep_number+1)+
Image_Collection(:,:,1,timestep_number))/8;
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21

elseif timestep_number == Number_of_Frames %last image: only
average last and second last image

22

Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number-4)+
Image_Collection(:,:,1,timestep_number-3)+
Image_Collection(:,:,1,timestep_number-2)+
Image_Collection(:,:,1,timestep_number-1)+
Image_Collection(:,:,1,timestep_number))/5;

23
24

elseif timestep_number == Number_of_Frames-1
Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number+1)+
Image_Collection(:,:,1,timestep_number-4)+
Image_Collection(:,:,1,timestep_number-3)+
Image_Collection(:,:,1,timestep_number-2)+
Image_Collection(:,:,1,timestep_number-1)+
Image_Collection(:,:,1,timestep_number))/6;

25
26

elseif timestep_number == Number_of_Frames-2
Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number+1)+
Image_Collection(:,:,1,timestep_number+2)+
Image_Collection(:,:,1,timestep_number-4)+
Image_Collection(:,:,1,timestep_number-3)+
Image_Collection(:,:,1,timestep_number-2)+
Image_Collection(:,:,1,timestep_number-1)+
Image_Collection(:,:,1,timestep_number))/7;
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27
28

elseif timestep_number == Number_of_Frames-3
Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number+1)+
Image_Collection(:,:,1,timestep_number+2)+
Image_Collection(:,:,1,timestep_number+3)+
Image_Collection(:,:,1,timestep_number-4)+
Image_Collection(:,:,1,timestep_number-3)+
Image_Collection(:,:,1,timestep_number-2)+
Image_Collection(:,:,1,timestep_number-1)+
Image_Collection(:,:,1,timestep_number))/8;

29

else

%for all other situations average this and the

previous and next image
30

Images_Time_Averaged(:,:,1,timestep_number)=(
Image_Collection(:,:,1,timestep_number-4)+
Image_Collection(:,:,1,timestep_number-3)+
Image_Collection(:,:,1,timestep_number-2)+
Image_Collection(:,:,1,timestep_number-1)+
Image_Collection(:,:,1,timestep_number)+
Image_Collection(:,:,1,timestep_number+1)+
Image_Collection(:,:,1,timestep_number+2)+
Image_Collection(:,:,1,timestep_number+3)+
Image_Collection(:,:,1,timestep_number+4))/9;

31

end;

32
33

timestep_number=timestep_number+1;
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34
35 end
36 toc
37 disp('Time for Time Averaging');
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Listing B.5: XYRollingAverage.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7 %rolling average in x and y direction
8

% the averaging consists of a 3x3 window that rolls over the
original

9

% image and write the results into a now file, here, the
pixels

10

% directly at the edge are lost. The average is a weighted
average with

11

% 60% of the center pixel and 40% of the surrounding pixels

12 function XY_averaged_Image=XYRollingAverage(Original, pixel_i,
pixel_j)
13 tic
14 %Original=Images_Time_Averaged(:,:,:,:);

%if averaging in space

first, than time: replace Images_Time_Averaged with
Image_Collection_Numbered and timestep_number with pic_number
15 timestep_number=size(Original);
16 timestep_number=timestep_number(4); %it's images number, not
exactly timestep
17 FilterMatrix=[0.05 0.05 0.05; 0.05 0.6 0.05; 0.05 0.05 0.05];
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18 for t=1:timestep_number
19

XY_averaged_Image(:, :,1,t)=imfilter(Original(:,:,1,t),
FilterMatrix); %note the one at the RGB location, even
though Green is 2, it is changed to 1 as only Green is
imported during ImageRead

20 end
21 toc
22 disp('Time for x y Averaging');
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Listing B.6: peakfinding.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7 %% Script for finding the half max-full width of a normally
distributed intensity curve
8 function GreenPeakArrivalTime=peakfinding(Intensity, pixel_i,
pixel_j);
9 %step = 1e-2; %Can be used based on the resolution of time
10 [pixel_i, pixel_j, dummy_value, Experiment_length]=size(Intensity
);
11 for i=1:pixel_i
12
13

for j=1:pixel_j
one_vector=squeeze(Intensity(i,j,:)); %makes a vector out
of a 4-D array

14

gol=sgolayfilt(one_vector,7,201); % Smoothing function
averages over 201 images, should always be an odd
number

15

[peaks, locations]=findpeaks(gol, 'SortStr', 'descend');

16

try

17
18

GreenPeakArrivalTime(i,j)=locations(1);
catch
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19

GreenPeakArrivalTime(i,j)=NaN;

20
21

end
end

22 end
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Listing B.7: TLCProcessing.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7 TLCProcessing(MATFile)
8 %main code
9 clc; clear all;
10 tic
11 %%%%%%%%%%%%%%%USER VARIABLE%%%%%%%%%%%%%%%%%%%%%%
12 T_GreenPeak=55.71; %green peak temperature is direct input from
TLC calibration curve
13 MATFile='DP_Re10K_Test1.mat'; %refer to matfile that contains the
green peak arrival informatin including file extension
14 fps=29.97; %29.98 specify frames per second of recording
15 % Pixel_Location_of_TCs=[555 775 995 1215 1435]; %these are the
streamwise locations of the TCs in the channel.
16 %Absolute locations [303 840 1204 1494]; Locations relative to
inlet pixel
17 %number [155 692 1056 1346]
18 Pixel_Location_of_TCs=[155 692 1056 1346];
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19 reference_Length=0.045155556; % this is your reference for
calculating the Nusselt number. Pin diameter, hydraulic
diameter, whatever
20 %the location is not relative to the image that is imported but
the cropped
21 %image! If the entire width of the image is imported (1:1920),
then both
22 %locations match
23 %%%%%%%%%%%END USER VARIABLE%%%%%%%%%%%%%%%%%%%%%%
24 %%%%%%%%%%%Initialization%%%%%%%%%%%%%%%%%%%%%%
25 alfa = 1.10E-07; % Thermal diffucisivity in m^2/s
26 k = 0.19; % Thermal condctivity of Acrylic in W/m-K
27 k_air = 0.026; % Thermal condctivity of air in W/m-K
28 %%%%%%%%%%%END Initialization%%%%%%%%%%%%%%%%%%%%%%
29 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
30 %0st : Load matfile with green peak arrival time into matlab
31 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
32 Excelfile=MATFile(1:end-4);
33 savefile=Excelfile;
34 Excelfile=[fullfile(pwd,'/DAQ/') Excelfile, '.xlsx'];
35 FileFullName=fullfile(pwd, 'Pre_Processing_Data', MATFile);
36 load(FileFullName);
37 GreenPeakArrivalTime_in_seconds= (GreenpeakArrivalTime ./ fps);
38 clear GreenpeakArrivalTime;
39 [pixel_i, pixel_j]=size(GreenPeakArrivalTime_in_seconds);
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40 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
41 %1st : Load LookupTable or create lookup table
42 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
43 %check if look up table file exists, otherwise call function to
44 %CreateLookUpTable and save table
45 if exist(fullfile(pwd, 'LookUpTable.mat'))==2;
46

load('LookUpTable.mat');

47

disp('Look up table successfully loaded');

48 else
49

disp('Look up table did not exist. Creating Look up Table!');

50

[RHS, beta] = CreateLookUpTable (alfa, k);

51

disp('Look up table was created and saved!');

52 end
53 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
54 % 2nd : Import TC readings from Excelsheet
55 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
56 [T_initial, Temperature_interpolated_in_space]=HandleDAQReadings(
Excelfile, Pixel_Location_of_TCs, pixel_j);
57 % % just cleaning up the workspace
58 clear fps;
59 clear Excelfile;
60 clear MATFile;
61 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
62 % 3rd : Calculate HTC for entire input area i,j
63 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
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64 [FinalHTC_Matrix, FinalBulkT_Matrix]=GiveHTCValuesv2(alfa, k,
beta, GreenPeakArrivalTime_in_seconds, RHS, T_initial,
T_GreenPeak, Temperature_interpolated_in_space,
Pixel_Location_of_TCs);
65 % % convert to Nusselt Number
66 % % curve fit for k_air=1E-11x3 - 5E-08x2 + 0.0001x - 0.0007 % in
Kelvin
67 Film_Temp_Matrix_in_Kelvin = ((FinalBulkT_Matrix+T_GreenPeak)./2)
+273.15;
68 conductivity_Matrix=((Film_Temp_Matrix_in_Kelvin.^3).*1E-11)-((
Film_Temp_Matrix_in_Kelvin.^2).*5E-08)+(
Film_Temp_Matrix_in_Kelvin.*0.0001)-0.0007;
69 Nusselt_Number=FinalHTC_Matrix.*reference_Length./
conductivity_Matrix;
70 % % save it!
71 save_name=[fullfile(pwd) '\HTC_' savefile '.mat'];
72 save(save_name, 'FinalHTC_Matrix');
73 save_name=[fullfile(pwd) '\Nu_' savefile '.mat'];
74 save(save_name, 'Nusselt_Number');
75 save_name=[fullfile(pwd) '\Tbulk_' savefile '.mat'];
76 save(save_name, 'FinalBulkT_Matrix');
77 disp('Script finished');
78 toc
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Listing B.8: CreateLookUpTable.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7
8 %%
9 function [RHS, beta] = CreateLoopUpTable (alfa, k);
10 tic
11 a = sqrt(alfa)/k;
12 h = 0:0.1:1000; % Heat transfer coefficient in W/m^2-K
13 t = 0:0.1:1000; % Time in seconds
14 [r_pmax , c_pmax] = size(h);
15 [r_qmax , c_qmax] = size(t);
16

for p = 1 : c_pmax

17

for q = 1 : c_qmax

18

b(p,q) = h(p)*sqrt(t(q));

19

beta(p,q) = a.*b(p,q);

20

RHS(p,q) = 1 - (exp(beta(p,q).^2).*(1-erf(beta(p
,q))));

21

end

22

end

23

RHS = RHS (:);
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24

beta = beta (:);

25

save('LookUpTable.mat', 'RHS', 'beta');

26 toc
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Listing B.9: HandleDAQReadings.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7 % % Code to import excel information from DAQ
8 function [T_initial, Temperature_Matrix_in_j]=HandleDAQReadings(
Excelfile, Pixel_Location_of_TCs, pixel_j);
9 tic
10 disp('Importing Temperature Table');
11 % % read Excel file as specified above %%%%
12 TemperatureTable=readtable(Excelfile);
13 % % convert table to matrix
14 Temperature_Matrix=table2array(TemperatureTable);
15 % % find out time step of data acquistion
16 %time_delta_weird_format=(Temperature_Matrix(2,1))-(
Temperature_Matrix(1,1));
17 % % rewrite time column with new times, do some re-formatting of
the time
18 % dispay etc, took me a while do deal with that stuff
19 % Using variable delta for time calculation
20 t(1,1)=0;
21 for m=2:length(Temperature_Matrix)
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22

deta_t(m,1)=(Temperature_Matrix(m,1))-(Temperature_Matrix(m
-1,1));

23

delta_t1(m,1)=datetime(deta_t(m,1),'ConvertFrom','datenum','
Format','sss.SSSSSSSSSSSSSSSSSSSSSSSSSSSS');

24

delta_t2(m,1)=str2double(char(delta_t1(m,1)));

25

t(m,1)=t(m-1,1)+delta_t2(m,1);

26 end
27

Temperature_Matrix(:,1)=t(:,1);

28 clear TemperatureTable;
29 Temperature_Matrix_averaged(:,1)=Temperature_Matrix(:,1); %Time
30 Temperature_Matrix_averaged(:,2)=(Temperature_Matrix(:,2)+
Temperature_Matrix(:,3)+Temperature_Matrix(:,4))./3; %
Stattion 1: Near inlet
31 Temperature_Matrix_averaged(:,3)=(Temperature_Matrix(:,5)+
Temperature_Matrix(:,6)+Temperature_Matrix(:,7))./3; % Station
2: In th mid of test section
32 Temperature_Matrix_averaged(:,4)=(Temperature_Matrix(:,8)+
Temperature_Matrix(:,9)+Temperature_Matrix(:,10))./3; %
Station 3: At the end of test section
33 Temperature_Matrix_averaged(:,5)=Temperature_Matrix(:,11); %
Station 4: Downstream of test section
34 Temperature_Matrix_averaged=[NaN Pixel_Location_of_TCs;
Temperature_Matrix_averaged]; %Append temperature matrix with
'NaN' for time column and 'Pixel_Location_of_TCs' for average
temperature values.
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35 clear Temperature_Matrix;
36 [size1, size2]=size(Temperature_Matrix_averaged);
37 % % average reading of all six sheathed thermocouples and average
for initial
38 % temperature. 2nd row is used for averaging since, first row has
NaN and TC location.
39 T_initial=(Temperature_Matrix_averaged(2,2)+
Temperature_Matrix_averaged(2,3)+Temperature_Matrix_averaged
(2,4)+Temperature_Matrix_averaged(2,5))/4;
40 % % create a new dummy matrix to store linear interpolated values
in j
41 % direction for each time step
42
43 Temperature_Matrix_in_j=NaN(size1+100, pixel_j+1); %Apended with
100 rows and 1 column to avoid any blowup of code
44 Temperature_Matrix_in_j(1:size1,1)=Temperature_Matrix_averaged
(:,1);
45 Temperature_Matrix_in_j(1:size1,Pixel_Location_of_TCs(1)+1)=
Temperature_Matrix_averaged(:,2);
46 Temperature_Matrix_in_j(1:size1,Pixel_Location_of_TCs(4)+1)=
Temperature_Matrix_averaged(:,5);
47 Temperature_Matrix_in_j(1,2:end)=1:1:pixel_j; %adds the numbers
to the pixel
48 % % determine first and last point in j direction for
interpolation, only
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49 % information of sheathed TC will be used
50

input_x_vector=[Pixel_Location_of_TCs(1)+1,Pixel_Location_of_TCs
(2)+1, Pixel_Location_of_TCs(3)+1,Pixel_Location_of_TCs(4)
+1];

51 % input_x_vector=[Pixel_Location_of_TCs(2)+1,
Pixel_Location_of_TCs(4)+1];
52 % % loop through all rows with temperatures and interpolate
between the TCs
53 % before first row and after fourth row. As no TC information is
available
54 % for the section before and after, the averaged readings of that
55 % particular row will be used for the upstream and downstream
temperature,
56 % respectively.
57 % % create a matrix that has temperature values for every pixel
in j direction
58 % interpolation is done in a linear fashion between first row and
last row TCs
59 for row_number=2:size1
60

input_y_vector(row_number,:)=[Temperature_Matrix_averaged(
row_number,2),Temperature_Matrix_averaged(row_number,3),
Temperature_Matrix_averaged(row_number,4),
Temperature_Matrix_averaged(row_number,5)];

61

% % the actual interpolation
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62

interpolation=interp1(input_x_vector, input_y_vector(
row_number,:), input_x_vector(1):1:input_x_vector(4),'
pchip');

63

% % write interpolation data into Matrix

64

Temperature_Matrix_in_j(row_number,input_x_vector(1):
input_x_vector(4))=interpolation;

65

% % write upstream and downstream temperature approximation
into matrix

66

Temperature_Matrix_in_j(row_number,2:input_x_vector(1)-1)=
Temperature_Matrix_in_j(row_number,input_x_vector(1));

67

Temperature_Matrix_in_j(row_number,input_x_vector(4)+1:end)=
Temperature_Matrix_in_j(row_number,input_x_vector(4));

68 end
69

% Interpolation check

70

plot(input_x_vector, input_y_vector(200,:), 'o',
input_x_vector(1):1:input_x_vector(4),
Temperature_Matrix_in_j(200,input_x_vector(1):1:
input_x_vector(4)), ':.')

71 % % prevent any missmatch between time matrix and green peak
arrival time
72 % by adding steady state temperature information to the end
73 for row_number2=size1+1:size1+100
74

Temperature_Matrix_in_j(row_number2,2:end) =
Temperature_Matrix_in_j(row_number,2:end);
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75

Temperature_Matrix_in_j(row_number2,1)=
Temperature_Matrix_in_j(row_number2 -1,1)+delta_t2(2,1);

76 end
77 % % and add all j coordinates to top row
78 disp('Finished importing Temperature Table');
79 toc
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Listing B.10: GiveHTCValuesv2.m
1 % %%%%%

Post Processing TLC

2 % %

Marcel Otto, Gaurav Gupta, Jay Kapat

%%%%%%%%%%%%%%%%%% %
% %

3 % %

Sole Purpose of LAB and Experimental USAGE

% %

4 % %

Code is not to be comercialized

% %

5 % %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% %
6
7 function [h_final, Tbulk]=GiveHTCValuesv2(alfa, k, beta,
GreenpeakArrivalTime, RHS, Ti, Tgp,
Temperature_interpolated_in_space, Pixel_Location_of_TCs);
8 tic
9 disp('Calculating HTC Values');
10 disp('Status: Running');
11 % Tgp: Temperarature of green peak (comes from calibration/
manufacturer manual)
12 % Ti: Intial temprature (measured at the start of experiment)
13 % Tb_x: Bulk temperature at streamwise location (comes from
intrpolation between measured air temperatures at inlet and
exit of the test section)
14 %% Load some stuff in memory from Input parameters
15 TimeA = GreenpeakArrivalTime;
16 [m,n] = size(TimeA);
17 %%
18 h_final=NaN(m,n);
19 Tbulk=NaN(m,n);
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20
21
22

for i = 37:m-40; % m: Number of pixels in y-direction
for j = 40:n-44; % n: Number of pixels in x-direction
displaystring=['Started pixels i=' sprintf('%g', i) ', j=
' sprintf('%g', j)];

23

disp(displaystring);

24

% % check what is the local arrival time for that pixel
pair i, j

25

local_Green_Peak_Arrival_Time=TimeA(i,j);

26

% % now check if pixel pair i, j is within the range of
interest,

27

% meaning if it has a local green peak arrival time, that
the

28

% arrival time is larger than 3 seconds (if not, good
indiction

29

% that this pixel escaped the filter, and if the pixel
pair is

30

% between the sheathed TCs and has temperature readings

31

%if ((~isnan(local_Green_Peak_Arrival_Time)) && (
local_Green_Peak_Arrival_Time>3) && (j>=
Pixel_Location_of_TCs(1)) && (j<=Pixel_Location_of_TCs
(4)))

32

if ((~isnan(local_Green_Peak_Arrival_Time)) && (
local_Green_Peak_Arrival_Time>5))

33

% finds the cell which does not have NaN and have
value>3
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34

% extract the time series vector for the pixel pair
and the time steps

35

Tb_x_t= Temperature_interpolated_in_space(2:end,[1 j
+1]);

36

time_interpolation_x_vector=Tb_x_t(:,1);

37

time_interpolation_y_vector=Tb_x_t(:,2);

38

Tb_interpolated=interp1(time_interpolation_x_vector,
time_interpolation_y_vector,
local_Green_Peak_Arrival_Time,'pchip', 'extrap');

39

T_ratio = (Tgp-Ti)./(Tb_interpolated-Ti);

40

Tbulk(i,j)=Tb_interpolated;

41

% Time taken to reach the final temperature from
start of

42

% experiment for that pixel to reach 99% of the final

43

% temperature

44

Temp_for_ninety_percent=time_interpolation_y_vector
(1)+0.99*(time_interpolation_y_vector(end)time_interpolation_y_vector(1));

45
46

for new_counter=3:length(time_interpolation_y_vector)
if Temp_for_ninety_percent<=
time_interpolation_y_vector(new_counter)

47

new_time_interpolation_y_vector(1)=
time_interpolation_y_vector(new_counter-2)
;
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48

new_time_interpolation_y_vector(2)=
time_interpolation_y_vector(new_counter-1)
;

49

new_time_interpolation_y_vector(3)=
time_interpolation_y_vector(new_counter);

50

new_time_interpolation_y_vector(4)=
time_interpolation_y_vector(new_counter+1)
;

51

new_time_interpolation_y_vector(5)=
time_interpolation_y_vector(new_counter+2)
;

52
53

new_time_interpolation_x_vector(1)=
time_interpolation_x_vector(new_counter-2)
;

54

new_time_interpolation_x_vector(2)=
time_interpolation_x_vector(new_counter-1)
;

55

new_time_interpolation_x_vector(3)=
time_interpolation_x_vector(new_counter);

56

new_time_interpolation_x_vector(4)=
time_interpolation_x_vector(new_counter+1)
;
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57

new_time_interpolation_x_vector(5)=
time_interpolation_x_vector(new_counter+2)
;

58

break

59

else

60

new_counter=new_counter+1;

61

end

62

end

63

DTstep =interp1(new_time_interpolation_y_vector,
new_time_interpolation_x_vector,
Temp_for_ninety_percent,'pchip', 'extrap');

64
65

if T_ratio < 1
% for N = 1:NLUT;

% I guess, this for loop is

not needed!
66

% NLUT: Number of points in the look-up table (=
time steps * htc steps in conduction model)

67

N=1;

68

while T_ratio > RHS(N)

69

% Finds RHS which is closer to Tratio

70

N = N+1;

71

end

72

RHS_final = RHS (N);

73

beta_low = beta(N-1);

74

beta_high = beta(N);

75

a = sqrt(alfa)/k;
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76

%alfa: Thermal diffusivity; k: Thermal
conductivity

77

h_green = beta_low/(a* sqrt(
local_Green_Peak_Arrival_Time));

78

%% check if we are outside of the step function,
then only this approach is valid

79
80

if local_Green_Peak_Arrival_Time > DTstep
h_blue = beta_high/(a* sqrt((
local_Green_Peak_Arrival_Time-DTstep)));

81

hstep =

82

%Step size is 5% of average htc value, can be

0.0004 * 0.5*(h_green+h_blue);

changed based on actual values
83

if (h_blue-h_green) < hstep;

84

h_final(i,j) = h_green;

85

%h_final: Final value of htc for that
particular pixel

86

else

87

h = h_green:hstep:h_blue;

88

[r_h, c_h] = size(h);

89

for K = 1:c_h

90

sum = 0;

91

MTempStep = 10000;

92

DT = 1;

93

%for M = 1, MTempStep;

94

M = 1;
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95
96

while M < MTempStep;
%MTempStep: Number of bulk
temperature steps to reach

97

%the final temeprature

98

Time = M*(DTstep/MTempStep);

99

%Time: Time at Mth temperature
step from the start

100

beta_new(M) = h(K)*a*sqrt(
local_Green_Peak_Arrival_TimeTime);

101

%beta(M): Value of beta during
temperature transient

102

RHS_new(M) = 1 - (exp(beta_new(M)
.^2).*(1-erf(beta_new(M))));

103

sum = sum + RHS_new(M)*(DT/(
Tb_interpolated-Ti));

104

%DT(M): Bulk Temperature step in
M-1-->M step,

105

%value will come from the Time vs
Tb_x curve during

106

%measurement.

107

M = M + 1;

108

if sum > T_ratio;

109

%M = MTempStep+1;

110

h_final(i,j) = h(K);
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111

break

112

end

113

continue

114

sum_final = sum;

115

end

116

end

117
118
119

end
else
%% here starts the other case if Green
Peak arrival time is smaller than
DT_Step

120

% the problem here is that there is no
upper limit h_blue since it is a
complex number

121

% SQRT of something smaller 0 gives
complex number. So we have to start
doing the duhamel

122

% in form of a while loop, approaching it
from the

123

% bottom

124

%% define a new hstep size

125

hstep=0.0004*h_green;

126

%% initialize right hand side solution

127

h_new=h_green;

128

%% set up condition for while loop
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129

M = 1;

130

sum=0;

131

while sum < T_ratio

132

sum = 0;

133

MTempStep = 10000;

134

DT = 1;

135

M = 1;

136
137

while M < MTempStep;
%MTempStep: Number of bulk
temperature steps to reach

138

%the final temeprature

139

Time = M*(DTstep/MTempStep);

140

%Time: Time at Mth temperature
step from the start

141

% DTstep/MTempStep is the Duhamel

142

% discretization time

143

beta_new = h_new*a*sqrt(
local_Green_Peak_Arrival_TimeTime);

144

%beta(M): Value of beta during
temperature transient

145

RHS_new = 1 - (exp(beta_new^2)
.*(1-erf(beta_new)));

146

sum = sum + RHS_new*(DT/(
Tb_interpolated-Ti));
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147

%DT(M): Bulk Temperature step in
M-1-->M step,

148

%value will come from the Time vs
Tb_x curve during

149

%measurement.

150

M = M + 1;

151

if sum > T_ratio;

152

h_final(i,j) = h_new;

153

break

154

end

155

h_new=h_new+hstep;

156
157

end

158

end

159

end

160

end

161

end

162
163

end
end

164 toc
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