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Abstract
We compute conformal correlation functions with spinor, tensor, and spinor-tensor
primary fields in general dimensions with Euclidean and Lorentzian metrics. The spinors
are taken to be Dirac spinors, which exist for any dimensions. For this, the embedding
space formalism is employed and the polarisation spinors are introduced to simplify the
computations. Three-point functions are rewritten in terms of differential operators acting
on scalar-scalar-tensor correlation functions. This enables us to determine conformal
blocks for four-point functions with scalar and spinor fields by acting the differential
operators on scalar conformal blocks, which will be useful in finding their geodesic Witten
diagrams.
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1 Introduction
Rapid development of conformal field theories in recent years is based on several characterisa-
tions of conformal blocks, including double series expansion forms by the direct summation over
descendant fields [1–7], solutions to Casimir differential equations [8,9], Mellin space represen-
tations [10–12], conformal integrals with shadow fields followed by monodromy projections [13].
In addition, recent discovery of the geodesic Witten diagrams for conformal blocks [14] is
remarkable from the viewpoint of AdS/CFT correspondence.1 A geodesic Witten diagram for
a conformal block at P1, ..., P4 for a d-dimensional conformal field theory (CFTd) is a tree-level
exchange Witten diagram in the (d+1)-dimensional anti-de Sitter space (AdSd+1), in which two
bulk interaction vertices are integrated over two geodesics, one of them terminating at P1, P2 in
the AdSd+1 boundary and the other at P3, P4. So far, geodesic Witten diagrams for conformal
blocks associated with four-point functions with tensors of arbitrary integer spins in general
1 The author is also interested in the possibility of its de Sitter space version, from the viewpoint of applica-
tions to primordial correlation functions in inflationary cosmology; in particular, decompositions of primordial
correlators along the line of [15], holographic computations of non-Gaussianities using three-dimensional con-
formal perturbation theory like [16–20].
2
dimensions have been studied [14,21–26]. One way to derive the geodesic Witten diagram for a
conformal block [22–25] employs the shadow field formalism [27–29,3,13], in which a conformal
block for a primary field O is written as the integral of the product of two three-point functions,
one with O and the other with its shadow field, followed by a monodromy projection to filter
out the correct conformal block. In this derivation, [22–25] used differential representations of
three-point functions with arbitrary integer spins, in which differential operators act on scalar
three-point correlation functions, so that any other conformal blocks are obtained by acting
appropriate differential operators on the geodesic Witten diagrams for scalar conformal blocks.
This proof makes thorough use of the embedding space formalism for tensor fields [30], which
simplifies the computations of correlation functions with arbitrary spins drastically.
A chief motivation of our work is to find geodesic Witten diagrams for conformal blocks
associated with four-point functions involving spinor fields in general dimensions. As the first
step in this direction, this paper discusses three-point functions with spinor fields (i.e. spin 1/2),
tensor primary fields of arbitrary integer spins, and spinor-tensor primary fields of arbitrary
half-integer spins. They have been studied in some specific dimensions under some constraints
on spinors such as chirality, Majorana conditions, in, for example, [31–35],2 and, in the context
of AdS/CFT correspondence, in, for example, [36–42]. In this paper, we compute three-point
functions in general dimensions, without imposing any conditions on spinors, so that we work
with Dirac spinors, which exist in any dimensions. In general, three-point functions with spinors
are linear combinations of more than one contributions with free parameters, which are called
three-point structures. We first find all three-point structures for three-point functions with
spinors, and then write them in differential representations, keeping in mind their applications
to geodesic Witten diagrams.
This paper is organised as follows. In Section 2, we give a brief review of the embedding
formalism, with particular emphasis on properties of spinor primary fields in the embedding
formalism. In Section 3, we compute the following three-point functions. One is for two spinor
fields and one tensor field of arbitrary integer spin, and the other is for one spinor field, one
scalar field and one spinor-tensor field of arbitrary half-integer spin. In contrast to [33–35],
we keep as much vector indices as possible in tensor fields and spinor-tensor fields, to avoid
a laborious task of converting spinor indices to tensor ones. We then find their differential
representations, and, based on them, derive general formulae for conformal blocks associated
with four-point functions with spinor and scalar fields. Section 4 gives the conclusion and
future directions, with emphasis on the derivation of geodesic Witten diagrams with AdS spinor
propagators. Appendix A gives a brief summary of tensor fields and their correlation functions
in the embedding space formalism. Appendix B shows our conventions for the Dirac matrices.
Appendix C presents an example of three-point functions of two spinor and one tensor field
with antisymmetric indices.
2 After submission to arXiv, we noticed that the recent paper [35] gives detailed analysis of four-dimensional
correlation functions with spinors, where spinors are represented with the standard dotted and undotted indices,
which are peculiar to four dimensions.
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2 Spinors in conformal field theories
In this section, we introduce spinor fields in conformal field theories in general dimensions, ba-
sically following [32–34]. The embedding space formalism is employed to simplify our analysis.
2.1 Embedding space
The embedding space provides a natural framework for conformal field theories because the
conformal group is realised linearly in the embedding space. This section first provides a brief
review of the embedding space formalism.
Let M be a d-dimensional Minkowski spacetime with a flat metric ηµν in which a d-
dimensional conformal field theory lives, which we call the physical space.3 The embedding
space Σ is a (d+ 2)-dimensional flat spacetime with a flat metric ηMN . If ηµν has s plus and t
minus signs, then ηMN is defined to have (s+ 1) plus and (t+ 1) minus signs. More explicitly,
the two metrics are common for (µν) components, and the new components of ηMN are given
by
η♯♯ = 1, η♭♭ = −1, η♯♭ = 0. (2.1)
The physical space M is embedded into the embedding space Σ as the null hypersurface
P 2 := ηMNP
MPN = 0. (2.2)
It is convenient to introduce the light-cone coordinates P± = P ♭±P ♯. In what follows, we will
let PM represent the light-cone coordinate (P µ, P+, P−). In terms of the light-cone coordinates,
the null hypersurface equation reads
P µPµ = P
+P−. (2.3)
The physical spaceM is isomorphic to the projection of the null hypersurface by the equivalence
relation P ∼ λP , meaning that a point xµ in M corresponds to a line λ(xµ, 1, x2) in the null
hypersurface. We will denote representative (xµ, 1, x2) by PM(x). Conversely, a given point
PM in the null hypersurface corresponds to P µ/P+ in M . This establishes the isomorphism
between M and the null hypersurface.
2.2 Conformal primary fields in embedding space formalism
In this subsection, we introduce conformal primary fields in the physical space and embed
them into the embedding space. For this purpose, it is useful to review the conformal algebra
and then define primary fields, following [32]. The d-dimensional conformal algebra can be
reorganised into the (d+ 2)-dimensional Lorentz algebra,
i[MPQ,MRS ] = ηQRMPS + ηPSMQR − ηPRMQS − ηQSMPR. (2.4)
3 Indices µ, ν, ... = 1, 2, ..., d refer to the physical space, while indices M,N, ... = 1, 2, ..., d, ♯, ♭ refer to the
embedding space.
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The generators of the d-dimensional conformal algebra, defined by
Mµν , P µ := M ♭µ +M ♯µ, Kµ := M ♭µ −M ♯µ, D := M ♭♯, (2.5)
satisfy the following conformal algebra4
i[Mµν ,Mρσ] = ηνρMµσ + ηµσMνρ − ηµρMνσ − ηνσMµρ, (2.6)
i[Mµν , P ρ] = ηνρP µ − ηµρP ν , (2.7)
i[Mµν , Kρ] = ηνρKµ − ηµρKν , (2.8)
i[D,P µ] = P µ, (2.9)
i[D,Kµ] = −Kµ, (2.10)
i[Kµ, P ν ] = 2(Mµν − ηµνD). (2.11)
A general primary field ϕn is characterised by the following commutation relations with the
conformal generators,
i[Mµν , ϕn(x)] = (x
ν∂µ − xµ∂ν)ϕn(x)− i(M
µν)nmϕm(x), (2.12)
i[P µ, ϕn(x)] = −∂
µϕn(x), (2.13)
i[Kµ, ϕn(x)] = (2x
µxν∂ν − x
2∂µ + 2∆xµ)ϕn(x)− 2ixν(M
νµ)nmϕm(x), (2.14)
i[D,ϕn(x)] = (x
µ∂µ +∆)ϕn(x), (2.15)
where the matrices (Mµν)mn give a representation of the Lorentz generatorsM
µν . The matrices
for scalar fields are given byMµν = 0. For vector fields, we can use i(Mµν)ρσ = η
µρδνσ−η
νρδµσ,
and the extension to more general tensor fields is straightforward. The spinor representation is
given by
Mµν = −
i
2
γµν = −
i
4
[γµ, γν ], (2.16)
where we introduced the d-dimensional Dirac matrices satisfying
{γµ, γν} = 2ηµν . (2.17)
This paper will deal with correlation functions with tensor fields, spinor fields, and spinor-
tensor fields. Correlation functions of tensor primary fields have long been studied extensively.
Especially, computations of them in the embedding formalism [30] are of special relevance to
us. We will not give their detailed properties but just give a brief summary in Appendix A.
In the rest of this section, we explain spinor and spinor-tensor primary fields in the embedding
space formalism.
2.2.1 Spinor primary fields
We proceed to embedding spinor primary fields in the embedding space. As explained above,
the physical space M is identified with the projection of the null hypersurface in the embedding
4 Note that the translation generator Pµ has nothing to do with the embedding coordinate PM . This will
not be confusing because the translation generator will not be used except in this subsection.
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space Σ, in which two points P and λP are identified. It is therefore reasonable to relate the
value of a field at P with that at λP . In the embedding space formalism, this relation determines
the conformal dimension of the corresponding primary field in M . We will call this relation the
homogeneity condition.
To embed a spinor primary field of spin 1/2 into the embedding space, we first introduce a
spinor field Ψ(P ) in the embedding space, which is characterised by the following commutation
relations with the Lorentz generators
i[MMN ,Ψ(P )] = (PN∂M − PM∂N )Ψ(P )−
1
2
ΓMNΨ(P ), (2.18)
where we introduced the (d+ 2)-dimensional Dirac matrices ΓM satisfying {ΓM ,ΓN} = 2ηMN .
Since our target is the d-dimensional CFT, it is convenient to express the (d + 2)-dimensional
Dirac matrices using the d-dimensional ones. This depends on the choice of ηµν . In this
paper we consider the following two typical cases: ηµν with no minus sign, and with one −1.
Explicit forms of the (d+2)-dimensional Dirac matrices are given in Appendix B, where explicit
definitions of the Dirac conjugate matrices are also given. In what follows, we work in the case
with the Lorentzian metric. The Euclidean case will be explained later.
Let us now proceed to a prescription for recovering the original primary field ψ(x) from the
embedding space spinor Ψ(P ), based on [33,34]. We first impose on Ψ the following homogeneity
condition
Ψ(λP ) = λ−∆−
1
2Ψ(P ). (2.19)
A point x in M is identified with a (P µ, P+, P−) in Σ under the relation xµ = P µ/P+. Based
on this identification, let us construct a field ψ± in M by
ψ±(x) := (P
+)∆+
1
2Ψ±(P ) = Ψ±(P (x)), (2.20)
where the spinor Ψ is decomposed as Ψ = (Ψ+,Ψ−)
T , where Ψ+ and Ψ− have the same size.
Using the commutation relation (2.18) for the embedding space spinor at PM = PM(x), we
can compute the commutation relations of ψ± with the conformal generators,
5
i[Mµν , ψ+(x)] = (x
ν∂µ − xµ∂ν)ψ+(x)−
1
2
γµνψ+(x), (2.21)
i[Mµν , ψ−(x)] = (x
ν∂µ − xµ∂ν)ψ−(x)−
1
2
δγµνδ−1ψ−(x), (2.22)
i[P µ, ψ+(x)] = −∂
µψ+(x) + γ
µδ−1ψ−(x), (2.23)
i[P µ, ψ−(x)] = −∂
µψ−(x), (2.24)
i[Kµ, ψ+(x)] = (2x
µxν∂ν − x
2∂µ)ψ+(x) + (2∆ + 1)x
µψ+(x), (2.25)
i[Kµ, ψ−(x)] = (2x
µxν∂ν − x
2∂µ)ψ−(x) + (2∆ + 1)x
µψ−(x) + δγ
µψ+(x), (2.26)
i[D,ψ±(x)] = x
µ∂µψ±(x) + (∆ +
1
2
)ψ±(x)∓
1
2
ψ±(x), (2.27)
5 In the derivations, we used the following identities to express differential operators on Ψ± in those on ψ±,
∂µψ±(x) = ∂µΨ±(x
µ, 1, x2) = (∂µ + 2xµ∂−)Ψ±(P )|P=P (x),(
−∆− 12
)
ψ±(x) =
(
xµ∂µ + ∂+ + x
2∂−
)
Ψ(P )|P=P (x),
where the differential operators acting on ψ± are with respect to x
µ, while those acting on Ψ± are with respect
to PM . Note that the second identity comes from the homogeneity condition (2.19).
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Note that they are different from the commutation relations (2.12)-(2.15) for d-dimensional
spinor primary fields. It, however, turns out that the linear combination
ψ+ − x
ργρδ
−1ψ− (2.28)
satisfies the defining commutation relations (2.12)-(2.15) for a d-dimensional spinor primary
field of dimension ∆.
This result can be rephrased compactly by introducing the polarisation spinors [33, 34].
Let us first introduce a Grassmann-even spinor s in the physical space, to form a scalar field
ψ(x, s) = s¯ψ(x) from a spinor primary field ψ of dimension ∆. Here the Dirac conjugate of s
is defined by s¯ = s†δ, where δ is the Dirac conjugation matrix for d-dimensional spinors (see
Appendix B). Let us further introduce a polarisation spinor S in the embedding space so that
S¯ =
(
s¯,−s¯xργρδ
−1
)
. (2.29)
Here the Dirac conjugate of S is defined by S¯ = S†D, where δ is the Dirac conjugation matrix
for (d+ 2)-dimensional spinors (see Appendix B). Using the explicit form of D, we find
S =
(
xργρs
δs
)
. (2.30)
In terms of this, the identification of ψ with ψ+ − x
ργρδ
−1ψ− can be rephrased as
ψ(x, s) = Ψ(P (x), S) = (P+)−∆−
1
2Ψ(P, S), (2.31)
under the identification xµ = P µ/P+. Here we defined a scalar field Ψ(P, S) := S¯Ψ(P ). This
relation (2.31) can be used to recover the original spinor ψ(x) from the contracted one Ψ(P, S)
in the embedding space.
We here derive two important properties, which will play crucial roles in constructing con-
formal correlation functions. First, the homogeneity condition (2.19) yields the following ho-
mogeneity condition on Ψ(P, S)
Ψ(aP, bS) = a−∆−
1
2 bΨ(P, S). (2.32)
Second, the polarization spinor S also satisfies the transversality condition
S¯PMΓM = 0. (2.33)
The homogeneity condition (2.32) and the transversality condition (2.33), combined with the
(d+2)-dimensional Lorentz invariance, provide strong constraints in the construction of corre-
lation functions with spinor primary fields.
2.2.2 Spinor-tensor primary fields
Let us consider a primary field ψµ1...µℓ of spin ℓ+
1
2
on dimension ∆, which has one spinor index
and ℓ vector indices. To this, we assign an embedding-space spinor-tensor field ΨM1...Mℓ with
one spinor index (not written explicitly) and ℓ vector indices, which are also symmetric. As in
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the spin 1/2 case, it is convenient to use the polarization spinor S, which was introduced above,
to form a tensor field ΨM1...Mℓ(P, S) = S¯ΨM1...Mℓ(P ). The homogeneity condition imposed on
this tensor field reads
ΨM1...Mℓ(aP, bS) = a
−∆− 1
2 bΨM1...Mℓ(P, S), (2.34)
and the polarisation spinor satisfies the transversality condition (2.33). Furthermore, we have
one more constraint, which comes from transversality condition on tensor fields (A.2),
PMkΨM1...Mℓ(P, S) = 0 for 1 ≤ k ≤ ℓ. (2.35)
3 Correlation functions with spinor primary fields
In this section, we compute correlation functions with spinor, symmetric traceless tensor and
symmetric spinor-tensor primary fields. In the embedding space, the correlation functions
involve symmetric tensor field of spin ℓ and symmetric spinor-tensor field of spin ℓ+ (1/2),6
OM1...Mℓ(P ), OM1...Mℓ(P, S), (3.1)
where ℓ ≥ 0 is an integer. Since the spinor indices are contracted with the polarization spinors,
it is convenient to introduce Lorentz tensors containing two polarisation spinors [33,34], which
we will call spinor quadratics. More explicitly, we denote a spinor quadratics with polarisation
spinors S1, S2 by
〈S¯1 ... S2〉, (3.2)
where Si is assigned to a spinor field Ψ(Pi). The inside of the bracket consists of the (d + 2)-
dimensional Dirac matrices and/or vectors contracted with the Dirac matrices. For example,
〈S¯1ΓMPS2〉 means S¯1ΓMΓNP
NS2. In terms of spinor quadratics, the transversality condition
(2.33) and its Hermitian conjugate become
〈S¯1P1...S2〉 = 0, 〈S¯1...P2S2〉 = 0. (3.3)
Furthermore, to simplify computations of correlation functions, it is convenient to introduce
the polarisation vector ZM to form scalar fields [30]; for example,
O(ℓ)(P, Z) = ZM1 ...ZMℓOM1...Mℓ(P ), (3.4)
O(ℓ+
1
2
)(P, S, Z) = ZM1 ...ZMℓOM1...Mℓ(S, P ). (3.5)
The original tensor fields are recovered from the contracted scalar fields by applying the differ-
ential operator (A.6) to the scalar fields. A brief summary of the polarisation vectors needed in
this paper is given in Appendix A.7 Therefore, the strategy of our computations of correlation
functions is first to compute scalar correlation functions with polarisation vectors Z and spinors
S, and to recover the original correlation functions with explicit tensor and spinor indices using
(A.5) and (2.31).
6 As mentioned briefly in the Introduction, in contrast with [33, 34], where tensor fields of integer spins ℓ,
half-integer spins ℓ+(1/2) are written as multispinor fields with 2ℓ spinor indices and at most one vector index,
we keep the vector indices as much as possible, as given in (3.1).
7 For more details, see, for example, [30].
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3.1 Two-point functions
Let us first compute two-point functions of spinor or spinor-tensor fields,8
〈O(ℓ+
1
2
)(P1, S1, Z1)O¯
(ℓ+ 1
2
)(P2, S2, Z2)〉, (3.6)
where ℓ ≥ 0, and the two fields have dimension ∆. We first consider odd-dimensional conformal
field theories. Since the fields in the correlation function are made scalar with the polarisation
spinors and vectors, it is a function of Lorentz scalars Pij := −2Pi.Pj = x
2
ij and spinor quadratics
with S¯1, S2 which are Lorentz scalar. Let us parametrise the correlation function as
〈O(ℓ+
1
2
)(P1, S1, Z1)O¯
(ℓ+ 1
2
)(P2, S2, Z2)〉 = fℓ+ 1
2
,ℓ+ 1
2
(Pi, S¯1, S2, Z1, Z2)P
−∆−ℓ−1
12 . (3.7)
The homogeneity conditions (2.34) and the transversality condition (A.4) amount to the fol-
lowing constraints on fℓ+ 1
2
,ℓ+ 1
2
fℓ+ 1
2
,ℓ+ 1
2
(λiPi, aS¯1, bS2, cZ1, dZ2) = abc
ℓdℓfℓ+ 1
2
,ℓ+ 1
2
(Pi, S¯1, S2, Z1, Z2), (3.8)
fℓ+ 1
2
,ℓ+ 1
2
(λiPi, S¯1, S2, Z1 + αP1, Z2 + βP2) = fℓ+ 1
2
,ℓ+ 1
2
(Pi, S¯1, S2, Z1, Z2). (3.9)
The first condition implies that the function fℓ+ 1
2
,ℓ+ 1
2
must have only one spinor quadratics with
S¯1, S2. Taking into account the transversality condition on the polarisation spinors S¯1, S2, we
find that the solution to the conditions (3.8) and (3.9) is uniquely (up to a numerical constant)
〈S¯1S2〉
[
(Z1.Z2)P12 + 2(Z1.P2)(Z2.P1)
P12
]ℓ
. (3.10)
Let us move on to the even-dimensional case. Since the even-dimensional Clifford algebra allows
the chirality matrix, the conditions (3.8) and (3.9) yield one more solution
〈S¯1ΓS2〉
[
(Z1.Z2)P12 + 2(Z1.P2)(Z2.P1)
P12
]ℓ
, (3.11)
where Γ is the chirality matrix for (d+2)-dimensional Dirac matrices. Therefore, the coefficient
function fℓ+ 1
2
,ℓ+ 1
2
is a linear combination of (3.10) and (3.11). The appearance of the chirality
matrix is discussed in [32] in terms of the parity.
3.2 Three-point functions of two spinors and one tensor
Two spinors and one scalar Let us first consider a correlation function of two spinor and
one scalar primary fields9
〈Ψ1(P1, S1)Ψ¯2(P2, S2)O(P3)〉, (3.12)
where Ψ1(2) has dimension ∆1(2) and O has dimension ∆3. We first consider odd-dimensional
conformal field theories. Since the fields in the correlation function are made scalar with
8 O¯(P, S) is defined by O¯(P, S) = O¯(P )S.
9 Here (Pi)M in the null hypersurface corresponds to (xi)µ in the physical space so that PM (xi) = (Pi)M .
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the polarisation spinors, it is a function of Lorentz scalars Pij := −2Pi.Pj = x
2
ij and spinor
quadratics with S¯1, S2 which are Lorentz scalar. It is convenient to parametrise the correlation
function as10
〈Ψ1(P1, S1)Ψ¯2(P2, S2)O(P3)〉 = f 1
2
1
2
0(Pi, S¯1, S2)P
−
Σ12−∆3+1
2
12 P
−
∆3−∆12
2
23 P
−
∆3+∆12
2
31 . (3.13)
The homogeneity conditions on the three fields (2.32), (A.1) amount to the following constraint
on f 1
2
1
2
0,
f 1
2
1
2
0(λiPi, aS¯1, bS2) = abf 1
2
1
2
0(Pi, S¯1, S2). (3.14)
This condition implies that the function f 1
2
1
2
0 must have only one spinor quadratics with S¯1, S2.
Taking into account the transversality condition on the polarisation spinors S¯1, S2, we find that
solutions to the homogeneity condition (3.14) are given as linear combinations of the following
two quantities, which we will call the three-point structures,11
f
(1)
1
2
1
2
0
:= 〈S¯1S2〉, f
(2)
1
2
1
2
0
:= 〈S¯1P3S2〉
√
P12
P13P23
. (3.15)
For even-dimensional conformal field theories, the condition (3.14) yields two more solutions
f
(3)
1
2
1
2
0
:= 〈S¯1ΓS2〉, f
(4)
1
2
1
2
0
:= 〈S¯1ΓP3S2〉
√
P12
P13P23
, (3.16)
The three-point structure f (1) is found in e.g. [33], while f (2) is found in e.g. [31].
Two spinors and one tensor of spin ℓ Let us consider a three-point correlation function
with two spinors and one symmetric tensor field,
〈Ψ1(P1, S1)Ψ¯2(P2, S2)O
(ℓ)(P3, Z3)〉, (3.17)
where Ψ1(2) has dimension ∆1(2) and O has dimension ∆3 and integer spin ℓ. As in the previous
case, we first consider odd-dimensional conformal field theories. It is convenient to parametrise
the correlation function as
C 1
2
1
2
ℓ(∆1,∆2,∆3) := 〈Ψ1(P1, S1)Ψ¯2(P2, S¯2)O
(ℓ)(P3, Z3)〉
= f 1
2
1
2
ℓ(Pi, S¯1, S2, Z3)P
−
Σ12−∆3+1−ℓ
2
12 P
−
∆3−∆12+ℓ
2
23 P
−
∆3+∆12+ℓ
2
31 . (3.18)
The homogeneity conditions on the three fields (2.32), (A.1) and the transversality condition
(A.4) amount to the following constraints on f 1
2
1
2
ℓ
f 1
2
1
2
ℓ(λiPi, aS¯1, bS2, cZ3) = λ
ℓ
3abc
ℓ f 1
2
1
2
ℓ(Pi, S¯1, S2, Z3), (3.19)
f 1
2
1
2
ℓ(Pi, S¯1, S2, Z3) = f 1
2
1
2
ℓ(Pi, S¯1, S2, Z3 + αP3) for any α. (3.20)
10 We will use Σij = ∆i +∆j and ∆ij = ∆i −∆j .
11 Note first that P 2i = 0 inside spinor quadratics. Spinor quadratics with more embedding coordinates Pi
are not included because they become linear combinations of f
(1)
1
2
1
2
0
and f
(2)
1
2
1
2
0
. For the same reason, changing
the ordering of Pi inside the spinor quadratics adds nothing to (3.15) and (3.16).
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Note that the homogeneity condition implies that f 1
2
1
2
ℓ must have only one spinor quadratics
with S¯1, S2. We then find that solutions to the conditions (3.19) and (3.20) are linear combi-
nations of the following three-point structures,
f
(1)
1
2
1
2
ℓ
:= 〈S¯1S2〉I
ℓ
3, (3.21)
f
(2)
1
2
1
2
ℓ
:= 〈S¯1P3S2〉I
ℓ
3
√
P12
P13P23
, (3.22)
f
(3)
1
2
1
2
ℓ
:= Iℓ−13 J
(1)
3 , (3.23)
f
(4)
1
2
1
2
ℓ
:= Iℓ−13 J
(2)
3 , (3.24)
f
(5)
1
2
1
2
ℓ
:= Iℓ−13 〈S¯1Z3P3S2〉, (3.25)
where we introduced several scalar quantities, all of which are defined to be invariant under the
replacement Z3 → Z3 + αP3,
I3 :=
P23(P1.Z3)− P13(P2.Z3)
P12
, (3.26)
J
(1)
3 :=
[
〈S¯1Z3S2〉P13 + 2〈S¯1P3S2〉P1.Z3
]√ P23
P12P13
, (3.27)
J
(2)
3 :=
[
〈S¯1Z3S2〉P23 + 2〈S¯1P3S2〉P2.Z3
]√ P13
P12P23
. (3.28)
For even-dimensional conformal field theories, the conditions (3.19) and (3.20) yield five more
solutions, which we denote by f
(i+5)
1
2
1
2
ℓ
(1 ≤ i ≤ 5), defined by replacing S¯1 in f
(i)
1
2
1
2
ℓ
by S¯1Γ.
So far, three-point functions with symmetric tensors have been considered, while we can also
compute those with tensors with antisymmetric indices. Appendix C gives explicit three-point
structures in the three-point function of two spinor and one antisymmetric rank 2 tensor fields.
Differential representations It is known that three-point functions of two scalar and one
tensor fields can be written as derivatives of scalar three-point functions [44]. We can also find
similar differential representations of the three-point function (3.18).12 These expressions are
useful when we compute conformal blocks with spinor fields, which will be explained briefly in
Section 3.4.
For this, we first introduce symbols C
(i)
abc for the three-point function (3.18) with fabc replaced
by f
(i)
abc. Let us proceed to finding differential representations of them with respect to P1, P2.
The results in odd-dimensional cases are given by
C
(i)
1
2
1
2
ℓ
(∆1,∆2,∆3) = D(i)C00ℓ(∆1,∆2,∆3) (3.29)
12 Similar results for CFT3 with Majorana spinors are found in [33, 34]
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where the differential operators D(i) are defined by
D(1) := 〈S¯1S2〉Π 1
2
, 1
2
,0, (3.30)
D(2) :=
1
2(∆3 − ℓ− 1)
[
〈S¯1δP1S2〉Π− 1
2
, 1
2
,0 + 〈S¯1δP2S2〉Π 1
2
,− 1
2
,0
]
, (3.31)
D(3) :=
1
2ℓ
[
〈S¯1δP1S2〉Π− 1
2
, 1
2
,0 − 〈S¯1δP2S2〉Π 1
2
,− 1
2
,0
]
−
∆12 − ℓ
ℓ
D(2), (3.32)
D(4) :=
1
2ℓ
[
〈S¯1δP1S2〉Π− 1
2
, 1
2
,0 − 〈S¯1δP2S2〉Π 1
2
,− 1
2
,0
]
−
∆12 + ℓ
ℓ
D(2), (3.33)
D(5) :=
1
2ℓ(∆3 − 1)
Π− 1
2
,− 1
2
,0, (3.34)
where we introduced the differential operators δPi and the shift operators Πa,b,c by
δPi = Γ
M ∂
∂PMi
, (3.35)
Πa,b,cC00ℓ(∆1,∆2,∆3) = C00ℓ(∆1 + a,∆2 + b,∆3 + c). (3.36)
In even-dimensional cases, we need to add C
(i)
1
2
1
2
ℓ
and D(i) for i = 6, ..., 10, which are obtained
by replacing S¯1 by S¯1Γ. Here C00ℓ is the three-point function of two scalar fields of dimension
∆1,∆2 and one symmetric tensor field of dimension ∆3 and spin ℓ, which is given by
C00ℓ(∆1,∆2,∆3) = I
ℓ
3P
−
Σ12−∆3−ℓ
2
12 P
−
∆3−∆12+ℓ
2
23 P
−
∆3+∆12+ℓ
2
31 . (3.37)
Therefore, the three-point function (3.18) can be written in terms of scalar-scalar-tensor corre-
lation functions,
C 1
2
1
2
ℓ(∆1,∆2,∆3) =
∑
a
λa1
2
1
2
ℓ
D(a)C00ℓ(∆1,∆2,∆3), (3.38)
where the summation is taken over a = 1, ..., 5 in odd dimensions and over a = 1, ..., 10 in even
dimensions, and λa1
2
1
2
ℓ
are the unfixed coefficients for the three-point structures.
3.3 Three-point functions with spinor, scalar and spinor-tensor pri-
mary fields
Next, we consider a three-point function with spinor, scalar and spinor-tensor primary fields,
〈Ψ1(P1, S1)Φ(P2)O¯
(ℓ+ 1
2
)(P3, S3, Z3)〉, (3.39)
where the spinor field has dimension ∆1, the scalar field has dimension ∆2, and the spinor-
tensor field has dimension ∆3 and spin ℓ+
1
2
. Note that one spinor index and ℓ vector indices
of O(ℓ+
1
2
) are contracted by S3 and Z3, respectively, to form a scalar polynomial in Z3 of degree
ℓ. The polarisation vector Z3 is the same as the one for tensor fields.
We first consider odd-dimensional conformal field theories as in the previous cases. It is
convenient to parametrise the correlation function as
C 1
2
,0,ℓ+ 1
2
(∆1,∆2,∆3) := 〈Ψ1(P1, S1)Φ(P2)O
(ℓ+ 1
2
)(P3, S3, Z3)〉
= f 1
2
,0,ℓ+ 1
2
(Pi, S¯1, S3, Z3)P
−
Σ12−∆3−ℓ
2
12 P
−
∆3−∆12+ℓ
2
23 P
−
∆3+∆12+ℓ+1
2
31 . (3.40)
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The homogeneity conditions on the three fields (2.32), (A.1), (2.34) and the transversality
condition (A.4) amount to the following constraints on f 1
2
,0,ℓ+ 1
2
f 1
2
,0,ℓ+ 1
2
(λiPi, aS¯1, bS3, cZ3) = λ
ℓ
3abc
ℓ f 1
2
,0,ℓ+ 1
2
(Pi, S¯1, S3, Z3), (3.41)
f 1
2
,0,ℓ+ 1
2
(Pi, S¯1, S3, Z3) = f 1
2
,0,ℓ+ 1
2
(Pi, S¯1, S3, Z3 + αP3) for any α. (3.42)
We then find that solutions to the conditions (3.41) and (3.42) are linear combinations of the
following three-point structures,
f
(1)
1
2
,0,ℓ+ 1
2
:= 〈S¯1S3〉I
ℓ
3, (3.43)
f
(2)
1
2
,0,ℓ+ 1
2
:= 〈S¯1P2S3〉
√
P31
P12P23
Iℓ3, (3.44)
f
(3)
1
2
,0,ℓ+ 1
2
:= 〈S¯1Z3S3〉
√
P13P23
P12
Iℓ−13 , (3.45)
f
(4)
1
2
,0,ℓ+ 1
2
:= 〈S¯1P2Z3S3〉
√
P13
P12
Iℓ−13 . (3.46)
For even-dimensional conformal field theories, the conditions (3.19) and (3.20) yield four more
solutions, which we denote by f
(i+4)
1
2
,0,ℓ+ 1
2
(1 ≤ i ≤ 4), defined by replacing S¯1 in f
(i)
1
2
,0,ℓ+ 1
2
by S¯1Γ.
Differential representations As in the last subsection, we can find differential representa-
tions of the three-point correlation function (3.40), which are given by
C
(i)
1
2
,0,ℓ+ 1
2
(∆1,∆2,∆3) = D˜(i)C00ℓ(∆1,∆2,∆3), (3.47)
where the differential operators D(i) with respect to P1, P2 are defined as
D˜(1) := 〈S¯1S3〉Π 1
2
,0, 1
2
, (3.48)
D˜(2) :=
1
2(Σ12 −∆3 + ℓ− 1)
[
〈S¯1δP1S3〉Π− 1
2
,0, 1
2
+ 〈S¯1δP2S3〉Π 1
2
,−1, 1
2
]
, (3.49)
D˜(3) := −
1
ℓ
〈S¯1δP2S2〉Π 1
2
,−1, 1
2
, (3.50)
D˜(4) :=
1
ℓ(Σ12 −∆3 + ℓ− 2)
〈S¯1δP2δP1S3〉Π− 1
2
,−1, 1
2
−
d+ ℓ+ 2 +∆12 −∆3
ℓ
D˜(1). (3.51)
In even-dimensional cases, we need to add C
(i)
1
2
,0,ℓ+ 1
2
and D˜(i) for i = 5, ..., 8, which are obtained
by replacing S¯1 by S¯1Γ. Therefore, the three-point function (3.40) can be written in terms of
scalar-scalar-tensor correlation functions,
C 1
2
,0,ℓ+ 1
2
(∆1,∆2,∆3) =
∑
a
λ˜a1
2
,0,ℓ+ 1
2
D˜(a)C00ℓ(∆1,∆2,∆3), (3.52)
where the summation is taken over a = 1, ..., 4 in odd dimensions and over a = 1, ..., 8 in even
dimensions, and λ˜a1
2
,0,ℓ+ 1
2
are the unfixed coefficients for the three-point structures.
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3.4 Comments on conformal blocks with spinors
We now proceed to the decomposition of four-point correlation functions of scalar and spinor
fields in terms of conformal blocks. A four-point correlation function 〈O1O2O3O4〉 can be
decomposed in terms of conformal blocks for primary fields O appearing in the operator product
expansions (OPE) O1 × O2 and O3 × O4,
〈O1(P1)O2(P2)O3(P3)O4(P4)〉 =
(
P24
P13
)∆23
2
(
P14
P13
)∆34
2 ∑
O;a,b
λ12Oλ34Og
a,b
∆,ℓ(u, v)
P
Σ12+ℓ1+ℓ2
2
12 P
Σ34+ℓ3+ℓ4
2
34
, (3.53)
where λa12O (λ
a
34O) is the OPE coefficient of a primary field O in the OPE O1 × O2 (O3 × O4),
the indices a, b stand for the three-point structures, the variables u, v are the cross ratios, and
(∆, ℓ) are the conformal dimension and spin of O.
Among several methods to compute the conformal block ga,b∆,ℓ(u, v), we adopt the method
proposed in [13]. This method allows us to express conformal blocks as derivatives of scalar
conformal blocks. According to [13], the conformal block for O can be obtained by integrating
the product of two three-point correlation functions, which reads(
P24
P13
)∆23
2
(
P14
P13
)∆34
2 ∑
a,b
λa12Oλ
b
34O
P
Σ12+ℓ1+ℓ2
2
12 P
Σ34+ℓ3+ℓ4
2
34
gab∆,ℓ(u, v)
=
1
NO
∫
D3P 〈O1(P1)O2(P2)O(P )〉〈Oˇ(P )O3(P3)O4(P4)〉
∣∣
M
, (3.54)
where NO is a normalisation factor, Oˇ is the shadow field of O, of dimension d − ∆ and spin
ℓ, and the symbol |M stands for the monodromy projection to filter out the correct conformal
block from the integral. In this paper, we consider the following two cases, one where the four
fields are spinor fields of spin 1/2, the other where O1, O3 are spinor fields while O2, O4 are
scalar fields.
In the case where O1, O2, O3, O4 are spinor, the primary fields O in the conformal block
decomposition have integer spins, while in the case where O1, O3 are spinor and O2, O4 are
scalar, the primary fields O have half-integer spins. Since in the previous sections we have found
the differential representations of the three-point correlation functions, the integral (3.54) can
be rewritten as derivatives of that for scalar four-point correlation functions. More explicitly,
applying the differential representations (3.38), (3.47) to the integral (3.54), we find that the
conformal block ga,b∆,l(u, v) satisfies(
P24
P13
)∆23
2
(
P14
P13
)∆34
2 1
P
Σ12+ℓ1+ℓ2
2
12 P
Σ34+ℓ1+ℓ2
2
34
ga,b∆,ℓ(u, v)
= D12a D
34
b

(P24
P13
)∆23
2
(
P14
P13
)∆34
2 1
P
Σ12
2
12 P
Σ34
2
34
g¯∆,ℓ(u, v)

 , (3.55)
where g¯∆,ℓ(u, v) is the conformal block with (∆, ℓ) for the scalar four-point correlation function
of dimensions ∆1, ...,∆4. The differential operators D
12
a are D(a) for (ℓ1, ℓ2) = (1/2, 1/2), and
D˜(a) for (ℓ1, ℓ2) = (1/2, 0). The differential operator D
34
a for each a is obtained by applying the
replacement 1→ 3 and 2→ 4 to D12a , noting that ℓ1 = ℓ3 and ℓ2 = ℓ4.
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4 Conclusion and Outlook
This paper computed three-point correlation functions with spinor, tensor, and spinor-tensor
primary fields in general dimensional conformal field theories, without imposing any constraints
on the spinors. In particular, we found all three-point structures of the correlation functions
and their differential representations. The differential representations were applied to compute
conformal blocks associated with four-point functions with spinor and scalar fields.
As described in the Introduction, our final goal is to find geodesic Witten diagrams for the
conformal blocks. As shown in Section 3.4, the conformal blocks for four-point functions with
spinors and scalars can be derived from scalar conformal blocks using the differential operators.
It is therefore straightforward to write the conformal blocks for four-point functions with scalars
and spinors as integrals over geodesics in AdS space since the geodesic Witten diagrams are
known for scalar conformal blocks. It, however, would be a nontrivial task to rewrite these
integrals as geodesic Witten diagrams with the bulk-boundary and bulk-bulk propagators for
AdS spinor fields. The first step in this direction would be to express all the three-point
structures in Section 3 as standard Witten diagrams with the bulk-boundary propagators for
AdS spinor fields, which have been done for three-point functions of tensor fields of arbitrary
integer spins in [22–25], using AdS propagators provided in [44]. This enables us to pin down
bulk interaction vertices for the three-point structures. To perform this analysis, we would need
to rewrite the AdSd+1 propagators in the (d+2)-dimensional Dirac matrices for the embedding
space. It amounts to extending the embedding space formalism to cover AdS spinor fields. We
hope to report our progress in this direction in the near future.
Acknowledgements
This work is supported by the “CUniverse” research promotion project by Chulalongkorn Uni-
versity (grant reference CUAASC). The author is grateful to Auttakit Chatrabhuti, Andrea
Guerrieri, Rongvoram Nivesvivat, Toshifumi Noumi, Tadashi Okazaki, and Yuki Sato for fruit-
ful discussions and suggestions.
A Tensor primary fields of integer spins
We give a brief review of the embedding of a tensor primary field tµ1...µℓ(x) of integer spin ℓ
into the embedding space. Here we just consider symmetric and traceless tensors. For this, we
introduce a symmetric tensor field TM1...Mℓ(P ) in the embedding space. Its values at P and at
λP , which are geometrically identical, are related by the homogeneity condition
TM1...Mℓ(λP ) = λ
−∆TM1...Mℓ(P ). (A.1)
For the tensor to be tangent to the null hypersurface, we need another condition, which is the
transversality condition
PMkTM1...Mℓ(P ) = 0 for 1 ≤ k ≤ ℓ. (A.2)
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To compute correlation functions, it is convenient to introduce the polarization vector ZM ,
satisfying Z2 = Z.P = 0, to form scalar fields.13 For example, a tensor field TM1...Mℓ(P ) can be
encoded in a polynomial in Z of degree ℓ,
T (P, Z) = ZM1ZM2 ...ZMℓTM1M2...Mℓ(P ). (A.3)
Note that this polynomial is Lorentz scalar, which makes computations of correlation functions
much simpler. In terms of this polynomial, the transversality condition (A.2) becomes
T (P, Z) = T (P, Z + αP ) for any α. (A.4)
We can recover the original tensor field in the embedding space by
TM1...Mℓ(P ) = DM1...DMℓT (P, Z), (A.5)
where the derivative operator DM is defined as
DM :=
(
d− 2
2
+ ZN
∂
∂ZN
)
∂
∂ZM
−
1
2
ZM
∂2
∂ZN∂ZN
. (A.6)
We can then recover the original tensor field in the physical space by replacing coordinates PM
by PM(x) and multiplying each (lowered) vector index M of the embedding-space tensor field
by ∂PM(x)/∂xµ.
The polarisation vector simplifies the computation of correlation functions of tensor fields
because scalar correlation functions are much easier to compute. The dependence on polarisa-
tion vectors are fixed by the homogeneity and transversality conditions. A two-point function
of two symmetric tensor fields of dimension ∆ and spin ℓ is given by
〈O(l)(P1, Z1)O
(ℓ)(P2, Z2)〉 = [(Z1.Z2)P12 + 2(Z1.P2)(Z2.P1)]
ℓ P−∆−ℓ12 (A.7)
A three-point correlation function of two scalar fields of dimensions ∆1,∆2 and one symmetric
tensor field of dimension ∆3 and spin ℓ is given by
〈Φ1(P1)Φ2(P2)O
(ℓ)(P3, Z3)〉 = I
ℓ
3P
−
Σ12−∆3−ℓ
2
12 P
−
∆3−∆12+ℓ
2
23 P
−
∆3+∆12+ℓ
2
31 . (A.8)
For more details, see, for example, [30].
B Embeddings of the Dirac matrices
We here give explicit forms of the embeddings of the d-dimensional Dirac matrices into the
(d+2)-dimensional ones. As described in the main part, we only consider the two typical cases
given below.
13 Tensors of rank ℓ proportional to vectors PMi (1 ≤ i ≤ ℓ) do not survive the projection to the physical
space. This implies that two tensors differing by tensors proportional to PMi can be considered to be “gauge-
equivalent” because the two become an identical tensor field in the physical space. The condition Z.P = 0 is
imposed to guarantee the gauge invariance of scalar polynomial in Z, meaning that two gauge equivalent tensors
are mapped to an identical scalar polynomial in Z.
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Euclidean metric We define the (d+ 2)-dimensional Dirac matrices {ΓM} as
Γµ =
(
γµ 0
0 −γµ
)
, Γ♯ =
(
0 1
1 0
)
, Γ♭ =
(
0 1
−1 0
)
, (B.1)
Note that Γ♭ is anti-Hermitian and the rest, including γµ, are Hermitian. We then define the
(d+ 2)-dimensional Dirac conjugate matrix D by
D =
(
0 −1
1 0
)
, (B.2)
which satisfies
D† = D−1 = −D, DΓMD−1 = −(ΓM)†. (B.3)
Note that D is different from D for Lorentzian metric by factor −1.
Minkowski metric with one minus sign We define {ΓM} as
Γµ =
(
γµ 0
0 −δγµδ−1
)
, Γ♯ =
(
0 δ−1
δ 0
)
, Γ♭ =
(
0 δ−1
−δ 0
)
, (B.4)
where we introduced the d-dimensional Dirac conjugate matrix δ := γ0, which satisfies
δ† = δ−1 = −δ, δγµδ−1 = −(γµ)†. (B.5)
Note that γ0,Γ0,Γ♭ are taken to be anti-Hermitian and the rest are Hermitian. We then
introduce the (d+ 2) Dirac conjugate matrix D by
D =
(
0 1
−1 0
)
, (B.6)
which satisfies
D† = D−1 = −D, DΓMD−1 = (ΓM)†. (B.7)
Here note that the Dirac conjugation matrix D in the two cases have opposite signs so that all
results in the Euclidean case are obtained just by setting δ = 1 in the corresponding results in
the Lorentzian case. This is possible by the choice of D such that D in the Euclidean case has
the opposite sign to that in the Lorentzian case.
C Three-point functions with a tensor field with anti-
symmetric indices
In the case with a totally symmetric tensor, spinor quadratics with antisymmetrised products
of Dirac matrices were excluded. If the tensor field is anti-symmetric for some indices, then we
need such spinor quadratics. To see it explicitly, let us consider the case where O is a totally
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antisymmetric rank 2 tensor. Here we do not use the polarisation vectors. The homogeneity
and transversality conditions are the same as the totally symmetric cases. We then find that
solutions to the constraints are linear combinations of the following three-point structures14:(
f
(1a)
1
2
1
2
2
)
MN
:= IMJ
(1)
N − INJ
(1)
M , (C.1)(
f
(2a)
1
2
1
2
2
)
MN
:= IMJ
(2)
N − INJ
(2)
M , (C.2)(
f
(3a)
1
2
1
2
2
)
MN
:= IM〈S¯1P3ΓNS2〉 − IN〈S¯1P3ΓMS2〉, (C.3)(
f
(4a)
1
2
1
2
2
)
MN
:= 〈S¯1ΓMNS2〉
P13P23
P12
+ 〈S¯1[ΓM(P1)N − ΓN (P1)M , P3]S2〉
P23
P12
, (C.4)
(
f
(5a)
1
2
1
2
2
)
MN
:= 〈S¯1ΓMNS2〉
P13P23
P12
+ 〈S¯1[ΓM(P2)N − ΓN (P2)M , P3]S2〉
P13
P12
, (C.5)(
f
(6a)
1
2
1
2
2
)
MN
:= 〈S¯1{ΓMN , P3}S2〉, (C.6)
where ΓMN =
1
2
[ΓM ,ΓN ]. For even-dimensional conformal field theories, the homogeneity and
transversality conditions yield six more solutions, which are obtained by replacing S¯1 in each
expression by S¯1Γ.
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