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Abstract
Let A be an irreducible (entrywise) nonnegative nˆ n matrix with eigenvalues
ρ, b` ic, b´ ic, λ4, ¨ ¨ ¨ , λn,
where ρ is the Perron eigenvalue. It is shown that for any t P r0,8q there is a nonnegative
matrix with eigenvalues
ρ` t˜, λ2 ` t, λ3 ` t, λ4 ¨ ¨ ¨ , λn,
whenever t˜ ě γnt with γ3 “ 1, γ4 “ 2, γ5 “
?
5 and γn “ 2.25 for n ě 6. The result improves
that of Guo et al. Our proof depends on an auxiliary result in geometry asserting that the area
of an n-sided convex polygon is bounded by γn times the maximum area of the triangle lying
inside the polygon.
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1 Introduction
The nonnegative inverse eigenvalue problem concerns the study of necessary and sufficient con-
ditions for a given set of complex numbers λ1, . . . , λn to be the eigenvalues of an (entrywise)
nonnegative matrix. This problem has attracted the attention of many authors, and is still open;
for example, see [3] and its references. In connection to this study, researchers study the change of
the Perron eigenvalue under the perturbation of the other real or complex eigenvalues of a given
nonnegative matrix. Here are several results in this direction.
1. In [5], the author proved the following:
Suppose ρ, λ2, λ3, ¨ ¨ ¨ , λn are the eigenvalues of an nˆn nonnegative matrix A such that ρ is
the Perron eigenvalue, and λ2 is real. Then for any 0 ď t ď t˜, there is a nonnegative matrix
with eigenvalues ρ` t˜, λ2 ˘ t, λ3, ¨ ¨ ¨ , λn.
1
2. Laffey [7] and Guo et al. [4] obtained the following independently:
Suppose ρ, λ2, λ3, ¨ ¨ ¨ , λn are the eigenvalues of an n ˆ n nonnegative matrix A such that ρ
is the Perron eigenvalue, and pλ2, λ3q “ pb ` ic, b ´ icq is a (non-real) complex conjugate
pair. Then for any t˜, t P r0,8q with 2t ď t˜, there is a nonnegative matrix with eigenvalues
ρ` t˜, λ2 ´ t, λ3 ´ t, λ4 ¨ ¨ ¨ , λn.
3. In [4, Proposition 3.1], the authors further showed that:
Suppose ρ, λ2, λ3, ¨ ¨ ¨ , λn are the eigenvalues of an n ˆ n nonnegative matrix A such that ρ
is the Perron eigenvalue, and pλ2, λ3q “ pb ` ic, b ´ icq is a (non-real) complex conjugate
pair. Then for any t˜, t P r0,8q with 4t ď t˜, there is a nonnegative matrix with eigenvalues
ρ` t˜, λ2 ` t, λ3 ` t, λ4 ¨ ¨ ¨ , λn.
The results in (1) and (2) above were shown to be optimal in the sense that the conclusion may
fail if t˜ ă t in (1) and t˜ ă 2t in (2). However, the result in (3) may be strengthened. In this paper,
we improve the third result, and prove the following.
Theorem 1.1. Suppose ρ, λ2, λ3, ¨ ¨ ¨ , λn are the eigenvalues of an nˆn nonnegative matrix A such
that ρ is the Perron eigenvalue, and λ2 “ b` ic and λ3 “ b ´ ic are (non-real) complex conjugate
pairs. Then for any t P r0,8q there is a nonnegative matrix with eigenvalues
ρ` t˜, λ2 ` t, λ3 ` t, λ4 ¨ ¨ ¨ , λn,
whenever t˜ ě γnt with γ3 “ 1, γ4 “ 2, γ5 “
?
5 and γn “ 2.25 for n ě 6.
Our proof depends on the following geometrical result, which is of independent interest.
Proposition 1.2. Suppose n P t3, 4, 5, 6u. The area of an n-sided convex hexagon P Ď R2 is
bounded by γn times the maximum area of the triangles lying inside P, where
γ3 “ 1, γ4 “ 2, γ5 “
?
5, γ6 “ 2.25,
and these bounds are best possible.
One easily sees that the maximum area of the triangles lying inside a convex polygon is attained
at a triangle formed by 3 of the vertices of the polygon.
The proof of Theorem 1.1 is given in Section 2, and the technical proof of Proposition 1.2 and
some remarks are given in Section 3.
2 Proof of Theorem 1.1
We begin with two lemmas. The first one can be found in [6].
Lemma 2.1. Suppose λ1, . . . , λn are the eigenvalues of a nonnegative matrix. Then there is a
nonnegative matrix with constant row sums with eigenvalues λ1, . . . , λn.
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The next lemma concerns the change of r eigenvalues, λ1, . . . , λr with r ă n, and leaving
invariant the other eigenvalues of an nˆn matrix A by a rank-r perturbation. It can be viewed as
an extension of the result in [8]; see also [2, Theorems 27 and 33].
Lemma 2.2. Let A P Cnˆn with eigenvalues λ1, ¨ ¨ ¨ , λn. Let X “ rx1|x2| ¨ ¨ ¨ |xrs P Cnˆr be such
that rankpXq “ r and AX “ XD, where D P Crˆr with eigenvalues λ1, ¨ ¨ ¨ , λr. Then for any
rˆ n matrix C, the matrix A`XC has eigenvalues µ1, ¨ ¨ ¨ , µr, λr`1, ¨ ¨ ¨ , λn, where µ1, ¨ ¨ ¨ , µr are
eigenvalues of the matrix D ` CX.
Proof. Let S “ rX|Y s be a nonsingular matrix with S´1 “
„
U
V

, with U P Crˆn. Then UX “
Ir, V Y “ In´r and pV Xqt “ UY “ Orˆpn´rq. Because AX “ XD, we have
S´1AS “
„
U
V

ArX,Y s “
„
D UAY
0 V AY

(2.1)
and
S´1XCS “
„
Ir
0

CS “
„
C
0

rX|Y s “
„
CX CY
0 0

.
Thus,
S´1pA`XCqS “ S´1AS ` S´1XCS “
„
D ` CX UAY ` CY
0 V AY

.
Now, from (2.1) we have σpV AY q “ tλr`1, ¨ ¨ ¨ , λnu and therefore
σpA`XCq “ σpD ` CXq Y tλr`1, ¨ ¨ ¨ , λnu.
l
We are now ready to present the proof of Theorem 1.1.
Let A P Ωρ be an nˆn non-negative real matrix with eigenvalues ρ, b` ic, b´ ic, λ4, ¨ ¨ ¨ , λn, and
let u˘iv are eigenvectors ofA corresponding to the eigenvalues b˘ic, where u “ pu1, u2, ¨ ¨ ¨ , unqT , v “
pv1, v2, ¨ ¨ ¨ , vnqT P Rn. Then we have the following equality for nˆ 2 matrices:
Aru|vs “ ru|vs
„
b c
´c b

. (2.2)
We adopt an idea in [4] and let
M “
»
– 1 ¨ ¨ ¨ 1u1 ¨ ¨ ¨ un
v1 ¨ ¨ ¨ vn
fi
fl .
Denote by P “ P pu, vq a point in R2 with co-ordinate pu, vq. By Analytic Geometry, suppose
detpi, j, kq “ det
¨
˝
»
– 1 1 1ui uj uk
vi vj vk
fi
fl
˛
‚, 1 ď i, j, k ď n.
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Then |detpi, j, kq| is 2 times the area of the triangle with vertices Pipui, viq, Pjpuj , vjq and Pkpuk, vkq.
Moreover, detpi, j, kq ą 0 if and only if the points Pi Ñ Pj Ñ Pk Ñ Pi are not collinear and appear
in counterclockwise direction in R2.
Replacing pA, u, vq by pQAQT , Qu,Qvq for a suitable permutation matrix Q, we may assume
that
∆ “ detp1, 2, 3q “ max
1ďi,j,kďn
detpi, j, kq. (2.3)
Recall that e “ p1, . . . , 1qT . Since e, u ` iv, u ´ iv are the eigenvectors of the distinct eigenvalues
ρ, λ2, λ3, so e, u, v are linearly independent over R. It follows that ∆ “ detp1, 2, 3q ą 0. Let
x “ px1, x2, x3, 0, ¨ ¨ ¨ , 0qT and y “ py1, y2, y3, 0, ¨ ¨ ¨ , 0qT
satisfy
xT e “ 0, xTu “ 1, xT v “ 0; yT e “ 0, yTu “ 0, yT v “ 1, (2.4)
that is, »
– 1 1 1u1 u2 u3
v1 v2 v3
fi
fl
»
–x1 y1x2 y2
x3 y3
fi
fl “
»
–0 01 0
0 1
fi
fl .
Then
x1 “ 1
∆
pv2 ´ v3q, x2 “ 1
∆
pv3 ´ v1q, x3 “ 1
∆
pv1 ´ v2q,
y1 “ 1
∆
pu3 ´ u2q, y2 “ 1
∆
pu1 ´ u3q, y3 “ 1
∆
pu2 ´ u1q. (2.5)
and
rx, ysT ru, vs “ I2.
Suppose
ru|vsrx|ysT “
»
—————–
α11 α12 α13 0 ¨ ¨ ¨ 0
α21 α22 α23 0 ¨ ¨ ¨ 0
α31 α32 α33 0 ¨ ¨ ¨ 0
...
...
...
...
...
αn1 αn2 αn3 0 ¨ ¨ ¨ 0
fi
ffiffiffiffiffifl
. (2.6)
Then for i “ 1, . . . , n,
αi1 “ uix1 ` viy1 “ 1
∆
detpi, 2, 3q ´ 1
∆
pu2v3 ´ u3v2q,
αi2 “ uix2 ` viy2 “ 1
∆
detp1, i, 3q ´ 1
∆
pu3v1 ´ u1v3q,
αi3 “ uix3 ` viy3 “ 1
∆
detp1, 2, iq ´ 1
∆
pu1v2 ´ u2v1q.
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If
ci1 “ αi1 ´ α21 “ 1
∆
detpi, 2, 3q, ci2 “ αi2 ´ α32 “ 1
∆
detp1, i, 3q, ci3 “ αi3 ´ α23 “ 1
∆
detp1, 2, iq,
then
c11 ě ci1, c22 ě ci2, c33 ě ci3, (2.7)
because ∆ “ detp1, 2, 3q ě detpi, j, kq for all 1 ď i, j, k ď n. Let
ci1 “ min
l“1,2...,n
cl1, cj2 “ min
l“1,2...,n
cl2, ck3 “ min
l“1,2...,n
cl3.
Then ci1 ď cl1, cj2 ď cl2 and ck3 ď cl3 for all l “ 1, 2 . . . , n. Therefore, we have
αi1 ď αl1, αj2 ď αl2 and αk3 ď αl3 for all l “ 1, 2 . . . , n. (2.8)
Assume that n ě 6, and that 1, 2, 3, i, j, k are distinct, and focus on
M˜ “
»
– 1 1 1 1 1 1u1 u2 u3 ui uj uk
v1 v2 v3 vi vj vk
fi
fl . (2.9)
Note that for the following points in R2,
P1pu1, v1q, P2pu2, v2q, P3pu3, v3q, Pipui, viq, Pjpuj, vjq, Pkpuk, vkq,
• the area of a triangle formed by any three of these points is not larger than
detp1, 2, 3q
2
, which
is the area of the triangle with vertices P1, P2, P3;
• ci1 ď detp2,2,3q∆ “ detp2,3,3q∆ “ 0, cj2 ď detp1,1,3q∆ “ detp1,3,3q∆ “ 0, ck3 ď detp1,2,1q∆ “ detp1,2,2q∆ “ 0.
Thus, detpi, 2, 3q,detp1, j, 3q,detp1, 2, kq P p´8, 0s. Note that detpr, s, tq ď 0 if and only if Pr, Ps, Pt
are collinear or they are in clockwise direction. Let ℓ1 (respectively, ℓ2, ℓ3) be the line through
P1 (respectively, P2, P3) parallel to P2P3, (respectively, P1P3, P1P2). Suppose ℓ2 and ℓ3 (respec-
tively, ℓ1 and ℓ3, ℓ1 and ℓ2) intersect at Q1 (respectively, Q2 and Q3). Since detpi, 2, 3q ď 0 and
|detp1, 2, iq|, |detp1, 3, iq| ď detp1, 2, 3q, Pi lies in the triangle Q1P3P2. Similarly, Pj and Pk lie in
the triangles P1P3Q2 and P1Q3P2 respectively. Thus P1PkP2PiP3Pj is a convex hexagon (includ-
ing the degenerate cases, when it is a triangle, quadrilateral or pentagon). Moreover, the vertices
P1, Pj , P3, Pi, P2, Pk, P1 are in clockwise direction. By Proposition 1.2,
5
4
ě 1
∆
p|detpi, 2, 3q| ` |detp1, j, 3q| ` |detp1, 2, kq|q “ ´pci1 ` cj2 ` ck3q ě 0.
It follows that
´ 1 ě αi1 ` αj2 ` αk3 “ ci1 ` α21 ` cj2 ` α32 ` ck3 ` α23 ě ´5
4
´ 1 “ ´2.25. (2.10)
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Suppose t˜ ě 2.25t ě 0. Let
δ “ t˜` tpαi1 ` αj2 ` αk3q
3
ě t˜´ 2.25t
3
ě 0
Set
z “ p´tαi1 ` δ, ´tαj2 ` δ, ´tαk3 ` δ, 0, ¨ ¨ ¨ , 0qT and A˜ “ A` re|u|vsrz|tx|tysT .
By direct computation, we have
rz|tx|tysT re|u|vs “
»
– t˜ ˚ ˚0 t 0
0 0 t
fi
fl .
By Lemma 2.2, the eigenvalues of A˜ are ρ` t˜, σ2, σ3, λ4, ¨ ¨ ¨ , λn, where σ2, σ3 are the eigenvalues of„
b c
´c b

` tI2, that is, σ2 “ b` t` ic, σ3 “ b` t´ ic.
Let
re|u|vsrz|tx|tysT “
»
—————–
β11 β12 β13 0 ¨ ¨ ¨ 0
β21 β22 β23 0 ¨ ¨ ¨ 0
β31 β32 β33 0 ¨ ¨ ¨ 0
...
...
...
...
...
βn1 βn2 βn3 0 ¨ ¨ ¨ 0
fi
ffiffiffiffiffifl
By (2.8), we have
βl1 “ tpαl1 ´ αi1q ` δ ě 0
βl2 “ tpαl2 ´ αj2q ` δ ě 0
βl3 “ tpαl3 ´ αk3q ` δ ě 0.
Thus, A˜ also has nonnegative entries. Hence, A˜ is the desired matrix.
Suppose n “ 5, 4, 3. Then the matrix M˜ in (2.9) has at most n columns. Nevertheless, we
can apply a similar argument and use the corresponding result in Proposition 1.2 to construct the
desired matrix A˜. We omit the details. l
3 Proof of Proposition 1.2
The purpose of this section is to prove the Proposition 1.2. The results for n “ 3 is trivial.
We will assume that P1, . . . , Pn are vertices of the convex polygon arranged in counterclockwise
direction. The following two facts are useful in our discussion.
(a) One can apply an affine transformation v ÞÑ Tv` v0 for some invertible 2ˆ 2 matrix T and
v0 P R2 to the points P1, . . . , Pn without affecting the hypothesis and conclusion of the result.
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(b) One can always find an affine map to send any 3 vertices of the polygon to any 3 non-collinear
points.
Suppose n “ 4. One may apply an affine transformation and assume that P1 “ p0, 0q, P2 “
p1, 0q, P3 “ p1, 1q are the vertices of the triangle of largest area. Since all the triangles in-
side the quadrilateral have area at most 1/2, the fourth vertex is in the triangle with vertices
p0, 0q, p1, 1q, p0, 1q. The conclusion of Proposition 1.2 follows readily.
Suppose n “ 5 and P1, . . . , P5 are vertices of a convex pentagon arranged in counterclockwise
direction. Let T be a triangle of largest area.
Case 1. T has two sides in common with the pentagon. We may assume that P1 “ p0, 0q, P2 “
p1, 0q, P3 “ p1, 1q are the vertices of T . Then P4 and P5 have to lie in the triangle with vertices
p1, 0q, p1, 1q, p0, 1q and the conclusion of Proposition 1.2 follows readily.
Case 2. T has only one side in common with the pentagon. We may assume that P1 “
p0, 0q, P2 “ p1, 0q, P4 “ p0, 1q are the vertices of T . Then we have
(a) P3 “ pu3, v3q lies in the triangle with vertices p1, 0q, p1, 1q, p0, 1q, and
(b) P5 “ p´u5, v5q lies in the triangle with vertices p0, 0q, p0, 1q, p´1, 1q.
By applying the affine transformation px, yq ÞÑ p1 ´ px ` yq, yq, if necessary, we may assume
that v3 ě v5. For the convenience of calculation, we will use ∆pi, j, kq to denote twice the area
of the triangle with vertices Pi, Pj , Pk. We will show that subject to the constraints (a), (b)
and ∆p2, 3, 5q ď 1, we have ∆p1, 2, 4q ` ∆p2, 3, 4q ` ∆p1, 4, 5q ď ?5, where the equality holds at
pu3, v3q “ p2,
?
5´ 1q{2 and p´u5, v5q “ p1´
?
5,
?
5´ 1q{2.
By direct calculation, we have
∆p2, 3, 5q “ v3p1` u5q ´ p1´ u3qv5 and
∆p1, 2, 4q `∆p2, 3, 4q `∆p1, 4, 5q “ u3 ` u5 ` v3 .
So we need to show that subject to the constraints
1 ď u3 ` v3, u3 ď 1, 0 ď u5 ď v5 ď v3 ď 1, v3p1` u5q ´ p1´ u3qv5 ď 1 , (3.1)
the maximum value of u3 ` u5 ` v3 is
?
5.
We can replace v5 by v3 without changing u3 ` u5 ` v3 or violating the constraints. So we will
assume that v5 “ v3. Then the constraints in (3.1) becomes
1 ď u3 ` v3, u3 ď 1, 0 ď u5 ď v3 ď 1, pu3 ` u5qv3 ď 1
So we have u3 ` u5 ď 1 ` v3, 1
v3
. Therefore, for fixed 0 ď v3 ď 1, the maximum of u3 ` u5 ` v3
is equal to 1 ` 2v3, if 1 ` v3 ď 1
v3
ô v3 ď
?
5´ 1
2
, and v3 ` 1
v3
if 1 ` v3 ď 1
v3
ô v3 ě
?
5´ 1
2
.
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Maximizing over v3 in both cases, we have the maximum value
?
5 attained at v3 “
?
5´ 1
2
. Thus
the maximum of u3 ` u5 ` v3 is attained at u3 “ 1, u5 “ v3 “ v5 “
?
5´ 1
2
. We note that for
these values of u3, u5, v3, v5, we actually have ∆pi, j, kq ď 1 for all 1 ď i ă j ă k ď 5.
Finally, we consider the intricate case when n “ 6. Suppose a (non-degenerate) convex hexagon
has vertices P1px1, y1q, . . . , P6px6, y6q arranged in counterclockwise direction. We will prove that
Area of the hexagon with vertices P1, P2, . . . , P6
maxtArea of triangle with vertices Pi, Pj , Pk : 1 ď i ă j ă k ď 6u ď
9
4
, (3.2)
where the inequality becomes an equality for the hexagon H0 with vertices
p0, 0q, p1, 0q, p5
6
,
2
3
q, p0, 1q, p´1
4
, 1q, p´2
3
,
2
3
q.
Note that a direct calculation shows that the area of the triangle with vertices p0, 0q, p1, 0q, p0, 1q
is
1
2
, which is maximum among all triangles with vertices from H0.
Lemma 3.1. Suppose the maximum of the left hand side of (3.2) is attained at some hexagon H
with vertices P1, . . . , P6. Then
maxtArea of triangle with vertices Pi, Pj , Pk : 1 ď i ă j ă k ď 6u
is attained at some triangle with at least one side in common with the boundary of H.
Proof. Let M be the maximum of the left hand side of (3.2) over all (non-degenerate) convex
hexagon. Clearly, M exists and
9
4
ďM ď 4.
Suppose the maximum of the left hand side of (3.2) is attained at some hexagon H with vertices
P1, . . . , P6, labeled in counterclockwise direction. We are going to prove the result by contradiction.
Suppose the maximum of the area of triangles with vertices Pi, Pj , Pk, 1 ď i ă j ă k ď 6
can only be attained at triangles with no side in common with the hexagon H. Without loss of
generality, we may assume that the maximum is attained at the triangle with vertices P1, P3, P5.
Using an affine transformation, we may assume that P1 “ p0, 0q, P3 “ p1, 0q and P5 “ p0, 1q. For
the convenience of notation and computation, let
∆pi, j, kq “ 2ˆ parea of triangle with vertices Pi, Pj , Pkq
for 1 ď i ă j ă k ď 6. By our assumption, we have
∆p1, 3, 5q “ 1, ∆p2, 4, 6q ď 1 and ∆pi, j, kq ă 1 for all pi, j, kq ‰ p1, 3, 5q, p2, 4, 6q. (3.3)
We will prove that under the conditions in (3.3), the area of the hexagon H is less than or equal to
1, which contradicts the fact that M ě 9
4
as shown by our example before Lemma 3.1.
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In the following, we will prove that under the conditions in (3.3), we have
∆0 “ ∆p1, 2, 3q `∆p3, 4, 5q `∆p1, 5, 6q ď 1 (3.4)
Suppose P2 “ pu1, ´v1q, P4 “ pu2, v2q and P6 “ p´u3, v3q. Let
A “
»
– 1 1 1 1 1 10 u1 1 u2 0 ´u3
0 ´v1 0 v2 1 v3
fi
fl .
Then |∆pi, j, kq| is equal to the determinant of the submatrix of A lying in columns i, j, k. By (3.3),
we have
∆p1, 3, 5q “ 1 is the maximum, among all ∆pi, j, kq
∆p2, 4, 6q “ pu2 ´ u1qpv1 ` v3q ` pu1 ` u3qpv1 ` v2q ď 1, and
0 ď v1 ă u1 ă 1, u2 ă 1, v2 ă 1, u2 ` v2 ě 1, 0 ď u3 ă v3 ă 1 .
(3.5)
By direct computation, we have
∆0 “ u2 ` u3 ` v1 ` v2 ´ 1.
Note that the area of the triangle with vertices Pi, Pj , Pk will not change if we replace Pi by
Pi ` dpPj ´ Pkq for any d P R. Thus, ∆p1, 3, 5q will not be affected and ∆p2, 4, 6q will not change
under the following transformations:
1. pu1, v1, u2, v2, u3, v3q Ñ pu1 ` pu2 ` u3qd, v1 ` pv3 ´ v2qd, u2, v2, u3, v3q,
2. pu1, v1, u2, v2, u3, v3q Ñ pu1, v1, u2 ` pu1 ` u3qd, v2 ´ pv1 ` v3qd, u3, v3q,
3. pu1, v1, u2, v2, u3, v3q Ñ pu1, v1, u2, v2, u3 ` pu1 ´ u2qd, v3 ` pv1 ` v2qdq
For pi, j, kq ‰ p1, 3, 5q and p2, 4, 6q, ∆pi, j, kq ă 1 will hold for sufficiently small d ą 0, whereas ∆0
will change to
1. ∆0 ` pv3 ´ v2qd,
2. ∆0 ` pu1 ` u3 ´ v1 ´ v3qd,
3. ∆0 ` pu1 ´ u2qd,
respectively. By the maximality of ∆0, we must have
v2 ´ v3 “ pu1 ` u3 ´ v1 ´ v3q “ pu1 ´ u2q “ 0 ,
which gives
u1 “ u2, v1 “ u2 ` u3 ´ v3, v2 “ v3 .
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Substituting into ∆p2, 4, 6q, we have
∆p2, 4, 6q “ pu2 ` u3q2 ď 1 ñ pu2 ` u3q ď 1 .
Substituting into ∆0, we have
∆0 “ 2u2 ` 2u3 ´ 1 ď 1,
which is the desired contradiction. l
By Lemma 3.1, we can assume that the largest triangle ∆ in the hexagon H has at least one
side in common with H. We consider two cases.
Case 1 ∆ has two sides in common with H. Then we may assume that ∆ is the triangle with
vertices P1, P2, P3. Using an affine transformation, we may assume that P1 “ p0, 0q, P2 “ p1, 0q
and P3 “ p0, 1q. Then P4, P5 and P6 have to lie inside the triangle with vertices, p0, 0q, p1, 1q
and p0, 1q. Therefore, H has area less than or equal to 1, a contradiction.
Case 2 ∆ has one side in common with H. Then we may assume that ∆ is the triangle with
vertices P1, P2, P4.
Using an affine transformation, we may assume that P1 “ p0, 0q, P2 “ p1, 0q and P4 “ p0, 1q.
Let P3 “ pu1, v1q, P5 “ p´u2, v2q and P6 “ p´u3, v3q, where u1, u2, u3, v1, v2, v3 ě 0. So, we have
a hexagon with vertices p0, 0q, p1, 0q, pu1, v1q, p0, 1q, p´u2, v2q, p´u3, v3q. Since the hexagon is
convex, we have
u1 ` v1 ě 1, v2 ě v3, u3v2 ě u2v3, and u3v2 ´ u2v3 ě u3 ´ u2 (3.6)
Let
A˜ “
»
– 1 1 1 1 1 10 1 u1 0 ´u2 ´u3
0 0 v1 1 v2 v3
fi
fl .
Then |∆˜pi, j, kq| is the determinant of the submatrix of A˜ lying in columns i, j, k, and assume that
∆˜p1, 2, 4q “ 1, and ∆˜pi, j, kq ď 1 for all 1 ď i ă j ă k ď 6 (3.7)
It follows from (3.7) that
(a) pu1, v1q lies in the triangle with vertices p1, 0q, p1, 1q, p0, 1q. Equivalently, 0 ď 1´u1 ď v1 ď 1.
(b) p´u2, v2q and p´u3, v3q lie in the triangle with vertices p0, 0q, p0, 1q, p´1, 1q. Equivalently,
0 ď u2 ď v2 ď 1 and 0 ď u3 ď v3 ď 1.
Let
gpu1, v1, u2, v2, u3, v3q “ ∆˜p2, 3, 4q ` ∆˜p1, 4, 5q ` ∆˜p1, 5, 6q “ u1 ` u2 ` v1 ` u3v2 ´ u2v3 ´ 1 .
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Suppose g attains a maximum M at pu1, v1, u2, v2, u3, v3q subject to the constraints (3.6) and (3.7).
We are going to show that
M ď 5
4
(3.8)
Lemma 3.2. Suppose pu1, v1, u2, v2, u3, v3q satisfy (a) and (b) such that gpu1, v1, u2, v2, u3, v3q ě 5
4
.
Then
u1 ` v1 ě 5
4
, v2 ě 1
4
.
Proof. Suppose at some pu1, v1, u2, v2, u3, v3q satisfying (a) and (b), gpu1, v1, u2, v2, u3, v3q ě 5
4
.
Then
5
4
ď u1 ` u2 ` v1 ` u3v2 ´ u2v3 ´ 1
“ u1 ` v1 ´ 1` u2p1´ v2 ` u3q ` pv2 ´ u2qu3
ď pu1 ` v1 ´ 1q ` u2 ` pv2 ´ u2q
“ pu1 ` v1 ´ 1q ` v2.
Since pu1 ` v1 ´ 1q, v2 ď 1, the result follows. l
Let us focus on the following constraints.
(c) ∆˜p1, 3, 5q “ u2v1 ` u1v2 ď 1,
(d) ∆˜p1, 3, 6q “ u3v1 ` u1v3 ď 1,
(e) ∆˜p2, 3, 5q “ v1 ´ v2 ` u2v1 ` u1v2 ď 1,
(f) ∆˜p2, 3, 6q “ v1 ´ v3 ` u3v1 ` u1v3 ď 1,
Consider the maximization problems under the following constraints:
1. M1 “ maximum of g under the constraints v1 ď v3, (a), (b), (c), (d) and (3.6).
2. M2 “ maximum of g under the constraints v3 ď v1 ď v2, (a), (b), (c) and (f).
3. M3 “ maximum of g under the constraints v2 ď v1, (a), (b), (f) and (3.6).
Because v3 ď v2, we have M ď maxtM1, M2, M3u. So (3.8) will follow from the following.
Proposition 3.3. M1, M3 ďM2 ď 5
4
.
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Proof. First we show that M1,M3 ď max
"
M2,
5
4
*
. Let
g1pu1, v1, u2, v2, u3, v3q “ ∆˜p1, 3, 5q “ u2v1 ` u1v2
g2pu1, v1, u2, v2, u3, v3q “ ∆˜p1, 3, 6q “ u3v1 ` u1v3
g3pu1, v1, u2, v2, u3, v3q “ ∆˜p2, 3, 5q “ v1 ´ v2 ` u2v1 ` u1v2
g4pu1, v1, u2, v2, u3, v3q “ ∆˜p2, 3, 6q “ v1 ´ v3 ` u3v1 ` u1v3 .
SupposeM1 is attained at P “ pu1, v1, u2, v2, u3, v3q satisfying the constraints v1 ď v3, (a), (b), (c),
(d) and (3.6). Note that
g1pu1 ´ u3d, v1 ` v3d, u2, v2, u3, v3q “ g1pu1, v1, u2, v2, u3, v3q ´ pu3v2 ´ u2v3qd
ď g1pu1, v1, u2, v2, u3, v3q ,
g2pu1 ´ u3d, v1 ` v3d, u2, v2, u3, v3q “ g2pu1, v1, u2, v2, u3, v3q ,
gpu1 ´ u3d, v1 ` v3d, u2, v2, u3, v3q “ gpu1, v1, u2, v2, u3, v3q ` pv3 ´ u3qd
ě gpu1, v1, u2, v2, u3, v3q .
If v1 ă v3, then we may let d “ pv3 ´ v1q{v3 and replace pu1, v1q by pu1 ´ u3d, v1 ` v3dq “ pu˜1, v3q
with u˜1 “ u1 ´ u3pv3 ´ v1q{v3. Then by the fact that 0 ď u3 ď v3 ď 1,
u˜1 ě u1 ´ pv3 ´ v1q “ u1 ` v1 ´ v3 ě 1´ v3 ě 0
u˜1 ` v3 ě u1 ` v1 ě 1 .
Thus, this replacement will neither decrease M1 nor violate the constraints (a), (b), (c), (d), (3.6).
In that case, P also satisfies (f). Therefore, M1 ďM2.
Suppose M3 is attained at P “ pu1, v1, u2, v2, u3, v3q satisfying the constraints v2 ď v1, (a), (b),
(e) and (f). We may assume that M3 ě 5
4
. Then, by Lemma 3.2, v2 ě 1
4
. Note that
g3pu1 ` p1` u2qd, v1 ´ v2d, u2, v2, u3, v3q “ g3pu1, v1, u2, v2, u3, v3q ,
g4pu1 ` p1` u2qd, v1 ´ v2d, u2, v2, u3, v3q “ g4pu1, v1, u2, v2, u3, v3q ´ pv2 ´ v3 ` u3v2 ´ u2v3qd
ď g4pu1, v1, u2, v2, u3, v3q ,
gpu1 ` p1` u2qd, v1 ´ v2d, u2, v2, u3, v3q “ gpu1, v1, u2, v2, u3, v3q ` p1` u2 ´ v2qd
ě gpu1, v1, u2, v2, u3, v3q .
If v1 ą v2, we may let d “ pv1 ´ v2q{v2 and replace pu1, v1q by pu1 ` p1` u2qd, v1 ´ v2dq “ puˆ1, v2q
so that uˆ1 “ u1 ` p1` u2qd. Then
12
uˆ1 ě u1 ě 0,
uˆ1 ` v2 “ u1 ` p1` u2qpv1 ´ v2q
v2
` v2
“ u1 ` v1 ` p1` u2 ´ v2qpv1 ´ v2q
v2
ě u1 ` v1 ě 1.
Such a replacement will neither decrease M3 nor violate the constraints (a), (b), (f), and (3.6). In
that case, P also satisfies (c). Therefore, M3 ďM2.
It remains to prove M2 ď 5
4
. Note that we have relaxed the constraint (3.6) in the definition of
M2 to simplify the arguments in the following. On the other hand, we cannot use the assumption
that P1, . . . , P6 are the vertices of a convex polygon anymore. To establish our result, We need one
more lemma.
Lemma 3.4. M2 is attained at some pu1, v1, u2, v2, u3, v3q satisfying one of the following conditions:
1. v1 “ v2 “ v3.
2. ∆˜p1, 3, 5q “ 1, v3 “ u3, ∆˜p2, 3, 6q ă 1 and v3 “ v1.
3. ∆˜p1, 3, 5q “ 1, v3 “ u3 and ∆˜p2, 3, 6q “ 1 .
Proof. Suppose M2 is attained at some pu1, v1, u2, v2, u3, v3q satisfying v3 ď v1 ď v2, (a), (b),
(c) and (f). If v2 “ v3, then v1 “ v2 “ v3.
Suppose v2 ą v3. We first show that ∆˜p1, 3, 5q “ 1. Assume that ∆˜p1, 3, 5q ă 1. Note that
g1pu1, v1, u2 ` d, v2 ` e, u3, v3q “ g1pu1, v1, u2, v2, u3, v3q ` v1d` u1e,
g4pu1, v1, u2 ` d, v2 ` e, u3, v3q “ g4pu1, v1, u2, v2, u3, v3q ,
gpu1, v1, u2 ` d, v2 ` e, u3, v3q “ gpu1, v1, u2, v2, u3, v3q ` p1´ v3qd` u3e .
Then we can do the following to increase g to derive a contradiction. (1) If v2 ă 1, then take
a suitable d “ e ą 0. (2) If v2 “ 1, then ∆p1, 3, 5q “ u1v2 ` u2v1 ă 1 implies that u2 ă 1 as
u1 ` v1 ě 1. We may let d ą 0 “ e.
Next, we show that we may assume that v3 “ u3. Note that
g1pu1, v1, u2, v2, u3 ´ p1´ u1qd, v3 ´ v1dq “ g1pu1, v1, u2, v2, u3, v3q ,
g4pu1, v1, u2, v2, u3 ´ p1´ u1qd, v3 ´ v1dq “ g4pu1, v1, u2, v2, u3, v3q ,
gpu1, v1, u2, v2, u3 ´ p1´ u1qd, v3 ´ v1dq “ gpu1, v1, u2, v2, u3, v3q ` p1´ v2qd .
Since u1 ` v1 ą 1, we may decrease v3 ´ u3 without decreasing g. Hence, we may assume that
v3 “ u3.
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We further claim that v2 ą u2. If it is not true and v2 “ u2. Then ∆˜p1, 3, 5q “ pv1` u1qu2 “ 1,
and 1` u2 “ 1` v2 ě u1 ` v1 “ 1{u2 so that 1` u2 ě 1{u2 ě 0. Hence u2 P rp
?
5´ 1q{2, 1s, and
gpu1, . . . , v3q “ 1{u2 ` u2 ´ 1 ă 5{4 for u2 P rp
?
5´ 1q{2, 1s,
which is a contradiction.
Now, we can show that ∆˜p2, 3, 6q “ 1 or v3 “ v1. Note that
g1pu1, v1, u2, v2, u3 ` d, v3 ` dq “ g1pu1, v1, u2, v2, u3, v3q ,
g4pu1, v1, u2, v2, u3 ` d, v3 ` dq “ g4pu1, v1, u2, v2, u3, v3q ` pu1 ` v1 ´ 1qd,
gpu1, v1, u2, v2, u3 ` d, v3 ` dq “ gpu1, v1, u2, v2, u3, v3q ` pv2 ´ u2qd .
Suppose ∆˜p2, 3, 6q ă 1. If v3 ă v1, then we can increase g by choosing d ą 0, a contradiction. So
we have v3 “ v1. l
Now we can finish the proof of Proposition 3.3.
Suppose pu1, v1, u2, v2, u3, v3q satisfies v3 ď v1 ď v2, (a), (b), (c), (f) and one of the conditions
in Lemma 3.4, we will show that gpu1, v1, u2, v2, u3, v3q ď 5
4
according to the three conditions.
Case 2.1 Suppose v1 “ v2 “ v3 “ v. Then we have
∆˜p1, 3, 5q “ pu1 ` u2qv , ∆˜p2, 4, 6q “ pu1 ` u3qv ,
gpu1, v1, u2, v2, u3, v3q “ u1 ` u2p1´ vq ` v ` u3v ´ 1.
We need to maximize gpu1, v1, u2, v2, u3, v3q subject to the constraints:
pu1 ` u2qv ď 1 ô u2 ď 1´ u1
v
,
pu1 ` u3qv ď 1 ô u3 ď 1´ u1
v
,
and
5
4
ď u1 ` v1 ď 2, 0 ď u2, u3 ď v ď 1.
Because
ˆ
v ´ 1
2
˙
2
ě 0, it follows that v2 ě v ´ 1
4
ě 1´ u1, and hence 1 ě 1´ u1
v2
. Therefore, the
maximum of gpu1, v1, u2, v2, u3, v3q occurs at u2 “ u3 “ 1´ u1
v
. Then
gpu1, v1, u2, v2, u3, v3q “ u1 ` v ` 1´ u1
v
´ 1 “ hpu1, vq.
Since
Bh
Bv “ 1´
1´ u1
v2
ě 0, the maximum of h occurs at v “ 1, which gives hpu1, 1q “ 1 ă 5
4
.
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Case 2.2 Suppose ∆˜p1, 3, 5q “ 1, v3 “ u3 “ v1 “ v. Then we have
∆˜p1, 3, 5q “ u2v ` u1v2 “ 1 ñ u2 “ p1´ u1v2q
v
and
gpu1, v1, u2, v2, u3, v3q “ pu1 ` vqp1 ` v2q ` 1´ u1v2
v
´ 2 “ kpu1, v2, vq.
So we want to maximize kpu1, v2, vq subject to
∆˜p2, 3, 6q “ vpu1 ` vq ď 1, 1
4
ď 5
4
´ u1 ď v ď v2 ď 1, 1´ u1v2
v
ď v2.
Equivalently,
1
4
ď 5
4
´ u1 ď v ď 1
v ` u1 ď v2 ď 1.
Note that
Bk
Bv2 “ v ´ u1
ˆ
1
v
´ 1
˙
.
Suppose
Bk
Bv2 ě 0, i.e., u1 ď
v2
1´ v . Then the maximum of k occurs at v2 “ 1 so that
kpu1, 1, vq “ 2u1 ` p1´ u1q
v
` 2v ´ 2.
Elementary calculus shows that the maximum of 2u1 ` p1´ u1q
v
` 2v ´ 2 with
1
4
ď 5
4
´ u1 ď v ď 1
v ` u1 ď 1, u1 ď
v2
1´ v
occurs at v “ 2
3
, u1 “ 5
6
and kp5
6
, 1,
2
3
q “ 5
4
.
Suppose
Bk
Bv2 ă 0, i.e., u1 ă
v2
1´ v . Then the maximum of k occurs at v2 “
1
pu1 ` vq so that
kpu1, 1pu1 ` vq , vq “ u1 ` v `
1
pu1 ` vq ´ 1.
Direct calculation shows that the maximum of u1 ` v ` 1pu1 ` vq ´ 1 in
1
4
ď 5
4
´ u1 ď v ď 1
v ` u1 ď 1, u1 ě
v2
1´ v
occurs at u1 “ 1, v “
?
5´ 1
2
, which gives v2 “
?
5´ 1
2
and kp1,
?
5´ 1
2
,
?
5´ 1
2
q “
?
5´ 1 ă 5
4
.
Case 2.3 ∆˜p1, 3, 5q “ 1, ∆˜p2, 3, 6q “ 1 and v3 “ u3. Then we have
u1 “ p1´ v1 ` v3 ´ v1v3q
v3
, u2 “ v1v2 ` v3 ` v1v2v3 ´ v2 ´ v2v3
v1v3
,
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and
gpu1, v1, u2, v2, u3, v3q “ p1´ v1qpv1 ´ v2q ` v3 ` pv2 ´ 1qv
2
3
v1v3
“ ℓpv1, v2, v3q.
So we want to maximize ℓpv1, v2, v3q subject to
1
4
ď 5
4
´ p1´ v1 ` v3 ´ v1v3q
v3
ď v1 ď v2 ď 1, v1v2 ` v3 ` v1v2v3 ´ v2 ´ v2v3
v1v3
ď v2 ď 1.
Equivalently,
v1 ď v2 ď 1, 1
1` v3 ď v1 ď
4´ v3
4
.
Note that
Bℓ
Bv2 “
v1 ` v23 ´ 1
v1v3
.
Suppose v1 ` v23 ě 1. The maximum of ℓ occurs at v2 “ 1 so that ℓpv1, 1, v3q “
v3 ´ p1´ v1q2
v1v3
.
Direct calculation shows that the maximum of
v3 ´ p1´ v1q2
v1v3
with
v1 ď v2 ď 1, 1
1` v3 ď v1 ď
4´ v3
4
, v1 ` v23 ě 1
occurs at v1 “ v3 “ 2
3
and ℓp2
3
, 1,
2
3
q “ 5
4
.
Suppose v1`v23 ă 1. The maximum of k occurs at v2 “ v1 so that ℓpv1, v1, v3q “
1´ p1´ v1qv3
v1
.
Direct calculation shows that the maximum of
1´ p1´ v1qv3
v1
in
v1 ď v2 ď 1, 1
1` v3 ď v1 ď
4´ v3
4
, v1 ` v23 ď 1
occurs at v1 “ 2
3
, v3 “ 1
2
and ℓp2
3
,
2
3
,
1
2
q “ 5
4
. l
Remarks Several comments related to Proposition 1.2 are in order.
1. The proof of Proposition 1.2 is direct but quite lengthy. A shorter proof is desirable.
2. One might expect that a symmetry argument can be used to show that the solution of
Proposition 1.2 is attained at a regular hexagon by a suitable affine transform when n “ 6,
but it is not the case as shown by our result.
3. One may generalize Proposition 1.2 and determine the optimal bound of the ratio between
the area of an n-sided convex polygon and the area of an maximal m-sided polygon in it for
m ă n.
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