into which the rectangular coordinate axes divide the space. In this paper, a simple necessary and sufficient condition that the £'s and 77's provide a partition is given; the result is reinterpreted in the language of matrices.
Let the orientation of an ordered set of vectors jai, a2, • • • , a"} be given as usual by the sign of the determinant, sgn det (ai, • • • , an). Any m -1 of the a's determine a hyperplane, separating En into the two half-spaces lying on opposite sides of the hyperplane.
For the sake of simplicity in the statement of the theorem, we assume without loss of generality that the ordered set {$1, &,•••, £"} is positively oriented.
Theorem.
The 2n cones (ai, ■ ■ ■ , a") partition En if and only if sgn det (ai, • • • , a») = ( -1)" where s = the number of 77's among the a's; equivalently, if and only if, with respect to every choice of n -1 a's, the £ and rj for the omitted index are separated by the hyperplane determined by these a's. Proof. The equivalence of the determinant and separation condition is obvious; we shall give the proof of the theorem using the geometric language of half-spaces and separating hyperplanes wherever possible.
Necessity is immediate, for if the £ and 77 of any index, say the jth, were to lie in the same half-space relative to any choice of vectors ai, ■ • • , ctj-i, otj+i, ■ ■ ■ , dn for the remaining indices, then the two cones («i, • • • , ay_i, £/, aJ+1, • • • , an) and (au • • • , a,_i, 77;, otj+i, ■ ■ ■ , ari) would clearly have an w-dimensional intersection, contradicting partition.
To prove sufficiency, consider first the union of the 2" cones, which is a closed set in £n. Its complement, if not empty, is an open set, whose boundary is made up of (n -l)-dimensional pieces of certain (n -l)-dimensional faces of certain of the cones. But no (n -1)-dimensional face can contribute such pieces to the boundary, for the fact that the omitted £ and 77 lie in opposite half-spaces clearly places the relative interior of a face in the interior of the union of the two cones spanned by the face and the omitted £ and 77 respectively. Hence the complement is empty, and the union of the 2" cones must be all of £\ There exists then a positive to such that 5,0 lies in a face of M. As we just saw, this must be a face opposite to one of the 77*, r^i^n. But by the argument that was applied to 5 in the beginning, this yields a contradiction to the induction assumption, so that the intersection property must hold and the theorem is proved.
It is instructive as well as useful in facilitating applications and for computational purposes to view the foregoing matter in the light of matrices. Accordingly, let A and B be the square matrices whose columns are, respectively, the components of the £* and 77,-. We will say that the matrices A and B give a partition whenever their columns do. The partitioning condition on the £'s and 77's is clearly a centro-affine invariant, that is to say invariant under the full linear group of all nonsingular linear transformations on En; under a nonsingular linear transformation with matrix P, the matrices A and B are replaced by PA and PB, and the matrices PA and PB give a partition if and only if the matrices A and B do. Further, if sgn det P = 1, then the positive orientation of the first set of vectors is preserved. Under the assumption that matrices A and B give a partition and sgn det .4 = 1, it follows from our main theorem that sgn det B = ( -1)", or that sgn det ( -B) = l. Hence sgn det ( -B~1) = l, so that the pair C, -I with C= -B~XA again gives a partition, with the first set of vectors in a positive orientation. (As a matter of fact, C will be positively oriented even when A is not, as may be verified immediately.) Now let D be obtained from C by replacing some h columns of C by the corresponding columns of -I. Then det D = ( -l)h det C where C is the principal submatrix of C obtained by deleting the given h columns and corresponding rows. By the main theorem, however, sgn det D = ( -l)h, so that sgn det C = 1. Putting the argument together, we conclude with the simple condition that two matrices A and B, equivalently the matrices C= -B~1A and -I, give a partition if and only if every principal minor of C is positive.
Although many of the above arguments go through unchanged, the proper formulation of the problem in the infinite dimensional case is not clear. Presumably, a linear topological space would provide the proper setting for it.
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