Recently, wormhole routers with multi-destination capability have been proposed to support fast multicast in a multi-computer network. To avoid communication deadlock, existing results have proposed to construct a Hamilton path, Euler path, trip, or their variants, in the network, perhaps with some degree of support of virtual channels 1, 14, 15, 18, 23] . In this paper, we identify that a network which is itself Eulerian or is Eulerian after some links are removed, can enjoy the multi-destination capability without support of virtual channels. From this definition, we then develop several techniques to achieve fault-tolerant multicast in a torus/mesh of any dimension with regular fault patterns (such as single node, block, L-shape, T-shape, +-shape, U-shape, and H-shape) and even irregular fault patterns. The result improves over existing results on the requirement of support of virtual channels and fault-tolerant capability. Simulation results on tori are presented.
Introduction
In a multicomputer network, processors often need to communicate with each other for various purposes. E cient communication has been recognized to be critical for high performance computing. The communication problem can be characterized according to network topologies (e.g., mesh, torus, hypercube, or star graph), communication patterns (e.g., one-to-one, permutation, broadcast, or multicast), and switching technologies (e.g., package-switching, circuit-switching, or wormhole-routing). Packet-and circuit-switching have been used by earlier parallel computers and much routing work can be found in 3, 7, 11, 21, 22] . The more recent parallel computers (such as Intel Touchstone DELTA, Intel Paragon, MIT J-machine, IBM SP2, and Cray T3D) have adopted wormhole routing 2, 8, 16] , which is known to be quite insensitive to routing distance and can o er fast inter-processor communication.
This paper studies the multiple multicast problem in a wormhole-routed network, where any node in the network may intend to send a multicast message to any set of destination nodes at any time. Multicast has many applications, such as parallel graph algorithms, barrier synchronization, and memory update/invalidation for cache coherence in distributed-shared memory systems. Both one-to-one communication and broadcast are special cases of multicast.
One major advance in solving this problem is the recently proposed path-based solutions, by enhancing routers with multi-destination capability 1, 9, 10, 13, 14, 15, 17, 18, 23] . Worms travel in the network like a path. Simple hardware is added to the router to enable it to copy the content of a worm while forwarding the worm to the next router. The header of such a worm can carry a number of destination addresses for the worm to visit. So such worms are also termed as multidestination worms 10, 17] . On seeing its address in the header, a router retrieves its address and forwards the worm (according to the routing function) to the next router. As the worm passes by, the router also makes a copy of the worm body for itself. As a worm can deliver a message to multiple destinations with only one startup cost, the high software startup cost for worm initiation is reduced.
To avoid communication deadlock, some ordering on channel use must be enforced. Examples of such enforcement can base on constructing a Hamiltonian path, Euler path, trip, or their variants in the network. In 15], a Hamiltonian path is rst constructed from the network to restrict the order of destinations to be visited by the multidestination worms. Observing that a network is not always Hamiltonian and determining whether a network is Hamiltonian is NP-complete, 23] suggests to use a trip instead of a Hamiltonian path to enforce such ordering. As a trip always exists in any network, this extends the applicability of the path-based model to arbitrary network topologies. However, two virtual channels per physical channel are required. To relax the Hamiltonian constraint, 14] proposes to construct a pseudo-Hamiltonian path (one which visits each vertex of the network at least once and each edge at most once) in the network. No virtual channel is needed. How to construct a pseudo-Hamiltonian path in a mesh with some faulty blocks is shown in 14]; however, this is in general fairly complex and not always possible.
A di erent direction of e orts is based on constructing an Euler path in the network . It is suggested in 18] to use an undirected Euler path in the network to enforce channel ordering. No virtual channel is needed. A similar approach is in 1], which is based on nding a directed Euler path. The major di erence is that any undirected graph, when being converted to a directed one (by regarding each link as two opposite directed links), is guaranteed to have a directed Euler path. Hence, the approach in 1] has broader applicability than that in 18]. However, using directed Euler path will require two virtual channels per physical channel, except in some special cases.
In this paper, we identify that a network which is Eulerian or is Eulerian after some links are removed (in the undirected sense), can enjoy the multi-destination capability without support of virtual channels. This is more hardware-e cient than those results that require virtual channels and imposes less constraints than those that require the network be Hamiltonian or Eulerian. Although most popular networks (such as mesh, torus, and hypercube) are Hamiltonian or Eulerian, such property can be easily destroyed by a few faulty nodes in the network y . Furthermore, irregular networks, which are receiving increasing attention with the appearance of NOW (network of workstations), usually do not have such properties.
Another emphasis of this paper is on fault tolerance. To demonstrate the usefulness of our de nition, we focus on torus/mesh networks of any dimension with some injured nodes. We develop several techniques to remove links from an injured network to make it Eulerian (note that \removing links" does not imply that these links can not be used for communication; see subsequent sections). It turns out surprisingly that many regular fault patterns (such as single node, block, L-shape, T-shape, +-shape, U-shape, and H-shape) and even irregular fault patterns can be solved successfully. In this regard, our fault-tolerant capability has outperformed existing results. Several results 4, 5] have focused on tolerating rectangular faults in a 2D mesh with pointto-point communication capability. The drawback is that some healthy nodes may be In graph theory, one interesting contrast between Eulerian and Hamiltonian properties is that determining whether a graph is Eulerian takes polynomial time, whereas determining whether a graph is Hamiltonian is NP-complete 19]. We exemplify this by a 6 6 torus, which is Hamiltonian and Eulerian. Any faulty node will make the network non-Eulerian, as there will be 4 nodes with odd degrees. Also, the network is bipartite, whose nodes can be partitioned into two groups, each with 18 nodes. If two nodes in any group are faulty, the network is non-Hamiltonian, as a Hamiltonian path must visit nodes of these two groups alternatively. This argument can be easily extended other bipartite graphs too. (by the same authors of this paper) can tolerate a subset of faulty patterns in this paper in a 2D mesh/torus without using virtual channels, but the approach is ad-hoc in nature and thus is di cult to use. The approach in this paper is systematic, very general, and easy to use. Finally, we summarize the above discussion in Table 1 . The rest of this paper is organized as follows. Section 2 introduces the Euler-pathbased multicast model. Section 3 shows how to apply the model to a 2-D torus with faults. In Section 4, we further extend the result to faulty tori of higher dimensions. How to apply to meshes is discussed in Section 5. Section 6 presents our simulation results. Conclusions are drawn in Section 7.
The Euler-Path-Based Multicasting Model
A multicomputer network is represented by an undirected system graph G = (V; E) with vertex set V corresponding to processors (nodes) and edge set E to communication links. Each undirected edge (u; v) consists of two directed links hu; vi and hv; ui.
Throughout, we assume G to be connected. An Euler path in G (if any) is an undirected path that traverses each edge of G exactly once (and thus each node once or more). A graph is said to be Eulerian if it contains an Euler path. In the above lemma, when condition (a) holds, the path in fact forms a circuit. Otherwise, the Euler path must start from and end with the two odd-degree nodes.
For instance, Fig. 1(a) shows a system graph with an Euler path from f to d. The graph in Fig. 1(b Note that each^ i is associated with i 's location, i, in the Euler path. So^ i 6 =^ j i i 6 = j (but not necessarily i 6 = j ). De nition 2 The f-graph (read as forward graph) with respect to , denoted as G f ( ) = (V f ; E f ), is a directed graph such that V f = f^ 1 ;^ 2 ; : : : ;^ n g E f = fh^ i ;^ i+1 iji = 1::n ? 1g fh^ i ;^ j ij(i < j)^( i ; j ) 2 E 2 g: Figure 2 : The f-graph and b-graph corresponding to the example in Fig. 1(b) .
Using the system graph in Fig. 1(b) as an example, we can let E 2 = f(a; c); (g; i); (d; e)g and draw the corresponding f-graph G f ( ) as shown in Fig. 2 . Intuitively, we regard links in the Euler path as the \backbone" of G f ( ) (refer to the rst set in the equation of E f ). All removed links ( i ; j ) 2 E 2 are added between all occurrences of i and^ j from left to right as shortcuts (refer to the second set in the equation of E f ).
In a similar way, we de ne the backward-graph as follows. Once the tool graphs G f ( ) and G b ( ) are constructed, we can image that multicasting are conducted on them. Deadlock freedom is guaranteed as G f ( ) and G b ( ) are acyclic. The development of routing algorithms will be similar to other path-based schemes 1, 15, 18, 23] . So in the following, based on 23], we only give an outline of the multicast algorithm. Suppose that a node s 2 V wants to multicast a message M to a set D of destinations.
Step 1: We rst identify a node^ i in^ such that^ i = (s; i). Then map each node in D to one in^ . Using^ i , we can partition D into two subsets D f and D b , such that nodes of D f (resp., D b ) are on the right-hand (resp., left-hand) side of^ i in G f ( ) (resp., G b ( )).
Step 2: Sort D f and D b in the ascending and descending order, respectively, based on the node ordering in^ . Inject a worm carrying D f and M into G f ( ), and another worm carrying D b and M into G b ( ).
Step 3: The worm in G f ( ) should visit nodes of D f in that order. Whenever possible, the shortcut links E 2 can be used for increasing adaptivity or reducing travel distance. However, taking shortcuts should always keep the unvisited nodes in D f 
3 Applying to 2-D Tori with Faults
A 2-D m n torus is an undirected graph consisting of mn nodes each denoted as p x 1 ;x 2 , 0 x 1 < m and 0 x 2 < n. Each node p x 1 ;x 2 is of degree 4 and is connected to p (x 1 1)modm;x 2 and to p x 1 ;(x 2 1)modn . Clearly, a fault-free 2D torus is already Eulerian.
However, when there are some faulty nodes in the network, the Eulerian property may be destroyed. One possible solution, as suggested by our model, is to nd a link set E 2 whose removal from the network will make the network Eulerian again.
In this section, we consider G to be a 2-D torus with some damaged nodes (the damaged nodes are not included in G). We view the damaged nodes as a number of faulty clusters which are de ned as follows. Two nodes p x 1 ;x 2 and p x 0 1 ;x 0 2 are regarded as neighbors if jx 1 ? x 0 1 j 1 and jx 2 ? x 0 2 j 1 (thus a node has 8 neighbors). A faulty cluster is a maximum set of faulty nodes that forms a connected component, in the sense of neighborhood relationship de ned above, in the original torus. Given a faulty cluster, we de ne the perimeter of the cluster to be the cycle formed by all and only the healthy nodes that are a neighbor to any faulty node in the faulty cluster. Intuitively, the perimeter is formed by the fault-free nodes \tightly" wrapping around the faulty cluster. In graph-theoretical terms, a simple cycle is one that does not have any subcycles. A faulty cluster is simple if its perimeter is simple. For instances, the faulty clusters in Fig. 4 (a) and (b) are simple, while that in Fig. 4 (c) is non-simple. Directly from the above de nitions, one should be able to derive an algorithm to construct faulty clusters in a 2-D torus and their perimeters.
In the following discussion, we only consider faulty clusters that are simple (the reason will be discussed later). We rst present our solution to deal with a single faulty cluster. The result will then be extended to handle multiple faulty clusters.
Single Faulty Cluster
We rst point out several important properties of perimeters.
Lemma 2 The length of the perimeter of any simple faulty cluster in a 2-D torus is even.
Proof. We traverse the cycle starting from any node. When returning back to the starting node, we must have traversed an equal number of positive-x and negative-x hops, and similarly the positive-y and negative-y hops. So the lemma follows.
2
A node on a perimeter is called a corner node if it falls on a position of the perimeter where a 90-degree turn is made; otherwise it is a non-corner node. For instances, nodes a and b in Fig. 4 (a) are corner nodes. The following lemma can be easily observed.
Lemma 3 On the perimeter of a simple faulty cluster, every corner node has an even degree, while every non-corner node has an odd degree. Lemma 4 On the perimeter of a simple faulty cluster, there must be an even number of corner nodes and an even number of non-corner nodes.
Proof. We can traverse the perimeter link by link starting from any link. Note that since the perimeter is simple, each link on the perimeter must be traversed exactly once. Each link can be assigned one of the states, feast, west, north, southg, according to the direction when it is traversed. For any two consecutive links traversed, their directions must be unchanged or switched. That is, we can assign the node incident by the two links one of the states, funchanged, switchedg. So the nodes on the perimeter can be regarded as a chain of states. Note that a node with an \unchanged" state is a non-corner node, and one with an \switched" state is a corner node.
Observe that if a node has a \switched" state, we must make a turn from one of feast, westg to one of fnorth, southg, or vice versa. The chain must have an even number of \switched" states because when we traverse back to the starting link, we must return back to the initial direction. So the number of corner nodes must be even.
As the chain has an even number of nodes (Lemma 2), the number of non-corner nodes is also even. 2 In the following, suppose there is only one simple faulty cluster C in the network. We discuss how to construct the link set E 2 in two stages.
Stage 1: Making All Nodes' Degrees Even
We run the procedure CF() in Fig. 5 using C as the input. Mainly, CF() traverses the perimeter of C and tries to move some links to E 2 to keep all perimeter nodes' degrees even. Lemma 3 suggests two guidelines to do so:
(i) when a non-corner node x is traversed, move one of the perimeter links incident to x to E 2 , and
(ii) when a corner node x is traversed, either move both perimeter links incident to x to E 2 , or move none of them.
In the procedure, this is re ected by the binary ag f; whenever f = 0, the corresponding link is moved to E 2 .
To prove that procedure CF() does follow rules (i) and (ii), observe that f toggles between 0 and 1 when a non-corner node is traversed; otherwise, it remains unchanged.
Procedure CF(C); = input C = a simple faulty cluster = begin f := 1; E 2 = ;; This has implied that each node incident by e i and e i+1 will have an even degree, i = 1::p ? 1. It remains to prove that the node (called x below) incident by e 1 and e p also has an even degree. If x is a non-corner node, then by Lemma 4 there must be an even number of corners and an odd number of non-corners that have been traversed excluding x. This implies ag f (for e p ) must be 0 at the end, so x observes rule (i). Otherwise, if x is a corner node, then there must be an odd number of corners and an even number of non-corners that have been traversed excluding x. So ag f must be 1 at the end, implying that x observes rule (ii).
Lemma 5 Given a simple faulty cluster, procedure CF() can construct a link set E 2 whose removal from the torus induces a network in which all nodes have even degrees.
For instance, if we execute procedure CF() on the faulty clusters in Fig. 4(a) and (b), some possible results are shown in Fig. 6 (a) and (b), respectively. The removed links are shown in dotted lines. In these examples, the perimeters are traversed counterclockwise and the rst links traversed (i.e. e 1 ) are marked by (however, any perimeter link can serve as e 1 ).
Stage 2: Making the Network Connected
Although procedure CF() generates a network with only even-degree nodes, the removal of E 2 may disconnect the network. This may be for two reasons: (i) a corner node originally having a degree of 2 is isolated because both links incident to it are removed (e.g., node b in Fig. 6 (a) and nodes s; t and u in Fig. 6(b) ), or (ii) two segments of the perimeter are adjacent and parallel to each other (e.g., the block containing nodes n 1 : : : n 4 in Fig. 6(b) ).
In the following, we propose a general solution to the isolation problem. Let G 0 be the network obtained from G after removing E 2 . Suppose G 0 is disconnected and H 1 Algorithm: Connection-Scheme 1. Identify a subgraph of G which is a simple cycle and which contains at least one node in H 1 and at least one node in H 2 . Note that can contain links in E 2 under this de nition.
2. For each edge e in , if e 2 E 2 , then delete e from E 2 ; otherwise, add e into E 2 .
Intuitively, we try to use the cycle to join the two components H 1 and H 2 together by reversing its links in E 2 . After the adjustment, every perimeter node still has an even degree. To prove this, for any node v in , consider the two edges incident to v in . There are three cases. First, if both edges are in E 2 , then the degree of v will be increased by two after the adjustment. Second, if only one of the edges is in E 2 , then the degree of v will be unchanged. Third, if both edges are not in E 2 , the degree of v will be decreased by 2.
For instance, in Fig. 6(c) , to connect the isolated node s, we can let be the cycle consisting of edges fe 1 ; e 2 ; e 3 ; e 4 g (shown in gray). This will result in e 1 and e 4 being deleted from E 2 , and e 2 and e 3 added into E 2 . The isolated node t can be treated similarly. The scheme can even be used to connect multiple components together. For instance, in Fig. 6(c) , the isolated node u and the isolated block formed by n 1 : : : n 4 are joined with the rest of the network with only one cycle.
One can easily observe that the application of these rules may introduce new isolated components due to the edges newly added into E 2 . So we may need to apply the Connection-Scheme again using another . Even worse, we may need to repeat the process several times and may oscillate between isolated states. If so, solutions like 4, 5] by deactivating some isolated components (by regarding them as faulty) may be inevitable to make our model work. In Section 6, some simulation results on 2-D tori are presented, which show that when the number of faults is not too large, our solution can succeed with very high probability without needing deactivating healthy nodes.
Extension to Multiple Faulty Clusters
In procedure CF(), to deal with one faulty cluster, we only move some links on the perimeter to E 2 . All other parts of the torus are una ected. Thus, if no perimeters of faulty clusters are overlapping, CF() can directly be used to handle multiple faulty clusters to make all nodes' degrees even. Below we discuss some problems that may need to be taken care of after executing CF(). First, the isolation problem similar to what discussed earlier may occur if the perimeters of two faulty clusters are adjacent to each other. For instance, Fig. 7(a) shows two faulty clusters in a network. After executing CF() on each of them, a 2 2 block between them is disconnected from the rest of the network. One remedy is to use the Connection-Scheme in Section 3.1.2 to modify link set E 2 ; such possibility is shown in Fig. 7(b) using the cycle drawn in gray.
When the perimeters of two faulty clusters overlap with each other, directly applying CF() will not work as inconsistency may take place during making decisions of moving which links to set E 2 . Fig. 8(a) demonstrates such a dilemma. Below we propose a general approach to solve this problem, given two simple faulty clusters C 1 and C 2 whose perimeters are overlapping.
1. Consider the path, say P, that is in common to the perimeters of both C 1 and C 2 . Let's call the healthy nodes in P, excluding the two endpoints, as transiently faulty nodes.
2. Join the transiently faulty nodes and the faulty clusters C 1 and C 2 together into a larger faulty cluster (which must be simple) and run procedure CF() on it.
3. Construct a simple cycle which contains P and run the Connection-Scheme in Section 3.1.2 to make the network connected.
For instance, Fig. 8(a) shows the result after executing CF() by combining all transiently and permanently faults into one large faulty cluster. Fig. 8(b) shows how to join the transiently faulty nodes with the rest of the network using a cycle .
Finally, we comment that although the above scheme is presented for two faulty clusters, it is not hard to extend it to deal with multiple faulty clusters.
What Our Model Can and Can't Do?
The above discussion has shown that our model can be applied to a torus with one, or even more, simple faulty clusters. Our formulation has required that the perimeters of faulty clusters be simple cycles. To see why our approach can not handle perimeters which are non-simple cycles, observe the example in Fig. 4(c) ; it is impossible to construct an Eulerian subnetwork because there are at least three nodes, n; p, and q, having degrees of 1, thus violating Lemma 1.
Even with such a limitation, simple faulty clusters are still powerful enough to represent a large group of common fault patterns. For instance, the most frequently seen failure is probably the single-node fault (e.g., the one on the top of Fig. 4(a) ), which is obviously simple under our de nition. Another commonly seen faulty pattern which is also simple is the block fault, where the faulty nodes form a rectangle. This is because the typical layout of a torus is to partition the torus into sub-meshes, each being implemented on a printed-circuit board. As a board or consecutive boards tend to fail at the same time, block faults are very likely to happen.
Many faulty clusters with regular shapes are also simple. Examples include the L-shape, T-shape, and +-shape clusters (this can be easily proved by observing their perimeters; the one on the bottom of Fig. 4(a) is an L-shape faulty cluster). The other regular patterns, such as U-shape and H-shape faulty clusters, are not guaranteed to be simple if they have one or more \dead-ends" (i.e., a path of healthy nodes surrounded by faults, such as nodes n; p, and q in Fig. 4(c) ). Excluding these cases, a U-or H-shape faulty cluster will be simple.
In addition to faulty clusters with regular shapes, many irregular faulty patterns are also solvable under our approach (e.g., the cluster in Fig. 4(b) ). So our model can deal with very broad coverage of fault patterns, thus signi cantly improving over many existing approaches which restrict fault patterns be rectangular (refer to Table 1) .
If unfortunately a faulty cluster is non-simple, one remedy to this problem is to sacri ce some healthy nodes neighboring to the cluster (by regarding them as faulty) to make the perimeter simple. For example, by regarding nodes n; p, and q in Fig. 4(c) as faulty, the faulty cluster will become simple. Although this is somewhat undesirable, the result is still better than restricting faulty clusters be rectangular.
Extensions to Tori of Higher Dimensions with Faults
An n-D torus is Eulerian since each node has an even degree (2n), so our model can be directly applied to it. In case that some nodes are faulty, this section shows that it is highly possible to make the network Eulerian so as to apply our model.
The following lemma is a generalization of what the earlier procedure CF() did.
Lemma 6 Let G = (V; E) be a graph and S = (x 0 ; x 1 ; : : : ; x p?1 ) be a subgraph of G which is a simple cycle, where p is even. Suppose there is a set E 2 of links such that disregarding the links in E 2 , there are an even number of even-degree nodes (and thus an even number of odd-degree nodes) in S. Then it is possible to construct another link set E 0 2 E such that disregarding the links in E 0 2 , each node in S has an even degree.
Proof. First, let E 0 2 = E 2 . We will develop an algorithm which will gradually modify E 0 2 to achieve our goal. Each pair (x i ; x i+1 ) will be associated with a binary ag f (we 
By \reverse", we mean that if (x i ; x i+1 ) 2 E 0 2 , then delete it from E 0 2 ; otherwise, add this link to E 0 2 .
The algorithm works as follows. Similar to CF(), we traverse S sequentially. Initially, f can be set to either 0 or 1. While traversing S, ag f is toggled according to the following rules (note: we count x 1 's degree in G excluding E 2 ): (i) If x i is an even-degree node, then the f's associated with (x i?1 ; x i ) and (x i ; x i+1 ) should be the same.
(ii) If x i is an odd-degree node, then the f's associated with (x i?1 ; x i ) and (x i ; x i+1 ) should be distinct.
Rule (i) guarantees that the degree of an even-degree node remains even, whereas rule (ii) guarantees that the degree of an odd-degree node will be increased/decreased by 1. It remains to prove that rules (i) and (ii) must hold true in the traversal. It hangs on that p is even. The proof is similar to that of Lemma 5 and we omit the details. 2
An example of the above lemma is in Fig. 9 . Cycle S has 10 nodes. The initial ag f for (x 0 ; x 1 ) is arbitrarily set to 1. After the traversal, rules (i) and (ii) both hold true.
Intuitively, our yet-to-be-presented schemes will work in several steps. E 2 is a set of links that were decided to be removed from the network in earlier steps. The above Given an injured torus, in the subsequent sections, we will show how to gradually change, by repeatedly applying the above lemma, the set of links to be removed from the torus to make it Eulerian. Below, for ease of understanding, we rst discuss an example in a 3-D torus with one faulty block. Then we will present a general solution in a 3D torus with faulty clusters (of irregular shapes) and further discuss in general the solution for any n-D torus.
An Example: 3-D Torus with Faulty Blocks
Without loss of generality, we denote a faulty block B in a 3-D torus by identifying its two anti-podal nodes, (x; y; z) and (x 0 ; y 0 ; z 0 ). That is, all nodes (i; j; k) such that x i x 0 , y j y 0 , and z k z 0 are inside the block (for notational simplicity, we omit saying \mod" that is necessary whenever wrapping-around occurs).
We will remove some links from the surface of B, which is de ned to be the block B 0 excluding the block B, where block B 0 is identi ed by the anti-podal nodes (x ? 1; y ? 1; z ? 1) and (x 0 + 1; y 0 + 1; z 0 + 1). Intuitively, the surface contains the healthy nodes and links \tightly" wrapping around B. For instance, Fig. 10(a) shows a 3-D faulty block and its surface.
Observing that only nodes on B's surface may have odd degrees, we propose the following link removal procedure:
Step 1: For each i = z::z 0 , consider the rectangle formed by the four corners (x ? 1; y ? 1; i), (x 0 + 1; y ? 1; i), (x 0 + 1; y 0 + 1; i), and (x ? 1; y 0 + 1; i). The rectangle forms a simple cycle on the surface of B. Observe that the cycle must satisfy the pre-conditions in Lemma 6 (its length is even and we can let E 2 = ;). So it is possible to use Lemma 6 to remove some links from the cycle to make all nodes' degrees even. See the example in Fig. 10(b) . After this step, all surface nodes, except those on the top and bottom of the surface, have even degrees.
Step 2: For each i = x::x 0 , consider the rectangle formed by the four nodes (i; y ? 1; z ? 1), (i; y 0 + 1; z ? 1),(i; y 0 + 1; z 0 + 1), and (i; y ? 1; z 0 + 1). Again, the rectangle forms a simple cycle of an even length. In order to apply Lemma 6, we can let E 2 be the set of links that have been removed in step 1; therefore, there will be two nodes with odd degrees: the one right on the top and the one right on the bottom of the faulty block. Then, we can apply Lemma 6 on this cycle to make all nodes (on this cycle) with even degrees. An example is in Fig. 10(c) . Repeating this for each i, all nodes on the surface of the faulty block will have even degrees.
3-D Torus with Faulty Clusters
It will be helpful to summarize what has been done above: we remove some links from the surface of a faulty block rst along xy-planes, and then along yz-planes. Although this shows in general how our scheme works, the part on counting node degrees still needs to be changed. To see this, consider the x-y plane shown in gray in Fig. 11(a) . There are 7 odd-degree nodes and 5 even-degree nodes on the perimeter wrapping around the faulty nodes. This will make Lemma 6 not applicable. The dilemma in fact comes from node w, which is considered as a corner node under our de nition, but which has an odd degree (3) . In this section, we will show how to resolve this dilemma | only links along x and y axes will be counted into nodes' degrees. This makes w's degree even, so there will be 6 odd-degree nodes and 6 even-degree nodes on the perimeter.
Similar to the earlier one, for a faulty cluster of any shape, we de ne its surface to be the healthy nodes and links \tightly" wrapping around the cluster.
De nition 4 In a 3-D torus, a faulty cluster is said to be simple if its surface satis es:
for each xy-plane and yz-plane, the intersection (if any) between the plane and the surface consists of only simple cycle(s).
For instance, Fig. 11(a) shows a irregular faulty cluster and its surface. It is not hard to observe that this faulty cluster is simple. Now suppose there is a simple faulty cluster C in a 3-D torus. We remove links from C's surface as follows:
Step 1: For each xy-plane, consider the simple cycles (if any) obtained from the intersection between the plane and the surface of C. For each simple cycle, we will apply Lemma 6 to make its nodes' degrees even. To do so, we will: (i) consider a node's degree summing over only x and y axes, and (ii) let the link set E 2 = ;. This will satisfy the pre-conditions of Lemma 6 (to see this, observe that this in fact reduces to our earlier 2-D torus case). After applying Lemma 6 to this cycle, all its nodes' degrees summing over only x and y axes will be even. An example is shown in Fig. 11(b) . After Step 1, the surface has the following property.
Lemma 7 After step 1, disregarding the links already removed, on each simple cycle (if any) obtained from the intersection between any yz-plane and the surface of C, there are an even number of odd-degree nodes and thus an even number of even-degree nodes (summing over all axes).
Proof.
Step 1 already ensures that each node, if counting only links on x-and y-axes, must have an even degree. What we are newly taking into account are those links on the z-axis. Consider each simple cycle, say S, obtained from the intersection between any yz-plane and the surface of C. Let's observe how a line, say L, in parallel to the z-axis intersects with S. (Note that since we are considering a torus, L is in fact a circle.) One interesting property is that the faults bounded by S must partition L into one or more line segments, each of length 1 (see the illustration in Fig. 12 ). Each segment has two end nodes. And these end nodes are the only nodes whose degrees will be increased by one, taking the links on the z-axis into account; all the rest nodes' degrees will be increased by two. So there are an even number of nodes with odd degrees on L. Taking all possible lines L into account, there must be an even number of odd-degree nodes on S. Since the length of S must be even, there are an even number of even-degree nodes too.
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Step 2: For each yz-plane, consider the simple cycles (if any) obtained from the intersection between the plane and the surface of C. For each node in a simple cycle, consider its total degree summing over all axes (excluding those already removed). Guaranteed by Lemma 7, we can apply Lemma 6 on each cycle to x nodes' degrees. Fig. 11(c) shows an example of Step 2. Link e is an example that is removed in
Step 1, but is reversed in Step 2. Also note that the earlier Connection-Scheme may Figure 12 : Proof of Lemma 7. S is a simple cycle obtained from the intersection of any yz-plane and the surface of a simple faulty cluster C. Lines L, which are in parallel to the z-axis, are shown by thick gray lines. The nodes marked by gray are those whose degrees will be increased by one, after taking links on the z-axis into account. be needed if some nodes are disconnected. Now the next challenge is how to generalize the result for tori of higher dimensions.
n-D Torus with Faulty Clusters
First, we need the concept of planes. In an n-D torus, an (i; j)-plane, 1 i; j n, is a hyperplane consisting of nodes which have common indices along each dimension k such that k 6 = i and k 6 = j. Still, we de ne the surface of a faulty cluster in an n-D torus to be the nodes and links tightly wrapping around the cluster. We only consider faulty clusters that are simple in the sense that for each (i; i + 1)-plane, i = 1::n ? 1, the intersection (if any) between the plane and the surface of the faulty cluster consists of only simple cycles.
Suppose there is a simple faulty cluster C in an n-D torus. The link removal procedure consists of n ? 1 steps as follows (i = 1::n ? 1):
Step i: For each (i; i + 1)-plane, consider the simple cycles (if any) obtained from the intersection between the plane and C's surface. For each node on each simple cycle, we consider its degree summing over only dimensions 1; 2; : : : ; i+1, but excluding those that are already removed (in the link set E 2 ). Apply Lemma 6 on the cycle to x nodes' degrees.
Two important properties hold true after step i. First, all surface nodes will have even degrees summing over dimensions 1; 2; : : : ; i+1. Second, on each (i+1; i+2)-plane, for each simple cycle (if any) obtained from the intersection between the plane and C's surface, there are an even number of odd-degree nodes, and the same for even-degree nodes, where degrees are summed over dimensions 1; 2; : : : ; i + 2. The proof is similar to that of Lemma 7. This inductively guarantees the applicability of Lemma 6 in step i+1. At the end, all surface nodes will have even degrees. Fig. 13 shows an example in a 4-D torus containing a 1 1 2 1 faulty block; after three steps (each working on links on (1,2)-, (2,3)-, and (3,4)-planes, respectively), all surface nodes will have even degrees.
Applying to Meshes with Faults
Although meshes are in general considered close families to tori, they are not nodesymmetric. To us, the main problem limiting the applicability of the Euler-based model is that some boundary nodes may have odd degrees. Below, we show how to remove some links on, or close to, the boundary of a mesh. The new network will become Eulerian. One nice, direct implication of doing so is that all techniques presented earlier for tori can be easily applied to meshes.
Given a 2-D mesh, we let be the cycle on its boundary. One easily observes that only the four corner nodes will have even degrees. Thus, we can run procedure CF() on to remove some links (see the example in Fig. 14(a) ). Note that the isolation problem may still occur (e.g., the four corner nodes). We can apply the Connection-Scheme to solve this problem (the result is in Fig. 14(b) ). Lemma 8 Given any n-D mesh in which each side has at least four nodes, it is possible to construct a set of links whose removal from the mesh will make the network Eulerian.
Simulation Results
We have developed a simulator based on the process-based CSIM library 20] to nd out the e ectiveness of our Euler-path-based model. A 16 16 torus was simulated. No virtual channels were used. Each router had only one it bu er per outgoing link. The latency parameters were assumed to be: the startup time to initiate a multicast t s = 5 sec, and the transmission time to deliver a it on a link t c = 0:02 sec. Source nodes, destination nodes, and faulty nodes (if any) were generated randomly. A node issued multicast requests in a rate of per unit time (here we use t c as a unit). The latency of a multicast was calculated from its issued time until all destination nodes received the message. We used the algorithm in 19] to construct an Euler path ( ) in the network. Below we present our simulation results. All results presented are from the average of 100 simulations. In the following, parts A) and B) are for fault-free tori to show the general performance behavior of our model. Parts C), D), E), and F) are for faulty tori to demonstrate the fault-tolerant capability of our model. For the later parts, our results are compared to the model by Agrawal and Ravikumar 1], which is most related to our model (it is based on directed Euler path and requires two virtual channels per physical channel; we call it AR scheme below).
A) E ects of Numbers of Sources and Destinations: Fig. 15 shows the average multicast latency at various combinations of sources and destinations when the network is fault-free. Each source node uses an arrival rate of = 0:01. The collected latencies are shown in Fig. 15(a) and (b) . As can be seen from the curves, with a xed number of sources, the latency increases sub-linearly with respect to the number of destinations, while with a xed number of destinations, the latency increases close to linearly with respect to the number of sources. This shows that the path-based model is more sensitive to the number of sources than that of destinations.
B) E ects of Worm Length: To see how message lengths a ect the communication latencies, we draw Fig. 16 , with worm lengths ranging from 4 to 64 its. In Fig. 16(a) , with a single source, congestion never occurs, so the pipeline e ect of wormhole routing is properly re ected by the linear increase of latency with respect to worm length. In Fig. 16(b) , with 16 sources, congestion could occur, especially when the multicast messages are long. Longer worms will worsen the situation. This is re ected by the points where latencies increase sharply. So the multi-destination type of networks are more appropriate for multicasting shorter messages than longer messages. C) Fault-free vs. Faulty Networks: One important application of our model is to deal with faults in a torus network. There are two objectives to be observed here: (i) how our scheme compared to ourself at fault-free and faulty cases, and (ii) how our scheme compared to the AR scheme 1]. In the faulty case, we randomly choose 10% of the nodes to be faulty. The results are shown in Fig. 17 . Generally speaking, faults do not a ect the communication latency in both schemes. However, the AR scheme has longer latencies than ours because a directed Euler path will be much longer than an undirected one. D) Numbers and Shapes of Faults: We are also interested in knowing how the number of faults and shape of faults a ect multicast latencies. Fig. 18 shows the simulation results when we randomly generate some numbers of faulty nodes in the torus. Fig. 19 uses similar simulation parameters, but some numbers of 4 4 faulty blocks are gener- ated instead of faulty nodes. Faults do not seem to degrade the performance. In fact, in Fig. 19 , the latency decreases slightly as the number of faulty blocks increases in both AR and our schemes. This is because the actual number of healthy nodes drops, resulting in reduction in actual tra c injected into the network. E) Throughput: In a network of n nodes, the maximum tra c that might be injected into the network is n its per unit time. In this simulation, all nodes are source nodes and the number of destinations is xed at 8 for each multicast. By adjusting the arrival rate , we observed the latency at di erent tra c loads in terms of the total number of its injected into the network per unit time. The result is in Fig. 20 . The AR and our schemes are compared based on a torus without fault and with 20% of faulty nodes. With our scheme, the network will become saturated when there are 80 120 its injected into the network per unit time (excluding the packet header overhead to carry destination addresses). In the AR scheme, there are two sharp increases in the curves; the rst one is probably incurred by worms starting to contend with each other for virtual channels (i.e., waiting on outgoing bu ers in order to catch a physical channel); the second one is the network saturation point. Note that the AR scheme saturates later than ours as it utilizes two virtual channels. F) Fault Tolerant Capability: Recall that our model always works as long as we can successfully identify a link set (E 2 ) whose removal can make the network Eulerian. In this simulation, given an integer f, we randomly generate f faulty nodes in the network and observe the probability, p(f), that our proposed techniques fail to nd a proper set E 2 . Fig. 21(a) shows the result in a 16 16 torus with di erent fault patterns (single-node fault, 3-node L-shpae fault, and 4 4 block fault). Each experiment is from 100,000 tests. As can be seen, our scheme works best with 4 4 block faults. Number of 4x4 Faulty Blocks Figure 19 : Multicast latencies in a torus with randomly generated randomly generated 4 4 faulty blocks with (a) 1 source node and (b) 8 source nodes.
The case of single-node fault is worse, and the 3-node L-shape fault is the worst. The reason is that 4 4 block faults do not incur too much irregularity to the network. In general, with about 10 faulty nodes, our scheme still have 95% or even higher success rates in all cases. Since in reality the value of f shouldn't be too large, our model should be resilient enough in most practical situations. Simulation results based on a 32 32 torus are in Fig. 21 (b), which shows similar trend.
Conclusions
In this paper, we have identi ed that any network that is Eulerian or is Eulerian after some links are removed can enjoy the multi-destination multicast without requiring support of virtual channels. The main contribution of this paper is on showing how to apply this de nition to damaged tori/meshes of any dimension with faults. A lot of regular and irregular faulty patterns are shown to be tolerable by this model. Thus the result has greatly improved the applicability of the path-based multicast approach to tori and meshes in terms of fault tolerance, if using no virtual channel is a prerequisite. There are several directions worth of further studies. First, because a Eulerian graph could have more than one Euler path, we have not discussed how this a ects multicast performance. Second, making the link set E 2 smaller seems to be a good direction because a shorter Euler path can be constructed and more links can be used as shortcuts to increase routing adaptivity. This deserves further study, but one should be aware that minimizing the path length is equivalent to nding a Hamiltonian path in any graph, which is NP-complete. Third, given a multicast request, we have limited our attention to injecting only two worms to the network. It should be interesting to study the possibility of injecting more worms as in 15] or even multiple levels of worms as in 10, 13, 17] . Fourth, as mentioned in the paper, the procedure CF() to remove links may isolate some healthy nodes. It will be interesting to develop a more robust algorithm that can eliminate this possibility. Finally, the paper focuses on torus/meshlike networks only. How to apply to other network topologies also deserves studies. 
