a session. A relatively shorter period would be less likely to receive teinforcements on a given schedule, and might be expected to produce negative superstition more frequently. At the other extreme, an incidental stimulus which occupied half the experimental session would presumably share so nearly equally in the reinforcements that there would be no substantial separation of rates. The schedule and the performance generated are also relevant in determining the frequency of adventitious reinforcement. Finally, the nature and intensity of the incidental stimulus also may have their effect.
Pending an investigation of these parameters, it may at least be said that incidental stimuli adventitiously related to reinforcement may acquire marked discriminative function^.^ Hanard University W. H. MORSE B. F. SKINNER
SOME EFFECTS OF INTERMITTENT SILENCE
Imagine that a monkey hits the keys of a typewriter at random, subject only to these constraints: (1) he must hit the space bar with a probability of p ( * ) and all the other keys with a probability of p(L) = 1 -P(*), and ( 2 ) he must never hit the space bar twice in a row. I wish to examine the monkey's output, not because it is interesting, but because it will have some of the statistical properties considered interesting when humans, rather than monkeys, hit the keys.
In the monkey's output we will find runs of i letters in a row, where i = 1, 2, 3, . . . , separated by single spaces. We will expect to find runs of length i with a probability
so that the probability of a word of length i will decrease exponentially as i increases. Now suppose that there are A different keys on the typewriter, excluding the space bar. Then the number of different possible words of length i must be A< Since the probability of any particular word must be Pi divided by the Ai different words of the same length, it must be equal to Pi/Ai = P ( * ) P ( L ) i -l A -i ,on the assumption that all sequences of letters are equally probable. If we represent this quantity, the probability of a word of length i, by the symbol, P ( w , i), we can write it as:
C2f
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where w is a word of length i and everything else other than i on the right side is a constant.
Since there are A different keys available, there must be A words one letter long, iA + A2 words of length no greater than two, A + A" + A3 of length no greater than three, etc. Therefore, we can write the general expression that there must be
words of length less than k +I.
Now suppose that we rank order all the different words with respect to length. The one-letter words will all get ranks between 1 and A, the two-letter words will all get ranks between A + 1 and A(1 -A2) / ( I -A ) , the three-letter words will all get ranks between [A(1 -A2) The assumption of maximization can be replaced by the assumption of random spacing.
In other words, Mandelbrot did more than derive Zipf's rule. He went on to show that the random placement of spaces which leads to Zipf's rule is actually the optimal solution. Our monkeys are doing the best possible Biometrika, 42, 1955, 425-440. job of encoding information word-by-word, subject to the constraints we imposed on them. If we were as smart as the monkeys, we, too, would generate all possible sequences of letters and so make better use of our alphabet. Instead, we use only a small fraction of the possible letter sequences. In our behalf, however, it should be added that the consequent redundancy serves as insurance against errors. Since it is possible to regard redundancy as reducing the effective size of the alphabet, it should be noted that variation in A has little effect in Equation It seems, therefore, that Zipf's rule can be derived from simple assumptions that do not strain one's credulity (unless the random placement of spaces seems incredible), without appeal to least effort, least cost, maximal information, or any branch of the calculus of variations. The rule is a simple consequence of those intermittent silences which we imagine to exist between successive words4
H.A. Simon, On a class of skew distribution functions,
Harvard University GEORGE A. MILLER
THE USE O F FOREIGN LANGUAGES BY PSYCHOLOGISTS, CHEMISTS, AND PHYSICISTS
A previous note demonstrated that psychologists do not draw from other national literatures in proportion to the distribution of materials by language and c0untry.l It is interesting to test this same hypothesis concerning two sister sciences-chemistry and physics. The present data for C. M. Louttit, The use of foreign languages by psychologists, this JOURNAL, 68, 1955, 484-486. 
