In this paper, we study consensus problem of multi-agent system in networks with directed topology by eventtriggered feedback control. We propose three distributed criteria to determine the next observation time of each agent triggered by its in-neighbours' information and its own states. We prove that if the network topology has a spanning tree, then under these event-triggered principles, the multi-agent system reaches consensus with the consensus value equals to a weighted average of all agents' initial values. These principles do not need any a priori knowledge of any global parameters for each agent, and the Zeno Behaviours can be excluded in the last two principles. In addition, these results are extended to the case of self-triggered control, in terms of that the next triggering time of each agent is predicted based on the states at the last event time, which implies that the system states are not be monitored in a simultaneous way. The effectiveness of the theoretical results is illustrated by a numerical example.
Introduction
In the past decades, the consensus problem in multi-agent systems, that a group of agents seeks to agree upon certain quantity of interest, has attracted increasing research interests. Please see [1, 2] and the references therein, which proved that the sufficient condition for consensus is connectivity of the undirected graph or possessing a spanning tree of of the directed graph for the networked system. However, most of these papers assumed the continuous feedback of states as controller. Motivated by the future trend that agents can be equipped with embedded microprocessors with limited resources to transmit and collect information, event-triggered control was introduced by [3]- [5] and self-triggered control was studied by [6] - [8] . Compared with continuous state feedback, event-triggered control strategy induces staircase control signal, which is constant between the so-called trigger times, dependent or independent of the system states. In addition, self-triggered control is an extension of the event-triggered control. That is, each agent predicts the next trigger time by discrete observation of states. [9] - [14] considered the consensus problem for multi-agent systems with event-triggered control. In particular, [9] provided event-triggered and selftriggered approaches in both centralized and distributed formulations for networked system with undirected graph topology.
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More related to the present work, [15] studied eventtriggered principle for consensus of multi-agent system with directed and weighted but balanced graph. [16] proposed event-triggered principle for directed unbalanced graph topology, which, however, requested a priori knowledge of some global parameters, for instance, the Laplacian, to determine the next trigger time for each agent. In this paper, we study event-triggered and self-triggered principles for consensus in multi-agent system with directed and weighted topology of possibly reducible and unbalanced Laplacian. In comparison to the literature, there are three main contributions: (i) the directed graph topologies are not necessarily balanced; (ii) all the event-triggered principles in this paper are essentially distributed, dependent or independent of the in-neighbours' states but without any priori global knowledge, and the exclusion of Zeno behaviour is proved for two of the three principles; (iii) we propose self-triggered principles, which imply economic communication load in comparison to simultaneously monitoring the system states.
· represents the Euclidean L 2 -norm of vectors or the induced L 2 -norm of square matrices. 1 denotes the column vector with each component equals to 1 of an appropriate dimension. ρ(·) stands for the spectral radius of symmetry matrices and ρ 2 (·) is its minimum positive eigenvalue.
Preliminaries and problem formulation
In this section, we present some definitions in algebraic graph theory (please see [17] and [18] for details) and the formulation of the problem.
A weighted directed graph is defined by G = (V, E, A) of m agents (or nodes), with the node (agent) set V = {v 1 , · · · , v m }, the link (edge) set E ⊆ V × V, and the weight matrix A = [a ij ] i,j∈I with a ij > 0 the weight of the link e(i, j) = (v i , v j ) ∈ E if there is a directed link from agent v j to agent v i , and a ij = 0 otherwise. We take a ii = 0 for all i ∈ I, where I = {1, 2, · · · , m}. The in-and out-neighbours set of agent v i are defined as N in
We also define the weighted Laplacian matrix associated with the digraph G as L = A − D. It is known that G being strongly connected is equivalent to the corresponding Laplacian matrix L being irreducible. Furthermore, by Theorem 1 in [1] and Lemma 2.4 and Lemma 2.6 in [19] , we have the following lemma.
in addition, zero is an algebraically simple eigenvalue of L and there is a positive vector ξ = [ξ 1 , · · · , ξ m ] such that ξ L = 0 and m i=1 ξ i = 1. (ii) If the directed graph G just has a spanning tree then we should change the positive vector to nonnegative vector in above conclusion. (iii) If L is irreducible, let Ξ = diag[ξ 1 , · · · , ξ m ], then ΞL + L Ξ is a symmetric matrix with all row sums equal to zeros and has zero eigenvalue with algebraic dimension one.
It can be seen that R is negative semi-definite. Let 0 = λ 1 < λ 2 ≤ · · · ≤ λ m be the eigenvalues of −R, counting the multiplicities. Let U = Ξ − ξξ . Thus, U has a single zero eigenvalue and its eigenvalues (counting the multiplicities) can be sorted as 0 = μ 1 < μ 2 ≤ · · · ≤ μ m . Then, it holds that λ m x x ≥ min x⊥1 {x (−R)x} ≥ λ 2 x x, and μ m x x ≥ min x⊥1 {x U x} ≥ μ 2 x x. Therefore, −R ≥ λ2 μm U holds, i.e., −R − λ2 μm U is positive semi-definite. Consider the following multi-agent system with discontinuous diffusions:
where k i (t) = arg max k {t i k ≤ t}, the increasing time agent-wise sequence {t j k } ∞ k=1 , j = 1, 2, · · · , m, named trigger times. We say that agent v i is triggered at t = t i k if v i renews its state at t = t i k and sends this renewed state x i (t i k ) to all its out-neighbours at the same time. Let
Event-triggered principles
In this section, we study event-triggered control for multiagent system with directed and weighted topology. Consider a candidate Lyapunov function:
is the weighted average of x(t) by the left eigenvector ξ of L in Lemma 1, and let X(t) = [x(t), · · · ,x(t)] accordingly. Since ξ L = 0, we havė
Then, the derivative of V (t) along (1) gives
Moreover, we upper-bound d dt V (t) by the following two other ways:
with any a > 0 and Q = ΞLL Ξ, and
with any a i > 0 for all i ∈ I. Then, we have the following result.
Theorem 1 Suppose that G is strongly connected. For agent v i , if trigger times t i 1 , · · · , t i k are given, then use the following trigger strategy to find t i k+1 :
with γ i ∈ (0, 1). Then, if lim k→∞ t i k = +∞, then system (1) reaches consensus exponentially; In addition,
Proof: From inequality (4) and condition (7), we have 
In fact, suppose that t i k is agent v i 's last trigger time. Then, from (7), we have x i (t i k ) = lim t→∞ x i (t) =x(0). However, this could not happen since x i (t i k ) =x(0). However, we cannot exclude Zeno behaviour for the eventtriggered principle in Theorem 1. To our best knowledge, this problem has not been solved yet. Zeno behaviour is defined as that there are infinite number of triggers in a finite time interval ( [20] ). Inspired by [10] , we give another event-triggered principle without Zeno behaviour.
, t i k are given, then use the following trigger strategy to find t i k+1 :
where δ i (t) = φ i e −αit , with φ i > 0, α i > 0. Then, system (1) reaches consensus exponentially and Zeno behaviours can be excluded; in addition lim t→∞ x i (t) = m j=1 ξ j x j (0) for all i ∈ I.
Proof: Let a = λ 2 /ρ(ΞLL Ξ) in (5) and δ(t) = φe −αt , where φ = max{φ 1 , · · · , φ m } and α = min{α 1 , · · · , α m , λ2 2μm }. Then under the condition (8),
By the Grönwell inequality, we have
This implies that system (1) reaches consensus exponentially with
. Then, in order to exclude Zeno behaviours, let t i
For agent v i , when the event is triggered, i.e., the equality of (8) holds
Hence, every inter-event time is lower bounded by
where z stands for the largest integer less than z.
Remark 2 First, in comparison to the work by [10] , the trigger time points of each agent are determined by Theorem 2 based on its own state information, but without either any priori global knowledge or its neighbours'. (ii) If φ 1 = · · · = φ m = δ 0 > 0 and 0 < α 1 = · · · = α m = δ 1 < λ2 2μm , then similar to the proof of Theorem 3.2 in [10] ,
So, the lower-bound of the inter event intervals depends of the "global" information of the Laplacian. However, for the triggering principle, we do not need this global information.
Inspired by [12] and [14] , from (6), we give the following event-triggered principle excluding Zeno behaviour and without knowing any priori global knowledge.
given t i 1 , · · · , t i k , the following triggered strategy is used to find t i k+1 : 1. Obtain τ i k+1 :
where g i (e i (t)) = |e i (t)| − γi 4|Lii|q i (t);
2. If agent v i receives renewed information from its inneighbours in (t i k , τ i k+1 ], suppose t 0 is the first time when agent v i receives renewed information from its in-neighbours with t 0 − t i k < ε i , then t i k+1 = t 0 ; Otherwise t i k+1 = τ i k+1 .
Then, system (1) reaches consensus exponentially excluding the Zeno behaviour and with lim t→∞ x i (t) = m j=1 ξ j x j (0) for all i ∈ I.
Proof: Let a i = 1 2 in (6) and γ = max{γ 1 , · · · , γ m }, then from (6) and (11)
and −[e(t)]
2 mini{|Lii|ξi} ] > 0. Therefore, system (1) reaches consensus exponentially and lim t→∞ x i (t) = m j=1 ξ j x j (0) can be derived by the same way above. Next, we prove that the Zeno behaviour can be excluded. To start with, we will prove that, for agent v i , under the condition that trigger times t i 1 = 0, · · · , t i k are given, if it does not receive new state information from its in-neighbours after t i k , then the lower bound of t i k+1 − t i k is √ γi 2|Lii| . In this case, we have e i (t i k ) = 0 and m j=1 L ijxj (t) = m j=1 L ijxj (t i k ) since no new information is received for t ≥ t i k , which implies e i (t) = −(t − t i k ) m j=1 L ijxj (t i k ). Note that if m j=1 L ijxj (t i k ) = 0, no trigger will ever happen since e i (t) = 0 for all t ≥ t i k . If m j=1 L ijxj (t i k ) = 0 (thusq i (t) =q i (t i k ) = 0, for t > t i k ), the event (11) prescribes a trigger at the time t
Let ε 0 = min{ε 1 , · · · , ε m }. We will prove that, for agent v i , in any time interval with length of 1 2 ε 0 , i.e., It could happen that t i k+1 cannot be found by Theorem 3, i.e t i k is agent v i 's last trigger time and it does not trigger after t i k any more. If so, obviously, for agent v i , we can conclude that there do not exist an infinite number of triggers in a finite time period. Without loss of generality, we assume that t i l , l = 1, 2, · · · exist. J = [T, T + 1 2 ε 0 ] for any T ≥ 0, there exist at most m triggers. Without loss of generality, let k 0 be a positive integer which satisfies t i k0−1 < T and t i k0 ≥ T . In fact, if there are no such k 0 , then there are no triggers in J . First, if no information is received during the time period (t i k0 , t i k0 + ε i ), then from (13), it holds that t i k0+1 − t i k0 ≥ ε i > ε 0 . Hence, there is only one trigger in J . Otherwise, if at least one in-neighbour of agent v i triggers at some time in J , then letting t 1 ∈ (t i k , t i k + ε i ) be the first time after t i k0 that agent v i receives trigger information from its inneighbours. Then, t i k+1 = t 1 according to the second item of the trigger rule. There exists a nonempty set, denoted by I 1 , of all agents who trigger at time t 1 . Again, if there are more triggers in J . Let t 2 be the next trigger time after t 1 . We claim that there must be a nonempty set of agents, denoted by I 2 , which trigger at t 1 , such that I 2 I 1 − I 1 = ∅. In fact, if not so, t 2 − t 1 ≥ 0 holds, which implies t 2 / ∈ J . That is, #(I 2 I 1 ) ≥ 2. Reasoning repetitively in this way, let t l be the l + 1-th trigger time of agent i with t 0 = t i k and I l be the set of agents that triggers at t l . By induction, we have l−1 p=0 I p ≥ l. Since there is at most m in the network, we can conclude that there are at most m triggers in J . This completes the proof. Inspired by [21] , the results in Theorem 1, Theorem 2 and Theorem 3 can be extended to the case of directed and reducible topology. Assume that G has a spanning tree. Without loss of generality, L can be written in the following Perron-Frobenius form:
where L k,k , with dimension n k , associated with the k-th strongly connected component (SCC) of G, denoted by SCC k , k = 1, · · · , K, and for each k = 1, · · · , K − 1, there exists some j > k, such that L k,j = 0.
, then eachL k,k , k = 1, · · · , K, is irreducible or is of dimension one. Then, let D k = L k,k −L k,k = diag[D k 1 , · · · , D k n k ], which is a diagonal negative semi-definite matrix and has at least one diagonal negative (nonzero). Actually, D k i = − K p=k+1 np j=1 L k,p ij . Lemma 1 implies that we can find ξ k to be the left eigenvector ofL k,k corresponding to the eigenvalue zero and the sum of its components equals 1. (Actually, [0, · · · , 0, ξ K 1 , · · · , ξ K nK ] is the nonnegative left eigenvector of L corresponding to the zero eigenvalue and the sum of its components equals 1.) Finally, let
. Property 2 Under the setup above, Q k is negative definite for all k < K. Now we begin to extend the result in Theorem 1 to the case of directed and reducible topology. For simplicity, hereby we only consider the case of K = 2. The case K > 2 can be treated in the same way. First, according to Theorem 1, one can conclude that x 2 j (t) andx 2 j (t), j = 1, · · · , n 2 , converge to ν(0) exponentially, where ν(t) = n2 p=1 ξ 2 p x 2 p (t). Then, for the subsystem of the SCC 1 , defining V 1 (t) =
where
By the Cauchy inequality, for any κ 1 > 0, we have
Since lim t→∞x 2 p (t) = ν(0) = ν(t), p = 1, · · · , n 2 , hold exponentially, lim t→∞ F 1 (t) = 0 exponentially. For Q 1 3 (t), we have following estimate
with d 1 i > 0. Thus, we have Corollary 1 Suppose that G has a spanning tree and L is in the form of (14) with K = 2. For v p ∈ SCC k the trigger time sequence {t
where γ k p ∈ (0, 1), u k p = 4|L k,k pp | − 
Proof:
We only need to discuss the components v p ∈ SCC 1 . From (17) and (15), we have
Noting lim t→∞ F 2 (t) = 0 exponentially, since lim t→∞ F 1 (t) = 0 and lim t→∞ x 2 (t) − ν(t)1 = 0 exponentially. Thus lim t→∞ V 1 (t) = 0 exponentially. Letting d k p = 1 4 in Corollary 1, we can extend Theorems 1 to the case that the graph has a spanning tree. Similarly, Theorems 2 and 3 can also be extended. Hence, we summarize the results as follows.
Theorem 4
Suppose that G has a spanning tree and L is in the form of (14) . For agent v i , by the trigger rule as described in Theorem 1, assuming lim k→∞ t i k = +∞ for all i = 1, 2, · · · , m, system (1) reaches consensus exponentially and t i k+1 > t i k holds whenever x i (t i k ) =x(0); by the trigger rules as described in Theorems 2 and 3, system (1) reaches consensus exponentially and the Zeno behaviour can be excluded. In addition, in all cases, lim t→∞ x i (t) = nK p=1 ξ K p x K p (0).
It can be seen that Theorem 1, Theorem 2 and Theorem 3 are special cases of Theorem 4.
Distributed self-triggered principles
In the previous results, for instance, Theorem 4, the continuous monitoring strategy of the system states is required, which may cause a costly load of communication in physical realisation. An alternative to avoid this cost is to predict the next trigger time based on monitoring the states at the the agents' latest trigger time. That is to say, instead of observing whether the inequalities (7, 8, 11) hold, we estimate the next trigger time by these inequalities. These sort of triggered strategies are said to be self-triggered principles. For any p ∈ I, x p (t) can be rewritten as
x p (t) = x p (t * kp(t) ) + (t − t * kp(t) ) the inter-event times of each agent under the self-triggered principles by (21) and (22) are lower-bounded by some positive constants. There are clearly less triggers in these two principles than that under the self-triggered principle provided in (20) . 
Conclusion
In conclusion, we presented event-triggered and selftriggered principles in distributed formulation for multiagent systems with directed and possibly reducible topologies. We firstly considered the case of directed strongly connected graph and then extended it to reducible graph. We proved that if the underlying graph has a spanning tree, then the multi-agent systems reach consensus exponentially by these principles, and Zeno behaviours can be excluded in these cases. Then, we proposed self-triggered principles, which predict the next triggering time instead of continuous monitoring the system states. The effectiveness the theoretical results is verified by a numerical example.
