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Abstract 
A graph H is (1,2)-realizable if there exists a graph G in which each vertex has the first 
neighbourhood as well as the second neighbourhood isomorphic to H. We prove that if a ( I, 2)- 
realizable graph H has n vertices, n > 3, then there is a unique connected graph G which 
realizes it and that G has 2n + 2 vertices. We give a necessary and sufficient condition for 
(1,2)-realizability of H, and use it to analyze regular (I, 2)-realizable graphs. 
0. Introduction 
Vertices at a distance i from a vertex of a graph induce the i-neighbourhood of 
that vertex. Zykov [ 151 posed a problem now generally known as the Trahtenbrott 
Zykov problem: Given a finite graph H, does there exist a graph such that all l- 
neighbourhoods of its vertices are isomorphic to H? (Is the graph H I-realizable?) 
The problem attracted many authors, among others Brown and Connelly [3,4], Blass 
et al. [2], Hall [X] and Hell [lo]. Unfortunately, in general form it is unsolvable: more 
precisely, Bulitko [7] showed that there is no algorithm able to recognize l-realizable 
graphs (cf. also Bugata [5]). Note that an analogous result concerning l-realizability 
by finite graphs is still not known. 
A natural generalization of the above problem consists in analyzing i-realizability for 
a positive integer i - see Bielak [I]. According to Bugata, et al. [6], l-realizability 
of a graph H is equivalent with 2-realizability of the graph I? -I KI (formed by adding 
a new vertex to the complement of H and joining it to all vertices of H); thus the 
problem of 2-realizability is algorithmically also unsolvable. However, for i 3 3 the 
situation changes dramatically: according to [l] any finite graph H is i-realizable (e.g. 
by the composition C,;[H] of the graphs C?; and H). 
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The unsolvability of problems of l- and 2-realizability motivated us to combine 
conditions prescribing the structure of 1 -neighbourhoods and 2-neighbourhoods, but 
in such a way that these neighbourhoods have to be isomorphic; the corresponding 
problem can be then formulated as that of (1,2)-realizability. The present paper shows 
that a (1,2)-realizable graph H, non-isomorphic to 2Ki, has a unique connected (1,2)- 
realization. It gives a necessary and sufficient condition of (1,2)-realizability and applies 
it in the analysis of the simplest connected regular (1,2)-realizable graphs. Other results 
can be found in Nagy [12-141. 
1. Fundamentals 
In this paper a graph will mean a non-empty finite undirected graph without loops 
and multiple edges. For a graph G, let V(G) be its vertex set of cardinal&y v(G) and 
E(G) its edge set of cardinality e(G). The notation for basic notions (see e.g. Harary 
[9]) of the graph theory will be as follows: if x, y are vertices of G, deg,(x) will be 
the degree of x in G, d(G) the maximum degree of a vertex of G, do(x, y) the dis- 
tance between x and y in G, et(x) the eccentricity of x in G, r(G) the radius of G, 
and d(G) the diameter of G. For some important graphs on m vertices we shall 
use the following symbols: K,,, for the complete graph, C,,, for the cycle, and mK1 for 
the graph without edges. Gi x G2 will denote the Cartesian product of graphs Gi 
and Gz. 
For vertices x, y of a graph G and for non-negative integers i, j, k, 1 let us define 
V;(x, G) = {z E V(G): dc(x,z) = i}, 
If-(x, G) = {z E V(G): d~(x,z) < i}, 
vi,(& Y, G) = K(4 G) n vjC.1’2 G), 
.6(x, G) = {<z, t): z E 6(x, G>, {z, t) E&G)), 
E~(x, G) = {(Z,t): Z E Vi(X, G), t E Vk(X, G), {Z, t} E E(G)}, 
E~(x,Y, G) = {<z, t>: Z E K,j<X, Y, G), t E VkdX, Y, G), {zt } E E(G)}; 
and the cardinalities of these sets will be successively ui(x, G), Vi-(x, G), rij(x, y, G), 
ei(x, G), ek(x, G) and et(x, y, G). The graph Ni(x, G) induced in G by the set Vi(x, G) 
is said to be the i-neighbourhood of x in G. 
There are some simple consequences of these definitions and of the symmetry of 
the notion of distance in a graph. Obviously, rij(x, y, G) = rji(y,x, G), and Vij(y,x, G) 
is non-empty only if do(x, y, G) is at least Ii - jl. Further, ei((x, G) = ei(x, G), and 
Ef(x, G) is non-empty only if )i - kl is at most one; a similar property holds for 
#(x, Y, G). 
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It is sometimes convenient to omit in the above definitions the explicit reference to 
the graph G and write Vi(X) for V;(x, G), d(x, y) for do(x, y), etc. Those proofs below 
where this has been done consistently are marked with an asterisk. 
An isomorphism from a graph Gt to a graph Gz will be abbreviated as a (GI, GI)- 
isomorphism,GI ” G2 will describe the fact that Gt is isomorphic to GI. An auto- 
morphism of a graph G is thus a (G, G)-isomorphism. A finite graph H is said to 
be (1, 2)-realizable if there exists a graph G such that for every x E V(G) the graphs 
N1 (x, G) and N~(x, G) are isomorphic to H; if so, the graph G is a (1, 2)-realization 
of H. 
Note that there are no complete ( 1,2)-realizable graphs: K, has a unique 1 -realization, 
namely K,,+l, with undefined 2-neighbourhoods of vertices. Clearly, we only need 
to consider connected (1,2)-realizations, for a graph G is a (1,2)-realization 
of H if and only if each component of G is a (1,2)-realization of H. Thus, in 
the following, we shall suppose implicitly that all considered (1,2)-realizations are 
connected. 
Lemma 1.1. Ij” G is u (1, 2)-realizution qf u gruph H, u E V(G), {x, y} E E(G) und 
(i.j)E ((1, 2),(2,3)}, then 
( 1) e;(u, G) = ti(H); 
(2) uij(x, y> G) = Q(x, y, G); 
(3) 023(x,y.G) < 1; 
(4) ~23(~, y, G) = 1 implies e:i(x, y, G) = 0. 
Proof.* Set p = v(H). 
(1) From vl(u)=t’~(u)=p we see that both et(u) and eI(u) are p2, and hence equal 
to each other. Each ek(u) is the sum of all e:(u), and only those with I = k - 1, k, or 
k + 1 can be non-zero. Since e;(n) = e:(u) = 2e(H) and e:(u) = e:(u), we conclude 
that e:(u) = et(u) = p. 
(2) We have Q(Z) = Cj=‘,‘_, ~/(z,t) for each k 3 1 and (z,~)E {(x,y),(y,x)}, 
hence 
k+l k+l 
c uk/(x,y) = Q(X) = u(H) = uk(y) = 1 ck/(.v,x) 
I=k- I I=k- I 
(Sk) 
holds for k= 1,2. Using ~‘ta(x,y)=cta(y,x)= 1, (st) leads to r~t2(x,y)=u2t(x,y), and 
then from (~2) we get u23(x, y) = tis2(x, y). 
(3) and (4) Suppose ~23(~, y) = Y 3 1. Summing degrees of vertices of the set 
V23(~, y) U V~~(X,Y), with the help of Lemma 1.1(2) we obtain 
2rP = 4:(x, y) + &(x, y) + e::(x, y) + e$(x, y) + e$(x, y) + &(x, y) 
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and then Lemma 1.1(l) yields 2rp < 2r(r- 1)+2p or, equivalently, p(r-1) < T(Y-1). 
Now Y > 2 would mean Y 3 p in contradiction with p = v*(x) = Cz=, uz~(x, y) = 
c:=, v~k(x,y)+r and v2t(x, y) > 1 (a consequence of 1132(x, y)=r > 0). On the other 
hand, Y = 1 corresponds to the equality in the relations above requiring e,‘:(x, y) = 
e:i(y,x) = 0. 0 
2. Order of (1,2)-realizations 
Note that the only (1,2)-realizations of 2Kt are ck with k > 6. We shall show 
that any (1,2)-realization of any other graph H has the number of vertices uniquely 
determined by that of H. 
Theorem 2.1. Zf G is a (1, 2)-realization of a graph H y 2Kl then v(G)=2v(H)+2, 
and for any vertex x of G we have v3(x, G) = 1. 
Proof.* Since from Lemma l.l( 1) Q(X) 3 1, there exists y E Y such that {x, y} E E 
and ~32(~, y) 3 1; according to Lemma 1.1(2) and (3) then V32(x,y) = {X} and 
v23(x, v) = {L’) f or suitable X, jJ E V. For any z E V~(X) there exists u E Vt (x), such that 
z E V2t(x, u); then ust(x,z) d 1, since 2 < 2131 (x,2) d UQ(X, U) would be in contradiction 
with Lemma 1.1(3). Thus, e:(x) = ~r~I,lCxI u3t(x,z) < Q(X) = v(H), and with respect 
to Lemma l.l( l), +,(x,z) = 1 for every z E VZ(X). This, in View of v32(x, y) = {x}, 
for z E V2t(x, y) implies {z,X} E E and {z, t} 4 E whenever t E V,(x) - {X}. 
Three cases corresponding to the value of Q(X) can be distinguished: 
(a) For u3(x) 2 3 as a consequence of vgt(x,y)= 1 there exists t E V~(X) - {X} with 
{y, t} 6 E. Since {z, t} +Z E for all z E VZI(X, y) and V2(x) = lJ:=, V2i(x, y), t is joined 
in G to a vertex u E V22(x, y). Evidently, d(y, t) = 3; otherwise, d(y, t) = 2 and there 
exists z E V2, (x, y) with {z, t} E E. This means that (u, t) E Ezz(x, y) in contradiction 
with Lemma 1.1(4). 
(b) Suppose V,(x) = (2,~). P roceeding analogously as above we know that 
{z, w} $ E for every z E Uf=, Vzi(x, y), hence {v, w} E E and {y,X} &’ E. Then 
V,(w) C{J,X}, and we can conclude that H ” 2K1, contrary to one of the assumptions 
of our theorem. 
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(c) The remaining possibility us(x) = 1 with respect to Lemma I .l( 1) means that 
e:(x) = 0 and 1’ = rs_(x) = 2a(H) + 2. 0 
3. A necessary and sufficient condition of (1,2)-realizability 
According to Theorem 2.1 the following definition of the map XC: V(G) + V(G) 
is correct for any ( 1,2)-realization G of a graph H y 2Kr : 
cq;( u) = 1’ 8 dc(z.4, II) = 3. 
Lemma 3.1. If’ G, G’ ure (1, 2)-realizations qf u gruph H y 2K, and x, y E V(C 
then 
(1) dc(x,.Y)+dc(x,~c(Y))= 3; 
(2) CI~ is an automorphism of’ G; 
(3) a(; restricted to VI (x, G) is an (N, (x, G), N~(x, G))-isomorphism; 
(4) G is isomorphic to G’; 
(5) G is vertex-transitive; 
(6) %AxcC~))=x. 
Proof. First of all note that the symmetry of the distance forces c(G to be a bijection. 
(1) The statement is trivial for dG(x, Y) E {0,3}. Since dc(x, y) + dc(x, z~(,v)) 
3 dG(y,x&)) = 3, for dc;(x,_v) = 1 we get dG(x,aG(y)) = 2 - the assumption 
do(x, C+(Y)) = 3 is in contradiction with x # y and the fact that XG is a bijection. For 
d(;(x,?;) = 2 use c&J,G) = c(H), vl(y,G)= 1 and e:(?;,G)= t?(H) (Lemma 1.1(l)), 
showing that {u, Y&)} E E(G) for every u E VZ(~, G). 
(2) From Lemma 3.1(l) we have dc(ac(z),ac(t)) = 3 ~ dG(@G(Z),t) = 
3 ~ (3 - dc;(z, t)) = dc(z, t) for any z E V(G). 
(3) Employ Lemma 3.1(l) and (2). 
(4) Take arbitrarily z E V( G’) and for an (Nt(x, G), Nr (z, G’))-isomorphism fl define 
1!1.:: V(G) + V(G’) by 
&Z(X) I= z, 
K&u) = P(u) for u E VI(X, G), 
/&(u’) = ~Gf(p(xG(w))) for WE vdx, G)> 
~,z(~G~~)) = %7(z). 
Then using Lemma 3.1( 1) and (2) it is easy to see that pxx., is a (G, G’)-isomorphism, 
e.g. 
ddljx,z(u), &z(w>) = dv(B(u)> ~Gf(i~(~G("">>>) 
= 3 - d&(u), fl(ac(u'))) = 3 - dc(u, r(;(w)) 
= 3 - (3 - do(u, w)) = dc(u, w). 
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(5) Apply Lemma 3.1(4) for G’ = G and consider the absence of any restriction on 
z in its proof. 
(6) The assertion follows immediately from the definition of a~. 0 
For a vertex u of a graph H, let C(u,H) be the graph with vertex set V(H) and 
with edge set formed from E(H) as follows: switch the edges between Vt(u, H) and 
V~(U,H) (delete all existing edges and insert all missing edges) and add all edges 
between the vertices of the set V~(U,H) and those of V(H) - Vz_(qH). 
A graph H is said to be irreducible if VI _(x, H) # VI _(y, H) for distinct vertices 
x,y of H; of course, it is sufficient to check it only for adjacent vertices x,y. 
Theorem 3.2. A graph H is (1,2)-realizable if and only if it is irreducible with at 
leust two vertices and C(u, H) S H for each u E V(H). 
Proof.* (a) If H is (1,2)-realizable, then clearly v(H) > 2. Consider a (1,2)-realization 
G of H and its vertex U; without loss of generality, Nt(u) is equal (not only iso- 
morphic) to H. Now let w be any vertex of H. We have VI(U) = Uf&V~i(u,w), 
VI(w) = ~f=,V~~(u,w), and we can define the map x~,~: VI(W) --) VI(U) by 
@,: u(u) = w, 
%v,&) =x for x E VI I (u, w), 
k+.,ty) = 4~) for YE V21(4w), 
where cc(y) is used for xc(y). From Lemma 3.1( 1) and (2), it follows that aw+ is an 
(NI (w), C(w, Nt (u))-isomorphism; e.g., the following statements are equivalent: 
Thus, C(w, H) ” NI(w) E H for all w E H. 
To show that H is irreducible, consider adjacent vertices z, t of H. According to 
Lemma 3.1( 1) d(z, a(t))=2, and there exists s E Vll(z, x(t)) with d(s, t)=2. Ifs E V,(u), 
then SE Vj_(z,H)- VI-(t,H) and P’_(z,H)# Vl_(t,H), while for SE V*(u) we have 
SE VI-($t),N2(U))- VI-(@),Nz(u)) and VI-(a(t),S(u))# J’-(~z),Nz(u)), which 
means, due to Lemma 3.1(3), that Vl_(t,H)# Vl_(z,H). 
(b) Assume that H is an irreducible graph with at least two vertices and that 
C(u,H) E H for each u E V(H). Let HI, Hz be vertex-disjoint copies of H, u, U dif- 
ferent elements not belonging to V(Hl ) U V(H2), p an (HI, Hz)-isomorphism, and let 
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G be the graph defined by 
V = V(Hl) u V(H2) u {L&G}, 
E=E(H,)UE(H~)u{{tl.x}:xE~(H,)}U{{~,y}:yE~(~~)) 
U{{=,t}:zE V(HI),tE V(h- VI-(&Lff?)}. 
Then it is easy to see that the map ;‘: V + V defined by 
y(u) = u. 
l;(x) = P(x) for x E V(H, ), 
Y(Y) = 8-‘(y) for y E V(H2). 
y( cl) = u, 
is an automorphism of G, y2 is the identity automorphism of G, and d(z, y(z)) >, 3 for 
every z E V. 
Suppose d(H)=v(H)- 1. Then there exist three different vertices x0,x1,x2 of H such 
that deg,(xi) = u(H) - 1 and {x0,x2} +Z E(H). Since for H’ = C(x0, H) 31 H we have 
deg,,(xa) = deg,(xa) d v(H) - 2 and {x1,x2} @ E(H’), in the set V(H’) - {XO,XI,XZ} 
a vertex y with deg,,(y) = u(H) - 1 can be found. Then, with respect to the structure 
of C(x0, H), (x0, y} E E(H) and, for any z E V(H) - (x0, y}, {XO,Z} E E(H) holds if 
and only if {,v,z} E E(H), so that Vi_(xo, H) = Vl_(y,H). The obtained contradiction 
implies d(H) < v(H) - 2. 
For every y E V(Hz), the set V(H2)- V,_(y, H2) contains at least one vertex z, hence 
the vertex ME V(H,) is joined to y in G; thus V,(U) = V(H2) and K(U) = V(H,) 
leads to N,(U) = H; 2 H, i = 1,2. 
Now take M: E V(H, ) and define the map yW,: VI(W) ---f VI(U) by 
yM.(x) =x for XE Vli(u,w), 
Y&Y) = Y(Y) for y E Vzi(u, w). 
It can easily be checked that Y,~ is an (N,(w), C(w,Nl(u)))-isomorphism. E.g., the 
assumption {x, y} E E implies successively {;(x), y(y)} E E, {x, y(y)} +i E and {;‘n(~), 
rW(y)} E E(C(w,Ni(u))). The opposite case {x, y} @’ E yields {y(x), y} E E because 
from the structure of G it follows that d~?(~(x), y) = d~~(fi(x), y) d 1, and y(x) = y 
is impossible due to d(x, y(x)) 3 3; further, {x, y(y)} E E and { y,Jx), y,,,(y)} @ E(C(w, 
N,(u))). From N!(u) Z H we obtain C(w,Ni(u)) g H and NT(W) 2 H. 
Clearly, V~(W)= U:=, Kz(u, w). The equivalence of z E V12(u, w) and y(z) E V~i(u, W) 
yields y(Vdu, w)) = V21(4 w). 
If w is not isolated in HI, take x ??Vll(u, w) and choose z E V(H) ) such that ex- 
actly one of w and x is adjacent to z in HI (its existence follows from the ir- 
reducibility of HI 2 H, namely from Vi_(w, HI ) # VI-(X, HI )). For {z, w} E E(Hl ) 
and {z,x} $ E(Hl) we have {z, y(x)} EE, while {z,x} E E(HI) and {z, w} $! E(HI) 
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yields {w, y(z)} E E. In both cases Y(X) E V~~(ZL, w), since {w, y(x)} E E would con- 
tradict d(x,y(x)) B 3. On the other hand, t E VZZ(U,W) implies d~?(t,y(~)) d 1; as a 
consequence of d(w, y(w)) 3 3 then t # y(w), {t, y(w)} E E and t E y( VI I (u, w)). Thus, 
we have proved y( Vi I (u, w)) = V22(u, w) or, equivalently, y( V22(u, w)) = VI I(U, w). If w 
is isolated in Hi, i.e. Vi I (u, w) = 0, w is joined in G to each vertex of V,(u) - {y(w)}, 
and then d(w,y(w)) 3 3 implies V22(24,w) = 8; thus again ~(VZ~(U, w)) = Vii(u, w). 
Finally, V~~(U,W)={Z?} and g(U)=u, hence ?(V~~(U,W))= VO~(U,W) and y(Vz(w))= 
Y(U~=,~~(U,W))=U~=~~~-~,~(U,W)= VI(W), SO that No g H. 
Since ‘/ is an automorphism of G and y(t) E {u} U V(Hl) for t E {ii} U V(H2), N;(t) 
is isomorphic to N;(y(t)), i = 1,2, and the proof is finished. Cl 
Revising the proof of Theorem 3.2 we obtain 
Corollary 3.3. Ij” H is a (1, 2)-realizable gruph, then d(H) < v(H) - 2. 
The following consequences of Theorem 3.2 throw the light on the eccentricity 
structure of ( 1,2)-realizable graphs. 
Corollary 3.4. If H is a connected (1, 2)-realizable gruph und u is a vertex of maxi- 
mum degree in H, then 
(1) en(u)=r(H)=2; 
(2) d(H) d 4. 
Proof. (1) According to Corollary 3.3 we have OH > 2 as well as r(H) > 2. Set 
us = u and suppose there exist vertices ui E V(H), i = 0,1,2 with dn(uO,ux) = 3 and 
{~;,ui+i} EE(H), i = 0,1,2. Then V’i(u3,C(uo,H))> Vl(uj,H) U (~1); consequently, 
d(C(uo,H)) 3 deg,(us) + 1 = d(H) + 1 and C(uo,H) y H in contradiction with 
Theorem 3.2. Thus, eH(U) = r(H) = 2. 
(2) A consequence of Corollary 3.4( 1). 0 
4. Simple regular (1,2)-realizable graphs 
It seems quite interesting to combine the properties of regularity and (1,2)-realizabil- 
ity. Not surprisingly the strong conditions of (1,2)-realizability lead in this case to 
strongly regular graphs. A strongly regulur graph with non-negative integer parameters 
k,A,,u is such a k-regular graph that any two of its adjacent vertices have 3, common 
neighbours and any two of its distinct non-adjacent vertices have p common neighbours 
(see e.g. Hubaut [ll]). 
Theorem 4.1. If k is a positive integer, H is a connected k-regulur (1,2)-reulizable 
graph with v vertices and u E V(H), then 
(1) d(H) = 2; 
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(2) N1 (u, H) is u regular graph of’ degree (3k - v - 1)/2; 
(3) any two adjucent vertices of H huve (3k - v - 1)/2 common neighhours; 
(4) any tM?o distinct non-adjucent vertices of’H huve k/2 common neighbours; 
(5) Nz(u,H) is a regulur graph of’ degree k/2; 
(6) H is a strongly regular graph. 
Proof. (1) Corollary 3.4( 1) implies d(H) = 2 and V(H) = V2-(u,H). 
(2) If Ui E Vi(u,H),i=O, 1,2, then {V~~(UO,UI,H), V~~(UO,UI,H)} is a decomposition 
of the set Vz(u,H), { u1,u2} EWH) @ u2 E V~I(UO,UI,H) and {uI,u~} EE(C(u,H)) ti 
242 E V22(uo,u~,N); hence the condition deg,(ul) = deg,.(,,)(u,) following from 
Theorem 3.2 leads to 
iV21(~0,~41,ff)l = /V~~(UO,UI,H)I = (c -k - 1)/L 
deg ,,,,tu,Hj(u,) = k - 1 - (v - k - 1)/2 = (3k - v - 1),‘2. 
(3) The assertion is equivalent to that of Theorem 4.1(2). 
(4) Analogous reasons as in the proof of Theorem 4.1(2) justify ~Vll(uo,z~,H)I 
= I ~12(~0,~2>W = k/2. 
(5) Theorem 4.1(4) yields deg,,,cu,H)(u2) = k - k/2 = k/2. 
(6) The statement follows from Theorem 4.1(3) and (4). 0 
Theorem 4.2. Ifk E {2,4}, then there exists u unique (up to isomorphism) connected 
k-regubr (1,2)-realizable graph, namely Cs jbr k = 2 and K3 x K3 jor k = 4. 
Proof. (1) Using Theorem 3.2 it is easy to see that Cj and K3 x K3 are (1,2)-realizable 
graphs. 
(2) Now suppose H is a k-regular connected (1,2)-realizable graph. According to 
Theorem 4.1(4) two distinct non-adjacent vertices have k/2 common neighbours. For 
k = 2, H is isomorphic to a cycle; from Theorem 4.1( 1) its length is 4 or 5, and from 
Theorem 4.1(5) the length 4 is impossible. 
For k = 4 consider a necessary condition relating parameters k, 3. and /L = 2 of a 
strongly regular graph: either ,LL = i + 1 = k/2 or (i+ - /LL)~ + 4(k - u) is a square 
(see [ll]). The first possibility iL = 1 with respect to Theorem 4.1(3) and (6) yields 
z’ = 2k + 1 = 9 while the latter forces the numbers (7 - ~)~/4 and (7 - t1)~/4 + 8 to 
be squares. If p = I(7 - v)/21 and p2 together with p2 + 8 are squares, there exists a 
positive integer q such that ~~+S=(p+2q)~=p~+4pq+4q~, hence q(p+q)=2. The 
obtained diophantine equation has only one non-negative solution, namely p = q = 1, 
so that v E { 5,9}. For u = 5 H would be KS, but this graph is not (1,2)-realizable. The 
case v = 9 with respect to Theorem 4.1(3) corresponds again to A = 1. 
Thus, for x E V(H) we have N,(x,H) G 2K2 and Nl(x,H) g CJ (Theorem 4.1(2) 
and (5)). Suppose that v,(x,H) = {~l>~2~_~3~~4}> V2(x,ff) = {~,,~2,~3,~4} and that 
bl>Y2},{Y3~Y4)>{ z4,zl) and {zZ,zi+t},i = 1,2,3, are edges of H. Since Nl(yl,H) E 
2K2, without loss of generality (~1 ,ZI }, {_vr ,z2} E E(H). For i = 1,2 the vertex z, is not 
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adjacent to y2 (otherwise deg,,(,.,)(yi) = 2) and then necessarily {y2,zs}, {y2,zq} E 
E(H). Once more, without loss of generality, {ys,zi} E E(H), hence the last neighbour 
of y3 is z2 or ~4. The possibility {ys,z2} GE(H) is not admissible - it leads to 
degN,(q,/f,(z2) = 2. Hence, the remaining edges of H are {ys,zq}, {y4,~2}, {y4,z3} and 
it is easy to see that H is isomorphic to Ks x Kj. 0 
5. Concluding remarks 
Our analysis following the general results has been restricted to connected (1,2)- 
realizable graphs; this is justified by [12]: the knowledge of all connected (1,2)- 
realizable graphs would imply the knowledge of all disconnected (1,2)-realizable graphs. 
Theorem 3.2 provides a useful tool for the search for (1,2)-realizable graphs. It 
enables to describe completely the structure of connected triangle-free (1,2)-realizable 
graphs - the set of all such graphs consists of Cs and F,, with V(F,) = U:=,{a;,bi} 
and E(Fn)= {{ai,bj}: i +j 6 n + 1) for all integers n 3 2 (see [13]). 
Results of Section 4 represent basic information on connected regular (1,2)-realizable 
graphs. It was discovered by [14] that the number of such graphs is infinite and that 
there are at least two connected 6-regular (1,2)-realizable graphs. 
It is easy to see from the proof of Theorem 2.1 that admitting infinite (1,2)- 
realizations for finite graphs yields only one additional (1,2)-realization, namely the 
2-sided infinite path realizing 2Ki. However, to look for (1,2)-realizations of infinite 
graphs could be an interesting problem. 
At the end we present two unsolved problems. 
Problem 5.1. Does there exist a connected 30-regular ( 
has 63 vertices and parameter 3, = 13)? 
1, 2)-realizable graph (if so, it 
Problem 5.2. Does there exist a (1, 2)-realizable graph of diameter 4 (note that F, is 
of diameter 3 for each integer n > 2)? 
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