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PENERAPAN ALGORITMA CONDITIONAL RANDOM 
FIELDS UNTUK NAMED ENTITY RECOGNITION 
PADA ARTIKEL DIGITAL KESENIAN 






Artikel digital kesenian tradisional merupakan cara paling mudah untuk 
memperoleh informasi mengenai kesenian tradisional di era digital. Di dalam 
artikel kesenian tradisional, selalu memuat entitas kesenian, seperti tarian, musik, 
seni pertunjukan, tokoh kesenian, dan alat musik. Begitu banyaknya jenis kesenian 
tradisional Indonesia, khususnya di pulau Jawa membuat pengenalan terhadap 
entitas di dalam artikel tersebut menjadi lebih sulit. Oleh karena itu, diperlukan 
sebuah sistem yang dapat membantu memberikan label untuk setiap entitas yang 
ada dalam sebuah artikel. Penelitian ini merancang sistem menggunakan algoritma 
Conditional Random Field (CRF). Berdasarkan penelitian sebelumya, CRF mampu 
memprediksi entitas dalam sebuah kalimat berbahasa Indonesia dengan lebih baik. 
Tujuan dari penelitian ini yaitu untuk mengimplementasikan CRF pada Named 
Entity Recognition (NER) untuk artikel digital kesenian tradisional Indonesia 
menggunakan bahasa pemrograman Python, serta mengetahui f1-score yang 
dihasilkan. Berdasarkan beberapa skenario yang diuji, dihasilkan performa paling 
baik dengan pembagian data train dan data test sebesar 4:1, yang menghasilkan 
nilai rata-rata f1-score 88.2%, recall 90.3%, dan precision 88.2%. 
 
Kata Kunci: Artikel kesenian, Conditional Random Field, Entitas, Kesenian 
Tradisional, Named Entity Recognition 
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IMPLEMENTATION OF CONDITIONAL RANDOM FIELD 
FOR NAMED ENTITY RECOGNITON IN INDONESIAN 






Digital articles on traditional arts are the easiest way to get information about 
traditional arts in the digital era. Traditional art articles always contain artistic 
entities, such as traditional dance, music, theatrical, figures, and musical 
instruments. There are so many types of traditional Indonesian arts, especially on 
Java, making it more difficult to identify the entities in the article. Therefore, we 
need a system that can help label each entity in an article. This study designed a 
system using the Conditional Random Field (CRF) algorithm. Based on previous 
research, CRF can predict entities in an Indonesian sentence better. The purpose of 
this study is to implement CRF on Named Entity Recognition (NER) for digital 
articles of Indonesian traditional arts using Python programming language and to 
find out the resulting f1-score. Based on several scenarios tested, the best 
performance was obtained by dividing the train data and test data by 4:1, which 
resulted in te average of f1-score 88.2%, recall 90.3%, and precision 88.2%. 
 
Keywords: Arts Article, Conditional Random Fields, Entity, Named Entity 
Recogniton, Traditional Arts 
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