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ABSTRACT 
A simple proof of a generalization of a theorem of Lyapunov is given, together 
with an application. 
The celebrated theorem of Lyapunov (see [2]) states that a real n x n 
matrix A is stable (that is, has all its eigenvalues in the left half plane) if and 
only if a real symmetric positive definite matrix G exists such that AG + CAT 
= - I. This theorem has been the subject of much study, and has been 
generalized by 0. Taussky in [4] and [5], and by A. Ostrowski and H. 
Schneider in [3]. The generalization given by Taussky is as follows: Suppose 
that the eigenvalues (Ye, (Ye,. . . , a, of the n X n complex matrix A satisfy the 
condition 
ai+ajfO forall i,jwith l<i,j<n. (1) 
Then there is a unique hermitian matrix G such that AG + GA* = 1. G is 
nonsingular, and the number of positive eigenvalues of G is the same as the 
number of eigenvalues of A with positive real part. The generalization by 
Ostrowski and Schneider goes even further, and contains the theorem above 
as a special case. Both proofs are rather difficult. The proof by Taussky uses 
variational arguments applied to sequences of similarity transformations, and 
the proof by Ostrowski and Schneider uses the Jordan canonical form, the fact 
that the eigenvalues of a matrix are continuous functions of the matrix entries, 
and a number of involved technical arguments. 
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In this paper we give a simple, direct proof of the theorem by induction, 
and then indicate an interesting application. The merit of this approach lies 
not only in its simplicity, but also in furnishing a new approach which could 
be employed in other contexts. 
Before embarking on the proof, we make some elementary preliminary 
observations. 
Suppose that the eigenvalues of A have the property (1). Then the matrix 
A@ Z + Z@ A* is nonsingular, which implies that a unique matrix G exists such 
that AG + GA* = 1. Since this implies that AG* + GA* = I as well, G must be 
hermitian. Now if B is any complex matrix such that Z? + B* is positive 
definite, B must be nonsingular: in fact, the eigenvalues of B have positive 
real part. (This is seen as follows: Put B -t B* = C, and let X be an eigenvalue 
of B with corresponding nonzero eigenvector x. Then x*(B + B*)x = 2*Cx 
implies that h +x = x*Cx/x*x > 0.) Hence AG is nonsingular, and so G is 
nonsingular. All that need be proved, therefore, is the following, which we 
state as a theorem: 
THEOREM 1. Let A, G be n X n matrices such that 
AG+GA*=Z, (2) 
G=G*. (3) 
Then G is nonsingular, and the number of positive eigenualues of G is the 
same as the number of eigenualues of A with positive real part. 
Proof. The fact that G is nonsingular follows from the remarks above. (A 
of course is also nonsingular.) The proof will be by induction on n. If n = 1, 
we have g,,(a,, + ~7,~) = 1, and so the sign of g,, is the same as the sign of 
a,, + c,,. The theorem is true in this case. Next suppose the theorem proved 
for n - 1, n 2 2. We may assume after an appropriate unitary similarity has 
been performed that A is triangular. Put 
A=[; ;I, G=[;; ;I. 
Then (3) implies that F = F*, and (2) implies that BF + FB* = I,_ 1 = 1. The 
induction hypothesis now implies that F is nonsingular, and that the number 
of positive eigenvalues of F is the same as the number of eigenvalues of B with 
positive real part. 
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Now choose x so that /3 + XF = 0 (which is possible because F is nonsingu- 
lar), and put 
Then a brief calculation shows that 
where g;i = g,, + x/3*. By Sylvester’s law of inertia, we have that the number 
of positive eigenvalues of G is the same as p + the number of positive 
eigenvalues of F, where p = 1 if g;r > 0, and p = 0 if g;, < 0. Comparing 
(1,l) elements in the relationship 
(MAM-l)(MGM*)+(MGM*)(MAM-l)*=MM*, 
we find that 
(A + X)g;, = 1+ xx* > 0. 
It follows that the sign of g;, is the same as the sign of X +x. Hence the 
theorem holds for n as well, and the proof is concluded. ??
A worthwhile comment (already made in [6]) is that the identity matrix Z 
appearing in (2) may be replaced by any hermitian positive definite matrix, 
without affecting the validity of Theorem 1. 
Finally, we give an interesting application of Theorem 1, first proved by 
B. Cain in his survey article [l]. We shall prove 
THEOREM 2. Let H, K be n X n hermitian matrices such that the eigen- 
values of HK have positive real parts. Then H and K have the same number 
of positive eigenualues (and hence the same signature). 
Proof. By Lyapunov’s theorem, a hermitian positive definitive matrix G 
exists such that 
HKG + G(HK)* = I, 
so that 




KGH-’ + H-'GK = ZT2, 
KGN-' + H-'(KG)* = K2. 
Now He2 is positive definite. If follows from Theorem 1 that the number of 
positive eigenvalues of H- ’ is the same as the number of eigenvalues of KG 
with positive real part. However, the number of positive eigenvalues of H-l is 
the same as the number of positive eigenvalues of 23, and the number of 
eigenvalues of KG with positive real part is the same as the number of 
positive eigenvalues of K, since G is positive definite. Thus 23 and K have the 
same number of positive eigenvalues, and the proof is concluded. ??
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