Abstract-We prove a new extension of Razumikhin's theorem that applies to time-varying nonlinear systems with time-varying delays, using a novel 'strictification' method for converting a nonstrict Lyapunov function into a strict Lyapunov function. We apply our method to a model from identification theory, to illustrate how our new result can allow broader classes of delays than earlier methods.
I. INTRODUCTION
Many engineering systems contain input delays that are of long enough duration that the delays cannot be ignored in the control design and stability analysis; see [1] , [2] , [4] , [5] , [7] , [9] , [13] , [20] , [22] , [23] , and [24] . Delays often make it impossible to apply standard techniques for undelayed systems; see [25] . This motivates this note, which continues our search (begun in [14] , [18] , and [19] ) for methods for proving key stability properties for systems with time delays.
Lyapunov analysis is a natural approach for proving stability properties for nonlinear systems whose flow maps cannot be written in explicit closed form. Lyapunov functions provide an indirect measure of how far a system is from an equilibrium, so convergence of a Lyapunov function to 0 along all solutions of a system implies asymptotic stability of an equilibrium. Standard Lyapunov approaches require nonpositivity of the time derivative of the Lyapunov functions along all solutions, which may be difficult to verify. To cope with delay systems, it is common to use Ruzumikhin functions or Lyapunov-Krasovskii functionals; see [6] and [21] , and see [8] and [16] for more motivation.
Time-varying systems with delay often arise in tracking, even if the original system is time invariant; see [3] , [18] , and [27] . The works [3] , [15] , [19] , and [28] are of interest, because they apply Lyapunov methods to delay systems in cases where the time derivatives of the Lyapunov functions can take nonnegative values along some trajectories. It is common to construct Lyapunov-Krasovskii functionals for time-varying delay systems by adding (a) an integral term whose integrand is a function of the norm of the state and (b) a Lyapunov function for the system that is obtained by setting the time delay equal to zero; see [17] . Razumikhin's approach is useful for systems with time-varying delay, Mazenc and usually does not require adding integral terms; see [7] , [11] , and [27, Theorem B.2]. Our paper [15] used a different approach to prove stability of delay systems, based on reduction model controllers and a variant of Halanay's inequality [10] , instead of using Lyapunov-Krasovskii or Razumikhin functionals.
By contrast, this work uses Razumikhin's theorem for time-varying delay systems, in conjunction with a strictification approach that we developed in [12] , to cover interesting systems where the time derivative of the given Lyapunov-like function can take positive values when the delay is zero. We impose a periodicity condition, but this can be relaxed. We obtain interesting alternatives to the stability conditions in [19] and [28] . We illustrate our new method using a model from identification theory that has a time-varying delay, which builds on our treatment of this dynamics from [17] which was confined to systems with constant delays.
II. DEFINITIONS AND NOTATION
In what follows, the dimensions of all vectors are arbitrary, unless indicated otherwise. The usual Euclidean norm, and its induced matrix norm, are written as | · |, and | · | I is the (essential) supremum over any interval I ⊆ R. We let C 1 be the set of all continuously differentiable functions, where the domains and ranges will be clear from the context. For each constant bound τ for the delay, we let C([−τ, 0], R n ) be the set of all continuous R n -valued functions that are defined on [−τ, 0], which we call the set of all initial functions and denote by C in . For each continuous function ϕ : [−τ, ∞) → R n and t ≥ 0, we set ϕ t (m) = ϕ(t + m) for all m ∈ [−τ, 0]. We call a locally bounded function φ that is defined on an interval I ⊆ R piecewise continuous provided that the restrictions of φ to each bounded set S ⊆ I have only finitely many points of discontinuity; this includes continuous functions. For a function φ that is defined on [0, ∞) × R n and differentiable on ([0, ∞) × R n ) \ {0}, we view its partial derivative φ t (0, x) with respect to its first argument as a right derivative at 0 for each x = 0.
We let K ∞ denote the set of all strictly increasing unbounded continuous functions α :
n uniformly bounded with respect to its first argument if there is a function α ∈ K ∞ and a constantc > 0 such that |F (t, φ)| ≤c + α(|φ| [−τ,0] ) holds for all t ≥ 0 and φ ∈ C in ; we call it Lipschitz continuous with respect to its second argument provided that there is a function α ∈ K ∞ such that for each constant K > 0, we have
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III. GENERAL RESULT

A. Statement of Result
Consider a nonlinear time-varying systeṁ
whose piecewise continuous delay is bounded by some constant τ , with initial functions in C([−τ, 0], R n ). Assume: Assumption 1: The function F is uniformly bounded with respect to its first argument and Lipschitz continuous with respect to its second argument. Also, there is a function V :
and functions α 1 and α 2 of class K ∞ such that
hold for all (t, x) ∈ [0, ∞) × R n and such that there are bounded piecewise continuous functions a : R → R and
holds along all trajectories of (1) for all t ≥ 0.
Assumption 2: There is a constant T > 0 such that a and b in Assumption 1 are periodic of period T . Also, there exists a bounded piecewise continuous function : R → R that is periodic of period T and that satisfies
and such that the function
is such that
is satisfied. We refer to (2) as uniform proper and positive definiteness; see [17] . See Section V for an interesting application where we check the preceding assumptions. Our main result is:
Theorem 1: If Assumptions 1-2 hold, then (1) is globally uniformly asymptotically stable to the origin.
B. Proof of Theorem 1
In all of what follows, all inequalities and equalities should be understood to hold for all t ≥ 0 and along all solutions of (1), unless otherwise noted. Assumption 1 implies the standard existence and uniqueness properties for solutions of (1). Let µ = a + b, and¯ > 0,ā > 0, andb > 0 be bounds on | |, |a|, and b, respectively. Let t > 0 be given, and k be the integer such that t ∈ [kT , (k + 1)T ). Then
Since (4) and our choice of µ give
we can use (7) to check that
We next prove that κ is periodic of period T . Notice that
Using the fact that µ and are both periodic of period T , we obtain
Since κ, and µ are all periodic of period T , it follows from (6) that for all t ≥ 0, we have
= − sup
We now choose
and
Then for all ∈ [t − τ, t], we have
Also, our choice of µ and (3) give
Hence, (15) gives
It follows from the nonnegativity of b that
Also
Moreover, (11) and (18) imply that for all t ≥ 0, we have
Then the choice q = 1 + r gives
Also, when qU (t, x(t)) ≥ sup ∈[t−τ,t] U ( , x( )), the second inequality in (16) and (20) 
Since (9) bounds the integral in (13) over all t ≥ 0, the function U is uniformly proper and positive definite. Hence, the theorem follows from the classical Razumikhin theorem.
IV. DISCUSSION ON THEOREM 1 A. Strictification
Theorem 1 provides stability results when a can take positive and negative values. This contrasts with [26] or other works that assume nonstrict (i.e., nonnegative) decay rates. Our proof of Theorem 1 leads to an original strictification result that is not in [12] . To see how, first note that if we know a C 1 function ξ : [0, ∞) → R and a piecewise continuous function g such thatξ(t) ≤ g(t)ξ(t) for all t ≥ 0, and if λ is a piecewise continuous bounded function, then the function
satisfiesζ(t) ≤ λ(t)ζ(t)for all t ≥ 0, since we havė
Next assume that there is a constant δ > 0 such that
Then the constant choice λ(t) = −δ givesζ(t) ≤ −δζ(t). Hence, if ξ is a Lyapunov function or functional candidate, then ζ is a strict Lyapunov function or functional because (24) ensures that there are two constants c 1 > c 2 > 0 such that c 2 ξ(t) ≤ ζ(t) ≤ c 1 ξ(t). This makes it possible to strictify Lyapunov functions under the very weak assumption (24) .
B. Checking the Assumptions
We can give helpful sufficient conditions for Assumption 2 to hold, as follows. Let Assumption 1 hold.
and assume that we have a global Lipschitz constant λ µ > 0 for µ. For all s ≥ 0, we get
since a and b have period T . We choose (t) = * and fix t ≥ 0. Then the function κ from Assumption 2 is
Also, the function
This allows us to integrateφ over [ , t] to get
We can also change variables to get
Then (28), (30), and our Lipschitz constant λ µ > 0 give
by upper bounding the last integrand by τ . Settingb = sup t b(t), it follows that (4)-(6) hold if * > 0 and
This provides the delay dependent condition
We believe that similar conditions cannot be obtained from [28] , whose conditions do not depend on Lipschitz constants.
V. EXAMPLE We apply Theorem 1 to the systeṁ
where x is valued in R n , m : R → R n is a continuous and has some period ω > 0, the nonnegative valued delay τ is a time-varying piecewise continuous function that is bounded by a constant τ > 0, and the input u is valued in R n . This system arises in identification theory; see [17] .
We studied (34) in [17] , where we assumed that τ is constant. The strategy in [17] was to construct a LyapunovKrasovskii functional that was the sum of (i) a strict Lyapunov function for the corresponding undelayed system and (ii) a double integral term where the integrand is a function of the norm of the state. Here, we use Theorem 1 to give stabilizability conditions under time-varying delays. This contrasts with [17] , which does not cover systems with a time-varying delay. We assume:
is positive definite. We define the constants 
we prove: Corollary 1: If the system (34) satisfies Assumptions 3-6, then the closed loop systeṁ
is globally uniformly exponentially stable to the origin. Proof: Since (40) is a linear time-varying system, we can restrict our stability proof to times t ∈ [2τ , ∞). For all t ≥ 2τ , we can rewrite the system aṡ
where M (t) = m(t)m (t). Let us consider
where ν 1 (x) = 1 2 |x| 2 and
The decomposition (41) implies that along all trajectories of (40), we have
where M is the matrix defined in (35). Also,
hold for all t ≥ 0 and x ∈ R n . For all t ≥ 2τ , we get
Using Young's inequality to get 2ab ≤ a 2 + b 2 where a and b are the quantities in curly braces in (45), we obtain
We can then use Jensen's inequality to obtain
Then our definition of pk m in (36) gives
Then our choice of
|x(s − τ (s))| 2 ds, and our bounds (44) give
Then our boundτ on τ gives the following:
Let us apply Theorem 1 with
Then our choices µ = a + b and
It follows from (37) that * > 0. Also, µ is globally Lipschitz with the global Lipschitz constant
We deduce from Section IV-B that l µ τ ω < 2 ln 1 + *
ensures global asymptotic stability; see (33). Since (38) implies (51), this concludes the proof.
VI. CONCLUSIONS
We advanced stabilization theory for time-varying systems with time-varying delays, which are important across many parts of engineering. Our results were beyond the scope of traditional Lyapunov-Krasovskii functional or other standard methods. We merged a strictification approach with the classical Razumikhin theorem, which produced a variant of Razumikhin's theorem. However, our strictification was beyond the scope of the strictification theorems in [12] . Another novel feature of our work is that we do not require our Lyapunov functionals to decay along solutions of the systems when the delay is zero, which distinguishes our work from traditional Razumikhin methods. We illustrated our methods using time-varying systems from identification theory that had a time-varying delay, thereby covering a broad class of problems that were beyond the scope of earlier treatments of the identification dynamics (such as our work [17] , which was based on an emulation approach) that required constant delays. We hope to extend our analysis to cover adaptive control problems where the objectives are tracking and parameter identification, and to systems with unknown perturbations.
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