In practice, pattern recognition applications often suffer from imbalanced data distributions between classes, which may vary during operations w.r.t. the design data. For instance, in many video surveillance applications, e.g., face re-identification, the face individuals must be recognized over a distributed network of video cameras. An important challenge in such applications is class imbalance since the number of faces captured from an individual of interest is greatly outnumbered by those of others. Two-class classification systems designed using imbalanced data tend to recognize the majority (negative) class better, while the class of interest (positive class) often has the smaller number of samples. Several data-level techniques have been proposed to alleviate this issue, where classifier ensembles are designed with balanced data subsets by up-sampling positive samples or under-sampling negative samples. However, some informative samples may be neglected by random under-sampling and adding synthetic positive samples through up-sampling adds to training complexity. In this paper, a new ensemble learning algorithm called Progressive Boosting (PBoost) is proposed that progressively inserts uncorrelated groups of samples into a Boosting procedure to avoid loosing information while generating a diverse pool of classifiers. In many real-world recognition problems, the samples may be regrouped using some application-based contextual information. For example, in face re-identification applications, facial regions of a same person appearing in a camera field of view may be regrouped based on their trajectories found by face tracker. From one iteration to the next, the PBoost algorithm accumulates these uncorrelated groups of samples into a set that grows gradually in size and imbalance. Base classifiers are trained on samples selected from this set and validated on the whole set. Consequently, PBoost is more robust when the operational data may have unknown and variable levels of skew. In addition, the computation complexity of PBoost is lower than Boosting ensembles in literature that use under-sampling for learning from imbalanced data because not all of the base classifiers are validated on all negative samples. The new loss factor used in PBoost avoids biasing performance towards the negative class. Using this loss factor, the weight update of samples and classifier contribution in final predictions are set according to the ability of classifiers to recognize both classes. The proposed approach was validated and compared using synthetic data and videos from the Faces In Action, and COX dataset that emulate face re-identification applications. Results show that PBoost outperforms state of the art techniques in terms of both accuracy and complexity over different levels of imbalance and overlap between classes.
Introduction
Class imbalance is a fundamental issue in many real-world pattern recognition applications found in, e.g., automated video surveillance, fraud detection, intrusion detection in computer and network security, risk management, and medical diagno- sis. Imbalance appears in binary classification problems and binarization of multi-class classification problems using one-vsall strategy when samples from one class are compared against all samples from all other classes (Galar et al., 2011; Wang & Yao, 2012) . In particular, in face re-identification applications, systems for video-to-video face recognition are designed using faces of individuals captured from video sequences, and seek to recognize them when they appear in archived or live videos captured over a network of video cameras. Face tracking systems follow the position of faces over consecutive video frames 15 and define the trajectories by collecting all face captures correspond to a same high quality track of an individual. Class imbalance is an important challenge in this application because the number of face captures from an individual of interest (positive class) may be greatly outnumbered by those of unknown 20 or non-target individuals (negative class).
In practice, the level of imbalance observed during operations is unknown a priori and varies over time. This level of skew may differ from what is seen in the design data. Classification algorithms designed using imbalanced data are often bi-ased towards the majority (negative) class, even though the minority class is the (positive) class of interest. The main reason is that learning algorithms are typically designed to optimize the performance in terms of standard accuracy. Consequently, correct classification of negative class becomes their priority due 30 to the abundance of samples for this class.
Several approaches have been proposed in literature to design ensembles of classifiers using imbalanced data (see the reviews (He & Garcia, 2009; Galar et al., 2012; Branco et al., 2016; Krawczyk, 2016; Haixiang et al., 2016) ). In this pa-35 per, these approaches are divided into data-level and algorithmlevel approaches. Data-level approaches either up-sample the positive class, under-sample the negative class or combine upsampling and under-sampling to re-balance data for learning an ensemble of classifiers. Algorithm-level methods create 40 or modify learning algorithms to counter the bias towards the negative class through cost-free techniques or by introducing uneven misclassification costs for the samples from different classes in cost-sensitive approaches.
Ensemble generation techniques can also be categorized into 45 static and dynamic approaches. Static ensembles are designed a priori and face no change during operations. The ensembles selection or fusion may be set off-line using validation data, but typically assume a fixed level of imbalance during operations. Dynamic ensembles allow to adapt the selection and 50 fusion of base classifiers during operations based on the operational data (Xiao et al., 2012; Galar et al., 2013a) . Most of the ensemble learning methods to handle imbalance in literature are static approaches. Boosting (Freund & Schapire, 1995; Freund et al., 1996) is a common static ensem-55 ble method that has been modified in several ways to learn from imbalanced data (see the reviews by (Galar et al., 2012; Branco et al., 2016; Krawczyk, 2016; Haixiang et al., 2016)) . In datalevel Boosting approaches, training data is rebalanced by upsampling positive class, under-sampling negative class, or using 60 both up-sampling and under-sampling (Chawla et al., 2003; Hu et al., 2009; Mease et al., 2007; Guo & Viktor, 2004; Seiffert et al., 2010; Galar et al., 2013b; Díez-Pastor et al., 2015) . Upsampling methods like SMOTEBoost (Chawla et al., 2003) are often more accurate, but they are computationally complex. In contrast, random under-sampling (RUS) (Seiffert et al., 2010) is more computationally efficient, but suffers from information loss. Partitional approaches (Soleymani et al., 2016a; Yan et al., 2003; Li et al., 2013) avoid information loss by splitting the negative class to uncorrelated subsets and training classifiers 70 using all of these subsets.
Another issue with Boosting-based ensembles is that they may suffer from the bias of performance towards negative class because the loss factor, which guides their learning process, is obtained based on weighted accuracy. In cases of imbalance, 75 weighted accuracy reflects the ability for correct classification of negative samples more than positive ones. This issue can be avoided by adopting a cost-sensitive approach (Fan et al., 1999; Ting, 2000; Sun et al., 2007) , that defines different misclassification costs for different classes and integrates these cost 80 factors into Boosting learning process. The drawback of these cost-sensitive techniques is that they rely on the suitable selection of cost factors which is often estimated by searching a range of possible values. In contrast, cost-free techniques modify learning algorithms by enhancing loss factor calcula-85 tion without considering cost factors (Joshi et al., 2001; Kim et al., 2015; Soleymani et al., 2016b) .
In literature, imbalance is addressed for face re-identification through dynamic and static approaches. The dynamic approaches base the selection and fusion of the classifiers on 90 the estimated level of skew (Radtke et al., 2014; De-la Torre et al., 2015) to build robust ensembles of classifiers. In (Radtke et al., 2014; De-la Torre et al., 2015) authors design base classifiers for a range of different levels of imbalance for face reidentification in video surveillance application. Then, they esti-95 mate the skew level of input data stream and select a suitable fusion function based on that level. The level of imbalance may be difficult to estimate accurately during operations and the diverging selection and fusion function can decrease performance. In contrast, in a static approach (Soleymani et al., 100 2016a), the range of possible imbalance levels is accounted for during design by training base classifiers on data subsets with different imbalance levels.
In this paper we address the two above mentioned issues of Boosting-based ensembles in imbalanced problems, and in par-105 ticular in face re-identification applications: the computational complexity of up-sampling methods, the loss of information of under-sampling ones; and the bias of the standard loss factor towards the negative class. To this aim we propose the Progressive Boosting (PBoost) algorithm to design static classifier 110 ensembles that can maintain a high level of performance over a range of possible levels of imbalance and complexity in the data encountered during operations.
PBoost uses a partitioning method inspired by face reidentification applications, Trajectory Under-Sampling (TUS),
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that we proposed in our previous work [10] . TUS uses partitions of the negative class based on tracking information to design ensembles of classifiers. In particular, samples from the negative class are regrouped into disjoint partitions and, over iterations, these partitions are gradually accumulated into 120 a temporary design subset. However, samples from the newly added partition and the important samples from previous iterations have an equally higher probability of being selected. The base classifier is then validated on the whole temporary subset. As with traditional Boosting ensembles, the samples that 125 are misclassified are considered as the most important samples and their weights increase. With the sample selection scheme proposed in this paper, loss of information is considerably reduced, correlation among subsets of negative class is low, and only important samples tend to appear in more than one train-130 ing subset. Therefore, the diversity and accuracy of Boosting ensembles tend to increase. In addition, to avoid biasing the performance towards the negative class, the proposed PBoosting algorithm employs a loss factor based on the F β -measure, previously proposed by the authors (Soleymani et al., 2016b), 135 that is applicable in any Boosting ensemble.
The diverse pool of classifiers generated with PBoost allows to globally model a range of different levels of imbalance and decision bound complexities for the data. Therefore, the static ensembles produced using PBoost are robust to possible vari-ations in data processed during operations because base classifiers are validated on a growing number of negative samples (imbalance level). In addition, the number of samples used per iteration to design (train and validate) a classifier in this ensemble is smaller than Boosting methods in the literature, which 145 translates to a lower computational complexity for design.
The contributions of the proposed PBoost algorithm for face re-identification is summarized as follows:
• A new sample selection process for designing Boosting ensembles where negative class samples inter the Boosting 150 process in uncorrolated partitions to avoid loss of information. Specifically for face re-identification application, the disjoint partitions are selected using tracking information.
• Modifying the validation step in Boosting learning such that base classifiers are validated on growing number of 155 negative samples to increase robustness to imbalance and decrease computation complexity;
• Exploiting a specific loss factor (F-measure) in Boosting algorithm to avoid bias of performance towards the majority class.
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The PBoost algorithm has been compared to state of the art Boosting ensembles on synthetic and video datasets, that emulate face re-identification application, in terms of both accuracy and computational complexity. The rest of the paper is structured as follows. Section 2 con-
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tains a review of literature on ensemble learning for class imbalance in general and in face re-identification application. In Section 3, the proposed PBoost algorithm is described. The experimental methodology and results are presented in Sections 4 and 5, respectively.
170

Boosting Ensemble Learning for Class Imbalance
Learning from imbalanced data has been addressed in literature through data-level, algorithm-level, and cost-sensitive techniques. Ensemble learning methods exploit one or a combination of aforementioned techniques (Galar et al., 2012) to 175 handle imbalance. Classifier ensembles can provide higher accuracy and robustness than a single classifier system by combining diverse classifiers (Rokach, 2010) . Boosting is a common static ensemble learning algorithm initiated with AdaBoost (Freund & Schapire, 1995) and improved in Ad-180 aBoost.M1 (for 2-class problems) and AdaBoost.M2 (for multiple-class problems) (Freund et al., 1996) to effectively promote a weak learner that performs slightly better than random guessing into a stronger ensemble. In AdaBoost.M1 (Algo.1) samples are assigned weights that indicate their im-185 portance. These weights guide the learning process such that base classifiers in the ensemble focus on correct classification of more important samples as the learning iterations proceed. Samples that are misclassified in each iteration gain more importance for the next iteration and more accurate base classi-190 fiers gain higher contribution in final decision. These weights Algorithm 1: AdaBoost.M1 ensemble learning method.
2 for e = 1, .., E do i Create new training set S e with weight distribution W e .
ii Train classifier C e on S e with W e .
iii Test C e on S and get back a label set {Y i , i = 1, ..., M}.
iv Calculate the pseudo-loss for S and W e :
v If ε e > 0.5 go to step i vi Calculate the weight update parameter:
3 Output the final hypothesis:
are used directly or for re-sampling training data, depending on the type of the base classifier being used. When the base classifier is from a type that is not designed to incorporate sample weights in its learning process (like SVMs), training data is re-195 sampled according to the weights of the samples. This case is considered here to explain the Boosting procedure.
Let's consider a two-class problem with M labelled training samples S = {(x i , y i ); i = 1, ..., M} where y i ∈ {−1, 1} that contains M + positive samples and M − negative samples. All samples in the dataset are initially associated with the same weight W 1 (i) = 1/M, i = 1, ..., M. Then, a new training subset is resampled into S with W to trained classifier C e . This classifier is tested on all training samples (S) and a loss factor (ε e ) is calculated as the sum of the weights of misclassified samples:
where Y i is the label associated with x i by C e . If the classifier is too weak (ε e > 0.5), the classifier is discarded and training set is re-sampled to train another classifier. The loss factor is then used to define a weight update factor:
The weights of the samples are then updated as:
Weight vector is normalized such that the weights of the misclassified samples (more important samples) increase exponentially while the weights of the correctly classified samples decrease. α e is also used to determine the contribution of the classifier in final predictions (Equation 4) so that more accurate classifiers play more important role in identifying the class of the input sample. This process is repeated for a predefined number of times to design E classifiers. Considering h e (x) as the output of C e (either a classification score or a label) for an input sample x, final prediction of the ensemble is obtained from:
Analogous to most learning algorithms, AdaBoost is not effective to learn from imbalanced data for two reasons. Negative samples are the majority and when training data is re-sampled 200 in line 2.i of AdaBoost (see Algo. 1), they contribute more in S . Therefore, C e is trained biased to correct classification of this class. After that, when C e is tested on S, loss factor in line 2.iv is calculated as a weighted error rate of classification. Again, negative samples contribute more in loss factor calculation and 205 the weight update formula and classifiers contribution in final prediction become biased such that weight of negative samples increases for the next iteration and classifiers that mostly classify negative samples correctly get higher importance in final prediction of the ensemble. A taxonomy of methods in litera-210 ture that modify AdaBoost to handle imbalance is presented in Figure 1 . Based on the issue these approaches address, they are divided to two categories, data-level and algorithm-level methods that are presented in subsections 2.1 and 2.2, respectively.
Data-Level Methods:
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Class imbalance can be handled in Boosting ensembles through up-sampling the positive class, under-sampling the negative class or combination of them. A popular up-sampling Boosting approach is SMOTEBoost (Chawla et al., 2003) that integrates Synthetic Minority Over-sampling Technique
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(SMOTE) into AdaBoost.M2. SMOTE creates synthetic samples by interpolating each positive sample with its k-nearest neighbours. MSMOTEBoost (Hu et al., 2009 ) use modified SMOTE (MSMOTE) by eliminating noisy samples and oversampling only safe samples. Jous-Boost (Mease et al., 2007) 225 oversample the positive class by duplicating it, instead of creating new samples, and introduce perturbation (jittering) to this data in order to avoid overfitting. DataBoost-IM (Guo & Viktor, 2004 ) oversample difficult samples from both classes and integrates it into AdaBoost.M1 .
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Up-sampling techniques address the bias of performance in classifiers through balancing class distribution without loss of information. However, up-sampling, in general, increase the number of samples and consequently increase the complexity of learning algorithms, and SMOTE involves additional com-235 putations due to interpolating each sample with its k-nearest neighbours to generate synthetic samples.
In under-sampling Boosting category, RUSBoost (Seiffert et al., 2010) integrates random under-sampling (RUS) into AdaBoost.M1. RUSBoost is similar to AdaBoost presented in
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Algo. 1 where in line 2.i of this algorithm, S contains all positive samples and a randomly selected subset of negative class, often with a size equal to the positive class. The subsets of negative class selected randomly over iterations of RUSBoost could be highly correlated and the classifiers trained on them 245 can lack in diversity, especially when the skew level of training data is high. The sample selection paradigm in RUSBoost is managed in EUSBoost (Galar et al., 2013b) to create less correlated subsets using evolutionary prototype selection (García & Herrera, 2009 ).
250
Some researchers combine SMOTE and RUS in AdaBoost to achieve greater diversity and avoid loss of information as in Random Balance Boosting (RB-Boost) (Díez-Pastor et al., 2015) . RB-Boost combines SMOTE and RUS to create training subsets with random and different skew levels in AdaBoost.M1.
255
Repetition of sampling in Boosting ensembles increase the chance of low correlation between subsets of data that are used for designing base classifiers and therefore maintain diversity among them. However, some potentially informative samples may be overlooked from these subsets in under-sampling pro-260 cess. In partitional approaches (Soleymani et al., 2016a; Yan et al., 2003; Li et al., 2013) bootstraps are selected without replacement either randomly (Yan et al., 2003) , by clustering (Li et al., 2013) or based on a prior knowledge from the application (like trajectories in video surveillance applications such as face 265 re-identification (Soleymani et al., 2016a) ). In these ensemble bootstraps are drawn from a set of negative samples that reduces size in each iteration. In other words, after selection of a bootstrap in each iteration, its samples are eliminated from the main set. In random partitioning of negative samples by 270 Yan et al. (Yan et al., 2003 ) the negative data is randomly decomposed into a number of subsets and each subset, combined with the positive samples, is used to train a classifier. Li et al. (Li et al., 2013) partition negative data by clustering it using k-means in the feature space and then create an ensemble from 275 the classifiers trained on each negative cluster and the positive samples. The contribution of the classifiers in the ensemble are then weighted based on the distance between the corresponding negative cluster and positive class. In (Soleymani et al., 2016a) , partitioning negative class is done by selecting samples 280 from a set of trajectories that are formed based on the tracking information, as found in several video surveillance applications like face re-identification. In this approach, data from the trajectories are accumulated as the training iteration proceeds and therefore, base classifiers in the ensemble are trained on dif-285 ferent imbalance levels to increase robustness of the ensemble to the possible variations in the skew level and complexity of operational data.
In contrast to RUSBoost, these partitional approaches use all negative samples from partitions to design ensembles and avoid 290 loss of information. However, not all samples are informative and using all samples for training may result in unnecessary time and memory complexity. Therefore, enhancing partitional methods with more intelligent sample selection and ensemble learning algorithm (like RUSBoost) can avoid information loss 295 and excessive time complexity at the same time.
Algorithm-Level Methods:
Using the standard loss factor based on misclassification rate in Boosting ensemble learning algorithms biases their performance towards negative class. In literature this issue is avoided at the algorithm level using two types of techniques; those that employ two different misclassification cost factors, one for positive and another for negative classes and those that handle this issue without the use of cost factors. Cost-sensitive Boosting methods including AdaCost (Fan et al., 1999) , CSB (Ting, 2000) and AdaC (Sun et al., 2007) , embed different misclassification cost factors into loss function or weight update formula of AdaBoost.M2.
Given µ i as the cost factor of sample x i , in AdaCost (Fan et al., 1999) , two cost adjustment functions are defined for each sample as φ + = −0.5µ i + 0.5 and φ − = 0.5µ i + 0.5 and weight update formula is changed to:
CSB (Ting, 2000) introduce two different cost factors for positive and negative classes as µ + = 1 and µ − ≥ 1, respectively.
In AdaC1, 2, 3 (Sun et al., 2007) cost factors are embedded into the weight update formula in three different ways. Given µ i ∈ [0, +∞), in AdaC1:
In AdaC2:
In AdaC3:
In these cost-sensitive approaches by setting µ + greater than µ − the weights of misclassified samples from positive class in-
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crease more than that of the misclassified samples from negative class. In addition, the weights of the classifiers that correctly classify positive class better than the negative class is higher in final decision. Therefore, these cost-sensitive approaches can make up for the usage of standard error rate in
315
Boosting ensembles and allow adapting the performance by selecting proper cost factors based on the application. The drawback of these cost-sensitive approaches is that they require known µ i s that are usually set ad-hoc or by conducting a search in the space of possible costs for a dataset.
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Some cost-free approaches have been proposed to deal with the bias of performance caused by using standard error in Boosting ensembles. In RareBoost (Joshi et al., 2001) , two different αs are defined for positive and negative classes as:
where T P e and T N e are the true positive and true negative counts, respectively. Then the weight update formula and final classification prediction are modified as:
H(x) = sign( ∑ α − e h e (x)))
Kim et al. (Kim et al., 2015) also define two different α e s for positive and negative classes as:
where l + and l − are pseudo errors of classifier in classifying each class. Finally:
µ i is a multiplier to control the weight of each sample.
Another cost-free approach (Soleymani et al., 2016b ) modifies the loss factor calculation of Boosting algorithm using Fmeasure, the most frequently used measures for performance evaluation in class imbalance learning. To calculate this loss factor, the weight vector W e is split to two weight matrices for positive W + e and negative W − e classes. Then, weighted versions of true positive, false positive, true negative and false negative counts are defined as:
Based on these values, the accuracy of a classifier is computed in terms of F β -measure as:
To measure the error of the classifiers, the corresponding loss factor is defined as:
The condition ε e > 0.5 in line (v) of AdaBoost.M1 (Algo. 1) means that classifiers in a Boosting ensemble should perform better than random guessing. When F β -measure is used as the evaluation metric, the base classifier to beat is the one that pre-325 dicts everything as positive (Flach & Kull, 2015) . Therefore, when the loss factor is calculated using Eq. (24), the accuracy criterion of 0.5 in AdaBoost.M1 should be replaced by
Cost-free methods enhance the performance of Boosting en-330 sembles without setting any cost factors and guide the learning process using a more suitable loss factor calculation since the use of weighted standard accuracy, as in original Boosting algorithm, biases the learning process towards correct classification of the negative class. The problem with the loss factor proposed 335 by Kim et al. (Kim et al., 2015) is that, if there are no misclassified samples in one class or in both classes, α e is undefined. Besides, F β -measure is more sensitive to imbalance than G-mean and at the same time allows us to give more importance to one class than the other. Therefore, this metric is used in loss factor 340 calculation of the proposed PBoost algorithm.
Class Imbalance in Face Re-Identification
Face re-identification is a video surveillance application where video-to-video face recognition systems are designed to recognize faces of the individuals in archived or live videos at 345 different time instants and/or locations over a network of distributed cameras. In this application, a face tracker defines facial trajectories for the moving faces captured over consecutive frames. An efficient tracking system does not mix the tracking information from several individuals between frames and there-350 fore each trajectory corresponds to one individual. A trajectory is defined as a set of facial ROIs that correspond to a same high quality track of an individual across consecutive frames.
A common classification architecture in face re-identification is modular classification systems consisting of a single classifier 355 or an ensemble of classifiers designed per target individual of interest. Two class classification systems in this application are designed using face captures from the target individual of interest (positive class) and those of the non-target individuals (negative class). This application is challenging due to variations in 360 capture conditions such as pose, illumination, expression, etc. Moreover, an important challenge in this application is that the number of faces captured from the target individual is typically limited and greatly outnumbered by those of non-target ones. In addition, the level of imbalance during operations may differ 365 from that of the design data.
There are some specialized approaches in literature to address imbalance in face re-identification application. In a dynamic approach (Radtke et al., 2014; De-la Torre et al., 2015) , a pool of classifiers is generated using data subsets with differ-370 ent imbalance levels. These classifiers are then combined using Boolean combination and validated on different imbalance levels. During operations, the level of imbalance is estimated and the suitable Boolean function and its corresponding set of classifiers is selected.
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The level of imbalance may be difficult to estimate accurately during operations and a static approach that accounts for variations in imbalance level of data may be of more interest. In the static approach of (Soleymani et al., 2016a) , all the face captures are regrouped into trajectories. The classifiers are trained 380 using a positive class trajectory and different numbers of negative class trajectories to design diverse and accurate classifiers. Selecting samples using trajectories to design classifier ensembles appears to be more effective than using the general-purpose sampling techniques (RUS and CUS) to improve accuracy. The 385 same sample selection technique is utilized in the proposed PBoost algorithm for face re-identification application.
Progressive Boosting for Learning Ensembles from Imbalanced Data:
The Progressive Boosting (PBoost) learning method is pro-390 posed to sustain a high level of performance over a range of imbalance and complexity levels in the data seen during operations. This method follows a static approach, and learns ensembles based on a combination of under-sampling and cost-free adjustment of Boosting ensemble learning.
With the PBoost algorithm, negative class is partitioned into disjoint subsets. These partitions are accumulated into a temporary design set progressively as learning iterations proceed. In each iteration, a subset of this temporary set is used for training a classifier such that the most important samples plus samples 400 from the new partition are given an equally high opportunity to be used in training a base classifier. Loss of information is therefore avoided and ensemble diversity is increased. The trained classifier is then validated on the temporary set that contains all positive samples and only those negative partitions that 405 have already been used in previous training iterations. As the temporary set grows, its imbalance level increases and therefore, the ensemble's robustness to diverse levels of skew and decision bound complexities during operations is increased. In PBoost, the error of the classifier is determined based on its 410 ability to correctly classify both positive and negative classes. This loss factor plays an important role in determining the contribution of classifiers in final prediction, and in selection criteria of samples for designing the next classifiers.
There are several possible ways to partition the negative sam-
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ples into disjoint subsets in literature (Xu & Wunsch, 2005) e.g., prototype-based methods like k-means and GMM algorithms, affinity-based methods like spectral, normalized-cut and subspace algorithms to represent the negatives, and thus define partitions (number of clusters and association of data to clusters).
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Two general-purpose partitioning techniques have been used in literature to partition data to learn ensembles from imbalanced data: Random Under-Sampling without replacement (we call RUSwR in this paper) (Yan et al., 2003) , and Cluster UnderSampling (CUS) (Li et al., 2013) . In some applications the data 425 is already partitioned, like binarization of multi-class classification problems using one-vs-all strategy. In some others, the data may be grouped based on some contextual or application-based knowledge of data. Trajectory Under-Sampling (TUS) is applicable in video 430 surveillance applications where Regions Of Interest (ROIs), which are faces in face re-identification, are regrouped into a set called a trajectory with a high quality face tracker (Soleymani et al., 2016a) . A high quality tracking system finds the trajectories by efficiently following the location of the ROIs that 435 belong to the same individual over consecutive video frames. This application-based under-sampling method appeared to be more effective than the general-purposed under-sampling methods in designing classifier ensembles for face re-identification in terms of diversity and accuracy of opinions (Soleymani et al., 440 2016a). The progressive Boosting method is presented in Algo. 2 and Figure 2 . Its main steps are explained in the following. The negative samples are regrouped to E disjoint partitions P e , where e = 1, .., E, one per classifier in the ensemble (line 445 1). E and the number of negative samples in each partition N e varies and depends on the partitioning method and the data distribution. In the case of random under-sampling without replacement E is preselected and N e takes a fixed random value
In the case of CUS 450 and TUS, E and N e depend on the number of samples that are assigned to each partition by the clustering algorithm and the tracker, respectively.
Given a training data set S, one partition P e is selected in each iteration and added to a temporary set S under-sampling to create a new subset S e with the weight distribution of W e . A classifier C e is trained on S e (line 5.v). Then it is tested on the whole temporary set S tmp e that has an imbalance level of λ e = 1 : ∑ e f =1 N f / M + (line 5.vi). Therefore, the classifiers in this ensemble are in fact validated on data subsets with 465 a growing level of imbalance and complexity.
After that, the loss factor is calculated using the method proposed in (Soleymani et al., 2016b 
Then, weighted versions of true positive, false positive, true negative and false negative counts are defined as:
After calculation of α e (line 5.ix) from:
the weights in the temporary set W tmp e are updated (line 5.x) as:
Even though it is desirable to limit the loss of information during under-sampling of data, some samples (like borderline samples) are of more interest than others for training classifiers in the ensemble. In Boosting ensembles, these samples are often detected as misclassified samples because borderline samples play more important role in defining the decision bound and they are more likely to be misclassified. More importance is given to these samples by assigning higher weights to them, so that they have a higher chance to be included in training subset(s). In the proposed PBoost ensemble, after normalization of W tmp e , its maximum value among negative samples is selected as the initial weight for the next iteration (line 5.xii):
This value corresponds to the weight of more important misclassified negative samples. Therefore, in each iteration, new samples and misclassified samples from previous iterations have more chance to be included in the training subset. Finally,
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α e is used to obtain the final class prediction of the ensemble from (4) (line 6). PBoost is somewhat inspired from RUSBoost, but differs in three main respects. First, during each iteration, instead of random under-sampling with replacement, most of training 475 negative samples are selected from disjoint partitions. Consequently, repeatedly selection of the same samples over all iterations and information loss is avoided while the diversity increases. Second, instead of validating the classifiers on all samples, the classifiers are validated only on a subset of training 480 set that grows in size and imbalance over iterations. Therefore, robustness to different levels of data imbalance and complexity increases, and the computations complexity of validation step decreases significantly. Third, instead of weighted accuracy, Fmeasure, an imbalance-compatible performance metric, avoids 485 biasing performance towards negative class.
Experimental Methodology
In our experiments, the proposed PBoost ensemble learning method is assessed and compared with AdaBoost.M1 (Freund et al., 1996) , and one state of the art method from each fam-490 ily of the data-level approaches reviewed in Section 2 including SMOTEBoost (Chawla et al., 2003) , RUSBoost (Seiffert et al., 2010) , and RB-Boost (Díez-Pastor et al., 2015) . The datasets that are used for the experiments include: (1) A set of synthetic 2D data sets in which the level of skew and over-495 lap between classes are controllable, (2) the Face In Action (FIA) video database (Goh et al., 2005 ) that emulates a passport checking scenario in face re-identification application, and (3) COX Face dataset the face recognition in video surveillance applications (Huang et al., 2015) . 
. Synthetic Dataset
The performance of classification systems may vary on different levels of overlap and skew between classes in both training and test data. Therefore, in our experiments on synthetic 505 data, different synthetic datasets with different overlap and skew levels are generated and used to compare classification systems.
The data is generated to emulate both binarization of a multiclass classification problem when the classification strategy is 510 one versus all and binary classification problems where there is no prior knowledge of optimal partitions. The samples of both positive and negative classes are generated from a mixture of Gaussian distributions. The samples from one normal distribution are considered as positive class and all other samples are 515 considered as negative class.
To generate the 2D synthetic data, M + = 100 positive class samples are generated with a normal distribution as N(m + , σ + ), where m + = (0, 0) and σ + = [ 1 0 0 1 ] indicate its mean and covariance matrix, respectively. Then, T − = 100 points are generated 520 randomly from a uniform distribution around m + . These points (m −, j , j = 1, ..., T − ) are generated as the mean of T − Normal distributions (N(m −, j , σ − ), j = 1, . . . , T − ) for negative class where σ − = σ + . Each normal distribution contains M + = 100 samples and is considered as an ideal cluster of negative class 525 (used for PCUS i and to emulate face captures along trajectories in TUS). The mean of these clusters (m −, j s) keep a margin distance δ from m + . This margin is used to control the level of overlap between positive and negative classes.
For the experiments, we selected the parameter δ as 0.1
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(maximum overlap) and 0.2 (medium overlap). For each overlap level, each normal distribution is randomly divided into two subsets for design and testing. Then the design subsets are divided into 5 folds considering one fold for validation and 4 folds for training. Five replications are carried out by alternating the 535 validation fold in each iteration and by reversing the role of design and testing subsets for a total of 10 replications. Two skew levels and two overlap levels of training data have been considered for the experiments, which have been combined into the three settings shown in Table 1 .
is set to 1:50 in two setting and to 1:20 in the other. When λ train = 1 : 50, only 50 clusters from the negative class are used for training. The objective is to compare different classification algorithms when they are designed on different levels of imbalance. Properties of training data generated with these set-545 tings are summarized in Table 1 and examples are presented in Figure 3 . In a similar way, four imbalance levels (λ test = {1 : 1, 1 : 20, 1 : 50, 1 : 100}) are considered for testing to evaluate the robustness of the classification algorithms over varying skew 550 levels of data during operation. Examples of synthetic test data corresponding to setting D 1 are presented in Figure 4 .
Face Re-Identification Dataset
To compare the performance of proposed PBoost algorithm to state of the art classification systems, two datasets for video-555 based face recognition were considered.
FIA video database (Goh et al., 2005) contains video sequences that emulate a passport checking scenario. The video streams are collected from 221 participants under different capture conditions such as pose, illumination and expression in 560 Algorithm 2: Progressive Boosting ensemble learning method.
1 Partition non-target samples from S into E clusters {P e ; e = 1, ..., E}. 2 Create a temporary training set and weight vector: 
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For experiments in this paper using FIA dataset, only the faces captured with frontal camera in indoor environment is used for both design and testing. ROIs are converted to grayscale and rescaled to 70 × 70 pixels using Viola Jones algorithm (Viola & Jones, 2001 ) from this video. Some examples 570 of ROIs from this data set are presented in Figure 5 .
The COX Face dataset for face recognition in video surveillance (Huang et al., 2015) contains videos from 1000 participants captured with 4 cameras under different capture conditions. The faces are tracked and resized such that for each frame 575 with a face detected, an image patch centered at the head of the subject is cropped out with a size of 66 × 66. selected as the negative class 1 . ROI patterns for each trajectory are divided into 2 sets for design and testing. The design 590 set is divided to 5 folds, and for each round one fold is considered for validation and remaining 4 folds are considered for 1 The ROIs of each individual in FIA and COX datasets are already grouped.
training. Then the roles of design and testing sets is reversed. Therefore, for each target individual, three independent sets are collected from these face patterns for training, validation and individuals and 90 groups of samples from non-target individuals. Repeating this process for each target individual yields 10 × 10 = 100 overall experiments for this dataset.
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Two imbalance levels (λ train = 1 : 50 and 100) and four different imbalance levels λ test = {1 : 1, 1 : 20, 1 : 50, 1 : 100} are considered for selecting the training and testing negative class for each positive individual, respectively. This is to evaluate the performance of different classification algorithms when they cluded in training the classification systems and the skew level of test data is higher than the skew level of training data. When λ test < 1 : 50, most of the negative individuals that were used for 615 training do not appear in testing data. When λ train = λ test = 100, the maximum imbalance level of testing data is the same as the imbalance level of training data. Therefore, all individuals are seen in both training and testing. However, in this case a high level of imbalance exists in both training and testing stages that 620 makes both learning and classification more difficult. It is worth mentioning that in all settings, the skew level of the validation data is selected to be the same as testing data.
Experimental Protocol
For validation, synthetic and video datasets are used to evalu-625 ate the algorithm when the ideal partitions (or clusters) of nega-tive class are known a priori. These data sets are also used for a binary classification problem where no information is available regarding the ideal clusters of data. We use SVM with RBF kernel (Chang & Lin, 2011) as the 630 base classifier where K(x , x ) = exp{ − x −x 2 / 2κ 2 }. The kernel parameter κ is set as the average of the mean minimum distance between any two training samples and the scatter radius of the training samples in the input space (Li et al., 2008) . The scatter radius is calculated by selecting the maximum distance 635 between the training samples and a point corresponding to the mean of training samples. We used the LibSVM implementation of (Chang & Lin, 2011) .
A brief description of the implemented ensembles, their variants and the abbreviations used for them are shown in Table 2 .
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The last column of the table shows the datasets that are used for experiments on these classification systems. The abbreviations assigned to these ensembles are selected based on their sampling techniques and loss factor.
The baseline sampling techniques include Ada (resampling 645 in AdaBoost), SMT (SMOTE in SMOTEBoost), RUS (random under-sampling in RUSBoost), RB (random balance in RB-Boost). For PBoost four partitioning techniques are used for under-sampling the negative class to evaluate the effect of the partitioning technique on the performance of PBoost en-650 semble: random under sampling without replacement (PRUS) and cluster under-sampling (PCUS) are used as general partitioning techniques for PBoost disregarding the data structure, whether or not the negative class is partitioned a priori. For PCUS, kernel k-means is used for clustering negative samples.
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To select k, it is varied over a range of possible values and the value of Dunn index (Dunn, 1973) is calculated for each case using a validation set. Finally, the optimal k, is selected when Dunn index takes its maximum value. Two cases are considered for PBoost in which the partitions of the negative class are 660 known a priori. The ideal cluster under-sampling (PCUS i ) with synthetic datasets and trajectory under-sampling (PTUS) with video dataset. The loss factor is calculated in two ways based on: the traditional technique i.e. weighted accuracy, and the F-measure.
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To indicate the use of F-measure in the Boosting ensembles in Table 2 , the abbreviation is followed by -F. For the use of proposed loss factor calculation with the F-measure, β is set as 2 in all experiments because β ≥ 1 is more suitable for imbalanced data classification when the positive class is the minority class.
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An experiment is done to evaluate the performance of Boosting ensembles with different values of β.
In addition to the mentioned Boosting ensembles, the ensembles proposed in (Soleymani et al., 2016a) for face reidentification are also included in the comparison. Rows 7 and 675 8 in Table 2 summarize the properties of these ensembles. In this technique, the negative class samples are regrouped to subsets with growing imbalance levels using CUS i for synthetric data and TUS for video data. In contrast to Boosting ensembles, this method does not involve the use of any loss factors 680 in learning process. However, the contribution of base classifiers in final prediction depends on their performance in terms of F-measure.
In the experiments with synthetic and video data sets, two different imbalance levels are used for training and four differ-685 ent imbalance levels are used for testing. This is to evaluate the sensitivity of classification systems to the level of imbalance during training and their robustness to possible variations in skew level during operations. In experiments with synthetic data, the overlap level between positive and negative classes are In experiments with synthetic and video datasets, the size of all Boosting ensembles is set equal to the maximum imbalance level of the data, except from PCUS. The reason for this setting 695 is that the number of ideal clusters and the number of trajectories are both known and equal to the level of skew. In addition, based on a preliminary experiment under setting D 2 (see Table 1) on baseline ensembles in Figure 6 , it is observed that the size of these ensembles does not have a significant impact on 700 their performance. The performance of these ensembles vary in terms of F 2 -measure as the ensemble size grows. However, their global performance in terms of AUPR do not change significantly. For PCUS, the size of ensemble is selected equal to the optimal k obtained using Dunn index. 
Performance Evaluation
Global performance evaluation curves such as ROC and precision-recall, show the trade off between two metrics for different operational settings. For classifiers that output scores or probability estimates, this setting is usually the choice of deci-710 sion threshold. Area under the curve, shows the global performance of the classifier over a range of possible decision thresholds, where local evaluation metric such as F-measure show the performance for a specific decision threshold. Therefore, when different classifiers are compared in terms of local metrics, the 715 choice of the decision threshold becomes important. The decision threshold may be set to a fixed optimal value with or without considering the operating conditions: the cost proportions or skew levels (Hernández-Orallo et al., 2012) . The performance metrics that can be maximized to set the decision thresh- To this aim, the classifiers are tested on a set of data called validation datasets that are independent from training and testing data.
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When data is imbalanced, the same change in the number of true positives and false positives reflects more significantly in TPR than FPR. Therefore, precision is preferred to FPR because it magnifies FPR by the skew level of data for the given TPR:
where π is the proportion of the number of negatives to the positives. Consequently, AUPR (area under precision-recall curve) is preferred to AUC (area under ROC curve) when data is imbalanced. However, positive class is often the class of interest which makes TPR (or recall) very important. In this case, Fmeasure is a more suitable metric to compare the performance of the classification systems. F β -measure shows the harmonic mean of precision and recall(Re) when a higher importance is given to recall (in other words changes in precision is eased by β 2 ).
Therefore, in the experiments in this paper, AUPR is used to compare the performance of Boosting ensembles globally which shows the average value of precision for different values of recall (or TPR) giving them equal importance. F 2 -measure is used for giving a higher importance to recall and G-mean is 730 used to evaluates the performance of the classification systems giving equal weight to the TPR and TNR(= 1 − FPR). The values of performance metrics are averaged over 10 replications obtained by 2 × 5-fold cross validation. In our experiments, the decision threshold to obtain the F 2 -measure 735 is set to the value that maximizes the value of F 2 -measure on the validation data for comparing the performance of different classification algorithms.
An example is shown in Figure 7 , the PR curve of an experiment under setting D 2 on the validation data with skew level of 740 1:50. In Figure 8 , the ensembles are tested on a different test set and F op shows the value of F-measure when the optimal threshold is selected using the validation step described. F D is the value of F-measure when the combination function in Boosting ensembles is majority voting and the decisions of base classi-745 fiers are combined. It is observed that F op and F D may differ significantly and in most cases F op > F D .
In our experiments, the performance of the proposed PBoost ensemble is also compared to state of the art Boosting ensembles in terms of computational complexity. Time complexity for 750 SVM training depends on several factors including the number of training samples, the learning (optimization) algorithm and the number of features. The computational complexity of SVM implemented in LibSVM is evaluated in (Chang & Lin, 2011) , as O(n tr d) per iteration I, where n tr is the training set size, and d 755 is the number of features. The authors state that "the number of iterations p may be higher than linear to the number of training data". Therefore, the complexity is O(n p tr · d) for some p > 2. This means that, time complexity for SVM training is not proportional to, but increases more than linearly with respect to the 760 training set size.
In the proposed PRUS and baseline Boosting ensembles, p is unknown and d is identical in all algorithms. Each iteration of Boosting ensembles includes a validation step that should be added to training complexity to obtain the overall time com-765 plexity of learning process. Time complexity of the validation step O(n SV · n val ), depends on the number of validation samples n val and the number of support vectors n SV obtained from training each SVM. The reason is that, when an RBF SVM with n SV support vectors is tested on a probe sample x, the value of 770 K(x, SV j ) = exp{ − x−SV j 2 / 2κ 2 } is accumulated for all support vectors ( j = 1, . . . , n SV ) and the sign of the resulting quantity determines the decision. Table 3 shows the number of samples to train and validate the ensembles of the size E. The number of validation samples in baseline Boosting ensembles is the same and equal to the overall number of training samples. However, the overall number of samples used for validation in PTUS is calculated as:
This value is less than E(M + + M − ) that is the total number of validation samples in the sate of the art Boosting ensembles.
775 Table 3 shows that the total number of training and validation samples in PTUS ensemble is the smallest one. The number of training and validation samples in TUS is also found using Eq. 39.
Results and Discussion
780
The performance of the proposed and state of the art ensemble learning methods are analyzed for synthetic and video data in 4 parts: (1) accuracy and robustness over different levels of overlap and imbalance between design and test data and of using the proposed loss factor; (2) the performance of RUSBoost 785 with and without progressive partitioning; (3) the combined impact of progressive partitioning and proposed loss factor; (4) the computation complexity during design and testing.
Results of Experiments with Synthetic Data
Impact of Loss Factor Based on the F-measure
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The performance of the baseline Boosting ensembles: AdaBoost , SMOTEBoost, RUSBoost, and RB-Boost are compared in Table 4 for different settings. In addition, F β is used to optimize loss factor calculation in these ensembles.
Given a fixed skew level of test data, the performance of all
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Boosting ensembles declines in terms of F-measure and AUPR as the overlap between positive and negative classes grows. This decline of performance is more significant when test data is imbalanced compared to the case where test data is balanced.
In our experiments, changes in skew level of test data result 800 in different number of misclassified negative samples and no change in the number of correctly classified positive samples. Therefore, even for the same level of overlap, the performance of all ensembles degrades, in terms of F-measure and AUPR when testing on a more imbalanced data. However, the value 805 of G-mean is relatively high and does not change significantly with variations in imbalance. For the same level of overlap and different imbalance of training data (settings D 1 and D 3 ) the performance of all Boosting ensembles is lower when imbalance of training data is 810 lower. The reason is that less information is provided for training and also the skew level of training and test data has a greater difference. Overall, Table 4 shows that SMT and RB are the most robust to changes in overlap and imbalance. Based on the Table 4, Using the F-measure loss factor may improve the performance of the Boosting ensembles that rely on under-sampling of data in terms of F-measure, especially for more difficult problems with overlapping data. The performance of Boosting ensembles that involve up-sampling of positive samples does 825 not improve significantly in terms of F-measure. However, the global performance of these Boosting ensembles in terms of AUPR does improve after using the F-measure loss factor. 
Ensemble n tr in iteration e
Total n tr n val in iteration e Total n val Ada
In Table 5 , the performance of baseline ensembles and their variants for different values of β is compared for D2. The goal 830 is to evaluate the effect of the value of β on improving the performance when the proposed loss factor is used. This Table shows the performance only when λ test = 1 : 100 because the performance of baseline systems usually decline for higher skew levels of test data.
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Evaluation is done in terms of the same F β -measure that is used in loss factor calculation. The results are shown in terms of both F D and F op . F D is the value of F-measure when the decisions of base classifiers are combined in Boosting ensembles and F op is the value of F-measure when the scores of base 840 classifiers are combined in Boosting ensembles and the optimal decision threshold of each ensemble is set to the point that maximizes F-measure when that ensemble is validated on an independent set of data (see section 4.2.1.). 
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The results are not shown in terms of AUPR because AUPR does not change with variations in the value of β, since the importance of recall and precision stays the same and equal in obtaining AUPR.
Impact of progressive partitioning in RUSBoost
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In this section, progressive partitioning is integrated into RUS without the use of F-measure in loss factor calculation. It is observed in Table 7 that robustness of RUS improves significantly after using this method of sampling. Indeed, using all samples for training through partitioning avoids loss of infor- Tables 4, 6 and 7 shows that combining the use of F-measure and progressive partitioning is more effective in increasing performance and robustness compared to using each 890 of them independently because during learning process, accuracy and robustness to imbalance improve at the same time, not separately. If the negative class is partitioned a priori (CUS i ), PBoost performs significantly better than the case when general partitioning techniques (RUS and CUS) are used. 
Results of Experiments with Video Data
Similarly to the synthetic data sets, the results of experiments on video datasets are shown in three parts, assessing the impact of: (1) using the F-measure loss factor on the performance of baseline Boosting ensembles, (2) integrating progressive parti-900 tioning into RUS, and (3) using the F-measure loss factor and progressive partitioning compared with the baseline and state of the art ensembles.
From Table 8 , the performance level of all ensembles is lower when the skew level of training data is higher. This is despite 905 the fact that when the imbalance of training data is lower, the data that is used to test classifiers contain samples from some individuals that are not in the training data. Using the F-measure loss factor improves the performance of Ada and RUS in terms of F-measure, and has less impact on the performance of RB 910 and SMT in most cases of skew between classes in training and testing data. In terms of G-mean, the performance improves for all ensembles with both datasets, except for RUS with FIA. The performance of these ensembles after using the F-measure loss factor does not change significantly in terms of AUPR.In 915 fact, the use of F-measure loss factor performs similarly to adjusting the decision threshold of the Boosting algorithms to better account for imbalance and therefore may improve the performance only in terms of local performance metrics like Fmeasure.
After integrating the progressive partitioning in RUS using PRUS and PTUS, the performance of RUS improves and becomes more robust in terms of both F-measure and AUPR (see Table 9 ), especially when TUS is used for partitioning. Validating base classifiers on different imbalance levels of imbalance 925 result in more robust classification systems and using all samples for training through partitioning avoids loss of information and may improve the classification accuracy.
Comparing the performance of final PBoost variants with baseline ensembles in Table 10 , PTUS-F outperforms all other 930 approaches in terms of F-measure. In terms of G-mean RUS performs the best and in terms of AUPR, SMT has the highest mean value. From these results, it is observed that combining the use of F-measure and integration of progressive partitioning, is more effective in increasing performance and ro-935 bustness compared to using each of them independently. In the experiments on the video data, trajectory under-sampling is more effective when used in PBoost compared to random under-sampling without replacement and cluster undersampling. This is the case when partitions of negative class 940 are known a priori.
Statistical Comparison of the Classification Systems
The statistical comparison in this paper is carried out once for each skew level of test data. K = 8 is the number of classification systems in Tables 7 and 10 For each skew level of test data (s=1,...,4), Table 11 shows the mean rank of each classification system (R s k = (1/N) ∑ n r k n,s where k = 1, ..., K and n = 1, ..., N). r k n,s is the rank of k th classification system for s th skew level with n th dataset such that best 960 performing algorithm gets rank of 1 and the worst one gets rank of 8. In case of ties average ranks are assigned. From Table 11 , it is observed that PTUS-F takes the highest rank in terms of F-measure and G-mean. To determine if there are any significant differences between the ranks, we use Friedman test and 965 the subsequent version of Iman and Davenport (Iman & Davenport, 1980) which rejects the null hypothesis that all classification systems perform the same. Then we use Hochberg test (Hochberg, 1988) to compare the state of the art ensemble methods (Ada, RUS, SMT, RB and TUS) to PTUS-F. Table 12   970 shows the p-values of these comparisons. With alpha of 0.05, the boldface entries of the table indicate the rejection of null hypothesis that PTUS-F does not outperform these ensembles. It is observed that the null hypothesis is rejected in 14 out of 20 comparisons in terms of F-measure, and 6 out of 20 compar-975 isons in terms of G-mean and AUPR.
Computational Complexity
In this section the time complexity needed to design and test the proposed and baseline Boosting ensembles are compared. To compare the training time and memory cost of these ensem-980 bles, the number of training samples is counted and to compare their validation time and memory cost the number of validation samples and the number of support vectors of base classifiers are considered. Figure 9 show the results obtained with setting D 2 in our ex- plexity of these classification systems during testing O(n SV ) with a probe sample x, we compared the overall number of support vectors in these ensembles in Figure 9 (e) because computing each SVM output requires n SV evaluations of the kernel function.
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Given n e tr as the number of samples to train the e th classifier in the ensemble, Figure 9 (a) shows ∑ E e=1 n e tr . In Figure 9 (b), ∑ E e=1 n e val is presented, where n e val is the number of samples that the e th classifier in the ensemble is validated with. Average number of support vectors in E classifiers of the ensembles are 1000 shown in Figure 9 (c). Given n e SV as the number of support vectors obtained after training the e th classifier in the ensemble, Figure 9 (d) shows ∑ E e=1 n e val · n e SV for each ensemble. In terms of training (see Figure 9 (a)), PCUS i and RUS are under-sampling ensembles and have the lowest computational 1005 cost, while SMT and RB-Boost include up-sampling and are significantly more costly. Total number of validation samples is equal for Ada, SMT, RUS and RB, and total number of validation samples is less with PCUS i (see Figure 9(b) ). The average number of support vectors is higher for SMT (see Figure 9 (c)) 1010 because the base classifiers in this ensemble are trained on higher number of samples. Therefore, SMT is the most costly method, in terms of validation (see Figure 9(d) ). Note that time and memory required for partitioning in PCUS i , and generating synthetic samples in SMT and RB-Boost is neglected here.
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Nevertheless, PCUS i is the most efficient ensemble technique in terms of designing memory and time complexity.
The number of training and validation samples as well as the average number of support vectors is smaller with PCUS i and therefore, PCUS i is less costly in terms of design time and 1020 memory complexity.
In terms of testing time complexity (see Figure 9 Although AdaBoost is given the same ensemble size, it fails to generate enough classifiers 2 and consequently result in smaller number of support vectors. Therefore, the total number of validation and testing processes of Ada is lower than ex-1030 pected.
Summary of Results
As a summary of results on synthetic and video datasets, we observed that:
1. Using the proposed loss factor calculation may reduce the 1035 bias of performance in Boosting ensembles and increase the accuracy.
Partitioning improves the performance of RUS in all cases
in terms of both accuracy and robustness to imbalance.
3. Integrating both partitioning and the proposed loss factor outperforms state of the art Boosting ensembles, relying on the choice of partitioning technique for each dataset such that:
(a) With synthetic data, PCUS i -F outperforms all systems in terms of both F-measure and AUPR, while 1045 2 AdaBoost failed many times to generate classifiers because the training subset in step 2.i of Algo. 1 may contain only negative class samples during sampling or weight update in step 2.vii may lead to that due to unsuitable loss factor calculation in step 2.ivv. Nevertheless, only successful attempts are considered.
PRUS and PCUS outperform RUS in most cases of skew and overlap between classes.
(b) With the video data, PTUS is more accurate than the state of the art ensembles, PRUS as well as PCUS.
4. PBoost is computationally less costly than the state of the 1050 art Boosting ensembles in terms of computational complexity.
Therefore, PBoost is an effective approach in correct classification of data when data is imbalanced in comparison to the state of the art Boosting ensembles especially for face re-
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identification. This method relies on the choice of partitioning technique for each dataset and performs significantly better when a more suitable partitioning technique is used. In problems that the natural clusters are known, as with trajectory under-sampling in face re-identification application, the 1060 performance is better than using the general partitioning methods such as random under-sampling without replacement or k-means clustering. Therefore, PBoost can be more efficient than baseline Boosting ensembles for face re-identification under imbalance considering both accuracy and complexity fac-1065 tors.
Conclusion
In this paper, a new Boosting ensemble algorithm named as PBoost is proposed to address imbalance based on the idea of modifying RUSBoost by (1) under-sampling the majority class 1070 using partitional techniques and in particular trajectory-based partitioning, inspired by face re-identification applications, (2) validating classifiers on a growing validation subset, and (3) using a more suitable loss factor calculation. The partitions enter the Boosting process progressively for designing classi-fiers over iterations to avoid information loss and to maintain diversity among them. Validating base classifiers on a growing number of negative samples makes the PBoost ensembles more robust to possible skew levels of data during operations in addition to lowering the computational complexity. The loss factor based on F-measure handles bias of performance towards negative class, and guides the Boosting process in a more effective direction with the purpose of correctly classifying both classes. Experiments show that PBoost may perform differently with different techniques of partitioning for each dataset such that 1085 more suitable partitioning result in better performance. For face re-identification application, the PBoost ensemble using trajectory under-sampling outperforms the state of the art Boosting ensembles in terms of accuracy. In addition, PBoost has significantly lower computational complexity in both designing and 1090 testing stages compared to state of the art ensembles. The applicability of PBoost to multi-class classification problems and other real-world applications can be further investigated in a future work. The boldface entries correspond to improvement in the performance of the Boosting ensemble after modifying loss factor using F-measure. 0.41
The boldface entries correspond to improvement in the performance of the Boosting ensemble after modifying loss factor using F-measure. The boldface entries correspond to improvement in the performance of RUS after integrating progressive Boosting. The boldface entries correspond to the best values of performance for each skew level of testing. 
