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Abstract
For two subsets W and V of a normed space X. The relative Kolmogorov n-width of W relative to V in X
is deﬁned by
Kn(W,V )X := inf
Ln
sup
f∈W
inf
g∈V∩Ln
‖f − g‖X ,
where the inﬁmum is taken over all n-dimensional subspaces Ln of X. For  ∈ R+, deﬁne W p (1p∞)
to be the collection of 2-periodic and continuous functions f representable as a convolution
f (t) = c + (B ∗ g)(t),
where g ∈ Lp(T ), T = [0, 2], ‖g‖p1,
∫
T g(x)dx = 0, and B(t) ∈ L1(T ) with the Fourier expanded
form
B(t) = 12
∑
k∈Z\{0}
(ik)−eikt .
In this article, we discuss the relative Kolmogorov n-width of W p relative to W p in the space Lq(T ). For the
casep=∞, 1q∞, and the casep=1, 1q2, > 1− 1q and the casep=1, 2<q∞, > 3− 1q , we
obtain their weak asymptotic results. In addition, we also obtain the weak asymptotic result of W p relative
to W p in the space Lp(T ) for 0< 2.
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1. Preliminaries and main results
Suppose R, Z, Z+ denote the set of all real numbers, all integral numbers and all positive
integral numbers, respectively.
Let X2 be one of the space C(T ) (T = [0, 2]) of the 2-periodic continuous functions on
R or the space Lp(T ) (1p∞) of the 2-periodic functions on R of the p-power integral
functions on T , with norms
‖f ‖C(T ) = sup
x∈T
|f (x)|, ‖f ‖p =
{∫
T
|f (x)|p dx
} 1
p
, 1p < ∞,
and
‖f ‖∞ = ess sup
x∈T
|f (x)|, p = ∞,
respectively.
For k ∈ Z, the kth Fourier coefﬁcient of f ∈ X2 is denoted by
fˆ (k) = 1
2
∫
T
f (u)e−iku du,
and the convolution of f ∈ L1(T ), g ∈ X2 by
(f ∗ g)(x) =
∫
T
f (x − u)g(u) du.
To give our results, we need the concepts of the derivative, the integral and the modulus of
continuity of fractional order  > 0 (see [5,7]) as follows.
The (right) difference of f ∈ X2 of fractional order  > 0 with respect to the increment h ∈ R
is deﬁned by
(hf )(x) =
∞∑
j=0
(−1)j
(

j
)
f (x − hj) (x ∈ R),
where(

j
)
= (− 1) · · · (− j + 1)
j ! , j = 0, 1, 2, . . . ,
which coincides with rhf (x) for  = r, r ∈ Z+ (noting that
(
r
j
) = 0 for jr + 1). If for
f ∈ Lp(T ) there exists g ∈ Lp(T ) such that
lim
h→0+
∥∥∥∥hfh − g
∥∥∥∥
p
= 0, 1p < ∞. (1.1)
Then g will be called the th Liouville–Grünwald derivative of f in the mean of order p, denoting
g = f (). If f and g are functions belonging to C(T ) and if (1.1) holds with the Lp(T )-norm
replaced by the C(T )-norm, then we will speak of f () as the th uniform Liouville–Grünwald
derivative of f . For simplicity we will write brieﬂy f () ∈ Lp(T ) or f () ∈ C(T ).
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The modulus of continuity of f ∈ X2 of index  > 0 is deﬁned by
w(f, , X2) = w(f, ) = sup
0<h
‖hf ‖X2 ( > 0).
For  ∈ R+, denote by W p (1p∞) to be the collection of 2-periodic and continuous
functions f representable as a convolution
f (t) = c + (B ∗ g)(t),
where g ∈ Lp(T ), ‖g‖p1,
∫
T
g(x) dx = 0, and B(t) ∈ L1(T ) with the Fourier expanded
form
B(t) = 12
∑
k∈Z\{0}
(ik)−eikt
(see [31]). We also call that f is the indeﬁnite integral of g of fractional order  > 0.
It is not hard to verify the following relations: for 1p < ∞, g is the th Liouville–Grühwald
derivative of f in themean of orderp. Forp = ∞, if g ∈ C(T ), then it is the th uniformLiouville–
Grünwald derivative of f . In the view of [6, p. 172], the function class W p(T ) coincides with the
usual Sobolev class Wrp(T ) for  = r, r ∈ Z+. So, here and in what follows, we will also call g
is the th fractional derivative of f, denoting g = f (). On the basic properties of the fractional
difference and derivative may be seen in [5,7].
Konovalov in [11] introduced the notion of the relative widths. Let X be a normed space, W
and V are two centrally symmetric subsets of X. The relative Kolmogorov n-width of W relative
to V in X is deﬁned by
Kn(W,V )X := inf
Ln
sup
f∈W
inf
g∈V∩Ln
‖ f − g ‖X, (1.2)
where the inﬁmum is taken over all n-dimensional subspaces Ln of X. When V = X, the rela-
tive Kolmogorov n-width of W relative to V in X coincides with the usual Kolmogorov n-width
dn(W,X) of W in X. Obviously, Kn(W,V,X)dn(W,X) for any set V ⊂ X.
Kolmogorov [9] established that d2n−1(Wr2 , L2(T )) = d2n(Wr2 , L2(T )) = n−r . The exact
order dn(Wr∞, L∞(T )) 	 n−r of Kolmogorov widths was determined by Stechkin in [20]. Here
and further, the notation an>bn (or bn?an) denotes that there is a constant c > 0 such that
|an|c|bn| for all n ∈ Z+. The notation an 	 bn denotes that both an>bn and an?bn hold.
For n, r ∈ Z+, Tikhomirov [26,27] determined the values of the widths
d2n−1(Wr∞, L∞(T )) = d2n(Wr∞, L∞(T )) = rn−r ,
where r are the well-known Favard constants. In Korneichuk’s book [16], we also see that
d2n−1(Wr1 , L1(T )) = d2n(Wr1 , L1(T )) = rn−r .
On the relative Kolmogorov n-width, for each r ∈ Z+, Konovalov in [11] ﬁrst obtained the
following results
Kn(W
r∞,Wr∞)∞ 	 n−2, r3.
Babenko in [1] proved that,
Kn(W
r
1 ,W
r
1 )1 	 n−2, r3.
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The indicated difference in the behavior of the Kolmogorov widths and relative widths aroused
a certain interest in the problem of the behavior of the widths Kn(Wrp,MW rp)q .
In [12,13], Konovalov established that the following relations hold: for each r ∈ Z+ and
1q∞,
Kn(W
r
2 ,W
r
2 )q 	 n−min{r−
1
2 + 1q , r},
Kn(W
r∞,Wr∞)q 	 n−min{r, 2},
Kn(W
r
1 ,W
r
1 )q 	 n−min{r−1+
1
q
, 2}
, (r, q) 
= (1,∞).
Tikhomirov [29] considered the relative widths of the classes W ∞ for non-integer  > 0, and
proved that
Kn(W
∞,W ∞)∞ 	 n−min{, 2},  > 0.
From the above-mentioned results, wewill see that it is interesting to compare the two quantities
Kn(W
r
p,MW rp)q and dn(Wrp, Lq), for some constant M > 0, and to ﬁnd the smallest number
M which make the following equality Kn(Wrp,MW rp)q = dn(Wrp, Lq). On the aspect’s study,
readers may refer to [2,3,22,23]. In the case of many variables, readers may refer to Babenko’s
paper [1]. In [30,17],we also generalized some results in [22,12] fromunivariate tomanyvariables.
Recently, Konovalov and Leviatan also study the problems of so called shape-preserving widths
of some Sobolev type classes by taking V as the set of s-monotone functions on the interval T in
(1.2) and get a large and serious of works (for example, [14,15,8]).
In the present paper, we continue studying the relative widths Kn(W p,W p)q for non-integer
 > 0, and obtain the following main results.
Theorem 1. For  ∈ R+, 0 < 2 and 1p∞. Then
n−>dn(W p, Lp(T ))Kn(W p,W p)p>n−, n ∈ Z+.
When p = ∞, Theorem 1 may be seen in Tikhomirov [29].
Theorem 2. Let  ∈ R+ and 1q < ∞. Then
Kn(W
∞,W ∞)q 	 n−min{, 2}, n ∈ Z+. (1.3)
Theorem 3. Let  ∈ R+ and n ∈ Z+. Then
Kn(W

1 ,W

1 )q
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
	 n−2, 3 − 1
q
, 1q∞,
	 n−(−1+ 1q ), 1 − 1
q
<  < 3 − 1
q
, 1q2,
>n−(−1+
1
q
)
, 1 − 1
q
<  < 3 − 1
q
, 2 < q∞.
(1.4)
Remark. Theorem 3 shows that
Kn(W

1 ,W

1 )q 	 n−min{−1+
1
q
, 2}
, n ∈ Z+,
for the case  > 1 − 1
q
, 1q2.
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2. Preliminary lemmas
In the proofs of Theorem 2 and 3, we shall also use the following facts.
Here and in what follows, let
E(W,M)X = sup
f∈W
inf
g∈M ‖f − g‖X
denotes the best approximation of a set W by a set M ⊂ X.
Below, we present the known duality theorem about best Approximation in the space Lp (see,
e.g. [16]).
Lemma 1. Let F ⊂ Lp[a, b] (1p∞) be a convex and closed subset. Then for any f (t) ∈
Lp[a, b], and 1p + 1p′ = 1, we have
E(f, F )Lp[a,b] = sup‖g‖L
p′ [a,b] 1
{∫ b
a
f (t)g(t) dt − sup
u∈F
∫ b
a
u(t)g(t) dt
}
.
In the paper, we also will use the following Fourier expansion formula:
0(t) := sgn sin t =
4

∞∑
k=1
(2k − 1)−1 sin(2k − 1)t.
For each r ∈ Z+, denote by r (t) the 2-periodic perfect Euler spline of order r which its
r-derivative is (r)r (t) = 0(t), t 
= k, ∀k ∈ Z.
From [18, p. 416], we see the following fact:
Lemma 2. Let w ∈ L2(T ) be some ﬁxed function with mean value zero, and its Fourier series
can be expressed as follows:
w(t) =
∞∑
k=1
(ak cos kt + bk sin kt).
Denote by k(w) the subset of L2(T ) formed by the translates of w(·), that is
k(w) = {Tw(·)}∈T , Tw(t) = w(t + ).
Then, for n = 1, 2, . . .,
d2n(k(w), L2(T )) =
⎛
⎝ ∞∑
k=n+1
c∗2k
⎞
⎠
1
2
,
where c∗k denote the numbers ck = (a2k + b2k)
1
2 arranged in non-increasing order.
Lemma 3. Let y(·) ∈ C($), y(t)0, for any t ∈ $ = [t0, t1],
X = {x(·) ∈ L1($): 0x(t)A, a.e.,
∫
$
x(t) dtB}.
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Then ∫
$
x(t)y(t) dtA
∫
D(A,B)
y(t) dt, ∀x(·) ∈ X,
where D(A,B) = {t | 0y(t)C(A,B)}, while the constant C(A,B) is chosen so as to have∫
D(A,B)
dt = B
A
.
Lemma 3 may be found in [29]. To be easily read we also give its proof as follows.
Proof. ∫
$
x(t)y(t) dt − A
∫
D(A,B)
y(t) dt
=
∫
D(A,B)
y(t)(x(t) − A) dt +
∫
$\D(A,B)
x(t)y(t) dt
C(A,B)
∫
$\D(A,B)
x(t) dt − C(A,B)
∫
D(A,B)
(A − x(t)) dt
= C(A,B)
∫
$
x(t) dt − C(A,B)
∫
D(A,B)
A dt
= C(A,B)
∫
$
x(t) dt − C(A,B)B0. 
3. Kolmogorov type inequality
To obtain the lower bound of the widths Kn(W ∞,W ∞)q for 0 <  < 2 in Theorem 2, we ﬁrst
need to prove the following Kolmogorov type inequality for fractional derivatives.
It is well-known that Kolmogorov has given the following inequality [10].
3.1. Kolmogorov inequality
For each function f which satisﬁes that f (r−1) is locally absolutely continuous on R and f (r) ∈
L∞(R). Then
‖f (k)‖L∞(R)Ck,r‖f ‖
1− k
r
L∞(R)‖f (r)‖
k
r
L∞(R), (3.1)
where k, r ∈ Z+, 0 < k < r , and Ck,r = (Kr−k)/(Kr)1− kr , while
Ki = ‖i‖C(T ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
4

∞∑
k=0
(−1)k/(2k + 1)i+1, i even,
4

∞∑
k=0
1/(2k + 1)i+1, i odd.
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Here r (t) is the 2-periodic perfect Euler spline of order r deﬁned in the last section. Moreover,
the inequalities are best possible, since there exist piecewise smooth functions for which equality
is attained.
Stein in [21] generalized the Kolmogorov’s inequality to the space Lp and obtained the follow-
ing results. Let f be a continuous function satisfying that f, f ′ · · · f (r−1) are locally absolutely
continuous, and f, f ′ · · · f (r) all belong to Lp(R) for some p, 1p < ∞. Then
‖f (k)‖Lp(R)Ck,r‖f ‖
1− k
r
Lp(R)
‖f (r)‖
k
r
Lp(R)
,
where Ck,r are the same as in (3.1).
Babenko in [4] generalized inequality (3.1) to the case of fractional derivatives and obtained
the following result that if a function f satisﬁes the conditions in (3.1), then there holds
‖Df ‖L∞(R)
‖D˜r‖L∞(R)
‖˜r‖L∞(R)
‖f ‖1−

r
L∞(R)‖f (r)‖

r
L∞(R), (3.2)
where 0 <  < 1 or 1 <  < 2, r = 2, 3, . . . , while
(Df )(x) =
∫ ∞
0
f (x) − f (x − t)
t1+
dt if 0 <  < 1, (3.3)
(Df )(x) =
∫ ∞
0
2hf (x)
h1+
dh if 1 <  < 2,
2hf (x) = f (x + h) − 2f (x) + f (x − h),
and
˜r (x) =
⎧⎨
⎩
r (x + (r − 1)2 ), x ∈ [−, ],
max
x
r (x), x /∈ [−, ].
By [7,31], it is easy to verify that there exists a constant c such that
Df = cf (). (3.4)
From this fact and combining relation (3.2), we obtain
‖f ()‖L∞(R)
‖˜()r ‖L∞(R)
‖˜r‖L∞(R)
‖f ‖1−

r
L∞(R)‖f (r)‖

r
L∞(R), (3.5)
for 0 <  < 1, and 1 <  < 2.
For any  ∈ R+,  /∈ Z+,  < r , set  = [] + , 0 <  < 1, and set g = f ([]). Here []
denotes the biggest integral number less than . By using inequality (3.5), we have
‖g()‖L∞(R)
‖˜()r−[]‖L∞(R)
‖˜r−[]‖L∞(R)
‖g‖1−

r−[]
L∞(R) ‖g(r−[])‖

r−[]
L∞(R),
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while using inequality (3.1), we have
‖f ([])‖L∞(R)C[],r‖f ‖
1− []
r
L∞(R)‖f (r)‖
[]
r
L∞(R).
Combining the above two inequalities, we deduce
‖f ()‖L∞(R)
‖˜()r−[]‖L∞(R)
‖˜r−[]‖L∞(R)
C
(1− 
r−[] )
[],r ‖f ‖
1− 
r
L∞(R)‖f (r)‖

r
L∞(R),
that is
‖f ()‖L∞(R)C‖f ‖
1− 
r
L∞(R)‖f (r)‖

r
L∞(R), 0 <  < r, (3.6)
with an absolute constant C.
Using the similar way as in [21], we may prove the following theorem.
Theorem 4. Suppose that the Liouville–Grünwald derivative f () exists as an element in
Lp(R), 1p < ∞ and assume further that f and f (r) belong to Lp(R). Then
‖f ()‖Lp(R)C‖f ‖
1− 
r
Lp(R)
‖f (r)‖

r
Lp(R)
, 0 <  < r, (3.7)
where C only depends on  and r .
To limit the long of the paper, we omit the proof of Theorem 4.
Remark. Theorem 4 is also true in the space Lp(T ). It can be proved similarly in view of the
fact that the inequality (3.2) is true in the space Lp(T ).
4. Proof of Theorem 1
4.1. Upper estimate
Let
(Jnf )(x) =
∫
T
f (x + t)kn(t) dt, (4.1)
where kn(t) = Ln′(t) (n′ = [n2 ] + 1), while
Ln(t) = −1n
⎛
⎜⎝ sin
nt
2
sin
t
2
⎞
⎟⎠
4
,
∫
T
Ln(t) dt = 1.
Here n is determined by the last equality. It is well-known that Jn(f ) is a trigonometric polyno-
mial of degree not greater than n.
If f ∈ W p, 0 < 2, it is easy to see that
(Jnf )
()(x) =
∫
T
f ()(x + t)kn(t) dt
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from (4.1). Then, by the generalized Minkowski inequality we have
‖(Jnf )()‖p =
(∫
T
∣∣∣∣
∫
T
f ()(x + t)kn(t) dt
∣∣∣∣
p
dx
) 1
p

∫
T
(∫
T
∣∣∣f ()(x + t)kn(t)∣∣∣p dx
) 1
p
dt
 ‖f ()‖p
∫
T
|kn(t)| dt1,
that is Jnf ∈ W p .
In what follows, we estimate the deviation
‖f − Jnf ‖p.
By the property of the fractional difference (see [7]), we may see that
+	t f (x) = t (	t f )(x)
for all f ∈ Lp(T ), and the positive real numbers , 	, and that
‖t f ‖p = O(|t |) as t → 0,
for each f ∈ W (T ). Notice that∫ 
0
tkn(t) dt 	 n−, n ∈ Z+,
for all 0 < 2. Thus, we can derive
‖2t f ‖p = ‖2−t (t f )‖p2{2−}‖t f ‖p,
and hence
‖f − Jnf ‖p =
∥∥∥∥
∫
T
[f (x) − f (x + t)]kn(t) dt
∥∥∥∥
p
=
∥∥∥∥
∫ 
0
2t f (x)kn(t) dt
∥∥∥∥
p
2{2−}
∫ 
0
‖t f (x)‖pkn(t) dt
 2{2−}c()‖f ()‖p
∫ 
0
tkn(t) dtc′()‖f ()‖pn−c′()n−,
where c′() is a constant which depends only on .
Thus, we complete the upper estimate of the asymptotic formula in Theorem 1.
4.2. Lower estimate
Set
An =
{
T : T = a0
2
+
n∑
k=1
(ak cos kx + bk sin kx), ‖T ‖pn−
}
.
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By the Bernstein–Nikol’skii inequalities (see [28])
‖T ()‖pcn‖T ‖p.
It follows An ⊂ cW p .
By the well-known theorem about the width of a ball, we have
dn(W

p, Lp)dn
(
1
c
An, Lp
)
 1
c
n−.
Hence,
Kn(W

p,W

p)pdn(W p, Lp)?n−.
Thus, the lower estimate is ﬁnished.
5. Proof of Theorem 2
Since
Kn(W
∞,W ∞)q(2)
1
q Kn(W
∞,W ∞)∞,
the upper bound in (1.3) is a consequence of the upper bound for Kn(W ∞,W ∞)∞ given in [29].
Therefore, it remains to prove the desired lower bound.
5.1. Lower estimate
The case 0 <  < 2. Since
Kn(W
∞,W ∞)qdn(W ∞, Lq(T ))(2)
1
q
−1
dn(W
∞, L1(T )), 1q∞,
all that we need to do is to prove the lower estimate of dn(W ∞, L1(T )), it follows from a dis-
cretization method.
As seen in Pinkus’s book [19], let
 be any non-zero function inC∞(R)with support in [0, 2],
i.e., supp(
) ⊂ [0, 2], and set 
k(x) = 
(xM − 2(k − 1)), k = 1, . . . ,M . Thus
supp(
k) ⊂
[
2(k − 1)
M
,
2k
M
]
, k = 1, . . . ,M.
For every s ∈ [1,∞], a simple change of variable argument shows that
‖
k‖s = M−
1
s ‖
‖s .
Furthermore, since the 
k have essentially distinct support,∥∥∥∥∥
M∑
k=1
ak
k
∥∥∥∥∥
s
= M− 1s ‖a‖s‖
‖s ,
where a = (a1, . . . , aM) and ‖a‖s is the usual lMs -norm on a, ‖
‖s is the usual Ls-norm on the
function 
. (We are abusing notation by using ‖ · ‖s for both the Ls[0, 2] and the lMs -norm).
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Similarly, for r ∈ Z+,∥∥∥∥∥
M∑
k=1
ak

(r)
k
∥∥∥∥∥
s
= Mr− 1s ‖a‖s‖
(r)‖s .
Suppose that f =
M∑
k=1
ak
k . Then for any  > 0,  /∈ Z+, f () =
M∑
k=1
ak

()
k . By Kolmogorov
type inequality for fractional derivatives, we have
‖f ()‖s  C‖f ‖1−

1+[]
s ‖f (1+[])‖

1+[]
s
 C
∥∥∥∥∥
M∑
k=1
ak
k
∥∥∥∥∥
1− 1+[]
s
∥∥∥∥∥
M∑
k=1
ak

(1+[])
k
∥∥∥∥∥

1+[]
s
= C(M− 1s ‖a‖s‖
‖s)1−

1+[] (M1+[]−
1
s ‖a‖s‖
(1+[])‖s)

1+[]
= CM− 1s ‖a‖s‖
‖1−

1+[]
s ‖
(1+[])‖

1+[]
s . (5.0)
Now
dn(W
∞, L1(T )) = inf
Xn
sup
‖f ()‖∞1
inf
g∈Xn
‖f − g‖1
= inf
Xn
sup
‖f ()‖∞1
sup
h⊥Xn‖h‖∞  1
(f, h).
Here Xn is taken over all subspaces of L1(T ) and h ⊥ Xn means that (g, h) =
∫ 2
0
g(x)h(x) dx
= 0 for all g ∈ Xn. Set YM = span(
1, . . . ,
M). Thus
dn(W
∞, L1(T )) inf
Xn
sup
‖f ()‖∞  1
f∈YM
sup
h⊥Xn‖h‖∞  1
h∈YM
(f, h).
Let f =
M∑
k=1
ak
k and h =
M∑
k=1
bk
k . Then we have
‖f ()‖∞CM‖a‖∞‖
‖1−

1+[]∞ ‖
(1+[])‖

1+[]∞ ,
‖h‖∞ = ‖
‖∞‖b‖∞,
and
(f, h) =
M∑
k=1
akbk‖
k‖22 = M−1‖
‖22
M∑
k=1
akbk.
Assume Xn = span{g1, . . . , gn} and deﬁne di,j = (gi,
j ), i = 1, . . . , n; j = 1, . . . ,M . Let
di, i = 1, . . . , n, denote the ith row of the matrix D = (di,j ). Then there is a constant C such
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that there holds the following estimate:
dn(W
∞, L1(T ))  CM−−1 inf
d1,...,dn
sup
‖a‖∞1
sup
(di ,b)=0,i=1,...,n
‖b‖∞  1
(a, b)
 CM−−1 inf
d1,...,dn
sup
‖a‖∞1
inf
1,...,n
∥∥∥∥∥a −
n∑
i=1
id
i
∥∥∥∥∥
1
 CM−−1dn(F∞, lM1 ),
where F∞ = {(a1, . . . , an): sup
j
|aj |1}.
See Pinkus [19, Chapter VI, Theorem 2.2], there holds
dn(F∞, lM1 ) = M − n.
Taking, M = 2n, then we get
dn(W
∞, L1(T ))?n−.
The case 2. It is well known that for each f ∈ W p , it can be expressed as
f (t) = 1
2
∫
T
f () d+ (B ∗ f ())(t),
where (B ∗ f ())(t) :=
∫
T
B(t − )f ()() d is the convolution of the derivative f () with the
kernel
B(t) = 12
∑
k∈Z
′
(ik)−eikt .
Set 0(t) := sgn sin t and (t) := (B ∗ 0)(t), t ∈ R. Denote by
k() := {, : ,(·) := (· + ),  ∈ [0, 2]}
the curve generated by translations of the functions (·). When  = r ∈ Z+, r (t) is the usual
2-periodic perfect Euler spline of order r . Obviously, k() ⊂ W ∞ and hence Kn(W ∞,W ∞)q
Kn(k(),W ∞)q .
It is sufﬁcient to prove that
Kn(k(),W
∞)q?n−2, 2, n ∈ Z+. (5.1)
We ﬁx an arbitrary subspace L2n ⊂ Lq of dimension 2n such that L2n ∩ W ∞ 
= . Then,
by Lemma 1, we ﬁnd that for every  ∈ [0, 2], the function ,(·) := (· + ) satisﬁes the
inequality
E(,, L
2n ∩ W ∞)q = sup
g∈L
q′
‖g‖
q′  1
(∫
T
,(t)g(t) dt − sup
f∈L2n∩W ∞
∫
T
f (t)g(t) dt
)
,
where 1
q
+ 1
q ′ = 1. Setting
gq,(t) = (2)−
1
q′ e−iε00
(
t + + 
2
+ 	
)
,
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here 	 satisﬁes 0	 < 1, H(	) = 0, while
H(t) =
∞∑
v=0
cos[(2v + 1)t − 2 ]
(2v + 1) .
From Sun’s papers [24,25], we see that sgnH(t) = ε0 sgn sin(t − 	), ε0 = ±1.
Note that gq, ∈ Lq ′ and ‖gq,‖q ′ = 1. Therefore, we have the relations
E(,, L
2n ∩ W ∞)q
∫
T
,(t)gq,(t) dt − sup
f∈L2n∩W ∞
∫
T
f (t)gq,(t) dt
= inf
f∈L2n∩W ∞
(∫
T
,(t)gq,(t) dt −
∫
T
f (t)gq,(t) dt
)
. (5.2)
Since B(−x) = e−iB(x), we can obtain the following relations∫
T
,(t)gq,(t) dt
= (2)− 1q′
∫
T
∫
T
B(t + − u)0(u) due−iε00
(
t + + 
2
+ 	
)
dt
= (2)− 1q′
∫
T
∫
T
e−iB(t + − u)ε00
(
t + + 
2
+ 	
)
dt0(u) du
= (2)− 1q′
∫
T
∫
T
e−iB(t − u)ε00
(
t + + 
2
+ 	
)
dt0(u + ) du
= (2)− 1q′
∫
T
∫
T
B(u − t)ε00
(
t + + 
2
+ 	
)
dt0(u + ) du
= (2)− 1q′
∫
T
ε0
(
u + + 
2
+ 	
)
0(u + ) du.
For each function f ∈ L2n ∩ W ∞, we use the representation
f (t) = 1
2
∫
T
f () d+ (B ∗ f ())(t)
and also the fact that the mean value of the function 0 over the period is equal to zero, we have∫
T
f (t)gq,(t) dt = (2)−
1
q′
∫
T
∫
T
B(t − u)f ()(u) due−iε00
(
t + + 
2
+ 	
)
dt
= (2)− 1q′
∫
T
∫
T
B(u − t)ε00
(
t + + 
2
+ 	
)
dtf ()(u) du
= (2)− 1q′
∫
T
ε0
(
u + + 
2
+ 	
)
f ()(u) du.
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In that case∫
T
,(t)gq,(t) dt −
∫
T
f (t)gq,(t) dt
= (2)− 1q′
∫
T
[0(t + ) − f ()(t)]ε0
(
t + + 
2
+ 	
)
dt. (5.3)
Since ‖f ()‖∞1 and ‖0‖∞ = 1, for each  and almost all t ∈ T , at least, one of the relations
sgn(0(t+)−f ()(t)) = sgn0(t+) or sgn (0(t+)−f ()(t)) = 0 is valid. In addition, from
[24,25], we know that′(t) = H(t). Hence, sgn(t) = sgnH(t− 2 ) = ε0 sgn sin(t− 2 −	),
there holds ε0 sgn(t+ 2 +	) = sgn sin t = sgn0(t). So, for almost all t ∈ T , the following
relation is valid:
(0(t + ) − f ()(t))ε0
(
t + + 
2
+ 	
)
= |(0(t + ) − f ()(t))| ·
∣∣∣ε0 (t + + 2 + 	
)∣∣∣ .
Therefore, we get∫
T
(0(t + ) − f ()(t))ε0
(
t + + 
2
+ 	
)
dt
=
∫
T
|(0(t + ) − f ()(t))| ·
∣∣∣ε0 (t + + 2 + 	
)∣∣∣ dt. (5.4)
Hence from relations (5.2)–(5.4) we derive the inequality
E(,, L
2n ∩ W ∞)q
(2)−
1
q′ inf
f∈L2n∩W ∞
∫
T
|(0(t + ) − f ()(t))| ·
∣∣∣ε0 (t + + 2 + 	
)∣∣∣ dt.
(5.5)
Let us now prove the existence of a number 0 and of an absolute constant c0 > 0 such that for
any f ∈ L2n ∩ W ∞ the following inequality is valid:∫
T
|0(t + 0) − f ()(t)| dtc0n−1. (5.6)
Suppose that YL is the subspace of functions f from L2n such that f () exists as an element in
the space L∞ and ‖f ()‖∞ < ∞, and suppose that Y L denote the linearized subspace of the set
{f (), f ∈ YL}.
Also note that for any  ∈ T and f ∈ L2n ∩ W ∞, taking into account the inequality ‖0, −
f ()‖∞2, we can obtain∫
T
|0,(t) − f ()(t)| dt
1
2
∫
T
|0,(t) − f ()(t)|2 dt.
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From this inequality, it follows that the curve k(0) generated by translations of the function 0
satisﬁes the inequalities
E(k(0), L
2n ∩ W ∞)1 12 (E(k(0), Y L)2)2 12 (d2n(k(0), L2(T )))2. (5.7)
Since
0(t) =
4

∞∑
k=1
(2k − 1)−1 sin(2k − 1)t,
using Lemma 2, we get
d2n(k(0), L2(T )) =
4

⎛
⎝ ∞∑
k=n+1
(2k − 1)−2
⎞
⎠
1
2
cn− 12 , (5.8)
where c is an absolute constant.
Thus, from (5.7) and (5.8), we see that the estimate
E(k(0), L
2n ∩ W ∞)1c0n−1,
where c0 is an absolute constant. This estimate also implies the existence of a number 0 for which
inequality (5.6) holds.
For ﬁxed 0 and c0, we assume x(t) := |0(t) − f ()(t − 0)| and y(t) := |(t + 2 + 	)|.
Obviously, by (5.6), 0x(t)2, t ∈ T , and ‖x‖1c0n−1. Here y(t) ∈ C(T ) and y(t)0, t ∈
T .
It is easy to see that∫
T
|0(t + 0) − f ()(t)| ·
∣∣∣ (t + 0 + 2 + 	
)∣∣∣ dt = ∫
T
x(t)y(t) dt. (5.9)
To obtain a lower bound for the last integral, we use Lemma 3 withA = 2, andB = c0n−1. It is
readily veriﬁed that the corresponding set D(A,B) consists of three closed intervals: [0, ], [−
, +], and [2−, 2] such that c1n−1c2n−1, where c1 and c2 are independent of n and
0.
Since the points 0, , and 2 are zeros of the function y(t) = |(t + 2 + 	)| (see [24,25]),
we have the inequality∫
D(A,B)
y(t) dtcn−2,
where c is independent of n and 0. Thus∫
T
x(t)y(t) dtcn−2.
Taking into account relation (5.9), we get the following inequality∫
T
|0(t + 0) − f ()(t)| · |
(
t + 0 + 2 + 	
)
| dtcn−2.
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Substituting this estimate into (5.5), we ﬁnd that
E(,0 , L
2n ∩ W ∞)qcn−2,
where c = c(, q) is independent of 0 and of the subspace L2n.
But in that case
E(k(), L
2n ∩ W ∞)qcn−2,
for any subspace L2n. Since the choice of L2n is arbitrary, the last inequality yields inequality
(5.1), and from (5.1) we obtain the inequality
Kn(W
∞,W ∞)q?n−2, n ∈ Z+.
Thus, the lower bound in (1.2) is proved, and hence the proof of Theorem 2 is complete.
From the proof of Theorem 2, we get the following corollary.
Corollary 1. If 0 < 2, and 1q∞, then
n−>dn(W ∞, Lq(T ))Kn(W ∞,W ∞)q>n−, n ∈ Z+.
6. Proof of Theorem 3
6.1. Upper estimate
We can obtain the desired upper estimate by using the Jackson operators Jn deﬁned as in (4.1).
If f ∈ W 1 ,  > 0, then it is easy to prove that Jn(f, ·) ∈ W 1 . Therefore, it is sufﬁcient to estimate
the deviation
‖f − Jn(f, ·)‖q>n−min{−1+
1
q
,2}
,
for each f ∈ W 1 , and  > 1 − 1q (1q∞). Here the constant C only depends on  and q.
Using the generalized Minkowski integral inequality, we have
‖f − Jn(f, ·)‖q =
∥∥∥∥
∫
T
[f (·) − f (· + t)]Kn(t) dt
∥∥∥∥
q
=
∥∥∥∥
∫ 
0
[2t f (· + t)]Kn(t) dt
∥∥∥∥
q

∫ 
0
‖2t f (· + t)‖qKn(t) dt
=
∫ 
0
(∫
T
∣∣∣∣
∫
T
[2t B(x − + t)]f ()() d
∣∣∣∣
q
dx
) 1
q
Kn(t) dt
 w2
(
B,
1
n
)
q
∫ 
0
(nt + 1)2Kn(t) dt>w2
(
B,
1
n
)
q
. (6.1)
It remains to prove the upper estimate of w2(B, 1n )q .
For 0 <  < 1, from [31], we know
()B(x) = lim
n→∞
{
x−1 + (x + 2)−1 + · · · + (x + 2n)−1 − (2)−1 n


}
,
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for 0 < x < 2, B(x) is periodic, and
B(x) = (x) + (x), −2 < x < 2, 0 <  < 1,
where(x) = 1() x−1+ is the function equal to 1() x−1 for x > 0 and to 0 for x < 0, (x) is a
function with derivatives of all orders for x > −2. Furthermore, we also see that the inequalities
|B(x)|C|x|−1, |B ′(x)|C|x|−2, |B
′′
(x)|C|x|−3 (6.2)
valid for 0 < |x| < , and C depends on  only.
Consequently, write h = 1
n
, then
w2(B, h)q =
(∫
T
|2hB(x)|q dx
) 1
q =
∫
|x|2h
+
∫
2h |x|
= A + B.
It is easy to see that
|A|4
(∫ 3h
−3h
|B(x)|q dx
) 1
q
C
(∫ 3h
0
x(−1)q dx
) 1
q
Ch−1+
1
q .
By the mean-value theorem and the third inequality of (6.2), we can deduce
|B| = h2
(∫
2h |x|
|B ′′(x + h)|q dx
) 1
q
h2
(∫
2h |x|
(|x| − h)(−3)q dx
) 1
q
 Ch2
(∫ ∞
2h
x(−3)q dx
) 1
q
Ch−1+
1
q .
Hence, we have
w2
(
B,
1
n
)
q
>n−(−1+
1
q
) for 1 − 1
q
<  < 1.
For  = 1, since
B1(x) = 12
∑
k∈Z
′ eikx
ik
= − x
2
, 0 < x < 2,
we have
w1(B1, h)q =
(∫ 2
0
|B1(x + h) − B1(x)|q dx
) 1
q
=
(∫ 2−h
0
∣∣∣∣− x − h2 − − x2
∣∣∣∣
q
dx +
∫ 2
2−h
∣∣∣∣3− x − h2 − − x2
∣∣∣∣
q
dx
) 1
q
=
(∣∣∣∣ h2
∣∣∣∣
q
· (2− h) +
∣∣∣∣2− h2
∣∣∣∣
q
· h
) 1
q
Ch
1
q ,
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that is
w2
(
B1,
1
n
)
q
2w1
(
B1,
1
n
)
q
>n−
1
q .
For 1 <  < 2, set  = − 1. Suppose that c is one zero of B(x) on [0, 2], then
B(x) = B+1(x) =
∫ x
c
B(t) dt = t

()
∣∣∣∣∣
x
c
+
∫ x
c
(t) dt
= x

(+ 1) −
c
(+ 1) +
∫ x
c
(t) dt =
x
(+ 1) + +1(x).
Further, we have
w2(B, h)q =
(∫
T
|B(x + h) + B(x − h) − 2B(x)|q dx
) 1
q
 1
(+ 1)
(∫
T
|(x + h)+ + (x − h)+ − 2x+|q dx
) 1
q
+
(∫
T
|+1(x + h) + +1(x − h) − 2+1(x)|q dx
) 1
q
= 1
(+ 1)
(∫
|x|2h
|(x + h)+ + (x − h)+ − 2x+|q dx
) 1
q
+ 1
(+ 1)
(∫
2h |x|
|(x + h)+ + (x − h)+ − 2x+|q dx
) 1
q
+
(∫
T
∣∣∣∣
∫ h
0
∫ h
0
′′+1(x + t1 + t2) dt1 dt2|q dx
) 1
q
= A + B + C.
It is easy to see that for 0 <  < 1 there hold the following estimates:
A 4
(+ 1)
(∫ 3h
−3h
|x|q dx
) 1
q
= 8
(+ 1)
(∫ 3h
0
xq dx
) 1
q
Ch+
1
q ,
B = 1
(+ 1)h
2
(∫
2h |x|
(x + h)(−2)q dx
) 1
q
 Ch2
(∫
2h |x|
(|x| − h)(−2)q dx
) 1
q
 Ch2
(∫ ∞
2h
x(−2)q dx
) 1
q
Ch+
1
q .
Y. Liu, L. Yang / Journal of Complexity 24 (2008) 259–282 277
By the Minkowskii inequality, we obtain
C 
∫ h
0
∫ h
0
(∫
T
|′′	+1(x + t1 + t2)|q dx
) 1
q
dt1 dt2
 ‖′′	+1‖Lq[−,3]h2.
Consequently, A + B + C = O(h+ 1q ), that is
w2
(
B,
1
n
)
q
>n−(−1+
1
q
) for 1 <  < 2.
For  = 2, by the property of modulus of continuity, we have
w2
(
B2,
1
n
)
q
 1
n
w
(
B1,
1
n
)
q
>n−(1+
1
q
)
.
For  > 2, using the method similar to the case 1 <  < 2, we can deduce
w2
(
B,
1
n
)
q
>n−(−1+
1
q
)
, 2 <  < 3 − 1
q
,
w2(B,
1
n
)q>n−2, 3 − 1
q
.
From above all, we get
w2
(
B,
1
n
)
q
>n−min{−1+
1
q
, 2}
, 1 − 1
q
.
Up to now, we complete the upper estimate of the asymptotic formula in Theorem 3.
6.2. Lower estimate
As above, let 0(t) := sgn sin t , and 0(·) := 140(·) the function whose total variation on the
closed interval [0, 2] is equal to 1. Let the function −1(·) := (B−1 ∗ 0)(·), and
k(−1) := {−1,|−1,(·) := −1(· + ),  ∈ [0, 2]}
be the curve generated by translations of −1(·).
Next, we will prove that if 3 − 1
q
, then
Kn(k(−1),W 1 )q?n
−2, n ∈ Z+. (6.3)
For a ﬁxed arbitrary subspace L2n ⊂ Lq of dimension 2n, by Lemma 1, we ﬁnd that for each
ﬁxed  ∈ [0, 2] the function −1,(·) := −1(· + ) satisﬁes the inequality
E(−1,, L2n ∩ W 1 )qd = sup
g∈L
q′
‖g‖
q′  1
(∫
T
−1,(t)g(t) dt − sup
f∈L2n∩W 1
∫
T
f (t)g(t) dt
)
,
(6.4)
where 1
q
+ 1
q ′ = 1.
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If 3 − 1
q
, then we choose the function
gq,(t) := (2)−
1
q′ e−i(−1)ε00
(
t + + 
2
+ 	
)
, (6.5)
here 	 satisﬁes 0	 < 1, H(	) = 0, while
H(t) =
∞∑
v=0
cos[(2v + 1)t − (−1)2 ]
(2v + 1)(−1) .
From [24,25], it is seen that sgnH(t) = ε0 sgn sin(t − 	), ε0 = ±1.
Noticing that gq, ∈ Lq ′ and ‖gq,‖q ′ = 1. Therefore, we obtain the inequality
E(−1,, L2n ∩ W 1 )q

∫
T
−1,(t)gq,(t) dt − sup
f∈L2n∩W 1
∫
T
f (t)gq,(t) dt
= inf
f∈L2n∩W 1
(∫
T
−1,(t)gq,(t) dt −
∫
T
f (t)gq,(t) dt
)
. (6.6)
Taking into account deﬁnition (6.5) for gq,, similar to the proof of (5.3), we obtain the following
relation∫
T
−1,(t)gq,(t) dt −
∫
T
f (t)gq,(t) dt
= (2)− 1q′
∫
T
[0(t + ) − f (−1)(t)]ε0−1
(
t + + 
2
+ 	
)
dt. (6.7)
Since for any f ∈ L2n ∩W 1 the total variation of the derivative f (−1) on the closed interval T is
at most 1 and the mean value over the period of the functions −1 is equal to 0, it follows that in
relation (6.7) we can assume that ‖f (−1)‖∞ 14 . In this case, for almost all t ∈ T the following
relation is valid:
[0(t + ) − f (−1)(t)]ε0−1
(
t + + 
2
+ 	
)
= |0(t + ) − f (−1)(t)| ·
∣∣∣−1 (t + + 2 + 	
)∣∣∣ . (6.8)
Using Lemma 2, we can prove the existence of a number 0 and of an absolute constant c0 > 0
such that for any f ∈ L2n ∩ W 1 the inequality is valid:∫
T
|0(t + 0) − f (−1)(t)| dtc0n−1.
Next, we assume x(t) := |0(t)−f (−1)(t − 0)| and y(t) := |−1(t + 2 +	)|. Then from
relations (6.6)–(6.8) we obtain
E(−1,0 , L
2n ∩ W 1 )q(2)−
1
q′
∫ 2
0
x(t)y(t) dt, (6.9)
in which 0x(t) 12 and ‖x‖1c0n−1, while y(t) ∈ C(T ) and y(t)0.
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To obtain a lower bound for the integral in (6.9), we applyLemma3withA = 12 andB = c0n−1.
It is readily veriﬁed that in this case the subset D(A,B) of the interval [0, 2] will also consist of
three closed interval: [0, ], [− , + ], and [2− , 2] such that c1n−1c2n−1, where
c1 and c2 are independent of n and 0. Since the points 0, , and 2 are zeros of the function
y(t) = |−1(t + 2 + 	)|, we have∫
D(A,B)
y(t) dtcn−2,
where c is independent of n and 0. Thus∫ 2
0
x(t)y(t) dtcn−2.
In this case, from (6.9), we deduce the inequality
E(−1,0 , L
2n ∩ W 1 )q?n−2, (6.10)
where c = c(, q) is independent of n and 0. Since the choice of L2n is arbitrary, from this
estimate (6.10), we obtain inequality (6.3).
Obviously, the set k(−1) does not belong to the classW 1 . However, if we replace the function
−1 by its Steklov function ε,−1 and denote by k(ε,−1) the curves generated by translations
of ε,−1(·), then k(ε,−1) ⊂ W 1 and
‖k(−1) − k(ε,−1)‖q → 0, ε → 0,
for 1q∞. Taking this into account, from (6.3) we easily obtain the desired lower bound in
(1.4) for 3 − 1
q
.
If 1 − 1
q
<  < 3 − 1
q
, and 1q2, then we will prove that
Kn(W

1 ,W

1 )q?n
−(−1+ 1
q
)
. (6.11)
In the view of Kn(W 1 ,W

1 )qdn(W 1 , Lq(T )). It is sufﬁcient to prove that
dn(W

1 , Lq(T ))?n
−(−1+ 1
q
)
, (6.12)
for all  > 0, and 1q2.
Next, we still use the notations as in the section Section 5. Similarly, from [19], we may see
that
dn(W

1 , Lq(T )) = inf
Xn
sup
‖f ()‖11
inf
g∈Xn
‖f − g‖q
= inf
Xn
sup
‖f ()‖11
sup
h⊥Xn‖h‖
q′  1
(f, h).
Here 1
q
+ 1
q ′ = 1, Xn is taken over all subspaces of Lq(T ) and h ⊥ Xn means that (g, h) =∫ 2
0 g(x)h(x) dx = 0 for all g ∈ Xn.
Set YM = span(1, . . . ,M). Thus, we have
dn(W

1 , Lq(T )) inf
Xn
sup
‖f ()‖1  1
f∈YM
sup
h⊥Xn‖h‖
q′  1
h∈YM
(f, h).
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Let f =
M∑
k=1
ak
k and h =
M∑
k=1
bk
k . Then we have
‖f ()‖1CM−1‖a‖1‖
‖1−

1+[]
1 ‖
(1+[])‖

1+[]
1 ,
‖h‖q ′ = M−
1
q′ ‖
‖q ′ ‖b‖q ′ ,
and
(f, h) =
M∑
k=1
akbk‖
k‖22 = M−1‖
‖22
M∑
k=1
akbk.
Assume Xn = span{g1, . . . , gn} and deﬁne di,j = (gi,
j ), i = 1, . . . , n; j = 1, . . . ,M . Let
di, i = 1, . . . , n, denote the ith row of the matrix D = (di,j ). Then there holds the following
estimate:
dn(W

1 , Lq(T ))?M
−(−1+ 1
q
) inf
d1,...,dn
sup
‖a‖11
sup
(di ,b)=0,i=1,...,n
‖b‖
q′  1
(a, b)
?M−(−1+
1
q
) inf
d1,...,dn
sup
‖a‖11
inf
1,...,n
∥∥∥∥∥a −
n∑
i=1
id
i
∥∥∥∥∥
q
?M−(−1+
1
q
)
dn(F1, lMq ),
where F1 = {(a1, . . . , an) : ∑Mj=1 |aj |1}.
Taking M = 2n, from Pinkus [19, Chapter VI, Theorem 2.2], there holds
dn(F1, lMq )2−
1
2 ,
for 1q2. Then we get
dn(W

1 , Lq(T ))?n
−(−1+ 1
q
)
,
which is (6.12).
Sum up, we ﬁnally complete the proof of Theorem 3.
From the proof of Theorem 3, we have the following corollary.
Corollary 2. Let 1q2. Then
dn(W

1 , Lq(T ))?n
−(−1+ 1
q
)
,  > 1 − 1
q
;
n
−(−1+ 1
q
)?Kn(W 1 ,W

1 )qdn(W 1 , Lq(T ))?n
−(−1+ 1
q
)
, 3 − 1
q
 > 1 − 1
q
.
Remark. In Theorem 3, the asymptotic estimate is open for the case  > 0, and 2q∞.
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