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Humans created a tremendous value by collecting and organizing all their knowl-
edge in publicly accessible forms, as in Wikipedia and YouTube. The availability
of such large knowledge bases not only changed the way we learn, it also changed
how we design artificial intelligence algorithms. Recently, propelled by the avail-
able data and expressive models, many successful computer vision and natural
language processing algorithms have emerged. However, we did not see a similar
shift in robotics. Our robots are still having trouble recognizing basic objects,
detecting humans, and even performing simple tasks like how to make an omelet.
In this thesis, we study the type of knowledge robots need. Our initial analysis
suggests that robots need a very unique type of knowledge base with many re-
quirements like multi-modal data and physical grounding of concepts. We further
design such a large-scale knowledge base and show how can it be used in many
robotics tasks. Given this knowledge base, robots need to handle many challenges
like scarcity of the supervision and the shift between different modalities and do-
mains. We show that the common solution to all these problems is understanding
the latent structure of the data. We also show that the key to discover and learn the
latent structure is using large scale data. We propose machine learning algorithms,
which can learn latent semantic structure with no supervision over multiple do-
mains and modalities. Our algorithms show state-of-the-art performance in many
robotics and computer vision benchmarks.
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CHAPTER 1
INTRODUCTION
“Begin at the beginning,” the King
said, very gravely, “and go on till
you come to the end: then stop.”
Lewis Carroll
Alice’s Adventures in Wonderland
In the last two decades, we not only collected and structured human knowledge,
but we also made it accessible to the public. We, humans, collectively created
many knowledge bases of millions of entries such as Wikipedia and Youtube. We
currently rely on them to share information, show our skills and learn new skills.
It is even possible to learn very advanced skills, for example, there are thousands
of videos for “How to create a 3D CGI Character.”
The availability of large-scale, crowd-generated knowledge opens up an excit-
ing opportunity for robots, which we envision to be part of our daily lives soon.
However, this opportunity also brings its difficulties. One of the most important
difficulties is the fact that these knowledge bases are designed for humans, using
a language only humans understand. Understanding human communication, both
verbal and visual, has always been one of the fundamental problems in artificial
intelligence, and the availability of large-scale knowledge makes it more important
than ever.
Recently we have seen many success stories in the quest of computers under-
standing humans. Among all of the successful applications, common theme is the
necessity of very large-scale data. Following the Zipf law, the amount of data
1
needed to learn a reliable model scales exponentially with the scale of the prob-
lem, and, considering the massive data-requirement for small scale applications
like choosing an object class from a small dictionary; data requirement for robot
perception systems can be considered intractable since robot perception requires
much richer modeling. Robot perception requires a joint understanding of various
concepts resulting in a space of dimension significantly larger, making the manual
data collection and human supervision intractable. Hence, we need to address the
fact that full supervision is not tractable for most of the robotics applications.
Robots need powerful perception algorithms, which can convert raw sensory
readings into semantically meaningful representations. Given these representa-
tions, planner algorithms needs to come up with a physically plausible plan for a
robot to execute. Although robot perception, in principle, aims to convert sensory
input (e.g. videos) into semantic concepts (e.g. humans, objects, activities), devel-
oping it in isolation is not a scalable approach. We want our robots to robustly
perform in various environments of different complexities. We even want them to
perform in environments we have never seen in our knowledge bases. Hence, we
want our representations to handle and express uncertainty. Moreover, we also
want these representations to be understandable by planning systems to be useful
in overall robotics scenarios. Hence, we believe the problem of robot perception
learning is, indeed, a problem of learning actionable representations linking differ-
ent domains.
Following the aforementioned major challenges of scalable data collection, han-
dling lack of supervision and learning actionable representations, we try to answer
the following questions in this thesis;
• How can we tractably collect a large knowledge base of actionable physical
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information?
• How can we model uncertainty in perception algorithms?
• How can we learn actionable representations from a dataset with no/limited
supervision?
• How can we overcome the shift between representations designed for planning
and perception systems?
Fortunately all of these problems are somewhat linked with each other. More-
over, our key insight to all these questions lies in exploiting the structure in the
data. Using sparsity of the structured spaces, we develop algorithms which can
handle uncertainty, using low-dimensional substructure of the structured spaces,
we develop algorithms which can handle lack of supervision even at the extreme
case of unsupervised learning.
1.1 Robotics at Scale:
Large-scale actionable knowledge bases
Robotics systems composed of many subsystems and they are related in various
ways creating a necessity of knowledge bases spanning different modalities and
domains. For example, consider a very basic example of concept of a kettle. We
need to relate the kettle with a physical entity which can boil water for plan-
ning purpose, similarly we need a very detailed visual description of the kettle
for perception subsystem to recognize and locate them, moreover we also need to
understand kettle in full geometric form for grasping and manipulation algorithms
to work. Hence, most of the existing knowledge bases[181, 50, 18] are very little
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use; since, they do not jointly consider modalities and they are limited to a single
context.
In order to solve this problem, we introduce a knowledge engine, which learns
and shares structured knowledge representations, for robots to carry out a vari-
ety of tasks. Our knowledge engine is designed to solve the unique challenges
due to dealing with multiple modalities including symbols, natural language, hap-
tic senses, robot trajectories, visual features and many others. The knowledge
we curated through crowdsourcing comes from multiple sources including phys-
ical interactions that robots have while performing tasks (perception, planning
and control), knowledge bases from the Internet and learned representations from
several robotics research groups.
In Chapter 2, we discuss various technical aspects and associated challenges
such as modeling the correctness of knowledge, inferring latent information and
formulating different robotic tasks as queries to the knowledge engine. We de-
scribe the system architecture and how it supports different mechanisms for users
and robots to interact with the engine. We give very detailed treatment about
how can we design a multi modal knowledge base which can scale to thousands
of videos as we further use in Chapter 4. This knowledge engine is developed in
collaboration with many researchers as a part of a bigger project 1, and our contri-
bution mostly lies in designing a large-scale multi-modal system architecture and
integrating existing knowledge bases.
1In collaboration with Saxena, Jain, Jami, Misra, Koppula as part of http://robobrain.me
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1.2 Perception through Time:
Handling unknowns of robot perception
Context is a key to many robot perception tasks. For example, it is crucial to
model relationships between objects if the final aim is parsing the visual scene into
humans and objects [5]. Similarly, a context of humans is critical to understand
activities [102, 83]. One of the very successful ways of modeling context is using
graphical models.
Although graphical models are very powerful tools to model context, inference
in such a system typically follows finding the Maximum-a-Posterior solution via
solving a combinatorial optimization problem . Hence, such system generates a
single prediction with possible errors. The errors typically come from both known
and unknown unknowns of the systems. The error can be because of a behavior
never seen in the dataset or because of a behavior that very rarely happens in the
data and considered to be a noise by learning algorithms. The solution this problem
is designing representations, which can handle uncertainty caused by known and
unknown unknowns.
In Chapter 3, we present a new recursive algorithm that we call Recursive
Conditional Random Field (rCRF) which can compute a belief over a temporal
CRF model accurately representing uncertainty. We extend the graphical models
to temporal structures that can model the uncertainty by estimating a full believe
over predicted variables. We only use a structured diversity in our formulation
and present a computationally tractable inference and learning algorithm based
on Bayesian filtering and combinatorial diverse-M -best construction. We further
apply our model on the problem of efficiently computing beliefs over future hu-
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man activities from RGB-D videos. We present our extensive experimentation
on human activity anticipation setup and also briefly describe another successful
application of our algorithm on the problem of parsing large point clouds.
1.3 Learning at Scale:
Learning actionable representations with no-supervision
After we develop our large-scale actionable knowledge base RoboBrain, one obser-
vation we had was scarcity of supervision. The powerful knowledge we collected
from YouTube in terms of instructional videos had no supervision on them, more-
over, existing supervision was very sparse covering only the subset of the videos.
Moreover, most of the videos also has human speech in it which requires a multi-
modal approach.
In order to handle the challenge of learning with limited/no supervision over
multiple modalities, we rely on the underlying structure of the data as well. For
example, consider the YouTube videos. They are typically generated by humans
to communicate their knowledge. Moreover, human communication typically has
an underlying structure, with a starting point, ending, and certain objective steps
between them. In order to exploit this structure, we propose a method for parsing a
video into such semantic steps in an unsupervised way in Chapter 4. We accomplish
this using both visual and language cues in a joint generative model. Our method
can also provide a textual description for each of the identified semantic steps and
video segments.
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1.4 Sharing at Scale:
Learning to close the gap between domains
Main motivation behind our large-scale actionable knowledge base RoboBrain is
letting robots share knowledge with each other. This is critical since robotics
system includes many sub-systems and most of the research is contained within
one of the sub-domains. Hence, scaling is only possible when we close the gap
between domains. For example, most of the available robot perception systems
are trained using real camera/sensor recordings. On the other hand, planning
algorithms mostly uses symbolic representations or very simple visual images like
computer generated images in video game logs as in [136].
In order to handle multiple domains, we also rely on structure. Our construc-
tion was simply using the available supervised domains to supervise rest of the
domains. In other words, we approach the problem from a transductive perspec-
tive. We incorporate the domain shift and the transductive target inference into
our framework by jointly solving for an asymmetric similarity metric and the opti-
mal transductive target label assignment. Key insight to solve this metric learning
with limited supervision was enforcing structural consistency in unsupervised do-
mains. We also show that our model can easily be extended for deep feature
learning in order to learn features that are discriminative in the target domain.
We show that our method is capable of linking artificial computer generated im-
ages planner algorithms use with actual images from robot perception datasets in
Chapter 5
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1.5 Designing Robotics Systems using Our Methods
We study each of the aforementioned problems separately in a full abstraction;
however, it is crucial to understand how each of our proposed algorithms can be
used in end-to-end robotics systems. In order to answer this question, let’s consider
a simple example of a household robot being asked, ”Make me a pancake, please!”
At this point, robot needs to answer many questions;
1. How can one make a pancake?
2. What are the objects in this kitchen?
3. What are the relationships between the objects and the pancake?
Our algorithms about large-scale knowledge bases in Chapter 2 and parsing
large-scale video collections in Chapter 4 are useful to answer the first question.
Our proposed algorithm converts the unstructured ”Make me a pancake” query
into a structured recipe. Our uncertainty aware activity and object understanding
method from Chapter 3 is used to not only describe the objects in the kitchen
but also model the uncertainty of our knowledge about them. Its output is every
object and their plausible affordances like ”object X can be used to carry water
with probability 0.6”. After we discover the structured recipes and understand the
environment, we need to answer the following question;
• How can robot apply each action in the structured recipe to the environment
described?
In order to apply each action, we need to solve the domain difference between
perception and planning algorithm since the planners we use is based on CGI
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(computer generated imagery) simulations and our recipes are based on real images.
We use our domain adaptation algorithm from Chapter 5 to align domains.
1.6 First published appearances of the contributions
Most of the contributions described in this dissertation have first appeared as the
following publications.
• Chapter 2: Saxena, Jain, Sener, Jami, Misra, and Koppula [166]
• Chapter 3: Sener and Saxena [170]; Armeni, Sener, Zamir, Jiang and
Savarese [8]
• Chapter 4: Sener, Zamir, Savarese and Saxena [171]; Sener, Wu, Zamir,
Savarese and Saxena [169]
• Chapter 5: Sener, Song, Saxena, Saverese [168].
The following research works are applications or are related to my thesis, but
are not fully presented in this thesis:
• Semantic parsing of large-scale building clouds. This is an application of our
approach in Chapter 2 and is described completely in [8].
• Parsing RGB-D Activity Videos. This is a similar approach to our multi-
modal parsing method in Chapter 3 that we specifically develop for RGB-D
activity videos. It is described fully in [202].
• Efficient Inference on CRF for Videos. This is spatial extension of our rCRF
algorithm from Chapter 2. We develop it for mobile devices considering
constrained computational resources and fully explain in [45].
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CHAPTER 2
ROBOTICS AT SCALE - ROBOBRAIN
You can have data without
information, but you cannot have
information without data.
Daniel Keys Moran
Robotics systems are typically composed of many sub-systems and these sys-
tems are developed in isolation. Moreover, robots learn continuously after de-
ployment using human feedback is isolation as well. Hence, one of the most crit-
ical problems in robotics is sharing knowledge among different robotic systems
as well as robotics sub-systems in deployment. In this chapter, we introduce the
knowledge-engine we developed which enables robotics systems to share knowledge
among robotic platforms as well as robotics sub-systems. The knowledge-engine
we developed can handle variety of modalities and domains. More importantly,
the knowledge comes from a variety of sources including online knowledge bases,
learned concepts from robotics research groups from all over the world as well as
physical robotic experiments.
Contributions of this chapter. We developed this knowledge engine in collab-
oration with Saxena, Jain, Jami, Misra and Koppula, and we call it RoboBrain.
Within the scope of this dissertation, I contributed to a large-scale distributed sys-
tem architecture which can scale to thousands of videos, images and text files. For
completeness, in this chapter we also describe the formal definition of knowledge-
engine, the query language for accessing the knowledge and a various applications
of RoboBrain. RoboBrain is available at: http://www.robobrain.me
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2.1 Why do we need robot knowledge bases?
Over the last decade, we have seen many successful applications of large-scale
knowledge systems. Examples include Google knowledge graph [37], IBM Wat-
son [49], Wikipedia, and many others. These systems know answers to many of
our day-to-day questions, and not crafted for a specific task, which makes them
valuable for humans. Inspired by them, researchers have aggregated domain spe-
cific knowledge by mining data [9, 18], and processing natural language [25], im-
ages [34] and speech [137]. These sources of knowledge are specifically designed for
humans, and their human centric design makes them of limited use for robots—for
example, imagine a robot querying a search engine for how to “bring sweet tea
from the kitchen” (Figure 2.1).
In order to perform a task, robots require access to a large variety of infor-
mation with finer details for performing perception, planning, control and natural
language understanding. When asked to bring sweet tea, as shown in Figure 2.1,
the robot would need access to the knowledge for grounding the language symbols
into physical entities, the knowledge that sweet tea can either be on a table or in a
fridge, and the knowledge for inferring the appropriate plans for grasping and ma-
nipulating objects. Efficiently handling this joint knowledge representation across
different tasks and modalities is still an open problem.
In this chapter we present RoboBrain that allows robots to learn and share
such representations of knowledge. We learn these knowledge representations from
a variety of sources, including interactions that robots have while performing per-
ception, planning and control, as well as natural language and visual data from the
Internet. Our representation considers several modalities including symbols, nat-
ural language, visual or shape features, haptic properties, and so on. RoboBrain
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Figure 2.1: An example showing a robot using RoboBrain for per-
forming tasks. The robot is asked “Bring me sweet tea from
the kitchen”, where it needs to translate the instruction into the
perceived state of the environment. RoboBrain provides useful
knowledge to the robot for performing the task: (a) sweet tea
can be kept on a table or inside a refrigerator, (b) bottle can
be grasped in certain ways, (c) opened sweet tea bottle needs
to be kept upright, (d) the pouring trajectory should obey user
preferences of moving slowly to pour, and so on.
connects this knowledge from various sources and allow robots to perform diverse
tasks by jointly reasoning over multiple data modalities.
RoboBrain enables sharing from multiple sources by representing the knowledge
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Figure 2.2: A visualization of the RoboBrain graph on Nov 2014,
showing about 45K nodes and 100K directed edges. The left
inset shows a zoomed-in view of a small region of the graph
with rendered media. This illustrates the relations between
multiple modalities namely images, heatmaps, words and hu-
man poses. For high-definition graph visualization, see: https:
// sites. google. com/ site/ robotknowledgeengine/
in a graph structure. Traversals on the RoboBrain graph allow robots to gather the
specific information they need for a task. This includes the semantic information,
such as different grasps of the same object, as well as the functional knowledge,
such as spatial constraints (e.g., a bottle is kept on the table and not the other way
around). The key challenge lies in building this graph from a variety of knowledge
sources while ensuring dense connectivity across nodes. Furthermore, there are
several challenges in building a system that allows concurrent and distributed
update, and retrieval operations.
We present use of RoboBrain on three robotics applications in the area of
grounding natural language, perception and planning. For each application we
show usage of RoboBrain as-a-service, which allow researchers to effortlessly use
the state-of-the-art algorithms. We also present experiments to show that sharing
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knowledge representations through RoboBrain improves existing language ground-
ing and path planning algorithms.
RoboBrain is a collaborative project that we support by designing a large-scale
cloud architecture. In the current state, RoboBrain stores and shares knowledge
across several research projects [188, 136, 78, 81, 84, 103, 201, 122] and Inter-
net knowledge sources [121, 47]. We believe as more research projects contribute
knowledge to RoboBrain, it will not only improve the concerned project but will
also be beneficial for the robotics community at large.
The goal of the chapter is to present an overall view of the RoboBrain, its archi-
tecture, functionalities, and demonstrate its application to robotics. In Section 2.4
we formally define the RoboBrain graph and describe its system architecture in
Section 2.5. In order for robots to use RoboBrain we propose the Robot Query
Library in Section 2.6. In Section 2.7 we present different robotic applications
using RoboBrain.
2.2 Related Work on Robot Knowledge Bases
We now describe some works related to RoboBrain. We first give an overview of
the existing knowledge bases and describe how RoboBrain differs from them. We
then describe some works in robotics that can benefit from RoboBrain, and also
discuss some of the related on-going efforts.
Knowledge bases. Collecting and representing a large amount of information in a
knowledge base (KB) has been widely studied in the areas of data mining, natural
language processing and machine learning. Early seminal works have manually
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created KBs for the study of common sense knowledge (Cyc [121]) and lexical
knowledge (WordNet [47]). With the growth of Wikipedia, KBs started to use
crowd-sourcing (DBPedia [9], Freebase [18]) and automatic information extraction
(Yago [181, 74], NELL [25]) for mining knowledge.
One of the limitations of these KBs is their strong dependence on a single
modality that is the text modality. There have been few successful attempts to
combine multiple modalities. ImageNet [34] and NEIL [28] enriched text with
images obtained from Internet search. They used crowd-sourcing and unsupervised
learning to get the object labels. These object labels were further extended to
object affordances [210].
We have seen successful applications of the existing KBs within the modalities
they covered, such as IBM Watson Jeopardy Challenge [50]. However, the existing
KBs are human centric and do not directly apply to robotics. The robots need finer
details about the physical world, e.g., how to manipulate objects, how to move in an
environment, etc. In RoboBrain we combine knowledge from the Internet sources
with finer details about the physical world, from RoboBrain project partners, to
get an overall rich graph representation.
Robot Learning. For robots to operate autonomously they should perceive their
environments, plan paths, manipulate objects and interact with humans. We de-
scribe previous work in each of these areas and how RoboBrain complements them.
Perceiving the environment. Perception is a key element of many robotic tasks.
It has been applied to object labeling [109, 5, 201], scene understanding [95, 68],
robot localization [133, 139], path planning [89], and object affordances [33, 104].
RoboBrain stores perception related knowledge in the form of 3D point clouds,
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grasping features, images and videos. It also connects this knowledge to human
understandable concepts from the Internet knowledge sources.
Path planning and manipulation. Planning algorithms formulate action plans
which are used by robots to move around and modify its environment. Planning
algorithms have been proposed for the problems of motion planning [215, 167], task
planning [4, 19] and symbolic planning [43, 158]. Some planning applications in-
clude robots baking cookies [19], folding towels [173], assembling furniture [97], and
preparing pancakes [13]. The previous works have also learned planning parame-
ters using methods such as Inverse Optimal Control [3, 156, 211, 78]. RoboBrain
stores the planning parameters learned by previous works and allow the robots to
query for the parameters.
Interacting with humans. Human-robot interaction includes collaborative tasks
between humans and robots [143, 142], generating safe and human-like robot mo-
tion [127, 115, 58, 39, 24], interaction through natural language [187, 136], etc.
These applications require joint treatment of perception, manipulation and natu-
ral language understanding. RoboBrain stores different data modalities required
by these applications.
Previous efforts on connecting robots range from creating a common operating
system (ROS) for robots [152] to sharing data acquired by various robots via cloud
[197, 6]. For example, the RoboEarth [197] provides a platform for the robots to
store and off-load computation to the cloud and communicate with other robots;
and the KIVA systems [6] use the cloud to coordinate motion for hundreds of mobile
platforms. On the other hand, RoboBrain provides a knowledge representation
layer on top of data storing, sharing and communication.
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Open-Ease [14] is a related on-going effort towards building a knowledge engine
for robots. Open-Ease and RoboBrain differ in the way they learn and represent
knowledge. In Open-Ease the knowledge is represented as formal statements us-
ing pre-defined templates. On the other hand, the knowledge in RoboBrain is
represented as a graph. The nodes of the RoboBrain graph have no pre-defined
templates and they can be any robotic concept like grasping features, trajectory
parameters, and visual data. This graph representation allows partner projects to
easily integrate their learned concepts in RoboBrain. The semantic meaning of
concepts in the RoboBrain graph are represented by their connectivity patterns in
the graph.
2.3 Overview of RoboBrain
RoboBrain is a never ending learning system that continuously incorporates new
knowledge from its partner projects and from different Internet sources. One of
the functions of RoboBrain is to represent the knowledge from various sources as a
graph, as shown in Figure 2.2. The nodes of the graph represent concepts and edges
represent the relations between them. The connectivity of the graph is increased
through a set of graph operations that allow additions, deletions and updates to the
graph. As of the date of this submission, RoboBrain has successfully connected
knowledge from sources like WordNet, ImageNet, Freebase, OpenCyc, parts of
Wikipedia and other partner projects. These knowledge sources provide lexical
knowledge, grounding of concepts into images and common sense facts about the
world.
The knowledge from the partner projects and Internet sources can sometimes
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be erroneous. RoboBrain handles inaccuracies in knowledge by maintaining beliefs
over the correctness of the concepts and relations. These beliefs depend on how
much RoboBrain trusts a given source of knowledge, and also the feedback it
receives from crowd-sourcing (described below). For every incoming knowledge,
RoboBrain also makes a sequence of decisions on whether to form new nodes, or
edges, or both. Since the knowledge carries semantic meaning RoboBrain makes
many of these decisions based on the contextual information that it gathers from
nearby nodes and edges. For example, RoboBrain resolves polysemy using the
context associated with nodes. Resolving polysemy is important because a ‘plant’
could mean a ‘tree’ or an ‘industrial plant’ and merging the nodes together will
create errors in the graph.
RoboBrain incorporates supervisory signals from humans in the form of crowd-
sourcing feedback. This feedback allows RoboBrain to update its beliefs over
the correctness of the knowledge, and to modify the graph structure if required.
While crowd-sourcing feedback was used in some previous works as means for data
collection (e.g., [34, 161]), in RoboBrain they serve as supervisory signals that
improve the knowledge engine. RoboBrain allows user interactions at multiple
levels: (i) Coarse feedback: these are binary feedback where a user can “Approve”
or “Disapprove” a concept in RoboBrain through its online web interface; (ii)
Graph feedback: these feedback are elicited on RoboBrain graph visualizer, where
a user modifies the graph by adding/deleting nodes or edges; (iii) Robot feedback:
these are the physical feedback given by users directly on the robot.
In this chapter we discuss different aspects of RoboBrain, and show how Robo-
Brain serves as a knowledge layer for the robots. In order to support knowledge
sharing, learning, and crowd-sourcing feedback we develop a large-scale distributed
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(a) original graph (b) feed insertion
(c) after merge(Mug,Mug′) → Mug ◦
split(Cup)→ (Cup,Mug′)
Figure 2.3: Visualization of inserting new information. We insert ‘Sit-
ting human can use a mug’ and RoboBrain infers the necessary
split and merge operations on the graph. In (a) we show the
original sub-graph, In (b) information about a Mug is seen for
the first time and the corresponding node and edge are inserted,
In (c) inference algorithm infers that previously connected cup
node and cup images are not valid any more, and it splits the
Cup node into two nodes as Cup and Mug′ and then merges
Mug′ and Mug nodes.
system. We describe the architecture of our system in Section 2.5. In Section 2.6
we describe the robot query library, which allow robots to interact with Robo-
Brain. Through experiments we show that robots can use RoboBrain as-a-service
and that knowledge sharing through RoboBrain improves existing robotic appli-
cations. We now present a formal definition of our Robot Knowledge Engine and
the graph.
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2.4 Knowledge Engine: Formal Definition
In this section we present the formal definition of RoboBrain. RoboBrain rep-
resents knowledge as a directed graph G = (V,E). The vertices V of the graph
stores concepts that can be of a variety of types such as images, text, videos, haptic
data, or learned entities such as affordances, deep learning features, parameters,
etc. The edges E ⊆ V × V × C are directed and represents the relations between
concepts. Each edge has an edge-type from a set C of possible edge-types.
An edge (v1, v2, `) is an ordered set of two nodes v1 and v2 and an
edge-type `. Few examples of such edges are: (StandingHuman, Shoe,
CanUse), (StandingHuman, N (µ,Σ), SpatiallyDistributedAs) and (Grasping,
DeepFeature23, UsesFeature). We do not impose any constraints on the type
of data that nodes can represent. However, we require the edges to be consistent
with RoboBrain edge set C. We further associate each node and edge in the graph
with a feature vector representation and a belief. The feature vector representation
of nodes and edges depend on their local connections in the graph, and their belief
is a scalar probability over the accuracy of the information that the node or an
edge represents. Tables 2.1 and 2.2 show few examples of nodes and edge-types.
A snapshot of the graph is shown in Figure 2.2.
2.4.1 Creating the Graph
Graph creation consists of never ending cycle of two stages namely, knowledge
acquisition and inference. Within the knowledge acquisition stage, we collect data
from various sources and during the inference stage we apply statistical techniques
to update the graph structure based on the aggregated data. We explain these two
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stages below.
Knowledge acquisition: RoboBrain accepts new information in the form of set
of edges, which we call a feed. A feed can either be from an automated algorithm
crawling the Internet sources or from one of RoboBrain’s partner projects. We
add a new feed to the existing graph through a sequence of union operations
performed on the graph. These union operations are then followed by an inference
algorithm. More specifically, given a new feed consisting of a set of N edges
{(v11, v12, `1) . . . (vN1 , vN2 , `N)}, and the existing graph G = (V,E). The graph union
operations give a graph G′ = (V ′, E ′) as follows:
V ′ = v11 ∪ v12 ∪ . . . ∪ vN1 ∪ vN2 ∪ V
E ′ = (v11, v12, `1) ∪ . . . ∪ (vN1 , vN2 , `N) ∪ E
(2.1)
Inference on the Graph: After adding the feed to the graph using equation (2.1),
we perform inference to update the graph based on this new knowledge. The
inference outputs a sequence of graph operations which are then performed on the
graph. These graph operations modify the graph by adding new nodes or edges to
the graph, deleting nodes or edges from the graph, merging or splitting nodes, etc.
We mention two graph operations here: split and merge. The split operation
is defined as splitting a node into a set of two nodes. The edges having end points
in the split node are connected to one of the resultant nodes using the inference
algorithm. A merge operation is defined as merging two nodes into a single node,
while updating the edges connected to the merged nodes. An example of such an
update is shown in Figure 2.3. When a new information “sitting human can use
a mug” is added to the graph, it causes the split of the Cup node into two nodes:
a Cup and a Mug node. These two are then connected by an edge-type TypeOf.
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Table 2.1: Some examples of different node types in our RoboBrain graph.
For full-list, please see the code documentation.
Word an English word represented as an ASCII string
DeepFeature feature function trained with a Deep Neural Network
Image 2D RGB Image
PointCloud 3D point cloud
Heatmap heatmap parameter vector
The graph update can be expressed through the following equation:
G? = splitvs1 ◦mergevm1 ,vm2 ◦ . . . ◦ splitvsM ◦G′
In the above equation G? is the graph obtained after the inference. The goal of
the inference steps is to modify the graphG′ in a way that best explains the physical
world. However, the graph that captures the real physical world is a latent graph,
i.e., it is not directly observable. For example, the latent information that “coffee
is typically in a container” is partially observed through many edges between the
coffee node and the nodes with container images. Our graph construction can
also be explained in a generative setting of having a latent graph with all the
knowledge about physical word, and we only observe noisy measurements in form
of feeds. In this chapter, we abstract the algorithmic details of inference and focus
on the overall ideas involved in RoboBrain, its architecture, and its application to
robotics.
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Table 2.2: Some examples of different edge types in our RoboBrain graph.
For full-list, please see the code documentation.
IsTypeOf human IsTypeOf a mammal
HasAppearance floor HasAppearance as follows (this image)
CanPerformAction human CanPerformAction cutting
SpatiallyDistributedAs location of human is SpatiallyDistributedAs
IsHolonym tree IsHolonym of leaf
2.5 System Architecture
We now describe the system architecture of RoboBrain, shown in Figure 2.4. The
system consists of four interconnected layers: (a) knowledge acquisition, (b) knowl-
edge parser, (c) knowledge storage, and (d) knowledge inference. The principle be-
hind our design is to efficiently process large amount of unstructured multi-modal
knowledge and represent it using the structured RoboBrain graph. In addition,
our design also supports various mechanisms for users and robots to interact with
RoboBrain. Below we discuss each of the components.
Knowledge acquisition layer is the interface between RoboBrain and the differ-
ent sources of multi-modal data. Through this layer RoboBrain gets access to new
information which the other layers process. RoboBrain primarily collects knowl-
edge through its partner projects and by crawling the existing knowledge bases
such as Freebase, ImageNet and WordNet, etc., as well as unstructured sources
such as Wikipedia.
Knowledge parser layer of RoboBrain processes the data acquired by the ac-
quisition layer and converts it to a consistent format for the storage layer. It also
marks the incoming data with appropriate meta- data such as timestamps, source
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Figure 2.4: RoboBrain system architecture. It consists of four intercon-
nected knowledge layers and supports various mechanisms for
users and robots to interact with RoboBrain.
version number etc., for scheduling and managing future data processing. More-
over, since the knowledge bases might change with time, it adds a back pointer to
the original source.
Knowledge storage layer of RoboBrain is responsible for storing different rep-
resentations of the data. In particular it consists of a NoSQL document storage
database cluster – RoboBrain Knowledge Base (RoboBrain-KB) – to store “feeds”
parsed by the knowledge parser, crowd-sourcing feedback from users, and parame-
ters of different machine learning algorithms provided by RoboBrain project part-
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ners. RoboBrain-KB oﬄoads large media content such as images, videos and
3D point clouds to a distributed object storage system built using Amazon Sim-
ple Storage Service (S3). The real power of RoboBrain comes through its graph
database (RoboBrain-GD) which stores the structured knowledge. The data from
RoboBrain-KB is refined through multiple learning algorithms and its graph rep-
resentation is stored in RoboBrain-GD. The purpose behind this design is to keep
RoboBrain-KB as the RoboBrain’s single source of truth (SSOT). SSOT centric
design allows us to re-build RoboBrain-GD in case of failures or malicious knowl-
edge sources.
Knowledge inference layer contains the key processing and machine learning
components of RoboBrain. All the new and recently updated feeds go through a
persistent replicated distributed queuing system (Amazon SQS), which are then
consumed by some of our machine learning plugins (inference algorithm, graph
builder, etc.) and populates the graph database. These plugins along with other
learning algorithms (operating on the entire graph) constitute our learning and
inference framework.
RoboBrain supports various interaction mechanisms to enable robots and users
to communicate with the knowledge engine. We develop a Robot Query Library as
a primary method for robots to interact with RoboBrain. We also make available
a set of public APIs to allow information to be presented on the WWW for online
learning mechanisms (eg., crowd-sourcing). RoboBrain serves all its data using a
commercial content delivery network (CDN) to reduce the end user latency.
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2.6 Robot Query Library (RQL)
In this section we present the RQL query language, through which the robots
use RoboBrain for various robotic applications. The RQL provides a rich set of
retrieval functions and programming constructs to perform complex traversals on
the RoboBrain graph. An example of such a query is finding the possible ways for
humans to use a cup. This query requires traversing paths from the human node
to the cup node in the RoboBrain graph.
The RQL allows expressing both the pattern of sub-graphs to match and the
operations to perform on the retrieved information. An example of such an opera-
tion is ranking the paths from the human to the cup node in the order of relevance.
The RQL admits following two types of functions: (i) graph retrieval functions;
and (ii) programming construct functions.
2.6.1 Graph retrieval function
The graph retrieval function is used to find sub-graphs matching a given template
of the form:
Template: (u)→ [e]→ (v)
In the template above, the variables u and v are nodes in the graph and the variable
e is a directed edge from u to v. We represent the graph retrieval function with
the keyword fetch and the corresponding RQL query takes the following form:
fetch(Template)
The above RQL query finds the sub-graphs matching the template. It instanti-
ates the variables in the template to match the sub-graph and returns the list of
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instantiated variables. We now give a few use cases of the retrieval function for
RoboBrain.
Example 1 The RQL query to retrieve all the objects that a human can use
Template: ({name : ‘Human′})→ [‘CanUse′]→ (v)
Query: fetch(Template)
The above query returns a list of nodes that are connected to the node with name
Human and with an edge of type CanUse.
Using the RQL we can also express several operations to perform on the retrieved
results. The operations can be of type SortBy, Len, Belief and ArgMax. We now
explain some of these operations with an example.
Example 2 The RQL query to retrieve and sort all possible paths from the Human
node to the Cup node.
paths := fetch({name : ‘Human′})→ [r∗]→ ({name : ‘Cup′})
SortBy(λP→ Belief P) paths
In the example above, we first define a function paths which returns all the
paths from the node Human to the node Cup in the form of a list. The SortBy query
first runs the paths function and then sorts, in decreasing order, all paths in the
returned list using their beliefs.
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2.6.2 Programming construct functions
The programming construct functions serve to process the sub-graphs retrieved by
the graph retrieval function fetch. In order to define these functions we make use
of functional programming constructs like map, filter and find. We now explain
the use of some of these constructs in RQL.
Example 3 The RQL query to retrieve affordances of all the objects that Human can
use.
objects := fetch({name : ‘Human′})→ [‘CanUse′]→ (v)
affordances n := fetch({name : n})→ [‘HasAffordance′]→ (v)
map(λu→ affordances u) objects
In this example, we illustrate the use of map construct. The map takes as input
a function and a list, and then applies the function to every element of the list.
More specifically, in the example above, the function objects retrieves the list of
objects that the human can use. The affordances function takes as input an object
and returns its affordances. In the last RQL query, the map applies the function
affordances to the list returned by the function objects.
We now conclude this section with an expressive RQL query for retrieving joint
parameters shared among nodes. Parameters are one of the many concepts we store
in RoboBrain and they represent learned knowledge about nodes. The algorithms
use joint parameters to relate multiple concepts and here we show how to retrieve
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joint parameters shared by multiple nodes. In the example below, we describe the
queries for parameter of a single node and parameter shared by two nodes.
Example 4 The RQL query to retrieve the joint parameters shared between a set of
nodes.
parents n := fetch (v)→ [‘HasParameters′]→ ({handle : n})
parameters n := fetch ({name : n})→ [‘HasParameters′]→(v)
ind parameters a :=
filter(λu→Len parents u = 1)parameters a
joint parameters a1 a2 :=
filter(λu→ Len parents u = 2 and
u in parameters a2) parameters a1
The query above uses the filter construct function and Len operation. The
filter takes as input a list and a check condition, and returns only those items
from the list that satisfies the input condition. The Len takes as input a list and
returns the number of items in the list. In the query above, we first define a
function parents which for a given input node returns its parent nodes. Then we
define a function parameters which for a given input node returns its parameters.
The third and the fourth queries are functions accepting one and two input nodes,
respectively, and return the (joint) parameters that share an edge with every input
node and not with any other node.
2.7 Applications
In this section we first show how RoboBrain can be used as-a-service by the robots
for several robotics problems. Specifically, we explain the usage of RoboBrain in
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Figure 2.5: RoboBrain for anticipating human activities. Robot using
anticipation algorithm of [103] queries RoboBrain, for the activ-
ity, affordance and trajectory parameters in order to generate
and rank the possible future activities in a given environment.
anticipating human activities, grounding of natural language sentences, and path
planning. We then show how RoboBrain can help robotics projects by sharing
knowledge within the projects and throughout the Internet.
2.7.1 RoboBrain as-a-service
Our goal with providing RoboBrain as-a-service is to allow robots to use the rep-
resentations learned by different partner projects. This allows RoboBrain to ef-
fortlessly address many robotics applications. In the following we demonstrate
RoboBrain as-a-service feature for three robotics applications that deal with dif-
ferent data modalities of perception, natural language and trajectories.
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Anticipating human actions
The assistive robots working with humans should be able to understand human
activities and also anticipate the future actions that the human can perform. In
order to anticipate, the robot should reason over the action possibilities in the
environment, i.e., object affordances, and how the actions can be performed, i.e.,
trajectories. Several works in robotics have addressed the problem of anticipa-
tion [95, 103, 106].
We now show how robots can query RoboBrain and use the previous work by
Koppula et al. [103] for anticipating human actions. In order to anticipate the
future human actions, the authors [103] learn parameters using their anticipatory
algorithm, and using the learned parameters they anticipate the most likely future
object affordances and human trajectories. RoboBrain serves anticipation as-a-
service by storing those learned parameters, object affordances and trajectories as
concepts in its graph. Figure 2.5 illustrates a robot retrieving relevant information
for anticipation. The robot first uses the following queries to retrieve the possible
trajectories of an object:
affordances n := fetch ({name : n})→ [‘HasAffordance′]→
(v{src : ‘Affordance′})
trajectories a := fetch ({handle : a})→ [‘HasParameters′]→
(v{src : ‘Affordance′, type : ‘Trajectory′})
trajectory parameters o :=
map(λa→ trajectories a) affordances o
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In the queries above, the robot first queries for the affordances of the object and
then for each affordance it queries RoboBrain for the trajectory parameters. Hav-
ing retrieved all possible trajectories, the robot uses the learned parameters [103]
to anticipate the future human actions. Since the learned parameters are also
stored in the RoboBrain graph, the robot retrieves them using the following RQL
queries:
parents n := fetch (v)→ [‘HasParameters′]→ ({handle : n})
parameters n := fetch ({name : n})→ [‘HasParameters′]→
(v{src : ‘Activity′})
find parameters a :=
filter(λu→Len parents u = 1)parameters a
joint parameters a1 a2 := filter(λu→ Len parents u = 2
and u in parameters a2) parameters a1
The queries above retrieves both independent and joint parameters for anticipating
the object affordances and human activities. Detailed explanation of the query is
given in Example 4 of Section 2.6
Grounding natural language
The problem of grounding a natural language instruction in an environment re-
quires the robot to formulate an action sequence that accomplish the semantics of
the instruction [188, 136, 65, 132]. In order to do this, the robot needs a variety
of information. Starting with finding action verbs and objects in the instruction,
the robot has to discover those objects and their affordances in the environment.
We now show the previous work by Misra et al. [136] using RoboBrain as-a-
service in their algorithm. In order to ground a natural language instruction the
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cereal
“add ice-cream to cup and drizzle syrup over it”
argmaxI P(Ι | E,L)
squeezeable (syrup1)
on (syrup1,pot1)
getTraj(pour cup1)
True; belief: 0.6
False; belief: 1
[traj1,traj2,..]
Grounded Sequence
moveto(spoon1)
grasp(spoon1)
scoop(spoon1,ice-cream1)
place(ice-cream1,pot1)
place(spoon1,table1)
grasp(syrup1)
squeeze(syrup1,pot1)
Robobrain
Figure 2.6: Grounding natural language sentence. The robot grounds
natural language by using the algorithm by Misra et al. [136] and
querying RoboBrain to check for the satisfiability of actions.
robot has to check for the satisfiability of the actions it generates in the given envi-
ronment. For example, an action which pours water on a book should be deemed
unsatisfiable. In the previous work [136], the authors manually define many pre-
conditions to check the satisfiability of actions. For example, they define manually
that a syrup bottle is squeezable. Such satisfiability depends on the object’s affor-
dances in the given environment, which can be retrieved from RoboBrain.
Figure 2.6 illustrates a robot querying RoboBrain to check the satisfiability of
actions that it can perform in the given environment. Below is the RQL query for
retrieving the satisfiability of squeezable action:
squeezable syrup := Len fetch (u{name : ‘syrup′})→
[‘HasAffordance′]→ (v{name : ‘squeezable′}) > 0
2.7.2 RoboBrain for sharing knowledge
RoboBrain allows sharing the knowledge learned by different research groups as
well as knowledge obtained from various internet sources. In this section we show
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with experiments how sharing knowledge improves existing robotic applications:
New algorithms are commonly proposed for a problem to address the shortcom-
ings of previous methods. These algorithms have their own learned representations.
For example, different representations have been learned for grounding natural lan-
guage [188, 136, 65, 132]. However, it is usually hard for practitioners to choose a
single representation since there are always inputs where one representation fails
but some others work. In this experiment we show that a robot can query Robo-
Brain for the best representation while being agnostic to the algorithmic details of
the learned representations.
Simulating the above setting, we present an experiment for sharing multiple
learned representations on a natural language grounding problem. Here the goal is
to output a sequence of instructions for the robot to follow, given an input natural
language command and an environment. Following the work by Misra et al. [136],
we train a baseline algorithm for the task of making ramen (Algorithm A), and
train their full algorithm for the task of making affogato (Algorithm B). These
algorithms assign a confidence score (i.e., probability) to the output sequence of
instructions. We store these learned representations as concepts in the RoboBrain
graph, along with a prior belief over the correctness of the algorithms. The robot
queries RoboBrain for a representation as follows:
algParam := fetch(u{type :′ GroundingAlgorithm′})→
[‘HasParameters′]→ (v)
prior n := fetch({name : n})→ [‘HasPriorProb′]→ (v)
groundings L, E := argMaxBy(λ(u, v)→ v)
map(λ(u, v)→ u(L, E, v) ∗ prior u) algParam
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Table 2.3: RoboBrain allows sharing learned representations. It allows the
robot to query RoboBrain for a representation given an input nat-
ural language command. In this table the Algorithm A is a greedy
algorithm based on Misra et al. [136], and Algorithm B is their full
model. The IED metric measures the string-edit distance and the
EED metric measures the semantic distance between the ground-
truth and the inferred output instruction sequences. The metrics
are normalized to 100 such that higher numbers are better.
Algorithm IED EED
Algorithm A 31.7 16.3
Algorithm B 23.7 27.0
RoboBrain (A+B) 34.2 24.2
In the algParam function, we retrieve all natural language grounding algo-
rithms from the RoboBrain graph with their parameters. This returns a list in
which each element is a tuple of algorithm u and its parameters v. The prior
function retrieves the prior belief over the correctness of an algorithm. In order
to ground a given natural language command L in environment E, the grounding
function evaluates the likelihood score for each algorithm using their parameters
as u(L, E, v). It further incorporates the prior belief over the algorithms, and re-
turns the representation with the highest likelihood score. These set of queries
corresponds to the following likelihood maximization equation:
I∗ = arg max
I,m′∈{A,B}
P (I|E,L,w∗m′ ,m′)P (m′)
As shown in the Table 2.3, choosing a representation by querying the RoboBrain
achieves better performance than the individual algorithms.
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2.8 Discussion and Conclusion
The RoboBrain graph currently has 44347 nodes (concepts) and 98465 edges (re-
lations). The knowledge in the graph is obtained from the Internet sources and
through the RoboBrain project partners. For the success of many robotics ap-
plication it is important to relate and connect the concepts from these different
knowledge sources. In order to empirically evaluate the connectivity of concepts in
RoboBrain, we plot the degree distribution of the RoboBrain graph and compare it
with the degree distribution of independent knowledge sources (Figure 2.7). The
graph of independent knowledge sources is the union of each knowledge source,
which have nodes from all the projects and the edges only between the nodes from
the same project. As shown in the Figure 2.7, RoboBrain successfully connects
projects and increases the average degree per-node by 0.8. The RoboBrain graph
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Figure 2.7: Degree distribution of RoboBrain and the union of independent
knowledge sources. For the case of independent sources, we only
consider the edges between nodes from the same source. Robo-
Brain connects different projects successfully: number of nodes
with degree 1 and 2 decrease and nodes with degree 3 and more
increase.
has fifteen thousand nodes with degree one. Most of the nodes with a single de-
36
gree come from the Internet sources such as Wikipedia and WordNet. These nodes
are not directly related to the physical world and represent abstract concepts like
political ideas, categories of art, etc.
In this chapter we described different aspects and technical challenges in build-
ing RoboBrain knowledge engine. RoboBrain represents multiple data modalities
from various sources, and connects them to get an overall rich graph representa-
tion. We presented an overview of the RoboBrain large-scale system architecture
and developed the Robot Query Library (RQL) for robots to use RoboBrain. We
illustrated robotics applications of anticipation, natural language grounding, and
path planning as simple RQL queries to RoboBrain. We also showed in experi-
ments that sharing knowledge through RoboBrain improves existing path planning
and natural language grounding algorithms. RoboBrain is an ongoing effort where
we are collaborating with different research groups. We are working on improving
different aspects such as learning from crowd-sourcing feedback, inference meth-
ods over the graph for discovering new relations between concepts, and expanding
RoboBrain to new robotics applications.
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CHAPTER 3
PERCEPTION THROUGH TIME - RECURSIVE CONDITIONAL
RANDOM FIELDS
Time moves in one direction,
memory in another.
William Gibson
Understanding humans is an important skill for robots working with humans.
Robots not only need to detect the activity and pose of the human but also need
to anticipate what activities can a human possibly perform in the near future in
which poses in order to choose the right actions. Anticipation ability is especially
important for assistive robots, and we have recently seen many successful collabo-
rative robotics applications [199, 128, 99] using the most likely action(s) humans
might take in near future. Although existing methods can successfully detect most
likely activity and/or human pose, robots need to model uncertainty as well. In
this chapter, we focus on estimating the set of all possible future states with their
likelihoods.
Anticipation is a challenging task, and it requires us to model the relationships
between several objects and the human(s) in the scene, as well as their temporal
evolution. Although the modeling assumptions and model parameterization varies,
the common approach [100, 86, 101, 111] is using Conditional Random Field (CRF)
to represent the rich relations in the scene, and anticipating a single or a few most
likely future states. Since the future is ambiguous, the most likely state might
not be sufficient enough to assess the risk of each action. For example, consider
a collaborative cooking scenario, the object that human is reaching is typically a
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Figure 3.1: Figure is showing the state and measurements at each time rep-
resented by a CRF. Our algorithm, rCRF, enables the applica-
tion of recursive Bayesian estimation to CRF-based scene models.
rCRF computes the full belief over human activity and object af-
fordances (y1, . . . , yT+M) by using RGB-D Video (x1, . . . , xT ).
distribution over many objects. Computing the trajectory, that is least likely to
conflict with the human, is only possible via consideration of all future possibilities.
The question, we address in this chapter, is: How can we estimate all plausible
future activities and their probabilities in a scene modeled by a CRF?
Bayesian filtering methods can accurately estimate a belief (set of probabilities)
over variables of interest from sequential data. However, it is still very challenging
to estimate a belief over a CRF for two reasons. Firstly, it is not tractable to
enumerate the labels over a CRF model since the output space has a dimension
exponential in the number of objects, labels, and the temporal length1. Secondly,
there is a modeling difference between CRFs and Bayesian filtering framework.
1Typically with 10 objects, 10 min. length (with 1 sec. long segments), 10 activity and 10
object labels, dimension is (1010 × 10)10×60 = 106600.
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CRF is based on a discriminative setting whereas the Bayesian filtering mostly
relies on the generative formulation.
In this chapter, we present a recursive algorithm – Recursive CRF (rCRF) –
that can efficiently estimate a full belief over a CRF-based temporal scene model.
rCRF can be seen as an efficient belief estimation method which enables us to use
CRF-based scene model in Bayesian filtering. It models the temporal evolution via
Bayesian updates and models the measurements in the scene via CRF. In order
to use CRFs in such a scenario, we solve two problems. First, we present an ap-
proximation to convert the discriminative likelihood of the CRF into a generative
measurement equation. Second, we use structured diversity for tractable compu-
tation. To the best of our knowledge, rCRF is the only tractable method that can
use a CRF-based scene model in a recursive Bayesian filtering.
We apply the rCRF to the problem of activity detection and anticipation from
RGB-D data. As a CRF-based scene model, we use the model from [102], which
represents the scene as a CRF over human activity and object affordances. We
then use the RGB-D video to detect and anticipate activities via rCRF.
Our experiments show that we outperform the state-of-the-art methods for
detection and anticipation, and the improvement in the anticipation accuracy is
significant. In addition to the improvements in accuracy, we show that our antici-
pation also improves the computation time and runs near real-time.
In summary, the contributions of this work are:
• We present Recursive-CRF (rCRF) method that uses the rich modeling power
of CRF in Bayesian filtering setting.
• We present a structured-diversity based approach to enable tractable com-
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putation of the belief.
• We apply our rCRF method to the problem of activity detection and antici-
pation in RGB-D videos.
3.1 Related Work on Graphical Models for Robot Percep-
tion
Bayesian Recursive Filtering: Estimating a belief over variables of interest
from partial observations is a widely studied problem [190]. Sequential Monte
Carlo (SMC) —aka particle filter— is typically used to estimate beliefs in high-
dimensional cases. SMC methods represent the belief as a set of samples and we
refer the reader to [32] for rigorous analysis.
SMC methods are not directly applicable to spaces like CRF since the number
of samples required is intractably high. One solution to this problem is the Rao-
Blackwellised particle filter [38]. It uses a partition of the state variables y into two
set of variables y1 and y2 such that the variables in one partition y2 can be esti-
mated using the partition y1. Then Rao-Blackwellised particle filter [38] estimates
the y1 via SMC and directly estimates y2 using y1. However, for our problem, we
are not aware of any state decomposition, which enables Rao-Blackwellised particle
filter. Although there are discriminative extensions of Bayesian models like recur-
sive least squares [165], in this chapter we only consider the states represented by
CRFs. Moreover, we are not aware of any Bayesian smoothing formulation applied
over CRFs.
One tractable application of the SMC framework to the CRF based scene anal-
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ysis problems is the ATCRF [100] model. ATCRF [100] uses a set of heuristics to
sample the particles. However, ATCRF faces the problem of computational limita-
tions and requires computationally intractable number of samples for anticipation.
We follow the Bayesian filtering theory and efficiently estimate the belief.
Structured Diversity and Variants of CRFs: CRFs are widely used to solve
activity analysis problems [177, 151] in a discriminative setting. CRF models the
conditional likelihood of the state given the observations, and the MAP solution
can be found. Although this setting is powerful, it does not give any information
about the belief other than the MAP state.
Other than the MAP solution, it is also tractable to compute the modes of the
CRF [12, 116, 27]. These modes can be considered as an approximate state space,
and the belief can be computed only for them. Indeed, this claim is empirically
validated in many problems like parameter learning [134], empirical MBR [150]
and discriminative re-ranking [203].
Among the aforementioned approaches, Div-M-Best [12] is a method applicable
to the sequential information. [12] starts by dividing the video into a set of frames
and computes the diverse-most-likely solutions of each frame independently. Then,
it combines the results via the temporal relations. On the contrary, we formulate
the problem as recursive Bayesian smoothing and compute the samples based on
temporal relations. Formally, given state variables y1, . . . ,yT and observations
x1, . . . ,xT , we directly sample p(yt|x1, . . . ,xT ), whereas, [12] samples p(yt|xt).
Since our sampling procedure uses the entire video, our samples are more accurate.
There are variants of CRFs that rely on sequential models as well such as,
Dynamic CRF (dCRF) [185], Infinite Hidden CRF [21], Gaussian Process Latent
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CRF [86] and Hierarchical Semi-Markov CRF (HSCRF). Although they are appli-
cable to videos, we are not aware of any tractable method to compute a belief over
any of the aforementioned graphical model.
DCRF [198] learns the observation likelihood –p(xt|yt)– by using the low-
dimensional nature of the features and follows Bayesian filtering. Since our features
have very high-dimension (for N objects, we have 58N + 20N2 + 103 dimensional
features), DCRF [198] is not directly applicable. However, it is possible to learn
p(yt|xt) and approximately use the DCRF formulation by assuming observation
and label likelihoods are equal. Moreover, This approach can be shown equiva-
lent to finding local maximum of energy function defined by [102] following the
formulation of Fox et al [52].
It is also common to compute a belief over latent nodes as in the case of infinite
hidden CRF [21] and Gaussian Process Latent CRF[86]. However, they are not
directly applicable to our problem since they can compute a belief only over the
latent node. CRF-Filter [124] is a closely related approach which uses CRFs in a
particle filtering scenario. However, it is based on sampling of a low dimensional
state space and it is not applicable to our rich model either.
Human Activity Detection and Anticipation: Early works relied solely on
human poses. These works range from jointly segmenting and recognizing sub-
activities [72, 174] to choosing a relevant model out of activity models [131]. Main
limitation of these methods is that they do not use the object information. Some
methods successfully model and use the relations of the human-poses and objects
in the scene [66, 204, 85, 83]. However, a significant drawback of these works is
missing the fact that object affordance is more important than object types for
activities [57]. Indeed, object-affordance based models had higher performance
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(e.g. [102]). A recent work modeled human activities with latent models [75] and
also handled the disagreements among the activity annotations [76].
Another drawback of these methods is the requirement of the entire activity.
Detecting the activity in its early stages is especially crucial for assistive robotics
and surveillance systems. Although a few recent works address the problem of
activity detection with partial/early information [71, 163], these works do not
perform anticipation. There are a few recent works addressing what human will
perform next by using trajectory prediction. It is possible to predict the trajectory
of the human using inverse reinforcement learning in 2D [212, 107, 96] or 3D
[40]. However, these models rely on the low-dimensional structure of the 2D/3D
coordinate space and therefore they do not apply to rich models like CRF.
Recent work on anticipatory temporal CRF [100] considers anticipation with
a CRF model. It anticipates the future via augmenting set of possible future
observations to the CRF. It is also extended with an improved human motion
model based on a Gaussian process [86]. However, their accuracy significantly
drops for a long anticipation horizon since they fail to represent the uncertainty.
Our method overcomes these problems by recursively estimating a full belief.
3.2 Overview of rCRF
In this section, we summarize our method and explain how we estimate the full
belief over the activities and object affordances. Moreover, we also give an illustra-
tive example of the rCRF with a toy scene consisting of two objects (a microwave
and a bowl) and a human in Figure 3.2.
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Figure 3.2: Computing the full belief by using rCRF. Each iteration of
the recursive estimation algorithm includes computing forward
and backward messages, αt(yt) and βt−1(yt−1), by using the cur-
rent samples and computing the belief p(yt|x1, . . . ,xT ) with the
computed messages. Then, we re-compute the messages and re-
sample the belief until the belief converges. Here, we only have
two objects as yt = (Ot1,Ot2,At) and xt = (Lt1,Lt2,Ht)
Reasoning about activities requires not only identifying the objects but also in-
terpreting object-object relations and human-object relations. Indeed, we capture
such rich information via CRF. As shown in the Figure 3.2, each object and a hu-
man corresponds to a node in the graph on which we define the CRF. As a hidden
variable, we are interested in object affordances such as openable, graspable, mov-
able, etc. and the activity human is performing such as moving, opening, grasping,
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etc.. We define the affordances as the actions that can be performed on/with the
object [57]. We denote the affordance variables at time t as Ot1, . . . ,OtN for N
objects and the activity variable as At. Since they are not directly observed, we
estimate them by using partial observations. We are using the 3D positions of the
objects Lt1, . . . ,LtN and the human pose Ht as observations. The input video is
temporally over-segmented prior to the application of the belief estimation, and
the time instant t represents the tth segment of the video. We explain the features
and the potential functions we use while defining the CRF in Section 3.4.1.
In addition to the spatial relations between objects and humans, we are also
interested in their temporal evolution. In general, the problem of estimating
a belief over set of hidden variables using the entire video corresponds to a
Bayesian smoothing problem. Formally, we are interested in estimating states
yt = (Ot1, . . . ,OtN ,At) given set of observations xt = (Lt1, . . . ,LtN ,Ht). We esti-
mate the states through successive application of the recursive Bayesian updates.
In order to tractably compute the Bayesian updates, we introduce two approxi-
mations in Section 3.3. First, we compute the set of all plausible future states
by using structured-diversity. Second, we use Jensen inequality in order to con-
vert the discriminative likelihood into a generative one. After the introduction of
these two machineries, we follow the recursive Bayesian estimation framework. As
shown in Figure 3.2, we first compute the Bayesian updates through the forward
and backward messages, αt(yt) and βt(yt). We then compute the posterior belief
p(yt|x1, . . . ,xT ) by using the computed messages and the CRF-likelihood p(yt|xt).
As a final step of the iteration, we represent the belief via diverse samples of the
posterior belief. Since the belief is recursively defined, we re-compute the messages
and re-sample the belief until it converges.
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3.3 Belief Estimation with rCRF
In this section, we develop the Recursive Conditional Random Field (rCRF) to
use CRF in a Bayesian filtering setting. rCRF jointly uses rich model of CRF and
the recursive nature of the Bayesian filtering to compute an accurate belief. We
first define our modeling assumptions in Section 3.3.1, and then we introduce a
link between the CRF likelihood and the measurement likelihood in Section 3.3.2
in order to compute the posterior belief. In Section 3.3.2, we further show that
the resulting posterior belief is equivalent to a CRF. Moreover, this equivalence
enables efficient computation via the diversity based method [12] developed for
CRFs.
3.3.1 Recursive Conditional Random Field
Consider a sequential estimation problem in which we are interested in variables
yt using observations xt where t is the temporal variable. In our application, t
is the temporal segment id. We note RGB-D camera reading as xt, and object
and activity labels as yt. We now define the Recursive Conditional Random Field
(rCRF) framework for such a problem following the assumptions of Hidden Markov
Models.
Definition 1 Let Gt = (V t, Et) be set of graphs indexed by the temporal variable
t and yt is indexed by the vertices of Gt as yt = (ytv)v∈V t. Then, (x1...T ,y1...T ) is a
Recursive Conditional Random Field with dynamics pv(·|·) when
1. For each t, (yt,xt) is a CRF over Gt = (V t, Et)
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2. p(yt|y1, . . . ,yt−1) = p(yt|yt−1) ∀t (Markov)
3. p(xt|y1, . . . ,yt,x1, . . . ,xt−1) = p(xt|yt) ∀t
4. p(yt = y|yt−1 = y′) = pv(y|y′) (stationarity)

yt−1 yt yt+1
xt+12
xt+13
yt−13
yt+12
xt−11
xt−12
xt+11
xt−13
yt+11y
t−1
1
yt+13
xt1
xt2
xt3
yt1
yt−12
yt3
yt2
Figure 3.3: rCRF is defined over a temporal CRF. The graphical model,
we use within the rCRF, is a temporal CRF with additional con-
straints. We impose a special structure through the conditions
we state in the definition. For the visualization purposes, we
show there nodes per segment although rCRF can handle any
number of nodes.
We visualize the graphical model representation of the rCRF in Figure 3.3. In
this work, we are interested in the belief over state variables at a given time instant
t as:
belt(y) = p(yt = y|x1, . . . ,xT ) (3.1)
Here, T denotes the length of the video. Hence, in rCRF the belief of any frame
is supported by the entire video. Moreover, the time instant t can be greater than
the video length T as well. Hence, rCRF naturally supports anticipation setting.
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We then decompose the belief by using the independence properties of the
rCRF as:
belt(y) ∝ p(yt = y|x1, . . . ,xt)︸                        ︷︷                        ︸
αt(y)
p(xt+1, . . . ,xT |yt = y)︸                            ︷︷                            ︸
βt(y)
(3.2)
Moreover, αt and βt can be computed recursively by using forward and backward
messages. Following [153],
αt(yt) = p(xt|yt) ∑
yt−1
αt−1(yt−1)p(yt|yt−1)
βt(yt) =
∑
yt+1
p(xt+1|yt+1)βt+1(yt+1)p(yt+1|yt)
(3.3)
with initializations α1(y1) = p(x1|y1) and βT (yT ) = 1.
3.3.2 Computing the belief using an rCRF
Recursive definition in (3.3) has two significant drawbacks: firstly, CRF is mod-
eling p(yt|xt) instead of p(xt|yt) and the transformation is not trivial. Secondly,
computation of the messages requires a summation over the entire output space,
and it has an exponential dimension. In this section, we first compute the poste-
rior of the observation given labels p(xt|yt) by using the CRF posterior likelihood
p(yt|xt). Then, we show that the belief function at time t, belt(y), can be approxi-
mately represented as a Gibbs measure over Gt. Then, we conclude that the belief,
belt(y), is a CRF over the graph Gt with modified energy functions.
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From p(yt|xt) to p(xt|yt)
Since (xt,yt) is a CRF, the posterior of the label given the observation follows [56];
p(yt|xt) ∝ exp
∑
i∈V t
θxti(y
t
i) +
∑
i,j∈Et
θxti,xtj(y
t
i , y
t
j)
 (3.4)
where θ is the energy function defined over the node set v ∈ V t as θv and over the
edge set (u, v) ∈ Et as θu,v.
In order to transform p(yt|xt) into p(xt|yt), we use Bayes rule; p(xt|yt) ∝
p(yt|xt)∑
xt
p(yt|xt)p(xt) and compute p(y
t) as;
p(yt) =
∑
xt
exp
∑
i∈V t
θxti(y
t
i) +
∑
i,j∈Et
θxti,xtj(y
t
i , y
t
j)
 p(xt) (3.5)
For tractability, we approximate the p(yt) with its lower bound after applying the
Jensen inequality as;
p(yt) ≈ exp(
∑
i∈V t
∑
xt
θxti
(yti)p(xt)︸                 ︷︷                 ︸
θ˜(yti)
+
∑
i,j∈Et
∑
xt
θxti,x
t
j
(yti , ytj)p(xt)︸                          ︷︷                          ︸
θ˜(yti ,ytj)
) (3.6)
We then estimate the inner summations θ˜(·) from the training data using Monte
Carlo method as θ˜(·) = 1
N
∑N
i=1 θx(i)(·) where N is the number of training samples
and x(i) is the ith training sample. Therefore, we can compute the observation
likelihood as: p(xt|yt) ∝
exp
∑
i∈V t
θxti
(yti)− θ˜(yti) +
∑
i,j∈Et
θxti,x
t
j
(yti , ytj)− θ˜(yti , ytj)
 (3.7)
Belief is a CRF
Here we compute the belief (3.2) in terms of forward and backward messages and
CRF likelihood. We then show that the posterior belief is a CRF. This observation
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enables us to use efficient methods developed for CRFs.
In order to compute the belief (3.2), we decompose the system dynam-
ics using the independence assumption in the graph in Fig. 3.3. This
gives us p(yt|yt−1) = ∏i p(yti |yt−1i ). We then compute the belief function as
bel(yt) = αt(yt)βt(yt) by using equations (3.3) and (3.7). After algebraic ma-
nipulations, the belief function can be approximated as follows:
bel(yt) ∝ exp
 ∑
i,j∈Et
(
θxti,x
t
j
(yti , ytj)− θ˜(yti , ytj)
)
∑
i∈V t
θxti(yti)− θ˜(yti) + ∑
yt−1
αt−1(yt−1) log p(yti |yt−1i )
+ 1
γ
∑
yt+1
βt+1(yt+1)p(xt+1|yt+1) log p(yt+1i |yti)

(3.8)
where γ = ∑yt+1 βt+1(yt+1)p(xt+1|yt+1)
One property to observe is the decomposition of the belief over the graph.
Resulting belief function, (3.8), is a summation over energy terms defined over
nodes i ∈ V t and edges i, j ∈ Et. Hence, belief belt(·) is a Gibbs measure over Gt.
By using Hammersley-Clifford theorem [69], we conclude that the posterior belief
in rCRF is also a CRF. In other words, belief is a CRF defined over the same
graph with a modified energy.
Belief via Diverse-Most-Likely Samples
Since we computed the belief function and showed that it is equivalent to a CRF,
we now need an efficient method for computing it.
We follow the observation that CRF-likelihood over a natural scene concen-
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trates on a few diverse samples [12] because each scene only has a few plausible
explanations. So, we compute the belief for only those samples. In other words,
let’s assume the set of all plausible solutions at time t is Yt = yt,1, . . . ,yt,M where
yt,i is the ith sample at time t. We then redefine the belief as;
approx belt(y) =

belt(y)∑
y′∈Yt bel
t(y′) if y ∈ Yt
0 o.w.
(3.9)
Since there are only a few plausible explanations of a visual observation and
CRF-based belief concentrates only on those samples, proper selection of the sam-
ples Yt is expected to work well in practice. These samples are typically selected as
the diverse-most-likely solutions of the CRF. They are most-likely samples because
we are only interested in the plausible explanations. They are diverse because we
are interested in the modes of the CRF other than set of samples around the MAP
solution. Diversity is achieved via asserting samples to be at least δ unit apart
from each other via the distance function ∆ (we use hamming distance as a in
our experiments). In other words, we solve the following optimization problem in
order to get the samples, which represent the belief;
yt,i = arg max
y
belt(y)
s.t. ∆(y,yt,j) ≥ δ ∀ j < i
(3.10)
This optimization is NP-hard in general; however, since we already showed belt(y)
is CRF, we use the existing diverse-m-best algorithms developed for CRFs. We
use the Lagrange relaxation by Batra et al. [12].
We first take the logarithm of the objective function since log is a monotonic
function. We then follow the Div-M-Best procedure [12]. Div-M-Best uses La-
grange relaxation after convertingthe ∆(y,yt,j) ≥ δ constraints into dual form.
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Hence, the relaxed unconstrained optimization problem is,
yt,i = arg max
y
log belt(y) +
i−1∑
m=0
λm(∆(y,yt,m)− δ) (3.11)
Please note that we use the hamming distance for ∆(·,·) within all of our
experiments. Hence, we substitute the Hamming distance in the optimization
objective with ∆(·,·). We further substitute the (3.8) as,
yt,i = arg max
y
∑
i,j∈Et
(
θxti,x
t
j
(yti , ytj)− θ˜(yti , ytj)
)
∑
i∈V t
(
θxti
(yti)− θ˜(yti) +
i−1∑
m=0
λm1yti,y
t,m
i
+ 1
γ
∑
yt+1
βt+1(yt+1)p(xt+1|yt+1) log p(yt+1i |yti)
+
∑
yt−1
αt−1(yt−1) log p(yti |yt−1i )

(3.12)
Where 1A is an indicator function, and it is 1 when A is true and 0 otherwise.
Thus, the final optimization problem in (3.12) is equivalent to finding the MAP
solution of a CRF with modified energy function. Moreover, we solve it by using
the original inference method (Mixed Integer Programming) following [102].
In summary, we first compute the belief via (3.8) for all frames by using sam-
ples of the previous and the next frame as well as CRF likelihoods. Then, we
compute the diverse samples of (3.8) by using [12]. After computing the samples,
we compute the messages αt and βt by using the equations (3.7) and (3.3). We
continue to re-sample the beliefs and re-compute the messages recursively until the
convergence. Moreover, during the initialization, we only sample the observation
function (3.7) since the messages are not available.
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3.4 Applications
3.4.1 Human Activity Detection and Anticipation
In this section, we describe how we apply the rCRF framework to RGB-D videos
for human activity detection and anticipation. We are interested in activities such
as reaching and moving, and object affordances such as reachable and movable as
explained in Section 3.2. We follow the approach in [102], and start with temporally
segmenting the video. This step can be considered as an oversegmentation in the
temporal domain. It decreases the computation complexity and enables using
motion information as an observation.
We then obtain the observations xt = (Lt1, Lt2, H t), by detecting the ob-
jects in the first frame and then tracking them. We obtain the human pose
H t through a skeleton tracker. We consider affordances and activities as state
yt = (Ot1, . . . , OtN , A) where N is the number of objects. We extracted set of
features from the observations following the feature functions in [102] (e.g. rel-
ative and absolute location of objects, human joints and their temporal displace-
ments). After extracting the features, we define our CRF as a log-linear CRF
and learn the energy function defined in (3.4) by using the Structural SVM [194]
as in the case of [102]. We use the first order statistics for temporal dynamics
as pv(y, y′) = p(Y tv = y|Y t−1v = y′) = #(Y
t
v=y,Y t−1v =y′)
#(Y tv=y′) where #(·, ·) is number of the
co-occurrence in training data.
After defining the observation, state and dynamics, we apply the rCRF frame-
work. We also summarize the activity detection and anticipation application in
Algorithm 1.
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Algorithm 1: Compute belief the over (Ot1...N , At) for t ∈ [1, T + τ ] in an
RGB-D Video of length T
Initialization:
Compute Lt1, . . . , LtN , and H t for t ∈ [1, T ] via [102].
Compute p(Lt1...N , H t|Ot1...N , At) for t ∈ [1, T ] via (3.7)
Compute the belief via (3.8) w/o messages (α = 1, β = 1)
Detection:
repeat
for t ∈ [1, T ] do
Compute the forward/backward messages via (3.3)
Compute the belief via (3.8) re-sample via (3.10)
end for
until convergence or number of iterations limit
Anticipation:
for t ∈ [T + 1, T + τ ] do
Compute only the forward messages via (3.3)
Sample the belief directly from the forward messages.
end for
Moreover, since the temporal relations are modeled as causal, we do not com-
pute the backward messages during the anticipation. In anticipation, there is also
no future observation. Hence, the belief is defined solely by the forward messages.
In order to compute the belief for future frames, we propagate the estimated belief.
We propagate the belief to the next frame by sampling the next state of the each
sample in the belief of the current frame via the temporal dynamics. Then, we
choose diverse most likely samples out of the propagated samples via solving (3.10)
with exhaustive search.
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3.4.2 Experimental Results on Activity Detection
In order to experimentally evaluate the proposed rCRF model and the belief com-
putation, we perform experiments on two applications. Firstly, we estimate a belief
over the activity a human is performing and the affordances of the objects in the
scene by using the RGB-D video. After computing the belief, we detect the most
likely activity and affordance sequences and study the improvement in the detec-
tion accuracy. Secondly, we test the accuracy of the beliefs in the anticipation
setting. Indeed, we show that it is possible to obtain high-quality detection and
anticipation via rCRF.
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Figure 3.4: Anticipated belief over activity. In the first and third row,
we show a middle frame of the temporal segment. In the sec-
ond and fourth row, we show the anticipated belief we computed
for the middle frame. Note that frames are not visible to the
algorithm and only included for evaluation.
56
M
id
dl
e
Fr
am
e
Be
lie
f
re
ac
hi
ng
m
ov
in
g
p o
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
n u
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
nu
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
nu
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
n u
ll
cl
ea
ni
ng
M
id
dl
e
Fr
am
e
Be
lie
f
re
ac
hi
ng
m
ov
in
g
p o
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
nu
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
nu
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
nu
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
n u
ll
cl
ea
ni
ng
M
id
dl
e
Fr
am
e
Be
lie
f
re
ac
hi
ng
m
ov
in
g
p o
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
n u
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
nu
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
nu
ll
cl
ea
ni
ng
re
ac
hi
ng
m
o v
in
g
po
ur
in
g
ea
tin
g
dr
in
ki
ng
op
en
in
g
pl
ac
in
g
cl
os
in
g
n u
ll
cl
ea
ni
ng
Figure 3.5: Anticipated belief over activity. In the odd numbered rows,
we show a middle frame of the temporal segment. In the even
numbered rows, we show the anticipated belief. Note that frames
are not visible to the algorithm and only included for evaluation.
Data: We use CAD-120 [102] dataset in order to evaluate our method. CAD-120
dataset includes 120 RGB-D videos of four different subject performing activities
reaching, moving, pouring, etc. while interacting with objects having affordances
reachable, movable, pourable, etc.. There are 10 activity classes and 12 object
affordance classes.
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Experimental Setup: For computing the features and learning the CRF param-
eters, we follow the approach and the code in [102]. Following the convention in
[102], we use 4-fold cross-validation by training over the data from 3 subjects and
testing on the remaining subject. We then average the results over 4-folds. We
implemented the rCRF as we explain in Algorithm 1 with the following parame-
ters obtained via cross-validation; we sampled M = 15 diverse samples and ran
the recursive message updates with the number of iterations limit as 5.
For the anticipation setting, In order to experiment the τ seconds into the future
anticipation, we experiment over all feasible anticipation scenarios. In other words,
we anticipated the time instant t+ τ by using the segments 1 . . . t for all t < T − τ ,
where T is the length of the video. Then, we averaged the score over all feasible
experiments.
Baseline Algorithms: In detection setting, we compare the detection results of
the rCRF to MAP solution of the spatiotemporal CRF in [102]. We also included
the state-of-the art activity detection results from Hu et al. [75]. Moreover, [75]
is not based on object affordances and it only outputs activity detections. For the
anticipation, we compare the rCRF with the state-of-the-art anticipation methods
ATCRF [100] and GP-LCRF[86]. We also include DCRF[198]. In order to evaluate
the contribution of the recursive modeling and the structured diversity separately,
we also compare the rCRF with a recursive approach without diversity and a
diversity-based approach without recursive modeling baselines.
The DivMBest algorithm in [12] uses the diverse sampling method to sample
CRFs defined over each frame separately. DivMBest[12] then finds the most likely
sequence via Viterbi algorithm. Since it is missing the recursive modeling, it
serves as structured diversity without recursive filtering baseline. We replace the
58
diversity-based sampling in our method with Gibbs sampler and consider it as
recursive filtering approach without structured diversity baseline. For the Gibbs
sampling, we sampled 50 samples per temporal segment. We denote the recursive
approach with Gibbs sampling as ”rCRF w/o div” while tabulating the results.
Evaluation Metrics: For activity detection, we compute the ratio of the correctly
classified labels (micro precision) and the averages of the precision and recall values
computed for each activity and object affordance classes (macro precision and
macro recall). For anticipation, we record the ratio of the correctly classified labels
micro precision, the average of the f-1 score that is computed for each activity and
object affordance class (macro f-1 score), and the precision of the top 3 anticipated
labels (robot anticipation metric). While computing the robot anticipation metric;
if any of the top 3 anticipation is correct, it is counted as true positive.
Accuracy of the rCRF in detection setting. We evaluate the rCRF for ac-
tivity detection and summarize the results in Table 3.1. Table 3.1 suggests that
the rCRF outperforms the MAP solution [102] and performs similarly with the
state-of-the-art solution [75]. Since rCRF and [102] are using the same spatial
relations, the performance difference is due to the modeling of the temporal rela-
tions in rCRF. We use first-order statistics as temporal dynamics, and they are
quite accurate as shown in the heat map in Figure 3.6. They also capture semantic
information like objects become stationary after being used.
Accuracy of the rCRF in anticipation setting. We evaluate the accuracy
of the belief we compute via rCRF, both quantitatively and qualitatively. For
qualitative evaluation, we show the segment that we are anticipating the belief
over, as well as the belief we obtain in Figure 3.5. Please note that, this visual
information is not visible to the algorithm, and it is only included for the subjective
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(a) Human Activity (b) Object Affordance
Figure 3.6: Heat map of the first-order statistics of activity and object affor-
dance classes. They are used as temporal dynamics by rCRF.
evaluation.
As shown in the figure, anticipated belief is capturing the scene accurately.
Belief is accurate even for the case of concurrent activities. For example, in the
second column of the second row in Figure 3.5, subject is reaching the microwave
and moving the cleaner. Our method assigns similar likelihood values to both
reaching and moving.
We also perform quantitative analysis over anticipation accuracy. We anticipate
3 seconds into the future and summarize the results in Table 3.2. As shown in the
Table 3.2, rCRF outperforms the state-of-the-art heuristic method [100] and the
GP-LCRF method [86] significantly as well as all other baselines. We believe this
result is due to the accurate joint-modeling of the temporal relations and the CRF
model. We further analyzed this behavior in the subsequent sections.
How important is the recursive modeling? DivMBest[12] is the application
of the structured diversity without recursive modeling of the Bayesian filtering. In
all experiments (Table 3.1 and 3.2), rCRF outperforms the DivMBest [12]. We
believe this is because rCRF samples p(yt|x1, . . . , xT ) instead of p(yt|xt) as in the
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Table 3.1: Detection Performance over CAD-120. We compare rCRF with MAP
solution and baselines for detections accuracy.
Sub-activity Object Affordance
micro macro micro macro
prec(%) prec(%) rec(%) prec(%) prec(%) rec(%)
Chance 10.0±0.1 10.0±0.1 10.0±0.1 8.3±0.1 8.3±0.1 8.3±0.1
Hu et al.[75] 67.8±1.4 65.5±3.5 63.5±6.6 N/A N/A N/A
MAP Sol[102] 63.4±1.6 65.3±2.3 54.0±4.6 79.4±0.8 62.5±5.4 50.2±4.9
DivMBest[12] 64.0±1.3 61.7±2.1 56.4±2.7 80.1±1.0 76.2±2.5 53.2±3.2
DCRF[198] 61.2±2.1 62.8±2.8 54.3±1.5 71.9±2.9 80.6±2.4 62.5±3.6
rCRF w/o div 61.2±1.8 64.0±1.8 52.7±3.8 75.2±2.4 79.3±3.1 63.7±2.9
rCRF 68.1±1.3 66.1±2.7 57.2±3.9 81.5±1.1 85.2±2.4 71.6±3.9
Table 3.2: Anticipation performance for the anticipating 3 seconds in the future.
We compare rCRF with state-of-the-art anticipation algorithm and baselines
for anticipation accuracy.
Sub-activity Object Affordance
micro macro robot ant. micro macro robot ant.
Method prec(%) f1-scr(%) metric(%) prec(%) f1-scr(%) metric(%)
Chance 10.0±0.1 10.0±0.1 30.0±0.1 8.3±0.1 8.3±0.1 24.9±0.1
GP-LCRF [86] 52.1±1.2 43.2±1.5 76.1±1.5 68.1±1.0 44.2±1.2 74.9±1.1
ATCRF [100] 47.7±1.6 37.9±2.6 69.2±2.1 66.1±1.9 36.7±2.3 71.3±1.7
DivMBest[12] 47.9±1.4 43.2±3.6 71.5±2.7 61.3±1.4 56.3±2.1 73.3±0.5
DCRF[198] 48.3±2.6 35.4±1.8 66.6±1.1 55.2±3.1 48.5±3.1 71.24±2.2
rCRF w/o div 49.6±2.1 39.7±2.6 65.1±1.1 56.2±1.9 47.4±3.1 70.8±2.5
rCRF 54.3±3.9 45.8±2.7 76.5±2.6 78.7±3.4 74.9±3.8 82.1±2.9
case of [12]. In other words, DivMBest [12] samples without considering temporal
relations; on the contrary, we sample the full belief directly.
Moreover, the improvement over the DCRF model shows the important of accu-
rate recursive modeling. DCRF uses the recursive modeling without the proposed
conversion of the discriminative likelihood into generative one and it performs
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poorly. Hence, the proposed conversion is a necessary step.
We also studied the effect of anticipation horizon. We computed precision of
all methods for horizons between 1 and 10 seconds and plotted in Figure 3.8 and
3.9. We see significant improvements over longer anticipation time horizons.
In Figure 3.8 and 3.9, accuracy of all algorithms decreases with the increasing
horizon. One interesting observation is decrease rate of DivMBest is steeper than
others. Since DivMBest misses the recursive nature of the problem, accuracy of the
belief it computes is limited; hence, the resulting belief does not stay informative
with increasing horizon.
Figure 3.7: Entropy of the belief vs. time (uniform dist. has ≈ 3.32 bit
entropy)
We further computed the entropy of the belief rCRF computes and plotted its
average in Figure 3.7. The decrease rate of the accuracy is much smaller than the
increase rate of the entropy. In summary, recursive modeling is necessary for an
accurate belief estimation and rCRF computes flatter yet still informative beliefs
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Figure 3.8: Precision vs. anticipation horizon for object affordance.
with increasing horizon.
How to efficiently cover the output space? In order to see the effect of struc-
tural diversity on covering the output space, we compare the rCRF with a version
of it in which we replace diverse sampling with the Gibbs sampler. As expected,
Gibbs sampler only sampled the small region around the posterior and failed to
cover the output space. Within all experiments, rCRF outperforms Gibbs sampler
baseline. Another interesting observation is, as shown in Figure 3.8&3.9, although
Gibbs sampler based method performed slightly better than other baselines for
short horizon activity anticipation, it performed much worse for object affordance.
We believe this is because of the dimensionality. Activity space has dimension 10T
whereas the object affordance space has dimension 12T ·M where T is the length of
the video and M is the number of objects. Hence, diversity plays bigger role with
increasing dimension. Moreover, [100] uses the domain knowledge by selectively
sampling points around the hand, etc. and it performs better than both baselines
with increasing horizon. We believe this result is due to the efficient coverage of
the output space with heuristics.
Computationally-efficient inference: We evaluated the computational effi-
ciency by computing the average computation time for anticipating 3 second
in the future via rCRF and the fastest available anticipation algorithm (the
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Figure 3.9: Precision vs. anticipation horizon for subject activities.
ATCRF[100]). Within our experiments, we did not include any pre-processing
or feature extraction computation (they are same for all algorithms). Our exper-
iments suggest that the rCRF is faster than [100] as shown in Table 3.3. Hence,
rCRF model outperforms the state-of-the-art anticipation algorithm in terms of
speed in addition to the accuracy.
Table 3.3: Computation time for anticipating 3 seconds in the future exclud-
ing pre-processing (see supplementary material for details).
ATCRF [100] 34.1s rCRF 1.41s
Can rCRF generalize to RGB data?: Since there is no RGB activity dataset
with object labels, it is hard to compare our algorithm in the RGB activity analysis
setting. Removing the concept of the objet form the graph, makes it a chain-
CRF and the inference and learning becomes straightforward. However, we still
implement our rCRF over a linear-chain CRF for RGB activity analysis. We based
our implementation on MPII cooking activity dataset [159] and use the publicly
distributed features from the authors webpage. The shared features are HOG,
HOF, dense trajetory features and MBH [30].
As shown in the Table 3.4, our method outperforms all baselines and competing
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Table 3.4: Anticipation performance for the anticipating 3 seconds in the
future in MPII Cooking Dataset[159].
micro macro macro
Method prec(%) prec(%) recall(%)
Chance 1.5±0.6 1.5±0.6 1.5±0.6
ATCRF [100] 33.4±3.3 52.1±4.6 12.1±1.4
DivMBest[12] 34.4±2.8 55.3±5.0 14.3±1.2
rCRF 37.4±2.9 63.2±5.5 26.1±2.6
algorithms. We did not include Gibbs sampling here since the dimension of the
activity space is rather low and the experiment over diversity is not informative.
We believe this result is due to the accurate handling of temporal information in
rCRF and it shows that it generalizes to other modalities.
3.5 Conclusions
In this work, we consider the problem of using rich CRF-based scene models
in Bayesian filtering setting. We presented the rCRF model, which uses rich
modeling power of CRFs in recursive Bayesian filtering. We further developed
a computationally-tractable method based on Jensen inequality and structured
diversity. We performed extensive experiments that show rCRF accurately antici-
pates the future beliefs over CRFs. We also experimentally demonstrated that the
recursive framework significantly improves the accuracy of anticipation. Our rCRF
not only resulted in more accurate anticipation but also improved the computation
time.
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CHAPTER 4
LEARNING AT SCALE - LEARNING ACTIONABLE
REPRESENTATIONS FROM VIDEOS WITH NO SUPERVISION
“And what is the use of a book,”
thought Alice, “without pictures or
conversation?”
Lewis Carroll
Alice’s Adventures in Wonderland
In the last decade, we have seen a dramatic democratization in the way we
access and generate information. One of the major shifts was moving from an
expert curated information sources into crowd-generated large scale knowledge
bases like Wikipedia. For example, the way we generate and access cooking recipes
has been transformed significantly. Google Trends[62] indicates that in the year
of 2005 number of Google searches for cookbooks were 1.56 times larger than the
number of searches for cooking videos. In the year of 2016, the number of searches
for cooking videos is 8.6 times larger than that of cookbooks. This behavior is
mostly due to the large volume of cooking videos available on the Internet. In an
era an average user getting 2 million videos for the query How to make a pancake?,
we need computer vision algorithms which can understand such information and
represent it to users in a compact form. Such an algorithm is not only useful for
humans to digest millions of videos but also useful for robots to learn concepts
from online video collections by themselves.
The feasibility of an algorithm, which can understand a large-scale video col-
lection is mostly motivated by the structure of the videos we generate. Human
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communication takes many forms, including language and videos. For instance,
explaining “how-to” perform a certain task can be communicated via language
(e.g. , Do-It-Yourself books) as well as visual (e.g., instructional YouTube videos)
information. Regardless of the form, such human-generated communication is gen-
erally structured and has a clear beginning, end, and a set of steps in between.
Finding this hidden and objective steps of human communication is a critical step
to understand large video collections.
Language and vision provide different, but correlating and complementary in-
formation. Challenge lies in that both video frames and language (from subtitles
generated via Automatic Speech Recognition) are only a noisy, partial observation
of the actions being performed. However, the complementary nature of language
and vision gives the opportunity to understand the activities only from these par-
tial observations. In this chapter, we present a unified model, considering both
of the modalities, in order to parse human activities into activity steps with no
form of supervision other than requiring videos to be the same category (e.g. , all
cooking eggs, changing tires, etc.).
The key idea in our approach is the observation that the large collection of
videos, pertaining to the same activity class, typically include only a few objective
activity steps, and the variability is the result of exponentially many ways of gen-
erating videos from activity steps through subset selection and time ordering. We
study this construction based on the large-scale information available in YouTube
in the form of instructional videos (e.g. , “Making pancake”, “How to tie a bow
tie”). Instructional videos have many desirable properties like the volume of the
information and a well defined notion of activity step. However, the proposed
parsing method is applicable to any type of videos as long as they are composed
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Figure 4.1: Given a large video collection (frames and subtitles) of an instruc-
tional category (e.g. , How to cook an ommelette?), we discover
activity steps (e.g. , crack the eggs). We also parse the videos
based on the discovered steps.
of a set of steps.
The output of our method can be seen as the semantic “storyline” of a rather
long and complex video collection (see Fig. 4.1). This storyline provides what par-
ticular steps are taking place in the video collection, when they are occurring, and
what their meaning is (what-when-how). This method also puts videos performing
the same overall task in common ground and capture their high-level relations.
In the proposed approach, given a collection of videos, we first generate a set of
language and visual atoms. These atoms are the result of relating object proposals
from each frame as well as detecting the frequent words from subtitles. We then
employ a generative beta process mixture model, which identifies the activity steps
shared among the videos of the same category based on a representation using
learned atoms. Although we do not explicitly enforce these steps to be semantically
meaningful, our results highly correlate with the semantic steps. In our method,
we do neither use any spatial or temporal label on actions/steps nor any labels on
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object categories. We later learn a Markov language model to provide a textual
description of the activity steps based on the language atoms it frequently uses.
We evaluate our approach on various settings. First of all, we collected a large-
scale dataset of instructional videos from YouTube following the most frequently
performed how to queries. Then, we evaluate temporal parsing quality per video
and also a semantic clustering per category (how-to query). Second of all, we
extensively analyze the contribution of each modality as well as the robustness
against the language noise. Robustness against the language noise is a critical one
since ASR always expected to have some errors. Moreover, results suggest that
both language and vision is critical for semantic parsing. Finally, we discuss and
present a novel robotics application. We start with a single query and generate a
detailed physical plan to perform the task. We present compelling simulation re-
sults suggesting that our algorithm has a great potential for robotics applications.
4.1 Related Work on Parsing Video Collections
Designing an artificial intelligence agent, which can understand human generated
videos have been topic of computer vision and robotics researchers for decades.
Motivated by the application of surveillance, video summarization was one of the
earliest methods that are related to our problem. The surveillance applications
further motivated the activity and event recognition methods. With the help of
the availability of larger datasets, researchers managed to train machine learning
models, which can detect certain events. Recently, the datasets have gotten larger
and cross-modal enabling algorithms, which can link vision with language. In the
mean time, the focus of robotics community was on parsing recipes directly for
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manipulation. We list and discuss related works from each field in the following
sections.
4.1.1 Video Summarization:
Summarizing an input video as a sequence of key frames (static) or video clips
(dynamic) is useful for both multimedia search interfaces and retrieval purposes.
Early works in the area are summarized in [193] and mostly focus on choosing
keyframes.
Summarizing videos is particularly important for some specific domains like
ego-centric videos and news reports as they are generally long in duration. There
are many successful works [119, 126, 160]; however, they mostly rely on character-
istics specific to the domain.
Summarization is also applied to the large image collections by recovering the
temporal ordering and visual similarity of images [93], and by Gupta et al. [67]
to videos in a supervised framework using action annotations. These collections
are also used for key-frame selection [91] and further extended to video clip se-
lection [92, 149]. Unlike all of these methods, which focus on forming a set of
key frames/clips for a compact summary (which is not necessarily semantically
meaningful), we provide a fresh approach to video summarization by performing
it through semantic parsing on vision and language. However, regardless of this
dissimilarity, we experimentally compare our method against them.
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4.1.2 Modeling Visual and Language Information:
Learning the relationship between the visual and language data is a crucial problem
due to its immense applications. Early methods [11] in this area focus on learning a
common multi-modal space in order to jointly represent language and vision. They
are further extended to learning higher level relations between object segments and
words [178]. Similarly, Zitnick et al.[214, 213] used abstracted clip-arts to under-
stand spatial relations of objects and their language correspondences. Kong et al.
[98] and Fidler et al. [51] both accomplished the task of learning spatial reasoning
by only using the image captions. Relations extracted from image-caption pairs,
are further used to help semantic parsing [206] and activity recognition [138]. Re-
cent works also focus on automatic generation of image captions with underlying
ideas ranging from finding similar images and transferring their captions [146] to
learning language models conditioned on the image features [94, 179, 46]; their em-
ployed approach to learning language models is typically either based on graphical
models [46] or neural networks [179, 94, 87].
All aforementioned methods are using supervised labels either as strong image-
word pairs or weak image-caption pairs, while our method is fully unsupervised.
4.1.3 Activity/Event Recognition:
The literature of activity recognition is broad. The closest techniques to ours are
either supervised or focus on detecting a particular (and often short) action in a
weakly/unsupervised manner. Also, a large body of action recognition methods
are intended for trimmed videos clips or remain limited to detecting very short
actions [108, 180, 141, 113, 44, 162]. Even though some recent works attempted
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action recognition in untrimmed videos [82, 145, 80], they are mostly fully super-
vised.
Additionally, several methods for localizing instances of actions in rather longer
video sequences have been developed [41, 73, 114, 17, 148]. Our work is dif-
ferent from those in terms of being multimodal, unsupervised, applicable to a
video collection, and not limited to identifying predefined actions or the ones with
short temporal spans. Also, the previous works on finding action primitives such
as [141, 205, 79, 112, 110] are primarily limited to discovering atomic sub-actions,
and therefore, fail to identify complex and high-level parts of a long video.
Recently, event recounting has attracted much interest and intends to identify
the evidential segments for which a video belongs to a certain class [184, 31, 10].
Event recounting is a relatively new topic and the existing methods mostly employ
a supervised approach. Also, their end goal is to identify what parts of a video are
highly related to an event, and not parsing the video into semantic steps.
4.1.4 Recipe Understanding:
Following the interest in community generated recipes in the web, there have been
many attempts to automatically process recipes. Recent methods on natural lan-
guage processing [130, 189] focus on semantic parsing of language recipes in order
to extract actions and the objects in the form of predicates. Tenorth et al.[189]
further process the predicates in order to form a complete logic plan. The aforemen-
tioned approaches focus only on the language modality and they are not applicable
to the videos. The recent advances [15, 20] in robotics use the parsed recipe in
order to perform cooking tasks. They use supervised object detectors and report a
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successful autonomous experiment. In addition to the language based approaches,
Malmaud et al.[129] consider both language and vision modalities and propose a
method to align an input video to a recipe. However, it can not extract the steps
automatically and requires a ground truth recipe to align. On the contrary, our
method uses both visual and language modalities and extracts the actions while
autonomously discovering the steps. There is also an approach, which generates
multi-modal recipes from expert demonstrations [63]. However, it is developed
only for the domain of ”teaching user interfaces” and are not applicable to videos.
In summary, three aspects differentiate this work from the majority of existing
techniques: 1) discovering semantic steps from a video category, 2) being unsuper-
vised, 3) adopting a multi-modal joint vision-language model for video parsing.
4.2 Overview of Our Unsupervised Approach to Learning
Actionable Representations
Our algorithm takes a how-to sentence as an input query which we further use to
download a large-collection of videos. We then learn a multi-modal dictionary using
a novel hierarchical clustering approach. We finally use the learned dictionary in
order to discover and localize activity steps. We visualize this process in Figure 4.2
with a toy example. The output of our algorithm is temporal parsing of each video
as well as an id for each semantic activity step. In other words, we not only
temporally segment each video, we also relate the occurrence of same activity over
multiple videos with each other. We further visualize the output in Figure 4.1.
Atoms: Given a large video-collection composed of visual information as well as
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….
Input Query:
“How to make an ommelette?”
First-K videos with their subtitles.
Multi-Modal Representation (Section 4, 5)
Language Atoms
Visual Atoms
Multi-Video  Co-Clustering
Visual Mean
Language Mean
Unsupervised Activity Discovery (Section 6)
Visual Mean
anguage Mean
Figure 4.2: Summary of our method. We start with a single natural
language query like how to make an omelette and then we crawl
the top K videos returned by this query from YouTube. We
learn a multi-modal dictionary composed of salient words and
object proposals. Rest of the algorithm represents frames and
activities in terms of the learned dictionary. For example, in
the bottom figure, colors represent such atoms and both activity
descriptions Θ and frame representations yt are defined in terms
of these atoms. (see Fig 4.1 for output)
subtitles, our algorithm starts with learning a set of visual and language atoms
which are further used for representing multimodal information (Section 4.3).
These atoms are designed to be likely to correspond to the mid-level semantic con-
cepts like actions and objects. In order to learn language atoms, we find frequently
occurring salient words among the subtitles using tf-idf like approach. Learning
visual atoms is slightly trickier due to the intra-cluster variability of visual con-
cepts. We generate object proposals and jointly-cluster them into mid-level atoms
to obtain visual atoms. We develop a hierarchical clustering algorithm for this
purpose (Section 4.4).
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Discovering Activities: After learning the atoms, we represent the multi-modal in-
formation in each frame based on the occurrence statistics of the atoms. Given the
multi-modal representation of each frame, we discover set of temporal clusters oc-
curring over multiple videos using a non-parametric Bayesian method (Section 4.5).
We expect these clusters to correspond to the activity steps, which construct the
high level activities. Our empirical results confirm this as the resulting clusters
significantly correlates with the semantic activity steps.
4.3 Multi-Modal Representation with Atoms
Finding the set of activity steps over large collection of videos having large visual
varieties requires us to represent the semantic information in addition to the low-
level visual cues. Hence, we find our language and visual atoms by using mid-level
cues like object proposals and frequent words.
Learning Visual Atoms: In order to learn visual atoms, we create a large col-
lection of object proposals by independently generating object proposals from each
frame of each video. These proposals are generated using the Constrained Para-
metric Min-Cut (CPMC) [26] algorithm based on both appearance and motion
cues. We note the kth proposal of tth frame of ith video as r(i),kt . Moreover, we drop
the video index (i) if it is clearly implied in the context.
In order to group these object proposals into mid-level visual atoms, we follow
a clustering approach. Although any graph clustering approach (eg. Keysegments
[120]) can be applied for this, the joint processing of a large video collection requires
handling large visual variability among multiple videos. We propose a new method
to jointly cluster object proposals over multiple videos in Section 4.4. Each cluster
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of object proposals corresponds to a visual atom.
Learning Language Atoms: We define the language atoms as the salient words
which occur more often than their ordinary rates based on the tf-idf measure.
The document is defined as the concatenation of all subtitles of all frames of all
videos in the collection as D = ⋃i∈NC ⋃t∈T (i) Lit. Then, we follow the classical tf-idf
measure and use it as tfidf(w,D) = fw,D×log
(
1 + N
nw
)
where w is the word we are
computing the tf-idf score for, fw,D is the frequency of the word in the document
D, N is the total number of video collections we are processing, and nw is the
number of video collections whose subtitle include the word w.
We sort words with their ”tf-idf” values and choose the top K words as language
atoms (K = 100 in our experiments). As an example, we show the language atoms
learned for the category making scrambled egg in Figure 4.2
Representing Frames with Atoms: After learning the visual and language
atoms, we represent each frame via the occurrence of atoms (binary histogram).
Formally, the representation of the tth frame of the ith video is denoted as y(i)t and
computed as y(i)t = [y
(i),l
t ,y
(i),v
t ] such that kth entry of the y
(i),l
t is 1 if the subtitle of
the frame has the kth language atom and 0 otherwise. y(i),vt is also a binary vector
similarly defined over visual atoms. We visualize the representation of a sample
frame in the Figure 4.3.
4.4 Joint Clustering over Video Collection
Given a set of object proposals generated from ”multiple videos”, simply combining
them into a single collection and clustering them into atoms is not desirable for
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Figure 4.3: Representation for a sample frame. Three of the object
proposals of sample frame are in the visual atoms and three of
the words are in the language atoms.
two reasons: (1) semantic concepts have large visual differences among different
videos and accurately clustering them into a single atom is hard, (2) atoms should
contain object proposals from multiple videos in order to semantically relate the
videos. In order to satisfy these requirements, we propose a joint extension to
spectral clustering. Note that the purpose of this clustering is generating atoms
where each clusters represents an atom.
Basic Graph Clustering: Consider the set of object proposals extracted from
a single video {rkt }, and a pairwise similarity metric d(·, ·) for them. We follow
the single cluster graph partitioning (SCGP)[144] approach to find the dominant
cluster, which maximizes the intra-cluster similarity:
arg max
xkt
∑
(k1,t1),(k2,t2)∈K×T x
k1
t1 x
k2
t2 d(r
k1
t1 , r
k2
t2 )∑
(k,t)∈K×T xkt
(4.1)
where xkt is a binary variable which is 1 if rkt is included in the cluster, T is
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Proposal Graph for Video 1 Proposal Graph for Video 2 Proposal Graph for Video 3
Figure 4.4: Joint proposal clustering. Here, we show the 1stNN video
graph and 2ndNN region graph. Each object proposal is linked
to its two NNs from the video it belongs and two NNs from
the videos it is neighbour of. Black nodes are the proposals se-
lected as part of the cluster and the gray ones are not selected.
Moreover, dashed lines are intra-video edges and solid ones are
inter-video edges.
the number of frames and K is the number of clusters per frame. Adopting the
vector form of the indicator variables as xtK+k = xkt and the pairwise distance
matrix as At1K+k1,t2K+k2 = d(rk1t1 , r
k2
t2 ), equation (4.1) can be compactly written
as arg maxx x
TAx
xTx This can be solved by finding the dominant eigenvector of x
after relaxing xkt to [0, 1] [144, 147]. Upon finding the cluster, the members of the
selected cluster are removed from the collection and the same algorithm is applied
to find remaining clusters.
Joint Clustering: Our extension of the SCGP into multiple videos is based on
the assumption that the key objects occur in most of the videos. Hence, we re-
formulate the problem by enforcing the homogeneity of the cluster over all videos.
We first create a kNN graph of the videos based on the distance between their
78
textual descriptions. We use the χ2 distance of the bag-of-words computed from
the video description. We also create the kNN graph of object proposals in each
video based on the pre-trained ”fc7” features of AlexNet[105]. This hierarchical
graph structure is visualized in Figure 4.4 for 3 videos sample. After creating
this graph, we impose both ”inter-video” and ”intra-video” similarity among the
object proposals of each cluster. Main rationale behind this construction is having
a separate notion of distance for inter-video and intra-video relations since the
visual similarity decreases drastically for inter-video ones.
Given the intra-video distance matrices A(i), the binary indicator vectors x(i),
and the inter-video distance matrices as A(i,j), we define our optimization problem
as;
arg max
∑
i∈N
x(i)TA(i)x(i)
x(i)Tx(i) +
∑
i∈N
∑
j∈N (i)
x(i)TA(i,j)x(j)
x(i)T11Tx(j) , (4.2)
where N (i) is the neighbours of the video i in the kNN graph, 1 is vector of ones
and N is the number of videos.
Although we can not use the efficient eigen-decomposition approach from [144,
147] as a result of the modification, we can use Stochastic Gradient Descent as the
cost function is quasi-convex when relaxed. We use the SGD with the following
analytic gradient function:
∇x(i) =
2A(i)x(i) − 2x(i)r(i)
x(i)Tx(i)
+
∑
i∈N
Ai,jxj − x(j)T1r(i,j)
x(i)T11Tx(j)
, (4.3)
where r(i) = x(i)
TA(i)x(i)
x(i)Tx(i) and r
(i,j) = x(i)
TA(i,j)x(j)
x(i)T11Tx(j)
We iteratively use the method to find clusters, and stop after the K = 20
clusters are found as the remaining object proposals were deemed not relevant to
the activity. Each cluster corresponds to a visual atom for our application.
In Figure 4.5, we visualize some of the atoms (i.e.clusters) we learned for the
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query How to Hard Boil an Egg?. As apparent in the figure, the resulting atoms
are highly correlated and correspond to semantic objects and concepts regardless
of their significant intra-class variability.
Figure 4.5: Randomly selected images of four randomly selected
clusters learned for How to hard boil an egg? Please
note that the objects in the same cluster is not only coming from
a single video but discovered over multiple videos. Hence, this
stage helps in linking videos with each other. Resulting clusters
are semantically accurate since they typically belong to a single
semantic concept like water filling the pot.
4.5 Unsupervised Activity Representation
In this section, we explain our model for discovering the activity steps from a video
collection given the language and visual atoms. The main idea behind this step is
utilizing the repetitive nature of steps. In other words, although there are large
number of videos in any chosen category, the underlying set of steps are very few.
Hence, we tried to find smallest set of activities, which can generate all the videos
we crawl.
We note the extracted representation of the frame t of video i as y(i)t . We
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model our algorithm based on activity steps and note the activity label of the tth
frame of the ith video as z(i)t . We do not fix the number of activities and use a
non-parametric approach.
In our model, each activity step is represented over the atoms as the likelihood
of including them. In other words, each activity step is a Bernoulli distribution
over the visual and language atoms as θk = [θlk, θvk] such that mth entry of the θlk
is the likelihood of observing mth language atom in the frame of an activity k.
Similarly, mth entry of the θvk represents the likelihood of seeing mth visual atom.
In other words, each frame’s representation y(i)t is sampled from the distribution
corresponding to its activity as y(i)t |z(i)t = k ∼ Ber(θk). As a prior over θ, we use
its conjugate distribution – Beta distribution –.
Given the model above, we explain the generative model which links activity
steps and frames in Section 4.5.1.
4.5.1 Beta Process Hidden Markov Model
For the understanding of the time-series information, Fox et al.[53] proposed the
Beta Process Hidden Markov Models (BP-HMM). In BP-HMM setting, each time-
series exhibits a subset of available features. Similarly, in our setup each video
exhibits a subset of activity steps.
Our model follows the construction of Fox et al.[53] and differs in the choice
of probability distributions since [53] considers Gaussian observations whereas we
adopt binary observations of atoms. In our model, each video i chooses a set of
activity steps through an activity step vector f (i) such that f (i)k is 1 if ith video has
the activity step k, and 0 otherwise. When the activity step vectors of all videos
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are concatenated, it becomes an activity step matrix F such that ith row of the
F is the activity step vector f (i). Moreover, each activity step k also has a prior
probability bk and a distribution parameter θk, which is the Bernoulli distribution
as we explained in the Section 4.5.
In this setting, the activity step parameters θk and bk follow the beta process
as;
B|B0, γ, β ∼ BP(β, γBo), B =
∞∑
k=1
bkδθk (4.4)
where B0 and the bk are determined by the underlying Poisson process [64] and
the feature vector is determined as independent Bernoulli draws as f (i)k ∼ Ber(bk).
After marginalizing over the bk and θk, this distribution is shown to be equivalent
to Indian Buffet Process (IBP)[64]. In the IBP analogy, each video is a customer
and each activity step is a dish in the buffet. The first customer (video) chooses a
Poisson(γ) unique dishes (activity steps). The following customer (video) i chooses
previously sampled dish (activity step) k with probability mk
i
, proportional to the
number of customers (mk) chosen the dish k, and it also chooses Poisson(γi ) new
dishes(activity steps). Here, γ controls the number of selected activities in each
video and β promotes the activities getting shared by videos.
The above IBP construction represents the activity step discovery part of our
method. In addition, we also need to model the video parsing over discovered steps.
Moreover, we need to model these two steps jointly. We model the each video as
an Hidden Markov Model (HMM) over the selected activity steps. Each frame has
the hidden state –activity step– (z(i)t ) and we observe the multi-modal frame rep-
resentation y(i)t . Since we model each activity step as a Bernoulli distribution, the
emission probabilities follow the Bernoulli distribution as p(y(i)t |z(i)t ) = Ber(θz(i)t ).
For the transition probabilities of the HMM, we do not put any constraint and
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simply model it as any point from a probability simplex which can be sampled
by drawing a set of Gamma random variables and normalizing them [53]. For
each video i, a Gamma random variable is sampled for the transition between
activity step j and activity step k if both of the activity steps are included by
the video (i.e.if f ik and f ij are both 1). After sampling these random variables, we
normalize them to make transition probabilities to sum up 1. This procedure can
be represented formally as
η
(i)
j,k ∼ Gam(α + κδj,k, 1), pi(i)j =
η
(i)
j ◦ f (i)∑
k η
(i)
j,kf
(i)
k
(4.5)
Where κ is the persistence parameter promoting the self state transitions a.k.a.
more coherent temporal boundaries, ◦ is the element-wise product and piij is the
transition probabilities in video i from activity step j to other steps. This model
is also presented as a graphical model in Figure 4.6
4.5.2 Gibbs sampling for BP-HMM
We employ Markov Chain Monte Carlo (MCMC) method for learning and infer-
ence of the BP-HMM. We follow the exact sampler proposed by Fox et al.[53]. It
marginalize over activity likelihoods w and activity assignments z and samples the
rest. MCMC procedure iteratively samples the conditional likelihood of activity
matrix F, activity parameters θ and transition weights η. We divide the expla-
nation of this samplers into two sections, sampling the activities through activity
matrix (F) and activity parameters (θ), and sampling the HMM parameters η.
Marginalization over activity assignments follows the efficient dynamic program-
ming approach.
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Figure 4.6: Graphical model for BP-HMM: The left plate represent the
activity steps and the right plate represent the videos. i.e.the
left plate is for the activity step discovery and right plate is for
parsing. See Section 4.5.1 for details.
Sampling the Activities: Consider the binary activity inclusion matrix F such
that Fi,j is 1 if the ith video has the jth activity. Following the sampler of Fox
et al.[53], we divide the sampling F into two parts, namely, sampling the shared
activities and sampling the novel activities. Sampling shared activities correspond
the re-sampling of existing entries of F. We simply iterate over each entry and
propose a flip (i.e.if the ith video has the jth activity, we propose to flip it and not
to include jth activity in the ith video). We accept or reject this proposals following
the Metropolis-Hasting rule.
In order to sample the novel activities, we follow the data-driven sampler [77].
Consider the case in which we want to propose a novel activity by setting the Fi,j+1
to 0. In other words, we introduce a new activity (j + 1th activity) such that ith
video includes it. In order to sample the parameters θj+1 of it, we first sample a
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temporal window W over the ith video. This window is sampled by sampling the
starting frame and the length of the window from a uniform distribution. Then,
we sample the novel activity from Beta distribution as;
θk,n|W ∼ Beta(αn, βn) (4.6)
where θk,n is the nth entry of θk, αn is the number of frames in the window W
which have the atom n, and βn is the number of frames which do not have the
atom n. We use Beta distribution because it is the conjugate prior of the Bernoulli
distribution that we use to model activities.
Sampling the HMM Parameters: When the activities are defined via Θ and
each video selects a subset of them via (F), we can compute the likelihood of
each state assignment by using the dynamic programming given the transition
probabilities η. By using the likelihoods, we sample the state assignments z.
When the states are sampled, we can use the closed-form sampler derived in
[53]. Fox et al.[53] shows that the transition probabilities can be sampled through
a Dirichlet random variable and scaling it with a Gamma random variable as;
pi(i) ∼ Dir(. . . , N (i)j,k + α + δj,kκ, . . .) (4.7)
followed by η(i) = pi(i) × C(i) such that
C(i) ∼ Gamma(K(i)+ λ+ κ, 1). Here, N (i)j,k represents the number of transitions be-
tween state j and state k in the video i, α, λ and κ are hyperparameters which we
learn with cross-validation, δj,k is 1 if j = k and 0 o.w., and K(i)+ is the number of
activities the ith video has chosen.
At the end of the Gibbs sampling, our algorithm ends with a set of activities
each represented with respect to the discovered atoms i.e.Θ1 . . .Θk and label of
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each frame among the discovered activities [1, . . . , k]. Θi can be considered as a
generative distribution of each discovered activity. In other words, if we want to
sample a frame from activity i, we simply sample set of language and visual atoms
from Θi. We perform this sampling in order to generate a language caption for
each discovered activity. We also consistently visualize the results of discovery
using story lines as shown in Figure 4.1. We assign a color code to each discovered
activity and sample keyframes from 4 four different clips of same activity. We
further generate a natural language description as well as display the temporal
segmentation of each video as a colored timeline.
4.6 Experiments on Large-Scale Video Parsing
In order to experiment the proposed method, we first collected a dataset (details
in Section 4.6.1). We labeled small part of the dataset with frame-wise activity
step labels and used it as an evaluation corpus. Neither the set of labels, nor the
temporal boundaries are exposed to our algorithm since the set-up is completely
unsupervised. We evaluate our algorithm against the several unsupervised cluster-
ing baselines and state-of-the-art algorithms from video summarization literature,
which are applicable.
4.6.1 Dataset
We use WikiHow[2] in order to obtain the top100 queries the Internet users are
interested in and choose the ones, which are directly related to the physical world.
Resulting queries are;
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How toBake Boneless Skinless Chicken, Make Jello Shots, Cook Steak, Bake Chicken
Breast, Hard Boil an Egg, Make Yogurt, Make a Milkshake, Make Beef Jerky, Tie a Tie, Clean
a Coffee Maker, Make Scrambled Eggs, Broil Steak, Cook an Omelet, Make Ice Cream, Make
Pancakes, Remove Gum from Clothes, Unclog a Bathtub Drain
For each of the queries, we crawled YouTube and got the top 100 videos. We
also downloaded the English subtitles if they exist. We further randomly choose
5 videos out of 100 per query. Although the choice was random, we discarded
outlier videos at this stage and re-sampled without replacement to have 5 inlier
evaluation video per query. Other than outlier removal, no human super vision is
used to choose evaluation videos. Hence, we have total of 125 evaluation videos
and 2375 unlabeled videos.
For each evaluation video, we asked an independent labeler to label them. The
dataset is labeled by 5 independent labelers each annotating 5 categories. We
asked labelers to label start and end frame of each activity step as well as the
name of the step. We simply asked them the question What are the activity steps
and where does each of starts and end?. All labelers are shown 5 wikiHow[2] video
recipes with detailed steps before starting the annotation process as a baseline.
Outlier Video Removal
The video collection we obtain without any expert intervention might have outliers;
since, our queries are typical daily activities and there are many cartoons, funny
videos, and music videos about them. Hence, we have an automatic filtering stage.
The key-idea behind the filtering algorithm is the fact that instructional videos
have a distinguishable text description when compared with outliers. To exploit
this, we use a clustering algorithm to find the large cluster of instructional videos
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with no outlier. Given a large video collection, we use the graph we explain in
Section 4.4 and compute the dominant video cluster by using the Single Cluster
Graph Partitioning [144] and discard the remaining videos as outlier. We represent
each video as a bag-of-words of their textual description. In Figure 4.7, we visualize
some of the discarded videos. Although our algorithm have false positives while
detecting outliers, we always have enough number of videos (minimum 50) after
the outlier detection thanks to the large-scale dataset.
Figure 4.7: Sample videos which our algorithm discards as an outlier
for various queries. A toy milkshake, a milkshake charm, a
funny video about How to NOT make smoothie, a video about
the danger of a fire, a cartoon video, a neck-tie video erroneously
labeled as bow-tie, a song, and a lamb cooking mislabeled as
chicken.
4.6.2 Qualitative Results
After independently running our algorithm on all categories, we discover activity
steps and parse the videos according to discovered steps. We visualize some of
these categories qualitatively in Figure 4.8 with the temporal parsing of evaluation
videos as well as the ground truth parsing.
To visualize the content of each activity step, we display key-frames from dif-
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ferent videos. We also train a 3rd order Markov language model[172] by using
the subtitles. Moreover, we generate a caption for each activity step by sampling
this model conditioned on the θlk. We explain the details of this process in the
appendix.
(a) How to make an omelet?
(b) How to make a milkshake?
Figure 4.8: Video storylines for queries How to make an omelet?
and How to make a milkshake? Temporal segmentation of
the videos and ground truth segmentation. We also color code
the activity steps we discovered and visualize their key-frames
and the automatically generated captions. Best viewed in color.
As shown in the Figures 4.8(a)&4.8(b), resulting steps are semantically mean-
ingful. Moreover, the language captions are also quite informative hence we can
conclude that there is enough language context within the subtitles in order to de-
tect activities. On the other hand, some of the activity steps always occur together
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and our algorithm merges them into a single step while promoting sparsity.
4.6.3 Quantitative Results
We compare our algorithm with the following baselines.
Low-level features (LLF):
In order to experiment the effect of learned atoms, we compare with low-level
features. As features, we use the state-of-the-art Fisher vector representation of
HOG, HOF and MBH features [82].
Single modality:
To experiment the effect of multi-modal approach, we compare with single modality
approach by only using the atoms of a single modality.
Hidden Markov Model (HMM):
To experiment the effect of joint generative model, we compare our algorithm with
an HMM. We use the Baum-Welch [154] with cross-validation.
Kernel Temporal Segmentation[149]:
Kernel Temporal Segmentation (KTS) proposed by Potapov et al.[149] can detect
the temporal boundaries of the events/activities in the video from a time series data
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Figure 4.9: IOUmax values for all categories, for all competing algo-
rithms. Results suggest that our algorithm is outperforming all
other baselines. It also suggests that the visual information is
contributing more than language for temporal intersection over
union. This is rather expected since people tend to talk about
things they did and will do; hence, language is expected to have
low localization accuracy.
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Figure 4.10: APmax values for all categories, for all competing algo-
rithms. Results suggest that our algorithm is outperforming all
other baselines in most of the cases. The failure cases included
recipes like How to tie a tie? which is rather expected since a
video about tying a tie only includes a tie in the scene which
is not informative enough to distinguish steps. The results also
suggest that language contributes more than visual information
for average precision, which is also rather expected since same
step has very high visual variance and generally referred by us-
ing same or similar words.
without any supervision. It enforces a local similarity of each resultant segment.
Given parsing results and the ground truth, we evaluate both the quality of
temporal segmentation and the activity step discovery. We base our evaluation
on two widely used metrics; intersection over union (IOU) and mean average
precision(mAP ). IOU measures the quality of temporal segmentation and it is
defined as; 1
N
∑N
i=1
τ?i ∩τ ′i
τ?i ∪τ ′i
where N is the number of segments, τ ?i is ground truth
segment and τ ′i is the detected segment. mAP is defined per activity step and can
be computed based on a precision-recall curve [82]. In order to adopt these metrics
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Figure 4.11: Qualitative results for parsing ‘Travel San Francisco’
category. The results suggest that our algorithm can general-
ize categories beyond instructional videos. For example, travel
videos can also be parsed using our method.
into unsupervised setting, we use cluster similarity measure(csm)[123] that enables
us to use any metric in unsupervised setting. It chooses a matching of ground truth
labels with predicted labels by searching over all matching and choosing the ones
giving highest score. We use mAPcsm and IOUcsm as evaluation metrics.
Accuracy of the temporal parsing. We compute, and plot in Figure4.9, the
IOUcms values for all competing algorithms and all categories. We also average
over the categories and summarize the results in the Table 4.1. As the Figure 4.9
and Table 4.1 suggests, proposed method consistently outperforms the competing
algorithms and its variations. One interesting observation is the importance of
both modalities as a result of dramatic difference between the accuracy of our
method and its single modal versions.
Moreover, the difference between our method and HMM is also significant.
We believe this is due to the ill-posed definition of activities in HMM since the
granularity of the activity steps is subjective. On the other hand, our method
starts with the well-defined definition of finding set of steps, which generate the
entire collection. Hence, our algorithm does not suffer from granularity problem.
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Table 4.1: Average of IOUcms and mAPcms over recipes.The results sug-
gest that our algorithm outperforms all baselines. The results also
suggest that both of the modalities as well as semantic represen-
tations of visual information are all required for successful parsing
of video collections.
KTS [149] KTS[149] HMM HMM Ours Ours Ours Our
w/ LLF w/ Sem w/ LLF w/Sem w/ LLF w/o Vis w/o Lang full
IOUcms 16.80 28.01 30.84 37.69 33.16 36.50 29.91 52.36
mAPcms n/a n/a 9.35 32.30 11.33 30.50 19.50 44.09
Coherency and accuracy of activity step discovery. Although IOUcms suc-
cessfully measures the accuracy of the temporal segmentation, it can not measure
the quality of discovered activities. In other words, we also need to evaluate the
consistency of the activity steps detected over multiple videos. For this, we use
unsupervised version of mean average precision mAPcms. We plot the mAPcms
values per category in Figure 4.10 and their average over categories in Table 4.1.
As the Figure 4.10 and the Table 4.1 suggests, our proposed method outperforms
all competing algorithms. One interesting observation is the significant difference
between semantic and low-level features. Hence, the mid-level features are key for
linking multiple videos.
Semantics of activity steps. In order to evaluate the role of semantics, we
performed a subjective analysis. We concatenated the activity step labels in the
ground-truth into a label collection. Then, we ask non-expert users to choose a
label for each discovered activity for each algorithm. In other words, we replaced
the maximization step with subjective labels. We designed our experiments in a
way that each clip received annotations from 5 different users. We randomized
the ordering of videos and algorithms during the subjective evaluation. Using the
labels provided by subjects, we compute the mean average precision (mAPsem).
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Table 4.2: Semantic mean-average-precision mAPsem. The results sug-
gest that our algorithm outperforms all baselines. The results
also suggest that both of the modalities are required for accurate
parsing for video collections.
HMM HMM Ours Ours Ours Our
w/ LLF w/Sem w/ LLF w/o Vis w/o Lang full
mAPsem 6.44 24.83 7.28 28.93 14.83 39.01
Both mAPcms and mAPsem metrics suggest that our method consistently out-
performs the competing ones. There is only one recipe in which our method is
outperformed by our based line of no visual information. This is mostly because
of the specific nature of the recipe How to tie a tie?. In such videos the notion of
object is not useful since all videos use a single object -tie-.
The importance of each modality. As shown in Figure 4.9 and 4.10, per-
formance significantly drops when any of the modalities is ignored consistently in
all categories. Hence, the joint usage is necessary. One interesting observation is
the fact that using only language information performed slightly better than using
only visual information. We believe this is due to the less intra-class variance in
the language modality (i.e.people use same words for same activities). However, it
lacks many details(less complete) and more noisy than visual information. Hence
these results validate the complementary nature of language and vision.
Generalization to generic structured videos. We experiment the applica-
bility of our method beyond How-To videos by evaluating it on non-How-To cat-
egories. In Figure 4.11, we visualize the results for the videos retrieved using the
query “Travel San Francisco”. The resulting clusters follow semantically mean-
ingful activities and landmarks and show the applicability of our method beyond
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How-To queries. It is interesting to note that Chinatown and Clement St ended up
in the same cluster. Considering the fact that Clement St is known for its Chinese
food, this suggests that the discovered clusters are semantically meaningful.
Noise in the subtitles. We experiment and analyze the robustness to noise in
subtitles. Handling noisy subtitles is an important requirement since the scale of
large-video collections makes it intractable to transcribe all instructional videos.
One study suggests that it would take 374k human-year efforts to transcribe all
Youtube videos. Hence, we expect to have combination of automatic speech recog-
nition(ASR) generated subtitles with user uploaded ones as an input to any unsu-
pervised parsing algorithm.
We study the effect of noise, introduced by ASR, by evaluating our algorithm
on three different video corpuses. First, we only use the videos with user uploaded
subtitles. Second, we only use the videos with ASR generated subtitles. Third,
we use the entire dataset as union of first two. The results are summarized in
Table 4.3. Results indicate that noise-free subtitle improves the accuracy as ex-
pected. Moreover, the difference between the results obtained with full corpus and
user uploaded subtitles corpus is very small when compared with ASR only corpus.
Hence, our algorithm can fuse information from noisy and noise-free examples in
order to compensate for errors in the ASR.
4.7 Grounding into Robotic Instructions
In this section, we demonstrate how we can apply our algorithm to the task of
grounding recipe steps into robotic actions.
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Table 4.3: Average of IOUcms and mAPcms over recipes with and with-
out user uploaded subtitles. The results show that noise in
the subtitles has an effect in the parsing accuracy. The results
also indicate that our algorithm shows robustness to the noise
since our accuracy results are comparable to the version using
only user uploaded subtitles.
IOUcms mAPcms mAPsem
ASR only 47.61 39.13 33.27
User uploaded only 54.63 46.21 42.32
Combination 52.36 44.09 39.01
One of the most important applications of our algorithms is in robotics. In
future, robots will need to perform many tasks upon user’s requests. We envision
that the robots can use our video parser to first download a large video collection
for a task and then parse it. For example, if a user asks to the robot Please
make a ramen., the robot can download all videos returned from the query How
to make a ramen.. Robot can further parse the scene using any of the available
RGB-D/RGB/Point Cloud segmentation algorithms [5, 157, 8]. Robot can use the
resulting segmentation in order to find the most similar recipe simply using the
object categories, which we output.
In order to demonstrate this application, we use a state of the art language
grounding algorithm [136, 135] that can convert the generated descriptions into
robot actions based on the environment. Tell Me Dave algorithm of Misra et
al[136, 135] uses a semantic simulator, which encodes the common sense knowledge
about the physical world. It takes the tuple of language, instructions and the
environment as an input and outputs a series of robot actions to perform the task.
In order to learn the transformation, it uses a large-scale game log of language
instruction, environment and robot action tuples, and models them in terms of
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a graphical model. The environment is defined in terms of objects and their 3D
positions, language is series of free-form English sentences describing each step and
actions are low-level robot commands.
In our experimental setup, we choose two basic household actions, which Tell
Me Dave can simulate; namely, How to make a ramen? and How to make an
affogato?. We also chose a random environment for each query from Tell Me
Dave environment dataset. We directly feed aforementioned how-to queries into
YouTube and parse the resulting video collections. The resulting storylines are
visualized in Figure 4.12.
To complete the loop until low-level robot commands, we than manually labeled
the object categories our algorithm discovered. For example, if the category we
discovered is mostly images of eggs, we labeled this category as egg. This step can
easily be automated using any object recognition algorithm [35].
By using these labels, our algorithm chose the video, which is closest to the
environment query. We simply use the video having maximum number of objects
from the environment. In other words, our algorithm finds the recipe video, which
is superset to the environment our robot lives in. Finally, we feed the environment
and generated captions into the Tell Me Dave algorithm to obtain the physical
plan robots need to execute to perform each of the activity. We visualize each plan
and the simulation in the Figure 4.12.
Our results are shown in the Figure 4.12, demonstrating that our approach
can be used for robotics applications with limited supervision. There were some
errors in translation of video storyline steps to actual grounded steps. Example
errors include turning on both of the knobs of the stove other than the single
97
one. However, the resulting plans were still feasible in a way they can accomplish
the required high-level task. Therefore, we believe our proposed method is an
important direction in personal robotics.
4.8 Conclusions
In this chapter, we captured the underlying structure of human communication
by jointly considering visual and language cues. We experimentally validate that
given a large-video collection having subtitles, it is possible to discover activities
without any supervision over activities or objects. We also demonstrated that the
resulting discovered recipes are useful in robotics scenarios.
So; “is it possible to understand large-video collections without any supervi-
sion?”. Given video and speech information, the storylines we generate successfully
summarize the large video collection. This compact representation of a hundreds
of videos is expected to be useful in designing user interfaces, which users interact
with instructional videos. We believe this is an important step in the direction
of future video webpages. Yet another very important question is “can machines
understand large-video collections?”. Clearly, we needed a small amount of man-
ual information and even used a method, which is trained with human supervision
in our robotic demonstration. Hence, it is too early to claim a success for ma-
chines watching large-collection of videos. On the other hand, the results are very
promising and we believe algorithms, which can convert a free-form input query
into robot trajectories, are possible in near future. We also believe our algorithm
is an important step in this ambitious target.
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Figure 4.12: Demonstration on robotic grounding. We considered two
queries by the user: How to make a ramen? and How to make an
affogato?. Given the result by our video parsing system, we find
the grounded instruction for each recipe step. Top row shows
the results as a storyline from our video parser, and the bottom
row shows the robotic simulator and an actual robotic demon-
stration respectively. During this demonstration, we manually
label each object category and fully automate rest of the task. In
order to simulate/and implement the resulting steps on robots,
we simply used the publicly available simulator/source code dis-
tributed by Tell Me Dave [136, 135]
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CHAPTER 5
SHARING AT SCALE - SHARING KNOWLEDGE BETWEEN
DOMAINS
There are things known and there
are things unknown, and in
between are the doors of
perception.
Aldous Huxley
Recently, deep convolutional neural networks [105, 175, 186] have propelled un-
precedented advances in artificial intelligence including object recognition, speech
recognition, and image captioning. One of the major drawbacks of the method is
that the network requires a lot of labelled training data to fit millions of parame-
ters in the complex network model. However, creating such datasets with complete
annotations is not only tedious and error prone, but also extremely costly. More
importantly in robotics systems, supervision is typically available for only subset of
the domains. For example, it might be the case that we have supervision for objects
but not for humans. In this regard, the research community has proposed differ-
ent mechanisms such as semi-supervised learning [176, 209, 207], transfer learning
[155, 191], weakly labelled learning, and domain adaptation. Among these ap-
proaches, domain adaptation is one of the most appealing techniques when a fully
annotated dataset (e.g. ImageNet [34], Sports1M [88]) is available as a reference.
Formally, the goal of unsupervised domain adaptation is: given a fully labeled
source dataset and an unlabeled target dataset, to learn a model which can gen-
eralize to the target domain while taking the domain shift across the datasets
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into account. The majority of the literature [61, 183, 48, 182, 192] in unsupervised
domain adaptation formulates a learning problem where the task is to find a trans-
formation matrix to align the labelled source data distribution to the unlabelled
target data distribution. Although these approaches show promising results, they
do not take the actual target inference procedure into the learning algorithm. We
solve this problem by incorporating the unknown target labels into the training
procedure.
Concretely, we formulate a unified framework where the domain transformation
parameter and the target labels are jointly optimized in two alternating stages. In
the transduction stage, given a fixed domain transform parameter, we jointly infer
all target labels by solving a discrete multi-label energy minimization problem.
In the adaptation stage, given a fixed target label assignment, we seek to find the
optimal asymmetric metric between the source and the target data. The advantage
of our method is that we can learn a domain transformation parameter, which is
aware of the subsequent transductive inference procedure.
5.1 Related Work
This chapter is closely related to two active research areas: (1) Unsupervised
domain adaptation, and (2) Transductive learning.
Unsupervised domain adaptation: [61, 183, 48, 182] proposed subspace
alignment based approaches to unsupervised domain adaptation where the task is
to learn a joint transformation and projection where the difference between the
source and the target covariance is minimized. However, these methods learn the
transform matrices on the whole source and target dataset without utilizing the
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source labels.
[192] utilizes local max margin metric learning objective [200] to first assign the
target labels with the nearest neighbor scheme and then learn a distance metric
to enforce that the negative pairwise distances are larger than the positive pair-
wise distances. However, this method learns a symmetric distance matrix shared
by both the source and the target domains so the method is susceptible to the
discrepancies between the source and the target distributions. Recently, [55, 195]
proposed a deep learning based method to learn domain invariant features by pro-
viding the reversed gradient signal from the binary domain classifiers. Although
this method performs better than aforementioned approaches, their accuracy is
limited since domain invariance does not necessarily imply discriminative features
in the target domain.
Transductive learning: In the transductive learning [54], the model has
access to unlabelled test samples during training. Recently, [90] tackled a classi-
fication problem where predictions are made jointly across all test examples in a
transductive [54] setting. The method essentially enforces the notion that the true
labels vary smoothly with respect to the input data. We extend this notion to
infer the labels of unsupervised target data in a k-NN graph.
To summarize, our main contribution is to formulate a joint optimization frame-
work where we alternate between inferring target labels via discrete energy mini-
mization (transduction) and learning an asymmetric transformation (adaptation)
between source and target examples. Our experiments on digit classification using
MNIST [118] and SVHN[140] as well as the object recognition experiments on Of-
fice [164] datasets show state of the art results outperforming all existing methods
by a substantial margin.
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5.2 Method
We address the problem of unsupervised transductive domain adaptation by jointly
solving for the label assignment of unsupervised target domain as well as the shift
between the domains. We first define our model in Section 5.2.1 and explain the
two sub-problems of transduction and adaptation. We further explain the details
of transduction in Section 5.2.2 and the details of adaptation in Section 5.2.3.
5.2.1 Problem Definition
In the unsupervised domain adaptation problem, one of the domains (source) is
fully supervised {xˆi, yˆi}i∈[Ns] with N s data points xˆi and corresponding labels yˆi
from a discrete set yˆi ∈ {1, . . . , k}. The other domain (target), on the other hand
is unsupervised and has Nu data points {xi}i∈[Nu].
We further assume that both domains have different distributions xˆi ∼ ps and
xi ∼ pt defined on the same space as xˆi,xi ∈ X and there exists a feature function
Φ : X → Rd that is applicable to both. We further study the case where the feature
function is parametric with a parameter θ defined as Φθ : X → Rd, and we develop
a method to learn the parameters.
Our model has two main components, transduction and adaptation. The trans-
duction is the sub-problem of labelling unsupervised data points and the adapta-
tion is solving for the domain shift.
For adaptation, we explicitly model the domain shift in the form of an asym-
metric similarity as
sW(xˆi,xj) = Φ(xˆi)ᵀWΦ(xj) (5.1)
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such that it is high if two data points, xˆi from the source and xj from the target,
are from the same class.
We further model our transduction in the form of a nearest neighbor and we
follow the triplet loss defined in [200] in order to solve adaptation by taking the
nearest neighbor inference into learning. While the original triplet loss [200] en-
forces a margin α between the similarity of any point to its nearest neighbor from
the same class and the nearest neighbor from other classes, we extend this con-
struction to the unsupervised domain adaptation by enforcing a similar margin.
For each source point, we enforce a margin between its similarity with the nearest
neighbor from the target having the same label and having a different label as;
sW(xˆi,xi+) > sW(xˆi,xi−) +α where xi+ is the nearest target having the same class
as xˆi and xi− is the nearest target having a different class label.
Since we model our problem as transduction, we include target labels as part
of the joint learning and introduce a target label consistency term as well. We
enforce that similar unsupervised data points should have the same label after the
transduction by penalizing label disagreements between similar images.
Our model leads to the following optimization problem, over the target labels
yi and the similarity metric W, jointly solving transduction and adaptation.
min
W,y1,...yNu
∑
i∈[Ns]
[sW(xˆi,xi−)− sW(xˆi,xi+) + α]+
+ λ
∑
i∈Nu
∑
j∈N (xi)
sim(xi,xj)1(yi , yj)
s.t. i+ = arg maxj|yj=yˆisW(xˆi,xj)
i− = arg maxj|yj,yˆisW(xˆi,xj)
(5.2)
where 1(a) is an indicator function which is 1 if a is true and 0 otherwise. [a]+ is
a rectifier function which is equal to max(0, a), and sim is any similarity function.
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We use cosine similarity as sim(xi,xj) = Φ(xi)
ᵀΦ(xj)
|Φ(xi)||Φ(xj)| .
We solve this optimization problem via alternating minimization through iter-
ating over solving for unsupervised labels yi(transduction) and learning the simi-
larity metric W (adaptation). We explain these two steps in detail in the following
sections.
5.2.2 Transduction: Labeling Target Domain
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Figure 5.1: Visualization of the Label Propogation. We create a k-
NN graph of unsupervised target points to enforce consistency
with pairwise terms ψij = sim(xi,xj)1(yi  yj) and use closest
supervised source points to each class as ψikˆsW(xˆk,xi).
In order to label the unsupervised points, we use the nearest-neighbor rule. We
simply compute the NN supervised data point for each unsupervised data point
using the learned metric sW(·, ·) and transfer the corresponding label. In the initial
stages of our optimization, our tranduction needs to be accurate even with a sub-
optimal similarity metric due to the iterative fashion of our algorithm. Hence, we
enforce a consistent labeling via label propagation. We first formally define the
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NN-rule and then introduce the label propagation.
Given a similarity metric sW(·, ·), the NN rule is:
(yi)pred = yˆarg maxjsW (xi,xˆj) (5.3)
We use label propagation to enforce consistency of the predicted labels of un-
supervised data points. Our label propagation is similar to existing graph trans-
duction algorithms [16, 208]. In order to enforce this consistency, we create a
k-nearest neighbor (k-NN) graph over the unsupervised data points such that
neighbors N (xi) for xi is the k-unsupervised data point having highest similar-
ity to xi using the cosine similarity in the feature space. After the k-NN graph
is created, we solve the following optimization problem for labeling unsupervised
data points with label propagation:
min
y1,...yNu
∑
i∈Nu
−max
yˆj=yi
sW(xˆj,xi)
+ λ
∑
i∈Nu
∑
j∈N (xi)
sim(xi,xj)1(yi , yj)
(5.4)
This problem can approximately be solved using many existing methods such as
α-β swapping, quadratic pseudo-boolean optimization (QPBO) and linear pro-
gramming through roof-duality. We use the α-β swapping algorithm from [22]
since it is experimentally shown to be efficient and accurate. In order to further
explain the label propagation, we visualize an example with k = 4 and 4-class
classification problem in Figure 5.1.
It is also critical that this formulation requires solving high number of nearest
neighbors, which is computationally challenging. However, our choice of optimiza-
tion method makes this computation tractable. We use stochastic gradient descent
in our adaptation stage with a carefully chosen batch size, which requires us to
only solve the transduction over a batch.
106
5.2.3 Adaptation: Learning the Metric
Given the predicted labels yi for unsupervised data points xi, we need to learn an
asymmetric metric in order to minimize the loss function defined in (5.2).
The main intuition behind our formulation is to seek a metric which can label
the supervised points correctly using the unsupervised points and their predicted
labels. In other words, we reverse the labeling direction. At this stage we have
already predicted a label for each unsupervised point; hence, we can estimate a
label for each supervised point using the predicted labels. We also have ground
truth labels for the supervised points and we combine them to find an asymmetric
metric. In other words, the goal of the adaptation stage is:
• predicting yˆpredj using xi, xˆj, yi
• learning sW(·, ·) by penalizing (yˆj)pred , yˆj
Fortunately, this can be jointly solved by minimizing the triplet loss defined
with supervised data points and their closest same class and different class neigh-
bors among the unsupervised points. Formally, we find the closest same class and
different class points as;
i+ = arg maxj|yj=yˆisW(xˆi,xi)
i− = arg maxj|yj,yˆisW(xˆi,xj)
(5.5)
We further define the loss function with a regularizer using the nearest neigh-
bors as: loss(W) =
∑
i∈[Ns]
[sW(xˆi,xi−)− sW(xˆi,xi+) + α]+ + r(W) (5.6)
107
which is convex in terms of the W if the regularizer is convex; and we optimize it
via stochastic gradient descent using the subgradient ∂loss(yi,W)
∂W =
∂r(W)
∂W +
∑
i∈[Ns]
1(sW(xˆi,xi−)− sW(xˆi,xi+) > α)
× (Φ(xˆi)Φ(xi−)ᵀ − Φ(xˆi)Φ(xi+)ᵀ)
(5.7)
As a regularizer use the Frobenius norm of the similarity matrix as r(W) =
1
2‖W‖2F . We explain the details of this optimization routine in the Section 5.3.3.
5.2.4 Learning Features
In Section 5.2.2 and 5.2.3, we explained our transduction with label propagation as
well as the adaptation algorithm using a pre-defined feature function Φ. However,
the current trends in machine learning suggest that learning this feature function
Φ from the data using deep neural networks is a promising direction especially for
visual domains. Hence, we consider the case where Φθ is a parameterized feature
function with parameter set, θ. A typical example is CNNs (Convolutional Neural
Networks) with θ as concatenation of weights and biases in the layers of CNN.
We learn the feature function parameters as part of the adaptation stage with an
update; ∂loss(yi,W)
∂θ
=
∑
i∈[Ns]
1(sW(xˆi,xi−)− sW(xˆi,xi+) > α)
×
(
∂sW(xˆi,xi−)
∂θ
− ∂sW(xˆi,xi+)
∂θ
) (5.8)
where ∂sW (xˆi,xj)∂θ = Φ(xj)ᵀWᵀ
∂φθ(xˆi)
∂θ + Φ(xˆi)ᵀW
∂φθ(xj)
∂θ
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Algorithm 2: Transduction with Domain Shift
Input: source xi, target xˆi, yi, batch size B
repeat
Sample {xb1···B}, {xˆb1···B, yˆb1···B}
Solve (5.4) for {y1···B}
for i = 1 to B do
if yˆi in y1···yB then
Compute (i+, i−) using {y1···B} in (5.5)
Update ∂loss
∂θ
and ∂loss
∂W using (5.7,5.8)
end if
end for
W←W + α∂loss(yi,W)
∂W
θ ← θ + α∂loss(yi,W)
∂θ
until CONVERGENCE or MAX ITER
5.3 Experimental Results
We evaluate our algorithm on various unsupervised domain adaptation tasks while
focusing on two different problems, hand-written digit classification and object
recognition. For each experiment, we use three domains and evaluate all adaptation
scenarios.
5.3.1 Dataset
We use MNIST[118], Street View House Number[140] and the artificially gener-
ated version of MNIST -MNIST-M- [55] to experiment our algorithm on the digit
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Table 5.1: Accuracy of our method and the state-of-the-art algorithms on
Office dataset and various adaptation settings
Source Amazon D-SLR Webcam Webcam Amazon D-SLR
Target Webcam Webcam D-SLR Amazon D-SLR Amazon
GFK [60] .398 .791 .746 .371 .379 .379
SA* [48] .450 .648 .699 .393 .388 .420
DLID [29] .519 .782 .899 - - -
DDC [195] .618 .950 .985 .522 .644 .521
DAN [125] .685 .960 .990 .531 .670 .540
Backprop [55] .730 .964 .992 .536 .728 .544
Source Only .642 .961 .978 .452 .668 .476
Our Method .804 .962 .989 .625 .839 .567
Table 5.2: Accuracy on the digit classification task.
Source M-M MNIST SVHN MNIST
Target MNIST M-M MNIST SVHN
SA* [48] .523 .569 .593 .211
BP [55] .732 .766 .738 .289
Source Only .483 .522 .549 .162
Our Method .835 .855 .774 .323
classification task. MNIST-M is a simply a blend of the digit images of the orig-
inal MNIST dataset and the color images of BSDS500[7] following the method
explained in [55]. Since the dataset is not distributed directly by the authors, we
generated the dataset using the same procedure and further confirmed that the
performance is the same as the one reported in [55]. Street View House Numbers
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dataset is a collection of house numbers collected directly from Google street view
images. Each of these three domains are quite different from each other and among
many important differences, the most significant ones are MNIST being gray scale
and the others being colored, and SVHN images having extra confusing digits
around the centered digit of interest. Moreover, all three domains are large-scale
having at least 60k examples over 10 classes.
In addition, we use the Office[164] dataset to evaluate our algorithm on the
object recognition task. Office dataset includes images of the objects taken from
Amazon, captured with a webcam and captured with a D-SLR. Differences between
domains include the white background of Amazon images vs realistic backgrounds
of webcam images, and the resolution differences. The Office dataset has fewer
images, with a maximum of 2478 per domain with 31 classes.
5.3.2 Baselines
We compare our method with a variety of methods with and without feature learn-
ing. Considering the two different lines of work, SA*[48] is the dominant state-
of-the-art approach not employing any feature learning, and Backprop(BP)[55]
is the dominant state-of-the-art employing feature learning. We use the available
source code of [55] and [48] and following the evaluation procedure in [55], we
choose the hyper-parameter of [48] as the highest performing one among various
alternatives. We also compare our method with the source only baseline which is
a convolutional neural network trained only using the source data. This classifier
is clearly different from our nearest neighbor classifier; however, we experimentally
validated that CNN always outperformed the nearest neighbor based classifier.
Hence, we report the highest performing source only method.
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5.3.3 Implementation Details
Although our algorithm has very few hyper-parameters and we choose most of
them either using cross-validation or exhaustive grid search, our algorithm uses
an existing differentiable feature function. Following the unparalleled success of
convolutional neural networks (CNNs), we use CNNs as our feature functions. In
order to have a fair comparison with existing algorithms, we follow the same archi-
tecture used by [55] by only changing the final feature dimensionality (embedding
size). We use the following architectures for domains:
MNIST and SVHN: LeNet[117] as
Office: AlexNet[105] as
where C is convolution, P is max-pooling, R is ReLU and F is fully connected
layer.
Since the office dataset is quite small, we do not learn the full network for office
experiments and instead we only optimize for fully connected layers initializing
with the weights pre-trained on ImageNet. In all of our experiments, we set the
feature dimension as 128. We use stochastic gradient descent to learn the feature
function as well as the similarity metric with AdaGrad[42]. We initialize variables
with truncated normals having unit variance and use the learning rate 2.5E−4 and
the batch size 256.
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5.3.4 Evaluation Procedure
We evaluate all algorithms in fully transductive setup following the standard eval-
uation setup of [164]. We feed training images and labels of the first domain as
the source and training images of the second domain as the target. We further
evaluate the accuracy on the target domain labels as the ratio of correctly labeled
images to all target images.
5.3.5 Results
Following the fully transductive evaluation, we summarize the results in Table 5.1
and Table 5.2. Table 5.1 summarizes the results on the object recognition task
using office dataset whereas Table 5.2 summarizes the digit classification task on
MNIST and SVHN.
Table 5.1&5.2 shows results on object recognition and digit classification tasks
exhaustively covering all adaptation scenarios. Our algorithm shows state-of-the-
art performance. Moreover, our algorithm significantly outperforms all state-of-
the-art methods when there is a large domain difference like MNIST↔MNIST-M,
MNIST↔SVHN, Amazon↔Webcam and Amazon↔D-SLR. We hypothesize this
performance is due to the transductive modeling. State-of-the-art algorithms like
[55] are seeking for set of features invariant to the domains whereas we seek for an
explicit similarity metric explaining both differences and similarities of domains.
In other words, instead of seeking for an invariance, we seek for an equivariance.
Table 5.1 suggests that accuracy of our algorithm is limited for D-
SLR↔Webcam experiments. This is rather expected since the domain difference
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is very minor between D-SLR and webcam images and the minor domain differ-
ence results in saturation of accuracies for all algorithms. Moreover, since we use
nearest neighbor classifier, our algorithm needs a large-dataset to be successful.
Both webcam and D-SLR datasets are rather small (300 to 700 examples) which
limits the accuracy of nearest neighbor algorithm as well.
Table 5.2 further suggests our algorithm is the only one, which can generalize
that well from MNIST to SVHN dataset. We believe this is thanks to the feature
learning in the transductive setup. Clearly the features, which are learned from
MNIST cannot generalize to SVHN since the SVHN has concepts like color and
occlusion, which are not available in MNIST. Hence, our algorithm learns SVHN
specific features by enforcing accurate transduction in the adaptation stage.
Another interesting conclusion is the asymmetric nature of the results. For
example, the accuracy of adapting webcam to amazon and adapting Amazon to
webcam is significantly different in Table 5.1. The similar behavior exists in MNIST
and SVHN domains as well in Table 5.1. This observation validates the importance
of an asymmetric modeling.
Qualitative Analysis
To further study the learned representations as well as the similarity metric, we
perform a series of qualitative analysis in the form of nearest neighbor analyses
and tSNE[196] plots.
In Figure 5.3, we visualize example target images from MNIST and their cor-
responding source images. First of all, both our experimental procedure and qual-
itative analysis suggest that MNIST and SVHN are the two domains with the
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Figure 5.2: Accuracy vs number of iterations for our method and its variant
without label propagation as well as the variant without feature
learning. As the figure suggests the label propagation increases
both the stability of the gradients as well as the final accuracy.
Moreover, the feature learning also has a significant effect on the
accuracy.
largest difference. Hence, we believe MNIST↔SVHN is very challenging set-up
and despite the huge visual differences, our algorithm results in accurate nearest
neighbors.
In Figure 5.4, we visualize example target images from webcam and their cor-
responding nearest source images from Amazon. The accuracy of the domain
adaptation is also visible in this task.
The difference between invariance and equivariance is clearer in the tSNE plots
of the Office dataset in Figure 5.5 as well as digit classification task Figure 5.6.
In Figure 5.5, we plot the distribution of features before and after adaptation
for source and target while color coding class labels. As Figure 5.5 suggests, the
source domain is well clustered according to the object classes with and without
adaptation. Moreover, this is expected since the features are specifically fine-tuned
to the source domain before the adaptation starts. However, target domain features
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Figure 5.3: Example nearest neighbors for SVHN→MNIST experiment. We show
an example MNIST image and 5-NN SVHN images. Please note the
large domain difference.
have no structure before adaptation. This is also expected since the algorithm did
not see any image from the target domain. After the adaptation, target images
also get clustered according to the object classes.
In Figure 5.6, we show the digit images of source and target after the adap-
tation. Clearly, the target is well clustered according to the classes and source is
not very well clustered although it has some structure. Since we learn the entire
network for digit classification, our networks learn discriminative features in tar-
get domain as our loss depends directly on classification scores in target domain.
Moreover, discriminative features in target arise because of the transductive mod-
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eling. In comparison, state of the art domain invariance based algorithms only try
to be invariant to the domains without explicit modeling of discriminativeness on
the target domain. Hence, our similarity metric explicitly models the relationship
between the domains and results in an equivariant model while enforcing discrim-
inative behavior in the target. We also draw lines between the nearest neighbor
images of source and target images to show the accuracy of the metric function.
Moreover, the nearest neighbors are quite accurate confirming the quantitative
results.
Label propagation & feature learning
In order to evaluate the effect of having robust label propagation and feature
learning, we compare our method without the label propagation (noted as No
Label Propogation) and without feature learning (noted as No Feature Learning).
We plot the accuracy vs number of iterations in order to evaluate both the effect
on learning rate as well as the accuracy. Although we plot the results only for
MNIST→MNIST-M, the other experiments have similar results and not displayed
for the sake of clarity. Results are shown in the Figure 5.2, and it suggests that
both feature learning and label propagation is crucial for successful transduction.
Another interesting observation is the unstable behavior when we disable label
propagation. This is also expected since without label propagation, the labeling
stage will have more mis-classifications and they will decrease the accuracy of the
metric.
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5.4 Conclusion
We described a transductive approach to the unsupervised domain adaptation
problem by defining a joint learning problem on the transductive target label as-
signment and an asymmetric similarity metric across the domains. We further
described a method to learn deep features, which are discriminative in the tar-
get domain. Experimental results on digit classification using MNIST[118] and
SVHN[140] as well as on object recognition using Office[164] dataset show state of
the art performance with a significant margin. We will make our learned models
as well as the source code available immediately upon acceptance.
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Figure 5.4: Example nearest neighbors for Amazon↔Webcam experiment. We
show an example source image and 3-NN target images. The drop
in the accuracy after the nearest neighbors is expected since our loss
function only models the nearest one.
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(a) S. w/o Adaptation (b) S. with Adaptation
(c) T w/o Adaptation (d) T with Adaptation
Figure 5.5: tSNE plots for office dataset Webcam(S)→Amazon(T). Source
features were discriminative and stayed discriminative as ex-
pected. On the other hand, target features became quite dis-
criminative after the adaptation.
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Figure 5.6: tSNE plot for SVHN→MNIST experiment. Please note that the
discriminative behavior only emerges in the unsupervised target
instead of the source domain. This explains the motivation be-
hind modeling the problem as transduction. In other words, our
algorithm is designed to be accurate and discriminative in the
target domain which is the domain we are interested in.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
“Down, down, down. Would the
fall never come to an end! I
wonder how many miles I’ve”
Lewis Carroll
Alice’s Adventures in Wonderland
We started this dissertation with the question of “Can we extract structured
and physically grounded knowledge from the publicly available information on the
web”. Although our answer to this question is not a definite “yes” yet, we showed
a very promising direction following a study of knowledge-bases, representation
learning and uncertainty modeling.
Our first major step was identifying key challenges preventing us from us-
ing existing large-scale knowledge bases. After identifying these challenges, we
designed and developed a new knowledge based carefully tailored for robots
www.robobrain.me.
Obtaining a large-scaled knowledge, our next step was developing large-scale
machine learning algorithms, which can learn meaningful representations from the
available information. Considering the cost of labelling such a large knowledge
base, we designed unsupervised video parsing algorithms. Our proposed algorithm
discovered emerging patterns from the videos. It learned objects and their dynam-
ics as well as the activities humans perform.
Learning semantic representations of objects and activities from large-scale col-
lection of videos, resulted in an ambitious question. “Can we go from instructional
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videos to physical robot plans?”. Main rationale behind asking this question was
the availability of very large collections of instructional videos in YouTube. For
example, there are 200 thousand videos only to describe how to make a poached
egg?. Such an end-to-end system requires solving the domain shift between plan-
ning knowledge and perception knowledge. Moreover, we proposed a domain adap-
tation algorithm for this purpose and showed a successful robot plans generated
completely from large-scale data with no human supervision.
Our final step was handling the common challenge of all data-driven systems,
unknowns. Since none of the knowledge-bases are complete, all data-driven systems
will eventually face an environment they never saw. We believe the key to handle
this is explicitly modeling uncertainty. We proposed an estimation algorithm to
explicitly model uncertainty.
Using all these methods, we showed a successful demonstration of robots di-
rectly going from unsupervised large-scale data to physically plausible plans in
collaboration with humans. Our demonstrations showed a promising direction but
we believe there is still a long way to go. In the rest of this section, we discuss the
next steps in this ambitious aim.
One big challenge is natural language processing. Within the scope of this
thesis, we used very primitive algorithms to parse and understand natural lan-
guage. We even used a limited human supervision in some of the applications. We
believe it is possible to develop very expressive natural language representations
for robotics. The key difference to existing natural language processing methods
is the representations need to be multi-domain. For example, the representation
of “Cup” not only includes its language properties but also physical and visual
properties. In other words, we need joint representations of the words to be used
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in robotics.
Yet another challenge is the necessity to model common-sense. We all know
that butter is most likely to be found in the fridge and screwdriver is probably in
the garage. However, we never explicitly mention this kind of knowledge neither
in our written text nor in our instructional videos. Hence, we need algorithms,
which can learn these common-sense concepts. We hypothesize this is possible
by personal robots constantly gathering information from our houses and sharing
with them. Sharing is a key here since it is not tractable for a single robot to learn
the entire human common-sense in a tractable amount of time.
In summary, we studied the problem of robot perception in this dissertation
with a focus on large-scale learning approaches. We showed that large-scale data
is extremely useful for robots as long as it satisfy a few properties like being multi-
modal, multi-domains and physically grounded. We further showed that visual
data have strong structural priors like structural diversity, consistency and hier-
archy. We developed unsupervised and multi-domain machine learning algorithms
using this priors resulting in state-of-the-art performance in many robot perception
tasks. After all, we believe we will be able to answer the aforementioned question
with a definite “yes” as long as we continue to exploit the structure and share the
representations.
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