INTRODUCTION
This paper is concerned with the development of the Plancherel transform on the nilpotent part of the complex simple group of type G2 and its application to some problems in the representation theory of G2. The impetus for this investigation was supplied by the results of Kunze and Stein [13] concerning the construction of intertwining operators for the equivalent representations in the (nondegenerate) principal series of unitary representations on a complex semisimple Lie group G. These representations P(-, x) can be described as induced from unitary characters x of a maximal solvable subgroup P of G, and can be conveniently realized as multiplier representations acting in the space L2(V) where V is a maximal nilpotent subgroup of G which we shall call the nilpotent part of G. It is a result of Bruhat that the representations corresponding to yi and X2 are unitarily equivalent if and only if they are conjugate under the Weyl group ; i.e., pxx = X2 f°r some element /» of the Weyl group. In the case when/» is a simple Weyl reflection, sayp,, Kunze and Stein were able to construct explicit intertwining operators A(p}, y); i.e., for the simple Weyl reflections px,...,pT, A(p¡, X)T(-, y) = P(-, p,x)¿(Pi, x)-They then showed that the problem of constructing intertwining operators for general elements of the Weyl group could be reduced to the specific case of the rank two simple groups; namely, the classical groups SL (3, C) and Sp (2, C) and the exceptional group G2. In particular they had to establish for each of these three groups the validity of an operator equation-the so-called intertwining equation-involving the operators A(px, x) and A(p2, x)-For the case of the classical groups the result was obtained by finding commutative families of operators involving certain products of A(px, x) and A(pi, y); but for G2 no commutative families could be found and the intertwining equation was established by "normalizing" the intertwining operators A(px, x) and A(p2, v) and using the result of Bruhat on the irreducibility of those representations P(-, x) in general position. The existence of commutative families is of significant independent interest because they are used to analytically continue the principal series. Since for the classical rank two groups the Plancherel transform of V was the basis of the initial stage in the proof of existence of commutative families, it seemed likely that the Plancherel transform on the nilpotent part of G2 should be investigated.
Let us now describe the content of this paper. In Chapter I we follow the wellknown procedure for realizing the Lie algebra (Lie group) of type G2 as a subalgebra © of the linear Lie algebra gl (7, C) (closed subgroup G of the general linear group GL (7, C) ). In §1 we recall the formulation of the Cayley algebra over the complex numbers, and in §2 realize © by means of a faithful representation of the derivation algebra. In §3 we obtain a convenient root space decomposition for © and an explicit formulation of the action of the Weyl group of ©. In §4 we set down criteria for determining when a 7 x 7 matrix is in G, and in §5 we compute various subgroups of G; namely, the nilpotent part V, the maximal solvable subgroup B, the Cartan subgroup C, the maximal compact subgroup K. We also write down representatives in K for the Weyl group of G and point out that the subgroups C and V together with the simple Weyl reflections p and q generate G.
In Chapter II we construct the Plancherel transform on the group V, which is of complex dimension six. The organization is as follows: §1 reviews some prerequisite notions; in §2 we find all the irreducible unitary representations of V; in §3 we determine the Plancherel transform and state the Plancherel-theorem ; and in §4 we compute the resulting decomposition of the left and right regular representations, the Plancherel transform of an important representation of C, and we outline a proof of the ontoness of the Plancherel transform.
It is appropriate here to point out that the harmonic analysis of Kis significantly more complicated than that of the nilpotent parts of the rank two classical groups. For one thing the representations of V involved in the Plancherel transform are induced in two stages rather than one. This unfortunate structure is manifested in a Plancherel transform which is quite far removed from the ordinary Fourier transform of the complex plane. In the end, one can see that the basic complication is that the representations involved when restricted to the two generating complex one-parameter subgroups of V do not separate into multiplication operators and translation operators respectively.
Chapter III is devoted to representation theory of G2, in particular to applications of the Placherel transform. In §1 we describe the principal series and determine the explicit operators corresponding to a set of generators for G. We are able to compute the commuting algebra of the restriction of the principal series to the maximal solvable subgroup H= CV. However, the Plancherel transforms of the operators T(p, x) and T(q, x) must be evaluated before the analogous problem can be attacked on any properly larger subgroup of G. In §2 we consider the intertwining operators mentioned at the outset and show that there is a natural candidate for a commutative family. Although we can evaluate the Plancherel transforms of the operators, we do not see at this time a proof of commutativity.
In §3 we exhibit two complementary series of representations of G.
Finally, I would like to acknowledge my indebtedness to Professor Ray A. Kunze for his constant advice and assistance.
1. The Cayley algebra stf. In this section we recall the pertinent facts about the Cayley algebra over the complex numbers C.
By a quaternion algebra over C we mean a four-dimensional algebra Q over C having an ordered basis {l,ux, u2, u3} relative to which the multiplication table is u,uk = U[ = -uku, for a cyclic permutation (jkl) of (123); uf = -I forj = 1, 2, 3.
We shall write Q = {l,ux, u2, u3} to mean that Q is a quaternion algebra with the indicated ordered basis satisfying (1.1.1).
As in [9] we define a Cayley algebra over C to be an algebra stf generated over a quaternion algebra Q = {\, ux, u2, u3} by two elements w4 and 1, where multiplication is given as follows: With z=qx+q2ui and w = rx +r2ui in stf (where qx, q2, rx, r2 e Q), we have
where q -> q denotes the involutive anti-automorphism of Q defined by
stf is an eight-dimensional nonassociative algebra over C which is alternative in the sense that z2w = z(zw) and wz2 = (wz)z for all z, w e stf. We shall call the ordered basis (1.1.3) U0 = 1, Ux, U2, U3, W4, W5 = UxUi, u6 = U2Ui, un = H3U4 of stf a standard basis (relative to Q = {1, ux, u2, u3}).
The most important subspace of stf for our purposes is the subspace 88 generated by the elements ux,..., u7 of the standard basis (1.1.3). J1 may also be described as the subspace of s/ generated by all commutators [z, w] = zw -wz in stf. In 3S we consider the symmetric two-form ( •, ■ ) defined by 7 77 (1.1.4) (z, w) = 2 ziwi where z = ¿ ziui, w = 2 w'u' (Zl> Wj e ^' j=i j=i ¡=1
There is also a critical skew-symmetric three-form TonâS defined by (1.1.5) T(u, z, w) = \(u, [z, w] ) for u, z, w e 36.
An appropriate reference for the above material is [9] .
2. The Lie algebra © of type G2. As is well known, the simple complex Lie algebra of type G2 in the Cartan classification can be realized as the derivation algebra of the Cayley algebra stf. In this section we capitalize on this to obtain the simple Lie algebra of type G2 as a Lie algebra © of 7 x 7 complex matrices for which a rootspace decomposition is readily exhibited. (ii) P(Pz, w, u) = -T(z, Dw, u)-T(z, w, Du), for all z, w,ue38, where (■, ■) is the two-form (1.1.4) and T is the three-form (1.1.5).
One observes from the form of the elements of the standard basis that the linear transformations in 2' are uniquely determined by their action on ux, u2, and zz4. In [9] it is shown that a linear transformation D: acts on Ux, u2, and w4 as follows: From this, it is easy to compute the matrix of D e 2' in the standard basis ux,..., u7 of SS. Indeed, let ©' denote the Lie algebra of complex 7x7 matrices X' which represent linear transformations in 2' relative to the standard basis of SS. A matrix X' is in ©' if and only if it has the form p3,..., p7, vs, v6 , v7 e C. In particular, ©' is 14-dimensional over C. ©' is, in point of fact, a simple Lie algebra of type G2, but to obtain an explicit root space decomposition it is convenient to consider a conjugate Lie algebra. To this end we define a new basis vx,..., v7 of 88 by (1.2.3)
where i=\/-l, and ux,...,u7 is the standard basis of coordinate change is
The matrix of this
(where I3 is the 3 x 3 unit matrix), which is seen to be unitary. We consider the Lie algebra © = p-i®'P conjugate to ©' in GL (7, C) . By multiplication of the matrices involved and a change of coordinates, one obtains the following form for the elements X=P~1X'P of © (with X' given by (1.2.2)): where zx,..., z6, wx,..., we, hx, «2 e C.
We state three categorizations of © in the following theorem: Theorem 1.2.1.
(1) © is the complex Lie algebra of all 7x7 matrices which represent the restrictions of derivations of stf to the subspace 88, relative to the basis vx,..., v7 of 88 given by (1.2.3).
(2) © consists of all matrices (1.2.5) with zx,..., z6, wit..., w6, hx, h2 e C. where vit..., »7 " i«e mjmo/ basis for C (i.e., v¡ is a column vector with 1 /« the jth entry and 0 elsewhere), pf,..., t»? z'i i/ze corresponding dual basis, and the wedgeproduct is that of the exterior algebra ofC. Then © consists of those complex 7x7 matrices X for which the following two conditions hold: (a) XS= -S*X (where lX denotes the matrix transpose to X). 3. A root space decomposition of ©. We establish some notation: Let e}(j= 1, 2, 3) denote the usual basis for C3 (i.e., e¡ is a column vector withy'th entry equal to 1 and all other entries 0); let Eik (j, k=l, 2, 3) denote the usual elementary 3x3 matrices (i.e., Ejk has 1 as its y'/cth entry and 0 in all other entries); and let 77, 7=1,2, 3) denote the 7 x 7 matrix The proof is straightforward. In fact one verifies that § is a maximal abelian subalgebra of®, that £> together with the matrices E±dj and Edj_dk span @, and that one indeed has [H,Eldj}= ±djE±dl and
As simple roots we choose a= -dx, ß = dx -d2; hence, relative to the lexicographical ordering of the dual (see [11, p. 119] ) the complete set of positive roots is a = -dx, ß = dx-d2, a + ß = -d2, 2a + /J = d3, 3a + /3 = d3 -dx, 3a+ 2/3 = d3 -d2.
(1.3.1) (It is now clear, by the way, that © is a simple complex Lie algebra of type G2.) Let S3 denote the nilpotent subalgebra of © generated by those root vectors corresponding to negative roots. 58 has a basis composed of the matrices
relative to which the multiplication (1.3.7) © = 33 © 33.
We conclude this section with a discussion of the Weyl group of ©. The Killing form B is nondegenerate on §, so for each f e §* (the dual of ©), there exists a unique H(e $ such that B(H, Ht) = Ç(H) for all 77 e Q. Thus, there is a symmetric bilinear form on §*, defined by (|||') = P(77i, 77r) for all £, f e §*, which has the property that its restriction to the real subspace 31* spanned by the roots is a real inner product on 31*. The simple Weyl reflections pa and pe, which are in the orthogonal group of this inner product, are the linear transformations of 3Í* defined by PAO = £-2({\a)a/(a\a), PAO = {-2(i\ß)ßKß\ß) for all f e 31*. pa and pß generate a group 33 of order twelve called the Weyl group of ©, which is isomorphic to the symmetry group of a hexagon. The relations on the generators of SB are (1. 3.9) p2a=pl = e, (papey = e, e being the identity of 233.
We can choose convenient coordinates in 3t* to explicitly formulate the action of 23. In fact, parametrize 31* as follows: If f e3I*, there exists a unique triple (ji, s2, s3) of real numbers such that Sx+s2 + s3 = 0 and £ = sxdx+s2d2 + s3d3 (recall that dx, d2, d3= -(dx + d2) are roots). Thus, we identify f with the triple (sx, s2, s3);
i.e., 3t* = {f = (j1,j2,j3)eP3 | ^+52 + ^ = 0}. Since (=(slt s2, s3)= -3(sx + s2)a -(sx + 2s2)ß, we have
(see [11, p. 116, equation (18) ]). From (1.3.8) and (1.3.10) one computes that (1.3.11) pa(Sx, S2, S3) = (-S1} -S3, -S2), pB(Sx, S2, S3) = (S2, Sx, s3).
Finally, since $* = %* +ffl*, we can extend the action of 233 to §* by the definition p(C+ir¡)=p(¿;) + ip(r¡) for all /» e 2B, and f, t/ e 31*. We can then parametrize the elements of §* by triples (sx, s2, s3) e C3 such that 51 + i2 + J3 = 0 in the same fashion as above, and the Weyl group acts on these triples according to the same formulae (1.3.11). 4 . The Lie group G of type G2. The automorphism group of the Cayley algebra stf is a simple complex Lie group of type G2, for its Lie algebra is the derivation algebra of stf. As for derivations, an automorphism A of stf is uniquely determined by its restriction to the subspace J1; i.e., A -> A\# is a faithful representation of the automorphism group. The range of this restriction map is determined by the following proposition. The proof of this result is quite analogous to that of Proposition 1.2.1 and can be found in [10] .
Let © be the Lie algebra categorized in Theorem 1.2.1. With the notation ofthat theorem preserved, we have its group-theoretic analogue: Theorem 1.4.1. Let G denote the group of complex 1x1 matrices which represent automorphisms of stf (restricted to 88) in the basis vx,..., v7 of 88. Then
(1) G is a simple complex Lie group whose Lie algebra is ©.
(2) Let S and T be as in Theorem 1.2.1. Then G consists of all complex 1x1 matrices A which satisfy the following two conditions:
(a) A leaves the symmetric bilinear form of S invariant; i.e., lASA=S.
(h) A leaves the skew-symmetric form T invariant; i.e., T(Au, Av, Aw) = T (u, v, w) for all u,v,we C.
(3) G is a closed connected subgroup of the group SL (7, C) of complex 1x1 matrices of determinant one.
Proof. (1) 3) of 88. That G is closed in GL (7, C) is evident from (2). In [10] it is shown that the automorphism group of stf is algebraically simple; i.e., G contains no nontrivial normal subgroups, and is therefore connected. By part (a) of (2), G is a subgroup of the orthogonal group of the form determined by 5; thus, since G is connected all the matrices in G must have determinant one. This completes the proof of (3).
5. Some subgroups of G. Let 33, 9Î, ¿p, and 33 be the subalgebras of © determined in §3, and let V, N, C, and B be the respective analytic subgroups of G.
We first compute V. Let X=zxXx H-+z6Xe be the typical element (1. e(vx, ...,»6)_1 = v(wx,...,we) , = -v3 + vxv2, W4 = -Vi, Wx = -Vx, w2 = -v2, w3
Having found V it is clear from (1.3.5) that N = f V; i.e.,
(1.5.5) N= {« = lv\ ve V}.
Since the Cartan subalgebra © of Theorem 1.3.1 consists of the diagonal matrices r7=diag (0, dx, d2, d3, -dx, -d2, -d3) with dx + d2 + d3 = 0, the analytic subgroup C of G whose Lie algebra is .£ consists precisely of the diagonal matrices (1.5.6) c = c(cx, c2) = diag (1, cx, c2, c3; cf1, c^1, c3_1) with cxc2c3=l.
To find the analytic subgroup B whose Lie algebra is the subalgebra 33 of (1.3.6), we notice that C n N={e} and cNc^N for all ceC. Thus C/V is a closed connected subgroup of G (namely, a semidirect product of C and N), and since its Lie algebra is spanned by § and 9Î we have (1.5.7) B = CN.
Next, consider the following collection of elements of © :
(i) The real subspace 31 of S generated by the two matrices Ha = (H2 + H3-2Hx)/24 and 77/î = (7/1-772)/8. (We refer to the discussion preceding (1.3.8).) (1.5.8) (ii) The elements W¡■ = Edj + P_ d¡ and Uj = i(Edj -E_df) where j=\, 2, 3, i=\/-l, and E±dj are defined in Theorem 1.3.1.
(iii) The elements Yjk = Edl_dk-Edk_df and
where j < k and j, k = 1, 2, 3.
Then we have :
is a compact real form of®. (See [8, Chapter II, § §5 and 6, and Chapter III, §6] .) (b) With © considered as a real Lie algebra, we have @K = © n su (7, C) , where su (7, C) is the Lie algebra (over R) of the special unitary group SU (7, C); i.e., su (7, C) consists of all complex 7x7 matrices X such that X= -lX and tr^= 0.
(c) The analytic subgroup K of G whose Lie algebra is <3K is a maximal compact subgroup of G and, in fact, K=G n SU (7, C).
Proof, (a) &K is a real subalgebra of © on which the Killing form is negative definite. Hence by [8, II, Proposition 6.6] it follows that &K is compact. Since © = ©# + /©#, @A-is a compact real form. As for (b), one observes that ©a-c su (7, C) n ©, and since ©K is a maximal compact subalgebra of ©, ©K = su (7, C) n ©. To see (c), we note that A is a maximal compact subgroup of G [8, VI, §2] which is contained in the compact group G n SU (7, C) . Thus K= G n SU (7, C) .
Let M denote the subgroup of A whose Lie algebra is z'3i, and M', its normalizer in A. Then the Weyl group 2B defined in §3 can be identified with the quotient group M'/M. (See [8, VII, §2] .) The elements of M' act on §* by the dual of the adjoint representation of M' acting on §; in fact, for £ e £>*,/» e M', one defines püeíQ* by Ad (p)Hi = Hpi. In this way, the elements of M' (viewed as coset representatives for M'/M) act as orthogonal linear transformations (relative to the symmetric form of §3) on $*. By means of a straightforward computation, which is based on knowing 77a and 77^ for the simple roots a and ß, one can explicitly compute M'. Indeed, the linear transformations pa and pB given by (1. 3.8) Bruhat's lemma (see, e.g., [5] ), framed in terms of the set 5 above and the maximal solvable subgroup B of (1.5.7), says that G = [Jres BrB. From this fact together with (1.5.12), (1.5.7), and (1.5.11) we see that we have: Theorem 1.5.2. G is generated by the subgroups C and V together with the elements p and q of S.
We conclude with a structural theorem which follows from Bruhat's lemma.
Theorem 1.5.3. BV is an open subset of G whose complement is a set of Haar measure zero.
For a proof, we refer to [6, Exposé 15] .
Chapter II. Harmonic Analysis on the Nilpotent Part V of G 1. Preliminaries.
We introduce here the terminology, notation, and basic concepts and theorems of use in the succeeding sections.
If A' is a second countable, locally compact Hausdorff space, m a regular Borel measure on X, and 77 a separable Hubert space, we define L2(X, 77, m) to be the Hubert space of all (weakly) measurable functions/: X-^-77 (modulo null functions) such that jx ||/(x)||2 dm(x) <oo. If 77 is one-dimensional we delete H from the notation, and if X is a topological group and m is a Haar measure we drop m from the notation. We shall call an operator A on L2(X, 77, m) a (generalized) multiplication operator if for each fe L2(X, 77, m) (Af)(x) = A(x)(f(x)) a.e., where x -»■ A(x) is a (weakly) measurable operator-valued function on X. In some cases we shall write r© A = A(x) dm (x) and call A the direct integral of the operator-valued function. A lemma of major importance in the sequel is the following:
Lemma 2.1.1. Let Rn denote n-dimensional Euclidean space with the usual inner product, let m denote Lebesgue measure on Rn, K a separable Hilbert space, and H=L2(Rn, K). Denote by Ma and ra the unitary operators on H defined for each aeRn as follows: For fe H,(Maf)(x)=[exp i(a, x)]f(x) a.e., and (raf)(x) = f(x + a) a.e. We then have the following properties, which are classical theorems when K is one-dimensional:
(a) If A is a bounded operator on H which commutes with all the operators Ma, then A is the direct integral of some operator-valued function x-> A(x) on Rn.
(b) If, in addition, A also commutes with all the operators ra, then x -> A(x) is essentially constant; i.e., there is a bounded operator A0 on K such that A(x) = A0 a.e.
One need only utilize the proof in [15, p. 352] together with the uniqueness of the Fourier transform on Rn to prove (a). As for (b), one reduces the problem to the scalar case by considering the matrix entries of A(x).
As a final remark on vector-valued L2 spaces, we shall make use of the identification of the Hilbert spaces L2(XX x X2, mx x m2) and L2(XX, L2(X2, m2), mx) given by the unitary map/-*-/where (f(xx))(x2)=f(xx, x2). Next, we consider some ideas in representation theory. Throughout this chapter, the term representation shall mean a strongly continuous unitary representation acting in a Hilbert space.
If G is a locally compact group, N a closed subgroup, and U a representation of N, there is a way of constructing a representation of G, called the representation induced by U, from the representation U of N. For the general definition of induced representation we refer to [1] . In the case of principal interest for the study at hand G is separable and all its subgroups are unimodular, N is normal, and G=NB is the semidirect product of A' and a subgroup B. In this case, the representation of G induced by the representation U of N is equivalent to a multiplier representation T acting in L2(B, H), where H is the space of U, by the formula
Conversely, as a consequence of Mackey's imprimitivity theorem (see, for example, [2]) every multiplier representation of G is induced. That is to say, if T is a representation of G = NB acting in L2(B, H) by the formula (T(x0)f)(b) = a(b, x0)(f ( bb0)) a.e., where x0 = n0b0 and b -> a(b, x0) is a measurable operator-valued function on B, then there is a representation U of N in H such that Tis unitarily equivalent to a representation of the form (2.1.1).
The following lemmas are standard and are easily proven from (2.1.1).
Lemma 2.1.2. If the representation T induced by U is irreducible, then V is necessarily irreducible.
Lemma 2.1.3. Suppose G = NB as above. Let T be the representation of G induced by a representation U of N; let b e B be fixed, </> the conjugation of N defined by (f>(ri) = bnb~1; and let 0 be the representation of N defined by 0= U ° </>. Then T is unitarily equivalent to the representation T of G induced by 0; in fact, LT= TL where L is the unitary operator on L2(B, H), H being the space of U, defined by (Lf)(b)=f(bb),a.e.
We conclude this section by reviewing some representation theory of the simplest nonabelian nilpotent complex Lie group. This is the group Y of all upper triangular unipotent complex 3x3 matrices (1 zi zz\ 0 1 z2 . 0 0 1/ We shall call T the standard 3-dimensional nilpotent group. F has two generating complex one-parameter subgroups consisting respectively of the matrices o¡(z) = y(z, 0, 0) and ß(z) = y(0, z, 0); the center has complex dimension one and is composed of the matrices £(z) = y(0, 0, z); and the relation which holds among these one parameter subgroups is (2.1.3) <*(s)ß(t) = l(st)ß(t)a(s) for all s,teC. Proof, (a) is an obvious consequence of (2.1.3). To prove (b) one notices that any element y(zlt z2, z3) = y of T has a unique decomposition as y = t,(z3)ß(z2)a(zx). One then defines P by P(y) = [exp i Re (Xz3)]B(z2)A(zx), and makes the necessary verification using (2.1.6).
The operator equation (2.1.6) is known as the Stone-von Neumann equation, the solution to which is given by the following lemma. For its proof we refer to [3] .
Lemma 2.1.5 (Stone-von Neumann). Let A and B be complex one-parameter groups of unitary operators in H which satisfy (2.1.6) with A^O. Then there exists a separable Hilbert space K and a unitary map í> : 77 -*■ P2(C, K) such that <t>A(s)<I> '1 = ts and <PP(s)<P "1 = MAS for all seC, where M and t are complex one-parameter groups of unitary operators on L2(C, K) defined for aeC andfe L2(C, K) by
As a combination of the two preceding lemmas we have :
Lemma 2.1.6. Let Tbe a representation of F in the space H satisfying (2.1.5) with A#0. Then there exists a separable Hilbert space K and a unitarily equivalent representation T acting in L\C, K) such that T(y(t, 0, 0)) = r, and f(y(0, t, 0)) = A/A(-for all t e C. Thus, for fe L2(C, K) one has (f(y(tx, h, t3))f)(z) = {exp i Re [A(z3 + t2z)]}f(z + fl) a.e.
The irreducible representations.
In [12] Kirillov has shown how to compute all the irreducible representations of a simply-connected, connected, nilpotent real Lie group. One can slightly modify Kirillov's technique to get the same construction in the case of complex Lie groups. In this section we perform this construction for the nilpotent part of G2, i.e., for the simply connected, connected, nilpotent complex Lie group V consisting of the matrices v of (1. The subgroup of F generated by V2 and Vs consists of the elements v (0,v2,0,0,v5,ve) , and is isomorphic to the standard three-dimensional nilpotent group T under the map v(0, v2, 0, 0, v5, v6) -> y(v2, v5, v6) .
Let P be an irreducible representation of V in the space H. T acts by scalars on Z. Let us suppose Pis not trivial on Z; i.e., there is a A^0 in Csuch that (2.2.8)
T(ve) = exp i Re (Xv6)I for all ve e Z.
(Note that if P is trivial on Z, P is determined by a representation of the lowerdimensional group V/Z.) Thus, by considering the restriction of P to the forementioned three-dimensional subgroup one sees from Lemma 2.1.6 that H may be taken to be L2(C, A), A a separable Hilbert space, and that T(v2) = tV2, T(v5) = MAe. for all v2 e V2, v5 e V5. (We are, of course, identifying v2 and v5 with complex numbers.) Since the elements of V2 commute with those of V5, Lemma 2.1.1 shows that T(v'2) is the direct integral of an operator-valued function z -> a(v2, z) on C. From (2.2.7) one sees that P is a multiplier representation acting in L2(C, K) by (T(v)f)(z) = a(v'2, z)f(z + v2), a.e. Hence, T may be realized as a representation induced by a representation U of V2; i.e., according to formula (2.1.1) T(v) acts on/GP2(C,A)as (2.2.9)
[July here we have written z for the element v(0, z, 0, 0, 0, 0) of V2. By Lemma 2.1.2, U is irreducible.
Thus, the problem of computing all the irreducible representations T of V satisfying (2.2.8) with A^O reduces to the problem of computing all irreducible representations U of the subgroup V2 which act on Z by formula (2.2.8) and induce mutually inequivalent representations of V. Now, V2 has its center generated by V5 and Z. Thus, there is a p e C such that U(v5v6) = exp i Re {pvs + Xv6}I for all va e K5, i>6 e Z. Next, apply Lemma 2.1.3 with N= V2, B= V2 and b = v(0, -p/X, 0, 0, 0, 0) e V2, from which we see that, to within unitary equivalence, we may suppose fi = 0. I.e., T is induced by an irreducible representation U of V2 which is trivial on V5 and nontrivial on Z. In Kirillov's terminology we call such representations U of V2 admissible. If U and If are inequivalent admissible representations, then the representations T and 7" of V induced by U and U' are inequivalent. For, if not there is a unitary operator A such that AT=T'A, but Tand T' agree on V2 and V5, so by Lemma 2.1.1 A is in fact the direct integral of a constant operator valued function z -» A(z) = A0. Since ,40 intertwines (7 and £/', we have established a contradiction.
Thus, it suffices to compute the inequivalent admissible representations U of V2. Let V denote the quotient group V2/V5, and let </> denote the canonical map of V2 onto V. Since U is trivial on V5, one can define a representation Û of V by the formula (2.2.10) (7° ci = (7.
K is a group of complex dimension four and has a center </>(Z) of complex dimension one. Set v = </>(v'2) = v(vx, v3, vit v6), where v'2 = v (vx, 0, v3, i>4, v5, ve) . vx, v3, vit v5 are global complex coordinates on V (i.e., V is being thought of geometrically as a slice submanifold V2). Since Û is irreducible and acts on the center of V by (2.2.8), one can apply to Û the same procedure used to reduce T. Indeed, V is the semidirect product of the normal abelian subgroup V'3={ve V \ v3 = 0} and the complex one-parameter subgroup V3={v3 = v(0, v3, 0, 0) | v3 e C}, and Û is induced by a one-dimensional representation S(u,?0 of V3 of the form The representations f/(tf,A) are inequivalent and the representations U(u-M of V2 defined by (2.2.10) exhaust all the admissible representations. Substitution of (2.2.12) into (2.2.9) and the identification of L2(C, L2(C)) with L2(C2) yield the representations T(uM of Series A.
3. The Plancherel transform. As mentioned earlier, the Plancherel transform on V can be expressed in terms of the representations rte,A) in Series A. For convenience of notation let il = {w = (p, X) e C2 | A^O}. Speaking formally, the Plancherel formula for V takes the form (2.3.1) f \</>(v)\2 * = f tr (TM(<f>)T™(<p)*) da* Jv Ja where doe = 9(2ir)~4|A|4 dXdp. I.e., the map </>-rT(<j>) takes L2(V) unitarily onto L2(Q., jf, dof) where Jf denotes the Hilbert space of Hilbert-Schmidt operators on P2(C2) and (T(<p))(w) = T{a)(<p)=$v<p(v)V0>)(v)dv. This mapping is called the Plancherel transform on V and doj, the Plancherel measure. The fact that the Plancherel transform for a simply-connected, connected nilpotent real Lie group can be exhibited explicitly was first shown by Dixmier [7] , and reformulated by Kirillov [12] . Although one can develop the Plancherel transform for V by either of these general techniques, we choose a more classical computational approach here. We note that whenever / is a continuous function, (a>, v, Ç) -> (Tia)(v)f)(Ç) is continuous.
As is well known, one extends P(m) to the "group ring" V-(V) by the formula r<°>i» = f </>(v)T^(v) dv for <f> eV-(V). <f> -* TiCú)(<p) is a *-representation of the algebra T-^F). It plays the role of the "Fourier transform of <f> evaluated at cu." By an application of Fubini's theorem on the double integral (Tm(<f>)f\g), and the dominated convergence theorem, one sees that
is a continuous function whenever fe C0(C2) = {continuous functions on C2 with compact support}. Thus, forfe C0(C2), <p e L\V),
If <f> is a function on V, let us adopt the notation <f>* for the expression of <f> in coordinates vu..., v6; and let us denote by S=S(V) the class of functions <f> on V for which </>* is in Schwartz' class of infinitely differentiable functions on Ä12, all of whose derivatives vanish at infinity faster than any rational function.
Lemma 2.3.1. For </> e S,fe C0(C2), (2.3.4) (T^(</>)f)(z, hO = f Kf\z, w; v2, v3)f(v2, v3) dv2 dv3
where Kf\z, w; v2, tig) = | </>* (vx, v2-z, v3-w-vxz, tj4, v5, v6) from which it follows that JC2 \K^)(z, w; z,w)\ dz dw < co, so P(w)(<£) has finite trace.
It is now clear how to make rigorous sense out of formula (2.3.1). Indeed, for <j> e S, the function w -> || A^H! is measurable on £2 and tr(P(»>(<A)T(raW) = ¡Aril iThus, one must show that the measure dw on Q. has the property that (2.3.1) holds for <f> e S and that the subspace Jt = {T(<p) | <f> e S) is dense in L2(Q, Cff, dw). We begin with the following standard lemma.
Lemma 2.3.3. If the inversion formula (2. 3.6) <f>(e) = f tr (T^(</>)) dw Ja holds for all </> e S (where e = i»(0,..., 0) is the identity element of V), then the Plancherel formula (2.3.1) holds for all <pe S.
Proof. For <f> e S define </>* by <f>*(v) = </>(v ~x). Then, assuming (2.3.6), we get f \</>(v)\2dv = (</>*</>*)(e) = f tr (T^(<f> * </>*)) dw = f tr (T«°X4>)Ti0>X<l>)*)dw, Jv Ja Ja which is (2.3.1).
Lemma 2.3.4. Let í/üj = 9(2tt)-4|A|4 dX dp. Then for any <f>eS the function w -> tr (P<w)(<?»)) is absolutely integrable with respect to dw and (2.3.6) holds.
Proof. Let </> e S. Then tr (P(<0)(£))=jc2 K^\z, w; z, w) dz dw with A<¿» as in (2.3.5). Define </r by ip(vx, z, f4, z>5, ve) = </>^ (vx, 0, -vxz, t>4, t»6, v6) . As a function of the five displayed variables <p is in Schwartz's class on C5, and Thus, tr (PtoW) = f ajx%x%&e>/>)(p-Mw2, Z, -9Avv, Xz, X) dz dw.
Jc2
f |tr (P(0)(<¿))| dw S f f |3ri3f4g556-A(^-3Avv2, z, -9Xw, Xz, X)\ dz dw \X\2 dX dp Ja JaJc2 which is finite because SiSéSsSe1/' can be majorized by the multiplicative inverse of a polynomial in z, w, X, p. of sufficiently high degree. Thus, w -> tr (P(m)(<£)) is absolutely integrable. The remainder of the proof involves an iteration of the Plancherel formula on the additive group of C; i.e., the formula MVx, ■ ■ ; Vj-i, 0, Vj + 1, ...,V6) = (2n) 1 j (3^»)(i»!, . . ., Vj_x, U vi + 1,..., ve) dt, which holds for <f> e S. Let <jt be as above. The following computation, which completes the proof of the lemma, hinges on the fact that </<0, z, z»4, v5, v6) = >})(0, 0, i»4, t'5, v6) for all z, t '4, v5 , vs e C. Thus, with ce = 9(277)~4, f tr (T^(</>)) dw = a f tr (P<W'A)(<7>)) \X\*dXdp Ja Je2 = « jci (QxÍ5^S6'P)(p-3Xw2, z, -9Xw, Az, A) |A|4 dz dw dp dX = I jcl (%i%SS*l>)(p, A"1*, h>, z, A) dz dw dp dX = 1 (27ra) J (S455g60)(O, A"1*, w, z, A) <fe </w dX = 1 (2™) J" (3f43rB3f60)(O, 0, w, z, A) dz dw dX = <A(0, 0, 0, 0, 0) = 4>(e)-Theorem 2.3.1 (Plancherel theorem for V). For each <f> e S and w e Q, T<0,X<f>) e X, the Hilbert space of Hilbert-Schmidt operators on L2(C2), Pto)(<¿) is of trace class, and the function T(<j>) defined by T(</>)(w) = P(ra)(<?>) is in P2(_, Jf, dw) where dw = a |A|4 dX dp and a = 9(2-rr)~i. Furthermore, the mapping </> -> T(</>) is an isometry of S (as a subspace ofL2(V)) onto a dense subspace Ji ofL2(Cl, X~, dw), and thus extends by continuity to a unitary map, the Plancherel transform, ofL2(V) onto L2(Q., Jf, dw).
Remark. For computational reasons it will often be convenient to alter the form of the Plancherel transform by making the canonical identification of JT with P2(C4). This identifies the Hilbert-Schmidt operator T(w\</>) with its HilbertSchmidt kernel A^' given by Lemma 2.3.1. It is often a further convenience to identify P2(ü, $f, dw) with L2(Q x C4, dw x dt) where dt denotes Lebesgue measure on C4. This latter convention identifies T((f>) with the function Ké on Í2 x C4. Thus, we set <¡> = K$ and allow the ambiguity of calling the map <£->? the Plancherel transform. One can then interpret the Plancherel transform as a map from functions on C6 to functions on C6; indeed, (2.3.7) fo, A; z, w; 11,) - Kf-»(z, w;Ç,v) with KfM given by (2.3.5).
As for the proof of Theorem 2.3.1, all that remains is to prove that M is dense in P2(Q, X, dw). This follows from the general result for nilpotent groups (see [7, Theorem 4] ), but we shall in the next section prove directly that the operator in L2(Q, $f, dw) of projection onto the closure of Ji is in fact the identity operator. For now, let us simply proceed as if </> -> <p is unitary.
4. Some specific transforms. It is, of course, well known that the Plancherel transform "decomposes" the left and right regular representations of a group. In the next theorem we determine the explicit form of this direct integral decomposition of the regular representations of V. Toward this end we regard the range of the Plancherel transform </>-y^.as H=L2(Q; L2(C2, dz dw) <g> L2(C2, d£ dr¡);dof); i.e., we think of the function c6 of (2.3.7) as a vector-valued function on Í2 whose values are functions on the product space C2 x C2.
The left and right regular representations L and R of Kare defined on L2(V) by Proof. We prove (2.4.3), the other formula being similarly derived. Let </> e S, v = v(vx, ...,Ve)eV, and/e C0(C2). As is well known T(a)(R(v)</>) = TUa)((/>)TUú)(v-1).
Thus, by Lemma 2.3.1, 
I.e., [R(v)4](oj) = [Ix ® T(-*Xv)](j,(a>)). This proves (2.4.3).
Next we consider a representation c -> Dc of the Cartan subgroup C of G which acts in P2(F). This representation may be thought of as the analogue for F of the representation of the additive group of C by multiplicative dilations. More specifically, the elements c = c(cx,c2) of C are given by matrices (1.5.6) and those v = v(vx, ■ ■., ve) of V by (1.5.2). C acts on V by conjugation; i.e., for c e C, v e V, c~1vce V. In fact, for all c = c(cx, c2) e C,v e V.
Proof. The identity (2.4.9) is easily verified from (2.3.2).
Lemma 2.4.1 allows us to compute the representation D. We first, however, develop some notation. Let Hx =L2(Q, dw), H2 = L2(C2, dz dw), H3 = L2(C2, d£ dr¡), and identify P2(ü x C4, dw x dz dw de, drj) with 77j <g> 7/2 (g) 773. Let us now return to the proof of Theorem 2.3.1 in which we left hanging the proof of the ontoness of the Plancherel transform, or equivalently, the denseness of M in H=L2(£l, X", dw). Let P denote the projection operator in H with the closure of JÍ as range. The representations L, R, and D leave 5 invariant. Thus, the representations L, R, and D on H (rather Hubert spaces canonically identified with H) commute with P. We shall see that this forces P to be the identity operator on H; or in other words, Ji is dense.
First, identify H with HX®H2 where Hx=L2(C3,\X\i dXd£ dr¡), H2 = L2(C3, dp dz dw). Since P commutes with the operators R(v(0, 0, 0, t>4, va, v6) ) for all vt, vs, v6 e C, it follows from Lemma 2.1.1, (a), that P decomposes as follows :
There is an operator-valued function (A, Ç, rj) -> P(X, f, -n) such that for </>x e Hx, <j>2 e H2 one has (P(4>x ® </>2))(x, î,r,P, z, w) = MX, f, v)(P(x, f, v)<f>2)(p, z, w).
Next, one uses the fact that P commutes with 7?(KO, v2, v3, 0, 0, 0)) for all v2, v3 e C, together with a slight variant of Lemma 2.1.1, (b), to see that the operator-valued function X^P(X, i,r¡) is essentially constant; say P(X, f, t])=P(X), a.e. (£, r¡). I.e., for </>x e Hx, <j>2 e H2, one has that (P(<t>i ® <t>2))(X, f,v;P, z, w) = </>x(X, & ij)(rWa)G*, z, w), a.e.
Thus, we may consider P as acting in the space Kx ® K2 where KX=L2(C2, d$ dr¡) and K2 = L2(Ci, |A|4 dX dp dz dw), and as we have just seen (2.4.13) p = l®p0
where I denotes the identity on Kx and P0 the projection operator on K2 defined as multiplication by the operator-valued function X->P(X). At this point we can repeat the same procedure used above with R replaced by L. This yields the fact that (2.4.14) JP0 = /®Poo where I is the identity on L\C2, dz dw) and P00 is a projection operator on L2(C2, | A|4 dpdX) defined as multiplication by an operator-valued function A->P0o(A). I.e., if 4>x e L2(C, |A|4c/A) and </>2 e L2(C, dp), we have (2. 4.15) (Poo(<f>x 0 ¿2))(/x, A) = </>x(X)(P00(X)<t>2)(p), a.e.
It remains to show that A -> -P0o(A) is essentially constant. Because P and D commute, it follows from the form (2.4.10) of Dc that P00 and Fc commute for all ceC. In other words, Poo(X)=P00(Xcxc2), a.e. X. Since cx and c2 are arbitrary nonzero numbers, it follows from the multiplicative version of Lemma 2.1.1, (a), that there is a fixed operator P' on L2(C, dp) such that P00(X)=P' a.e. Hence, from (2.4.13), (2.4.14), and (2.4.15) we see that P=I® P', where I denotes the identity on L2(C5, |A|* dX d£ dr¡ dz dw) and P' is some projection operator on L2(C, dp). So, [July in order to complete the proof of Theorem 2.3.1 it is sufficient to show that P' is the identity operator. To see that this is the case, one observes that since P commutes with R(v(i\, 0, 0, 0, 0, 0) ) for all Vx e C, it follows from Lemma 2.1.1, (a), that P' is multiplication by a scalar-function p^-p(p). On the other hand, since P commutes with D, for each nonzero Cj e C we have p(p)=p(pcx), a.e. p. Again it follows from the multiplicative version of Lemma 2.1.1, (b) , that p-^-p(p) is essentially constant; say p(p) = a a.e. However, since P' is a projection operator, /» must have the two point set {0, 1} as its essential range. It follows thatp(p)= 1 a.e., and that P' is the identity operator on P2(C, dp).
Chapter III. Representation Theory on G 1. The principal series. The principal series of representations on a complex semisimple Lie group can be formulated as the family of representations induced from unitary characters of a maximal solvable subgroup. As we have already seen, it is rewarding to realize induced representations as multiplier representations; so we now briefly explain the general setting for this realization.
Let G be a separable locally compact group with two closed subgroups B and V such that B Pi V={e) and BV= X is an open subset of G whose complement has Haar measure zero. (According to Theorem 1.5.3 these conditions hold for the group G of type G2.) Then the map (b, v) -> bv is a homeomorphism of B x V onto X, V may be identified with an open dense subset of the homogeneous space B\G, and right Haar measure drx on G is absolutely continuous with respect to a product of right Haar measures on B and V. We make this latter point more specific. Define left and right Haar measures dp and drb on B related by (3.1.0) í ñb)dfi= ¡ f(b-i)drb. For proofs of the above facts, as well as a more detailed explanation of the material to follow, we refer to [13] .
Let A be a unitary character of B. We explain how the representation of G induced by A can be realized as a multiplier representation. Let -nB and nv denote the coordinate projections of A==i?Konto B and V respectively. For each a e G, the set Then define the operator T(a, X) on L2( V) by
T(a, X) is a unitary operator on L2( V) and a -*■ T(a, X) is a unitary representation of G unitarily equivalent to the representation of G induced by A. We now specialize the preceding discussion to the group G of type G2. As we mentioned above, the role of B is played by the group B of (1.5.7) and that of V by the nilpotent part of G. The following proposition particularizes the above general facts. (ii) V is unimodular and has Haar measure dv = dvx ■ ■ ■ dv6, where v = v (vx,..., v6) as in (1.5.2). Next we elucidate the form of (3.1.5) when G is the group of type G2. As a first step we set down the action of a set of generators of G on the space V. According to Proposition 1.5.2, G is generated by the subgroups Cand F together with the simple Weyl reflections/» and q, and the action on Fis expressed by (3.1.3) and (3.1.3)'. We summarize this action in the following proposition, the validity of which is verified by straightforward multiplication of the matrices involved (viz., (1.5.2), (1.5.6), and (1.5.10)). v3v2\ Vi, tW1 )-Now that we have described explicitly the action on V, we focus on the multiplier mK in (3.1.5). Since B is the semidirect product of C and the normal subgroup N, the commutator subgroup of B is contained in N. Conversely, since it is easily verified that the generating complex one-parameter subgroups of A^ are in the commutator subgroup, one sees that N is precisely the commutator subgroup of B. Thus, if p is any character of B, N is contained in the kernel of p; i.e., the characters of B are uniquely determined by the characters of the Cartan subgroup C. One can choose very convenient homogeneous coordinates on C and the character group of C as follows: Proposition 3.1.3. Choose "homogeneous" coordinates cx,c2,c3 on C by c = c(cx, c2, c3) = c(cx, c2) as in (1.5.6), where cxc2c3=l. Then any character x of C has the form (3.1.12) x
for some triples sx, s2, s3 of complex numbers and nx, n2, n3 of integers such that sx+s2 + s3 = 0 and 0^nx + n2 + n3<3, where [z]=z/|z| denotes the amplitude of the complex number z. Set s = (sx, s2, s3)e C3, h = (nx,n2,n3)eZ3, and X = X(s,ri). Then the map (s, «) -> x(s, «) identifies {(s, ri)e C3xZ3 \ sx+s2 + s3 = 0 and 0¿ nx+n2 + n3< 3} with the character group of C, and the unitary characters correspond to those pairs for which Re (sx) = Re (s2) = Re (s3) = 0.
One can now adapt the general formula (1.3.5) to the group at hand by means of the previous two propositions. Such a procedure yields the (nondegenerate) principal series of representations of G:
The principal series of representations of G. The principal series of unitary representations a ->■ T(a, x) of G are indexed by the unitary characters X = X(s, «) of C given by Proposition 3.1.3, and act in the space L2(V) according to formulae (3.1.4) and (3.1.5). For </> eL2(V), the operators of the principal series corresponding to a set of generators for G have the explicit form :
where vc is defined by (3.1.9). (3.1.13) (iii) For p e G given by (1.5.10) and with v = (vx,...,v6) one has (T(P, xMv) -(-l)3ai+BH»il3,1-2[»i]8"l^(«#). a.e.; where vp is given by (3.1.10).
(iv) For q e G given by (1.5.10), (T(q,xWv)= |eah-i-2[t>ar»-*#of), a.e., where vq is given by (3.1.11).
Remarks. Since for any character x the restriction of P(-, y) to F is just the right regular representation, it makes sense to look at the Plancherel transform of the principal series. Thus, we want to consider the operators (1.3.14)
T(a,x) = &T(a,xW-1 at least for the generating elements a of G considered above. In point of fact the computations for the restriction of P( •, y) to the maximal solvable subgroup 77= CV were performed in §4 of Chapter II. In fact, t(v, x) = &(v) is the operator of (2.4.3), and
where Dc is given by (2.4.7) and Dc by (2.4.10).
The remaining two operators we want to know about are f(p, x) and P(<7, x), and it is here that we run into trouble. Specifically, the action v-* vp in (3.1.10) seems to be too unwieldy to computationally handle; and although the action v->vq seems to be somewhat more tractable, we have as yet been unable to evaluate t(q, x). Thus, at this point we can only analyze the restriction of the principal series to 77, but it is hoped that a more penetrating look at the operators t(q, x) and t(p, x) will answer the question of whether all the representations in the principal series are irreducible and whether their restrictions to a maximal subgroup of G are irreducible.
Theorem 3.1.1. Consider the restriction off (-, x) to the subgroup H=CV. The operators of the representation act in the space L = L2(C6, |A|4 dp dX dz dw dé, dr¡) which we identify with L2(C2;Lx <8> P2, \X\* dpdX) where Lx = L2(C2, dz dw) and where p, A^O, we have chosen the principal branch of the square root, and where A(l, 1) is any unitary operator on L\. Then the operator (3.1.17) A = f® (A(p, A) ® 72)|A|4 dp dX,
Jc2
where I2 denotes the identity operator on L2, is a commuting operator for the restriction off(-, x) to 77.; i.e., AT(cv, y) = T(cv, x)A for all c e C, v e V. Furthermore, these are all the commuting operators.
Proof. Suppose A is a unitary operator which commutes with f(cv, y) for all c e C, v e V. By the same arguments used to prove the ontoness of the Plancherel transform in §4 of Chapter II, it follows that A must be of the form (3.1.17) for some operator valued function (p, X) -» A(p, A). It is evident from the form (2. 4.3) of R that any such operator A commutes with R(v) = f(v, x) for all v e V. On the other hand, from the form (2.4.10) of Dc (and (3.1.15) ) it is clear that f(c, X)A = AT(c, x) for ce C if and only if (3.1.18) EcA(pcx, Xcxcl)Ec-^ = A(p, X) for a.e. (ft, X). It is easily verified that the operator-valued function defined by (3.1.16) satisfies (3.1.18), so the corresponding operator A is indeed a commuting operator for the restriction to H of the principal series. To see that this gives us all the commuting operators we interpret (3.1.18) as the statement that a certain measurable function on CxOis zero a.e. It then follows that (ft, A) -+ A(p, A) is essentially continuous. Hence, we may suppose that by a possible redefinition of A(p, X) on a set of measure zero, (3.1.18) holds everywhere. Evaluation of (3.1.18) at ft = 1, A = 1 shows that (3.1.16) is satisfied and completes the proof of the theorem. Remark. Let Ax be any operator on Lx commuting with the representation E of C, and think of f( ■, x) as acting in the space L0 ® Lx <g» L2, where Lx and L2 are as in the theorem and L0=L2(Q, dco). The theorem then shows that the operator A=I0 ® Ax <8> h, where I0 and I2 are the identity operators on L0 and L2 respectively, commutes with the restriction of f(-, x) to H.
2. Intertwining relations. The point of this section is to formulate a problem connected with the intertwining operators of Kunze and Stein [13] . We shall omit the computational details as well as some of the limiting arguments which make some formally correct statements rigorous.
It is a result of Bruhat that the representations T(-,Xx) and T(-,X2) of the principal series on a complex semisimple group are unitarily equivalent if and only if there is some element r of the Weyl group such that rXx = X2. (One defines the character rx by (rX)(c) = x(r~1cr) for all c e C.) Kunze and Stein [13] showed how to obtain explicit intertwining operators in the case of the simple Weyl reflections, and then obtain the general result by the composition of these operators. We outline this theory in the case of the group G of type G2.
For notational convenience set px=p and p2=q, where p and q are the simple Weyl reflections previously considered. Corresponding to each/r, (j= 1, 2) there is a semidirect product decomposition V=V¡V¡ where V¡ and V'¡ are defined as in (2.2.3), (2.2.6), and (2.2.7). Thus, we write an element v of V as v = v,v'j, where v) e V',-and v¡ e V¡. We allow the ambiguity of identifying v¡ with the complex number corresponding to its /th coordinate. Next, we recall the definition of the characters x(s, ri) in Proposition 3.1.3. We have x(s, ñ) = x(s)x(ñ) where we have set xis) = xi §, 0) and X(ri) = x(ñ, 0). Since xC?) and x(ri) are readily identified with elements of the dual §* of the Cartan subalgebra § of © (see the very end of §3 of Chapter I), formulae (1.3.10) make sense when £ is replaced by x(s) or x(ri).
Letp, be, as above, the simple Weyl reflection corresponding to the root a¡ (ax =a, a2=ß, as in (1.3.8) ) and let x = x(s, «) be a unitary character of C (i.e., Re (sk) = 0, Since uniform convergence in C0(V) implies convergence in H(p, a) it follows that T(a, x) extends to a unitary operator on H(p, <r). It is a simple matter to verify that T(a, x)T(b, x) = T(ab, x) and that T(a,x)^-l strongly as a->e (see [13] ). Thus, we have established the following :
Complementary series I. With x as in (3.3.1), H(p, a) as above, and T(a, x) the unitary operator on H(p, o) constructed above, we have that a -*■ T(a, x) is a unitary representation of G.
The second series we consider is the analog of the above with p replaced by q.
Let x = x(s, ") now be defined by s = (sx, -sx, s3), 0 < a = sx+sx < I, ñ = (ni, nx, n3).
Then t7x = x', A(q, x) is a positive operator, (A(q, x)f\g)=z(f\g\.a defines an inner product on C0(V) whose completion we call H(q, o). By the same arguments as above, we have:
Complementary series II. Let x be defined by (3.3.2) . The operators T(a, x) extend to unitary operators on H(q, o) and a -> T(a, x) is a unitary representation of G in the space H(q, a).
