Abstract-This paper addresses the problem of detecting epileptic seizures experienced by a human subject during sleep. Commonly used solutions to this problem mostly rely on detecting motion due to seizures using contact-based sensors or video-based sensors. We seek a low-cost, low-power alternative that can sense motion without making direct contact with the subject and provides high detection accuracy. We investigate the use of Passive InfraRed (PIR) sensors to sense human body motion caused by epileptic seizures during sleep which makes the body shake and causes the PIR sensor to generate an oscillatory output signal. This signal can be distinguished from that of ordinary motions during sleep using analysis with machine learning algorithms. 
micro-electromechanical sensors [1] . These sensors are small and may be attached to a human body, but such wearable sensors may bother a patient during sleep or patients may forget to wear them. Usually, these sensors need a wireless communication channel to transmit the signal for processing.
Another way to detect the epileptic seizure is to measure the brain electrical activity with electrocardiography (ECG) [2] . Although ECG provides reliable data to detect epileptic seizures, it is very difficult for a patient to wear the ECG electrodes during sleep and for a long period.
Systems based on accelerometer devices are also used to detect a type of seizure known as motor seizure, which is different from ordinary body motion during sleep [3] , [5] . Video monitoring and night-vision camera systems are also used to detect epileptic seizures by tracking the path of moving objects (patient's limbs and other body parts) over time [8] . In addition to the high cost of such cameras, patients may feel uncomfortable with such monitoring during sleep due to privacy concerns. Another type of system uses a mattress sensor to detect the motor activity of the patient during sleep. The seizure detection accuracy of this system is 80% [9] .
Our proposed method is based on passively detecting the infrared emissions from the human body during sleep. A nonmedical Passive InfraRed (PIR) sensor is used to collect the infrared signal and detect body movements. The distance between a sleeping patient and the PIR sensor is typically 1 meter up to 11 meters when equipped with a wide-angle lens to increase the area of detection. Different machine learning algorithms were devised and investigated for classifying the types of body motion during sleep to indicate the occurrence or non-occurrence of seizures. The rest of the paper is organized as follows. Section II demonstrates the relation between epileptic seizures and sleep stages. Section III presents the proposed method. Classification and feature extraction using deep learning networks are explained in Section IV. The performance metrics of the classification methods are described in Section V. Section VI discusses the performance results of the proposed method. Finally, the conclusion of this study is provided in Section VII.
II. THE RELATIONSHIP BETWEEN EPILEPTIC SEIZURES AND SLEEP STAGES
According to many studies, the relationship between sleep and epilepsy has been known since the ancient Greek times [25] [26] [27] . This relationship is based on two major factors: the epilepsy syndrome and the stage of sleep. [25] , [26] , [28] . It is therefore important to reliably detect the occurrence of seizures during sleep. This motivated our search for affordable, low-power, contact-free solutions to this problem. This led us to the investigation of PIR sensors for epilepsy detection based on our prior knowledge of the effectiveness of PIR sensors in motion detection applications. Detection of an epileptic seizure during sleep may be used to issue alerts to caregivers to provide timely help to the patients. The contact-free nature of the PIR sensors and its ability to detect seizures even in the dark make them attractive for patient use. We note that while a sleep stage can trigger the epilepsy, which is noticeable in some epilepsy syndrome cases like Rolandic seizures, epilepsy may in turn disorganize and confuse sleep during epileptic seizures [25] .
III. THE PROPOSED SYSTEM DESIGN

A. Data Acquisition Using Passive Infrared PIR Sensor
PIR sensors are low-cost devices which can be used in affordable detection systems. They consume very little power and they can be efficiently used to detect body motion based on the infrared energy emitted by the human body. Unlike camera-based detection systems, invasion of privacy is not a concern with the use of PIR sensors. In contrast to visiblelight devices, PIR sensors can also work in the dark [18] , [21] , [22] . A PIR sensor is made of two sensitive plates that can sense InfraRed (IR) radiation, and the output of the sensor is proportional to the difference in the IR radiation impinging on the two plates. When there is no motion, a zero output signal is generated because each plate detects the same amount of IR radiation. In contrast to that, a moving body causes a differential change in one plate when it moves in the sensing area. Most of the commercially available PIR sensors that are used for motion detection have a binary output. In this research, we use a sensing unit (SU) instead of a standalone PIR sensor. The SU consists of an array of Fresnel lenses, an IR filter, and a PIR sensing element which consists of three pins (GND, V cc and binary output), analog circuitry, and a microcontroller (Arduino Nano) as shown in Figure 1 .
Fresnel lenses are plano-convex lenses that permit the IR radiation to penetrate them. Basically, Fresnel lenses work as an antenna by increasing the range of captured IR and projecting it onto the sensing plates of the PIR sensor. Since the amplitude of the IR radiation decreases with distance, Fresnel lenses are also used to expand the range of the detecting distance for the PIR sensor.
The analog circuit of the SU is used to generate an analog output of the PIR sensor instead of the digital output. The maximum amplitude voltage of the PIR sensor is 3.3v and, therefore, voltage divider resistors are used to prevent any clipping in the amplitude of the analog output signal. The PIR signal is a low-amplitude signal and its frequency is less than 5 Hz [18] , [20] . Epileptic seizures are characterized by rhythmic jerks of the body, and the average jerking rate in a seizure is about 2 jerks/second, and this can be captured in the signal acquired with a PIR sensor. Two operational amplifiers (op-amps), OA1 and OA2 (see Figure 2 ) are used as a cascaded stage in order to increase the amplitude of the PIR signal and bring it to a readable level. The two successive op-amps are also used to filter the signal from the unwanted noise. To filter noise from the signal, R 2 , C 1 and R 5 , C 4 at each stage act as a low pass filter with cut-off frequency equal to 1.6 Hz (see Equation 1 and 2). Because PIR sensors are intended to detect the human body motion with a frequency content less than 3 Hz, there is, therefore, no need to deal with high frequencies. R 4 , C 3 and R 3 , C 2 at each stage are used as a high pass filter to suppress the DC bias of the signal (see Equation 3 and 4) .
and
The gain for each stage is approximately equal to 100 (see Equation 5 and 6) which gives a total gain approximately equal to 10,000. and
The output of OA2 is the filtered analog output signal of the PIR sensor. The filtered analog output is sampled and quantized with an Arduino nano microcontroller in order to be sent to the processing unit for classification. The sampling frequency used is 20 Hz with 10 bit quantization level.
The output signal of the PIR sensor contains a bias that can change with the room temperature. To remove this bias, the PIR sensor signal x[n] is convolved with a high-pass filter (HPF) with transfer function:
The high-pass filter is designed using a minimax magnitude criterion, with a normalized angular passband edge frequency of 0.1π and stopband edge frequency of 0.05π. Figure 4 shows a filtered PIR signal. The output y[n] is obtained using convolution,
IV. FEATURE EXTRACTION AND CLASSIFICATION
In order to design and build a precise model that can deal with a large amount of complex data and give accurate outcomes, many machine learning and deep learning algorithms are being used for the task of classification. In this study three different algorithms are used to extract features and classify the data captured from the PIR sensor, a) a Hidden Markov Model, b) a 1-D ConvNet, and c) a 2-D ConvNet and they are compared to each other. 
A. Supervised Hidden Markov Model (HMM)
A supervised Hidden Markov Model is used to classify epileptic seizures and absence of epileptic seizures during a subject's sleep. In our study, we considered the normal movement during sleep and no movement during sleep as absence of epileptic seizure. Figure 3 shows three HMMs corresponding to three classes: Model E corresponds to the occurrence of epileptic seizures, model M corresponds to the normal movement of the subjects during sleep, and finally, model N corresponds to no-movement case during deep sleep.
We design three Markov models corresponding to epileptic seizures, normal movement during sleep, and no-movement during deep sleep from our training data [36] . The filtered PIR signal y[n] is quantized into three levels using a threshold value of T h which is used to define the observation symbols, states and the corresponding transition probabilities for each model. This threshold value can be obtained by using a genetic algorithm based approach [24] . An estimated threshold T h = 0.05v is used in our method. We have three states S 0 , S 1 [36] . The probability of observing a sequence of symbols O = {o 1 , · · · , o n } given a state sequence W = {w 1 , · · · , w n } and the Markov model (No-Movement) is expressed as follows:
where
where π is the initial probability of starting with state w 1 , n is the number of states in S, o t represents the observed symbol at time t, A i j is the state transition probability, A i j = p(w t = S j | w t −1 = S i ) and B j k is probability of observing the k th symbol o k at the state
Similarly, we calculate
which represent the probabilities of movement and epilepsy classes, respectively. Finally, the classification decision is made based on the most probable class. Fast algorithms for computing the probabilities in (8), (10) , and (11) are described in [36] . Each Markov model has different transition probability values because when there is no seizure the signal stays mostly within the threshold interval [−T h, T h]. Therefore, the model N has very high probability p(S 0 | S 0 ) compared to other models. When there is an epileptic seizure, the signal oscillates between states frequently due to rhythmic jerks. Therefore, the state transition probabilities p(S i | S j ) (i = j ) of the model E is higher than those of the other models. In the "Ordinary_Movement" Markov model, the state transition probabilities of moving back to the resting state (S 0 ), p(S 0 | S 1 ) and p(S 0 | S 2 ), are higher than other state transition probabilities, because the subject goes back to static state after body movements or a turning up to the left or to the right.
B. 1-D ConvNet
Deep learning techniques are modeled to mimic the human brain ability to make an accurate decision for different complex problems [30] . A ConvNet is a discriminative deep learning model that is used to extract and classify features based on a combination of non-linear transformation operations and linear filters [30] , [31] . The main building blocks of the 1-D ConvNet are convolution, activation function, and pooling [35] . The input to the 1-D ConvNet is a set of 396 time series vectors of PIR data collected from 33 subjects, as described below. The size of each vector is (1 × 764) , where 764 represents the number of feature samples in each vector. The feature detector size is equal to (64 × 1) with a depth of 32 filters. To add a non-linearity to the ConvNet, an activation function must be applied after the convolution.
In this system, a Rectified Linear Unit (RELU) function is applied to the convolution layer. A max pooling or down sampling filter of size (1 × 701) (as shown in equation 12) is used to reduce the activation map dimensions, the network computations, and the number of parameters. The output of the max pooling layer, which represents the high-level extracted features of the input, is flattened and fed into a fully connected layer. A fully connected layer used in this system is a Neural Network (NN) of 300 hidden layers and three outputs. Finally, to prevent over-fitting, a dropout of 0.2 is applied to the output of the 1D-ConvNet. The softmax function is used to squash the output vector to ensure that the sum of the output probability is equal to one. Generally, the 1D-convolution and the max pooling layers are used to extract features from the input while the fully connected layer classifies the extracted features. Figure 5 shows the 1D-ConvNet design that is used to classify the captured data signal via PIR. The size of activation map filter and the output of the max pooling layer depends on the size of the feature detector and the max pooling filter, the stride and the zero padding as shown in equation 12.
where W in this equation represents the height or width of the input image, F represents the size of the feature detector filter. P d refers to the number of zeros padded and S t is equal to the number of samples that the feature detector slides during the convolution operation.
C. 2-D ConvNet
The 2-D ConvNet layer consists of two convolutional layers, two max pooling layers and a fully connected layer. The data captured by the SU system are converted into spectrogram images, preprocessed, reshaped into (64×64) arrays with three input channels (RGB) and fed to the ConvNet. The input image matrices are convolved with a feature detector of size (3 × 3).
An activation map of size (62 ×62 ×32) is produced. A downsampling filter of size (2×2) is applied to reduce the size of the activation map. While there is loss of information due to downsampling, the down-sampling or max pooling process reduces the number of calculations required for the next layers. The size of the filter after the first max pooling is (31×31×32), this filter is convolved with a feature detector of size (3 × 3) and down-sampled with a (2 × 2) filter before it flattened and fully connected to 128 hidden layers. The output of this network maps to one of three different classes. Figure 6 shows the structural layers of the proposed 2d ConvNet.
D. Captured Data Set
The sensor signal of our proposed SU system are sampled at 20 Hz frequency with 10-bit quantization. A total of 396 records (132 record for each class) are fed to the 1-D ConvNet. In order to measure the accuracy of our system and compare it with the activation accuracy of 1-D ConvNet, the data are mapped into spectrogram images and fed into a 2-D ConvNet. Figure 7 shows the signal corresponding to normal movements of the SU system. Figure 8 shows the PIR signal during epileptic seizure. For HMM, the observation data sets are partitioned into an observation data set for each class. The data set per each class are trained individually. The max loglikelihood of each test set data per class is computed to classify each observed window. Figure 9 shows the spectrogram images for the cases of no motion, normal movement, and epileptic seizure.
V. EVALUATION METRIC OF THE SU SYSTEM
In many classification problems, one of the most important steps to get an optimum classifier is the selection of metrics. Confusion matrix is a measurement metric, it is an array of size n×n (true labels × predicted labels), where n is equal to the number of different classes [33] . For a binary classifier (n = 2), if the actual and predicted values are true, the class cell refers to true positive (TP). If both are false, then the class cell refers to true negative (TN). The confusion matrix gives a false positive (FP) when the actual value is false and predicted value is true. If the opposite happens, the class cell refers to false negative (FN). The related metric parameters can be represented mathematically as:
where P R (Precision) is the ratio of correctly detected epileptic seizures to the total detected seizures, R c (Recall or sensitivity) is the ratio of correctly detected epileptic seizures to all the class observations, F1_Score is harmonic mean of precision and sensitivity, and A cc (Accuracy) is the probability of the model's correct predictions [33] . Since we have three Fig. 6 . 2D-ConvNet deep learning structure with two convolution layers and two max pooling layers that used to classify the spectogram images of the collected data. Fig. 7 . The PIR signal due to normal movements selected from one of the 33 subjects, the session period is 40 second.
classes in our work (Epileptic seizures, Normal-movement and No-movement), a confusion matrix of size 3 × 3 was used (see figure 10 ). The measurements of sensitivity and precision metrics for a certain class such as epileptic seizure class can be represented mathematically as follows:
Precision Epilepsy = C Epilepsy,Epilepsy
where C Epilepsy,Epilepsy is the confusion matrix element that represents the intersection of true label and predicted label of epileptic seizures class, T Epilepsy is the row elements of epileptic seizures class, P Epilepsy is the column elements of epileptic seizures class. The evaluation metrics for other classes are defined in a similar way [33] .
VI. RESULTS AND DISCUSSION
For this study we received an Institutional Review Board (IRB) approval to examine the use of our sensing method on healthy recruited subjects for the purpose of carrying out a preliminary study using data from simulated motions of seizure. This will enable us to establish an early proof of concept for epileptic seizure detection using PIR sensors. For access to patients experiencing real seizures, we are waiting for IRB approval in collaboration with physicians studying Fig. 8 . The PIR signal due to epileptic seizure selected from one of the 33 subjects, the session period is 40 second. epilepsy patients. We recruited 27 male and 6 female healthy subjects for this study.
The subjects were asked to perform a set of activities following procedure that consists of 12 sessions of activities where each session lasts 40 seconds. Half of the sessions (6) are done in a lit room while the other half are done in a dark room.
Before the start of the procedure, the subjects were asked to watch a YouTube video of a patient experiencing a compulsive epileptic seizure. In each session, each subject was asked to lie down on a couch and perform a set of activities consisting of 1) pretending to sleep without moving; 2) mimicking motions of an epileptic seizure while pretending to be a sleep; 3) moving the body to change position during sleep to mimic normal occasional body movement. The data are collected through the SU system that we designed and transmitted to a dedicated PC. The PIR sensor is the central unit of the SU system and it works based on the IR energy received from the subject. There was no contact between the sensor and the subjects through the entire procedure.
To process and classify the captured data set, we initially examined the use of the signal frequency content for classification. Since the epileptic seizure class has the highest frequency content among the three classes (epileptic seizure, movement, and no movement), we computed the Discrete Fourier Transform (DFT) of the signal and defined features based on the fraction of the signal frequency content energy in suitably defined bands. We investigated features with different choices of frequency band boundaries and among these we chose the features that yielded the highest accuracy which was equal to 84.6%. The count of false positives was high, and we sought to improve the classification performance. Therefore, we examined the use of machine learning algorithms in order to enhance recognition accuracy.
A HMM algorithm was used to classify the collected data sets. As described before, three Markov models (epilepsy, ordinary movement and no-movement) were trained individually.
The maximum log-likelihood of each test data set per class was measured to classify each suitable selected window of observation. The validation accuracy using HMM is 97.032%. In addition to that, two deep learning classification methods were used to classify the captured data. For the 1-D ConvNet, the data set are converted into 396 records. These records are split into 297 training records and 99 testing records (i.e. 75% training set and 25% test set). The data are fed into a multi-layer network that consists of a 1D Convolution layer, a flattening layer, and a fully connected layer (see Table I ).
To prevent overfitting, a drop out of 0.2 and a softmax activation function are applied to the output [34] . All the epileptic seizure cases were correctly detected, and no false positive values appeared. On the other hand, 3 normal movement cases were misclassified as no-movement cases. Therefore, the validation accuracy of the system classification is equal to 96.97%, while the validation loss is equal to 0.06. Figure 11 shows Table II ).
In the second method of data classification, the captured data was converted into spectrogram images. All the spectrogram images are reshaped into a (64 × 64) arrays and fed into a 2D ConvNet. The network designed consists of two convolutional layers with feature detector size (3 × 3) and depth 32 for each, two max pooling layers with down sampling filter of size 2 × 2 (2 stride and depth length 32) and a fully connected layer with 128 hidden layers and three outputs (see Table III ). Excessive training causes the classifier to memorize the input data. In order to avoid the poor performance of the classifier, a K -fold cross validation is applied on the input data images to estimate the generalized performance of the classifier [23] . The set of images were divided into 12-fold groups of equal size (33 records). The first fold is used as a test dataset while the remaining folds are used as a training dataset. The accuracy and the other performance metrics are then calculated. The procedure was repeated twelve times. The total accuracy, precision, recall and F1_Score of this network are equal to the average of the K -fold cross validation trials (see Table IV ). The validation accuracy of the 2D-ConvNet designed is equal to 98.98%. Figure 12 shows the confusion matrix of 2D-ConvNet design. Because of the use of the K -fold, all the spectrogram input images were used as a training set and as a data set during classification. It is observed in this study that the 2d_ConvNet gives better performance than the 1d_ConvNet, with higher accuracy and precision. However, in terms of speed HMM is the fastest machine learning algorithm (see Table IV , and Table V ). The total number of parameters that are used in both networks depend on the size, the number of filters, the number of neurons that are used, and the way that they connect to the other neurons. This system is used to detect the generalized epileptic or generalized tonic-clonic seizure but not the partial seizure that happens in a certain part of the brain [25] . To use this system in patient monitoring, the sensor can be connected to a wireless network to alert a first response or a caregiver. VII. CONCLUSION Our study shows that the system we devised can work as a real-time system and has the potential to be applied to subjects with epileptic seizures. We note that the results have been obtained for simulated seizures. We plan to perform the tests on patients with epilepsy after we receive IRB approval in collaboration with physicians studying epilepsy patients. Since all the seizures were detected successfully, the low-cost, low-power PIR sensor shows promise as a reliable device to detect epileptic seizures. Because of the contact-free nature of the PIR sensor, this can avoid discomfort with the use of such sensors during sleep. Furthermore, this system can work in the dark as well as with illumination. Additionally, the ambient light does not affect the sensitivity of the system. Finally, the cost of this system is lower than the other available monitoring cameras and sensors. A variety of high-level machine learning and deep learning techniques were used to classify the captured signals from the PIR sensor. All the programs were implemented using a CPU E5-1620 V3, 3.5 GHz with 8 cores, Memory size 32 GB, and an operating system Centos 6.9. A comparison between the applied algorithms was done based on the validation accuracy, implementation time (See Table V) , evaluation metric, confusion matrix, and structural design. We observe that the accuracy in Table V is equal to 97.03% for HMM, 96.97% for 1D_ConvNet, and 98.98% for 2D_ConvNet. We compared our results with the accuracy of the other motion-based epileptic seizure detection systems (see Table VI ). We observe that our method shows significantly improved performance, while noting that it was achieved with data obtained from simulated epileptic seizures.
For real-time monitoring of a patient, the collected sensor data will be processed and classified using overlapping data segments. It is adequate to process and analyze the data segments at the rate of 15 to 20 times per minute. This provide 3-4 seconds of data acquisition and processing time to analyze the data. Given the processing times shown in Table V , it is clear that we can accomplish the processing and analysis within 3 seconds to support real-time monitoring. To improve the performance of the system we plan to investigate the use of an array of sensors.
