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Resumen: En este artculo se describe un sistema para la clasicacion de la polari-
dad de tuits escritos en espa~nol. Se adopta una aproximacion hbrida, que combina
conocimiento lingustico obtenido mediante pln con tecnicas de aprendizaje au-
tomatico. Como paso previo, se realiza una primera etapa de preprocesado para
tratar ciertas caractersticas del uso del lenguaje en Twitter. A continuacion se ex-
trae informacion morfologica, sintactica y semantica, para utilizarla posteriormente
como entrada a un clasicador supervisado. La evaluacion de la propuesta se lleva
a cabo sobre el corpus tass 2012, anotado para realizar tareas de clasicacion con
cuatro y seis categoras. Los resultados experimentales muestran un buen rendimien-
to para ambos casos, lo que valida la utilidad practica de la propuesta.
Palabras clave: Analisis del sentimiento, Minera de opiniones, Analisis sintactico
de dependencias, Aprendizaje automatico, Twitter
Abstract: This article describes a system that classies the polarity of Spanish
tweets. We adopt a hybrid approach, which combines linguistic knowledge acquired
by means of nlp with machine learning techniques. We carry out a preprocessing
of the tweets as an initial step to address some characteristics of the language used
in Twitter. Then, we apply part-of-speech tagging, dependency parsing and extrac-
tion of semantic knowledge, and we employ all that information as features for a
supervised classier. We have evaluated our proposal with the tass 2012 corpus,
which is annotated to undertake classication tasks with four and six categories.
Experimental results are good in both cases and conrm the practical utility of the
approach.
Keywords: Sentiment Analysis, Opinion Mining, Dependency Parsing, Machine
Learning, Twitter
1. Introduccion
Con la explosion de la Web 2.0 muchos usua-
rios emplean los medios sociales para com-
partir sus opiniones y experiencias acerca de
productos, servicios o personas. Esta situa-
cion ha despertado un gran interes a nivel
empresarial, ya que se ve en estos recursos un
mecanismo para conocer, de manera ecaz y
global, el punto de vista de consumidores so-
bre una gran variedad de temas. Sin embargo,
el analisis manual de este tipo de medios no
es una solucion viable, dado el ujo ingente
de opiniones que en ellos se expresan. A este
respecto, la minera de opiniones (mo), cono-
cida tambien como analisis del sentimiento;
es una reciente area de investigacion centrada
en tareas como determinar automaticamente
si en un texto se opina o no, o si la polaridad
o sentimiento que se expresa en el es positi-
va, negativa o mixta. Tambien es util de cara
a la extraccion automatica de caractersticas,
lo que permite conocer la percepcion que se
tiene sobre aspectos concretos de un tema (p.
ej. \La pelcula Y tiene un gran nal").
En este contexto, una de los medios socia-
les mas populares es Twitter. En esta red de
microblogging, los usuarios expresan sus opi-
niones en mensajes de hasta 140 caracteres,
especialmente sobre temas de actualidad, lo
que constituye una importante fuente de in-
formacion desde el punto de vista de la inte-
ligencia de negocio.
En este artculo presentamos una aproxi-
macion que combina conocimiento morfologi-
co, sintactico y semantico con tecnicas de
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aprendizaje automatico para tratar de clasi-
car la opinion de tuits escritos en espa~nol.
Para evaluar nuestra propuesta se ha emplea-
do el corpus tass 2012, donde se distinguen
hasta seis categoras distintas.
El resto del artculo se organiza como si-
gue. En la seccion 2 se revisa brevemente el
estado del arte en lo referido a la clasicacion
de la polaridad, centrandonos en estudios re-
lacionados con Twitter. En la seccion 3 deta-
llamos nuestra aproximacion. En la seccion 4
se ilustran los resultados experimentales. Por
ultimo, en la seccion 5 se presentan las con-
clusiones y las lneas de trabajo futuras.
2. Estado del arte
Desde que la mo ha sido asumida como un
nuevo reto por parte del area de pln, una
de las tareas en las que mas esfuerzos se
han depositado es la clasicacion de la po-
laridad. Dos han sido los principales enfo-
ques propuestos para resolver este proble-
ma: el semantico y el supervisado. El prime-
ro (Turney, 2002), se apoya en diccionarios
semanticos, conocidos tambien como lexico-
nes de opiniones, donde a cada palabra que
denota opinion se le asigna una orientacion
semantica (os). El segundo enfoque (Pang,
Lee, y Vaithyanathan, 2002), propone una
solucion basada en aprendizaje automatico
(aa), asumiendo la tarea como un problema
generico de clasicacion.
La mo se ha centrado tradicionalmente en
el analisis de textos extensos. Sin embargo,
en los ultimos a~nos se ha prestado especial
atencion a la deteccion del sentimiento en mi-
crotextos, sobre todo en lengua inglesa, dado
el exito de las redes de microblogging. Por
ejemplo, Thelwall et al. (2010) proponen el
algoritmo SentiStrength para el analisis de
textos cortos en la red social MySpace. En
(Thelwall, Buckley, y Paltoglou, 2011) se es-
tudia como los eventos sociales inuyen en el
numero de opiniones expresadas en Twitter.
En (Thelwall, Buckley, y Paltoglou, 2012) se
extiende y adapta SentiStrength a otros me-
dios de comunicacion web de mensajes cor-
tos. Por otro lado, Bakliwal et al. (2012) pre-
sentan un metodo de puntuacion del senti-
miento no supervisado y comparan su pro-
puesta con una aproximacion supervisada, al-
canzando una precision similar. Zhang et al.
(2011) proponen un metodo supervisado para
el analisis de tuits que se entrena a partir de
los datos proporcionados por un analizador
semantico base no supervisado.
Un problema del analisis del sentimiento
sobre textos cortos es el coste que presenta
la creacion de corpora y de recursos espec-
cos. Para el castellano, destaca el corpus tass
2012, presentado en el Taller de Analisis del
Sentimiento en la sepln (Villena-Roman et
al., 2013), y que utilizamos en este artculo.
Se trata de una coleccion de tuits en espa~nol
escritos por diversas personalidades publicas.
Esta constituido por un conjunto de entre-
namiento y uno de test que contienen 7,219
y 60,798 tuits respectivamente. Cada uno de
ellos esta anotado con una de la siguientes
categoras: muy positivo (p+), positivo (p),
neutro/mixto (neu), negativo (n), muy ne-
gativo (n+) o sin opinion (none). En rela-
cion con la deteccion del sentimiento, el taller
propuso dos actividades: una de clasicacion
en seis categoras (con las seis clases mencio-
nadas) y otra de clasicacion en cuatro (las
clases p+ y n+ se incluyen en las clases p y
n respectivamente). La etiquetacion del con-
junto de test se caracteriza por haber sido
obtenida mediante un pooling de los resul-
tados de los sistemas que participaron en el
taller; seguida de una revision manual para
los casos conictivos.
Existen diversas propuestas que han eva-
luado este corpus, la mayora de ellas enmar-
cadas dentro de un enfoque basado en aa.
Por ejemplo, Saralegi Urizar y San Vicen-
te Roncal (2012) plantean una solucion su-
pervisada que emplea conocimiento lingusti-
co para obtener los atributos de entrada al
clasicador. Realizan tareas de lematizacion
y etiquetacion, y consideran aspectos rele-
vantes en un entorno de mo, como son los
emoticonos o la negacion. Batista y Ribei-
ro (2013) plantean una aproximacion super-
visada. Sin embargo, en lugar de entrenar
un clasicador que distinga n polaridades,
construyen n-1 clasicadores binarios. Final-
mente combinan los resultados de los mo-
delos entrenados para eliminar ambigueda-
des en la clasicacion de ciertos tuits. Tri-
lla y Alas (2012) proponen un esquema de
clasicacion de texto basado en el Multi-
nomial Naive Bayes. Martnez Camara et
al. (2012) tambien plantean una solucion de
aa supervisado, en concreto aplicando Sup-
port Vector Machines (svm). Como entra-
da al clasicador usan una bolsa de unigra-
mas que representa el mensaje. Ademas in-
cluyen otras caractersticas como emotico-
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nos, o el numero de palabras positivas y ne-
gativas presentes en un tuit. En la misma
lneas, Fernandez Anta et al. (2012) compa-
ran el rendimiento de varios clasicadores su-
pervisados sobre el corpus tass 2012. Por
otra parte, Martn-Wanton y Carrillo de Al-
bornoz (2012) proponen un metodo basado
diccionarios afectivos y WordNet, mientras
que Castellano Gonzalez, Cigarran Recuero,
y Garca Serrano (2012) abordan el proble-
ma del analisis del sentimiento desde una
perspectiva de recuperacion de informacion.
Por ultimo, Moreno-Ortiz y Perez-Hernandez
(2012) emplean Sentitext, un sistema lexico
no supervisado para el analisis del sentimien-
to de textos en castellano, para clasicar la
polaridad.
3. Sistema hbrido de
clasicacion de polaridades
En este artculo se propone una aproxima-
cion que combina conocimiento lingustico
con tecnicas supervisadas para tratar de re-
solver los problemas que ambos enfoques pre-
sentan separadamente, y que se ven acentua-
dos en un medio como Twitter. Las aproxi-
maciones semanticas se caracterizan por em-
plear un diccionario de os generico. Este en-
foque ha demostrado ser util en distintos
ambitos, pero su rendimiento en Twitter dis-
minuye ya que en este medio existe una eleva-
da frecuencia de abreviaturas, emoticonos o
expresiones que denotan opinion, pero cuyas
os no se encuentran en un lexicon generico,
lo que en terminos de rendimiento se traduce
en un bajo recall (Zhang et al., 2011). Res-
pecto a las aproximaciones supervisadas, el
principal problema reside en su dependencia
del dominio y en el coste de crear conjuntos
de entrenamiento. Estos metodos representan
el texto como una bolsa de palabras, apren-
diendo satisfactoriamente la percepcion de un
termino para un ambito en concreto. Sin em-
bargo, su rendimiento cae drasticamente al
clasicar textos de un campo distinto (Ta-
boada et al., 2011).
Nuestra propuesta parte de un sistema ba-
se, para a continuacion determinar como la
informacion morfosintactica sirve de ayuda a
un clasicador supervisado. Ademas, se pro-
pone un metodo automatico para maximizar
el rendimiento en un dominio en concreto,
atendiendo a criterios semanticos. Como cla-
sicador, se ha optado por una smo, una im-
plementacion de svm presentada en (Platt,
Figura 1: Arquitectura general del sistema
1999), y que se incorpora en el software de
algoritmos de aprendizaje automatico weka
(Hall et al., 2009). La eleccion de este clasi-
cador se debe al buen rendimiento que se ob-
tuvo con el sobre el corpus de entrenamiento
y a los buenos resultados que otros estudios
han conseguido sobre el mismo corpus (Sara-
legi Urizar y San Vicente Roncal, 2012).
La gura 1 describe la arquitectura gene-
ral del sistema, cuyo funcionamiento pasamos
a describir en los siguientes subapartados.
3.1. Preprocesado
Como paso previo, todos los tuits fueron so-
metidos al siguiente preprocesado ad-hoc, pa-
ra tratar el uso particular que se hace del len-
guaje en Twitter:
Tratamiento de emoticonos: Existe una
gran variedad de smbolos que se em-
plean para reejar un estado de animo.
Para identicarlos se utilizo la coleccion
recogida en (Agarwal et al., 2011). Cada
emoticono se sustituye por una de estas
cinco etiquetas: muy positivo (emp), po-
sitivo (ep), neutro (eneu), negativo (en)
y muy negativo (emp).
Normalizacion de URL's: Las direccio-
nes web presentes en un tuit son susti-
tuidas por la cadena \URL".
Correccion de abreviaturas mas frecuen-
tes: Se sustituyen algunos de los voca-
blos no gramaticales mas habituales (p.
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ej. \q", \xq",...) por su forma reconoci-
da.
Normalizacion de risas: Las expresio-
nes tpicas que permiten reejar es-
te fenomeno va escrita (p. ej. \jajj-
ja",\JJJEJEJE",...), son normalizadas
como jxjx donde x 2 fa; e; i; o; ug.
Tratamiento de elementos especcos de
Twitter (\@"y \#"): Las menciones al
usuario se mantienen eliminando la \@"
y capitalizando la primera letra (p. ej.
\@usuario" pasa a ser \Usuario").1 Res-
pecto a los hashtags (p. ej. \#sepln"), si
aparece al principio o al nal del tuit se
elimina el mismo. En caso contrario se
suprime solamente la \#" (p. ej. \#se-
pln" pasa a ser \sepln").
3.2. Propuesta base
Como sistema base se utilizo una aproxima-
cion semantica presentada en (Vilares, Alon-
so, y Gomez-Rodrguez, 2013). Se realizan ta-
reas de segmentacion, tokenizacion y etique-
tacion morfologica para luego obtener el arbol
de dependencias de cada oracion mediante al-
goritmos de analisis sintactico de dependen-
cias, utilizando para ello MaltParser (Nivre
et al., 2007). Este tipo de analisis estable-
ce vnculos padre/dependiente entre pares de
palabras. A cada uno de esos vnculos se les
denomina dependencia y son anotados con la
funcion sintactica que relaciona los dos termi-
nos. En la gura 2 se ilustra un ejemplo de
este tipo de analisis.
El arbol de dependencias se emplea en-
tonces para realizar el analisis del sentimien-
to sobre los tuits, tratando sintacticamente
tres de las construcciones mas signicativas
en el ambito de la mo: la intensicacion, las
oraciones subordinadas adversativas y la ne-
gacion. Para determinar la os de las pala-
bras que denotan opinion, se utiliza el SO-
DictionariesV1.11Spa, una coleccion de dic-
cionarios semanticos genericos presentados en
(Brooke, Toloski, y Taboada, 2009). Como
resultado del analisis semantico se obtiene la
os global del texto. Este valor, junto con el
numero total de palabras positivas y negati-
vas presentes en un tuit, se emplearan como
atributos para entrenar un clasicador.
1La letra mayuscula se fuerza para que se trate
como un nombre propio en la etapa de analisis mor-
fologico.




La utilizacion de etiquetas morfologicas co-
mo un elemento que por s mismo sirva de
ayuda en la clasicacion de la polaridad de
un texto es una cuestion que ha sido dis-
cutida en varias ocasiones. Pak y Paroubek
(2010) observaron que la distribucion de eti-
quetas en textos de microblogging es distinta
segun se trate de un mensaje positivo, nega-
tivo o informativo. En la misma lnea, Spen-
cer y Uchyigit (2012) y Saralegi Urizar y San
Vicente Roncal (2012) destacan una mayor
presencia de ciertas categoras gramaticales
en textos subjetivos respecto a los objetivos,
como es el caso de los adjetivos o las inter-
jecciones. En el corpus tass 2012 tambien se
observo que algunas etiquetas son mas ha-
bituales dependiendo de la categora del tuit.
En la tabla 1 mostramos la frecuencia de apa-
ricion para algunas de ellas. Para tratar este
fenomeno, el numero total de apariciones de
cada etiqueta en un tuit se incorporara como
atributo de entrada a nuestro clasicador.
Cat. a n v i f
p+ 0,060 0,256 0,111 0,004 0,215
p 0,056 0,266 0,119 0,002 0,198
neu 0,057 0,254 0,133 0,001 0,163
n 0,050 0,263 0,132 0,001 0,161
n+ 0,060 0,266 0,118 0,001 0,154
none 0,048 0,299 0,090 0,001 0,220
Tabla 1: Frecuencia de etiquetas en el
conjunto de entrenamiento: adjetivos (a),
nombres (n), verbos (v), interjecciones (i) y
signos de puntuacion (f )
Del mismo modo, creemos que ciertos ti-
pos de funciones sintacticas pueden ser mas
habituales en un tuit en funcion de su polari-
dad. En la tabla 2 se muestra la frecuencia de
algunas dependencias en los tuits del corpus
tass 2012. Destaca el empleo de dependen-
cias como la de complemento agente (cag),
que sugiere que, en las opiniones negativas,
la forma pasiva es mas habitual. Siguiendo
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la misma estrategia que para el caso de las
etiquetas, el numero de apariciones de cada
tipo de dependencia en un tuit se incluira co-
mo atributos de entrada al clasicador.
Cat. ci atr cc cag
p+ 0,008 0,105 0,042 0,004
p 0,010 0,010 0,051 0,000
neu 0,010 0,141 0,053 0,001
n 0,009 0,000 0,055 0,150
n+ 0,007 0,000 0,049 0,145
none 0,179 0,008 0,003 0,001
Tabla 2: Frecuencia de etiquetas sintacticas
en el conjunto de entrenamiento:
complemento indirecto (ci), atributo (atr),
complemento circunstancial (cc) y
complemento agente (cag)
3.4. Adaptacion al dominio (AD)
La utilizacion de conocimiento semantico
generico permite obtener un buen rendimien-
to base. Sin embargo, estos lexicones presen-
tan varios problemas. Uno de los inconvenien-
tes es su baja cobertura, limitada a los termi-
nos incluidos en ellos. Otro es el referido a las
os asignadas a cada termino. Estas, al adap-
tarse a un contexto general, pueden ser inco-
rrectas para ciertos dominios y contextos, lo
que repercute negativamente en el rendimien-
to. Por ejemplo, la palabra \asesino" se per-
cibe intuitivamente como negativa, pero den-
tro de un dominio de pelculas, probablemen-
te ese termino sirva para describir la tematica
de la misma, pero no su calidad.
Tambien deben considerarse las peculia-
ridades del medio en el que se se opina. Los
mensajes publicados en Twitter incluyen, con
frecuencia, elementos que expresan subjetivi-
dad u opinion, pero cuya os no se reeja en
un lexicon de opiniones. Un ejemplo es el uso
de emoticonos (\:)", \:(",...) o de interjeccio-
nes (\jaja", \jeje",...). Del mismo modo, la
utilizacion de elementos como la etiqueta Fo-
llow Friday (\FF") o la difusion del mensaje
de otro usuario (\RT"), llevan asociada con
frecuencia una carga subjetiva.
Nuestra solucion consiste en desarrollar un
mecanismo que permita enriquecer y adaptar
automaticamente el conocimiento semantico
a las caractersticas del dominio. Para ello,
fueron dos las tareas que se abordaron: se-
leccion de los terminos mas discriminantes y
modicacion de los diccionarios genericos.
3.4.1. Seleccion de los terminos mas
discriminantes
El objetivo es crear una bolsa de palabras for-
mada por terminos que permitan distinguir
bien entre las distintas categoras; de forma
que cada uno de esos vocablos se incorporen
como entradas del clasicador. Sobre el es-
quema de pesado utilizado para estos atribu-
tos, se ha optado por una ocurrencia binaria,
dado que es poco habitual que una misma
palabra se repita dentro de un tuit.
Para conocer los elementos que pueden
constituir dicha bolsa de palabras, se ha uti-
lizado el soporte de seleccion de atributos de
weka y el conjunto de entrenamiento del cor-
pus tass 2012. Como paso previo se prepro-
cesaron y lematizaron los tuits. Los terminos
resultantes se han clasicado ordenadamente
en funcion de la ganancia de informacion que
proporcionan respecto a la clase. Para que
dicha seleccion fuese mas robusta, se llevo a
cabo una validacion cruzada de 10 iteracio-
nes. La lista de vocablos resultantes, para las
actividades de clasicacion en cuatro y seis
clases, esta constituida por mas de 14.000
elementos. Sin embargo, se ha comprobado
empricamente que las mejores conguracio-
nes, en terminos de rendimiento, se obtienen
con un numero reducido de palabras (entre
100 y 400). En la tabla 3 se muestran algu-
nos elementos caractersticos de esta red de
microblogging y la posicion que ocupan en la
clasicacion.
Termino Posicion Posicion
(4 clases) (6 clases)




en (emoticono) 70 649
Tabla 3: Relevancia de terminos para la
deteccion del sentimiento en el corpus TASS
2012
3.4.2. Modicacion de los
diccionarios genericos
Como en el apartado anterior, se han extrado
un listado de los elementos mas discriminan-
tes, del corpus de entrenamiento, aunque en
este caso solo se consideraron los tuits con po-
laridad positiva (p, p+) o negativa (n, n+).
De esta manera se conocen los elementos po-
lares mas representativos. A continuacion se
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asigna, automaticamente, una os adaptada
(osa) a cada uno de ellos; en funcion de sus
apariciones en textos positivos y negativos, y
se aplica el siguiente conjunto de reglas:
1. Si la osa es inferior a 0,5 en valor abso-
luto entonces el termino correspondiente
no modica el lexicon de opiniones.
2. Si el vocablo ya existe en los dicciona-
rios semanticos genericos y sus respecti-
vas osa y os generica tienen el mismo
signo de polaridad, entonces el valor de
esta ultima prevalece.
3. Si las dos reglas anteriores no se cum-
plen, el termino correspondiente pasa a
formar parte del diccionario con su osa.
Con este metodo se extrajeron mas de
10.000 nuevos terminos polares, que fueron
ordenados, como en el caso anterior, en fun-
cion de la ganancia de informacion que pro-
porcionan respecto a la clase. Ademas, los
diccionarios semanticos tambien se adapta-
ron para resolver el problema del principio
de cortesa (Brown y Levinson, 1987). Existe
una tendencia humana a suavizar las crti-
cas negativas mediante la utilizacion de eu-
femismos o negaciones de terminos positivos.
Para compensarlo, algunos sistemas lexicos
(Taboada et al., 2011) potencian la os de
los elementos negativos. En nuestra propues-
ta tambien se determino, empricamente, que
incrementar en un 100% la os de este tipo de
terminos, mejora ligeramente el rendimiento.
El enriquecimiento y adaptacion de los
diccionarios semanticos genericos logro un
incremento notable cuando fue considerado
aisladamente. Sin embargo, su efecto se di-
sipo casi por completo al aplicarlo conjun-
tamente junto con la seleccion de los termi-
nos mas relevantes. De todos modos, se com-
probo empricamente que, incluir entre el
50% y el 70% del total de los terminos po-
lares negativos extrados, tiene un ligero be-
necio en el rendimiento; lo que refuerza la
hipotesis de la tendencia positiva en el len-
guaje humano.
4. Resultados experimentales
Para la evaluacion de nuestra propuesta he-
mos utilizado el conjunto de test del corpus
TASS 2012. Se han realizado experimentos
para las dos tareas de clasicacion de polari-
dad propuestas en el taller: cuatro categoras
(p, neu, n y none) y seis categoras (p+, p,
neu, n, n+ y none). La tablas 4 y 5 ilustran
los resultados para ambas tareas, desglosa-
dos segun las distintas versiones desarrolla-
das. En ambos casos, la propuesta inicial con-
sigue un buen rendimiento. La incorporacion
de la informacion morfosintactica mejora la
deteccion de la polaridad para textos positi-
vos y negativos. Ello refuerza la idea de que
los usuarios tienden a emplear ciertas etique-
tas y patrones sintacticos segun el tipo de
opinion a transmitir. La accuracy obtenida
en la version nal sugiere que, aunque con
los lexicones de opiniones genericos y la mor-
fosintaxis se alcanza un buen rendimiento, es
necesario incorporar conocimiento semantico
especico del dominio para optimizar la pro-
puesta.
Medida Base +ims +ad
Fp 0,631 0,680 0,745
Fneu 0,000 0,000 0,054
Fn 0,566 0,603 0,671
Fnone 0,574 0,564 0,620
Accuracy 0,587 0,615 0,676
Tabla 4: Resultados obtenidos sobre la
evaluacion del conjunto de test (4 clases)
Medida Base +ims +ad
Fp+ 0,609 0,637 0,705
Fp 0,000 0,040 0,307
Fneu 0,000 0,009 0,089
Fn 0,452 0,478 0,512
Fn+ 0,000 0,120 0,441
Fnone 0,575 0,605 0,648
Accuracy 0,523 0,546 0,600
Tabla 5: Resultados obtenidos sobre la
evaluacion del conjunto de test (6 clases)
En ambas tareas, la clasicacion de los
tuits neutros alcanza un bajo rendimiento,
lo que creemos que es debido a dos factores.
El primero esta relacionado con una carac-
terstica intrnseca de este tipo de crticas: la
mezcla de ideas a favor y en contra dicul-
ta la clasicacion de estos textos, que pueden
ser confundidos con opiniones positivas o ne-
gativas; mas aun cuando se trata de tuits,
donde un usuario no dispone de espacio para
desarrollar su argumento. El segundo es re-
ferido al criterio de clasicacion establecido
en el corpus tass 2012, donde el lmite en-
tre un tuit neutro y uno sin opinion, o con
polaridad positiva o negativa, es difuso. Ello
David Vilares, Miguel A. Alonso y Carlos Gómez-Rodríguez
132
afecta negativamente a las tareas de clasica-
cion, dada la falta de un criterio objetivo que
permita diferenciar las distintas polaridades.
En una lnea similar, este problema ya ha sido
comentado por otros autores que han traba-
jado sobre el mismo corpus (Saralegi Urizar y
San Vicente Roncal, 2012). La tabla 6 compa-
ra la accuracy de nuestra aproximacion con
las de los participantes del tass 2012. Al-
gunos de ellos enviaron varias propuestas al
taller, aunque aqu solo se indica aquella con
la que obtuvieron un mayor rendimiento. En
(Villena-Roman et al., 2013) se encuentran en
detalle los resultados para cada una de ellas.
Propuesta Acc. 4 cat Acc. 6 cat
elhuyar 0,711 0,653
l2f-inesc 0,691 0,622
Nuestra propuesta 0,676 0,600
la salle-url 0,619 0,570
sinai-ujaen 0,606 0,549
lsi uned 0,590 0,538
lsi uned2 0,501 0,404
imdea 0,459 0,360
uma 0,351 0,167
Tabla 6: Comparativa con los participantes
del TASS 2012
5. Conclusiones y trabajo futuro
Este artculo presenta una propuesta que em-
plea conocimiento lingustico para entrenar
un clasicador que detecte el sentimiento de
tuits escritos en espa~nol. Los resultados expe-
rimentales muestran un buen rendimiento y
sugieren que la estructura morfosintactica de
los textos es util para detectar la polaridad.
De cara al futuro hay varios aspectos que
nos gustara explorar. El preprocesamiento
actual tuits es bastante simple. Nos gustara
determinar como una normalizacion grama-
tical de los tuits podra ayudar a clasicar la
polaridad. A este respecto, en (Oliva et al.,
2013) se propone un sistema de normaliza-
cion de sms que podra servir para enrique-
cer nuestro preprocesado. Tambien creemos
que puede ser de utilidad integrar en nues-
tra aproximacion la propuesta de (Batista y
Ribeiro, 2013), donde se propone entrenar va-
rios clasicadores binarios y combinar los re-
sultados obtenidos, explotando as las dife-
rencias entre textos que expresan sentimien-
tos distintos. La forma de emplear las depen-
dencias sintacticas como entrada al clasica-
dor tambien es un aspecto en el que nos gus-
tara profundizar. Actualmente solamente se
utiliza como atributos el numero total de ca-
da tipo de dependencia en un tuit. Nos gus-
tara explorar como utilizar las tripletas pa-
dre/dependencia/dependiente puede ayudar
en tareas de clasicacion de polaridad.
Agradecimientos
Trabajo parcialmente nanciado por el Mi-
nisterio de Economa y Competitividad y FE-
DER (TIN2010-18552-C03-02) y por la Xun-
ta de Galicia (CN2012/008, CN 2012/319).
Bibliografa
Agarwal, A., B. Xie, I. Vovsha, O. Rambow,
y R. Passonneau. 2011. Sentiment analy-
sis of Twitter data. En Proceedings of the
Workshop on Languages in Social Media,
LSM '11, paginas 30{38, Stroudsburg, PA,
USA. ACL.
Bakliwal, A., P. Arora, S. Madhappan,
N. Kapre, M. Singh, y V. Varma. 2012.
Mining sentiments from tweets. En Pro-
ceedings of the 3rd Workshop in Compu-
tational Approaches to Subjectivity and
Sentiment Analysis, paginas 11{18, Jeju,
Korea. ACL.
Batista, F. y R. Ribeiro. 2013. The L2F
Strategy for Sentiment Analysis and Topic
Classication. Procesamiento de Lenguaje
Natural, 50:77{84.
Brooke, J., M. Toloski, y M. Taboada.
2009. Cross-Linguistic Sentiment Analy-
sis: From English to Spanish. En Pro-
ceedings of the International Conference
RANLP-2009, paginas 50{54, Borovets,
Bulgaria. ACL.
Brown, P. y S Levinson. 1987. Politeness,
Some universals in language use. Cam-
bridge, Cambridge University Press.
Castellano Gonzalez, A., J. Cigarran Recue-
ro, y A. Garca Serrano. 2012. Using
IR techniques for topic-based sentiment
analysis through divergence models. En
TASS 2012 Working Notes, Castellon,
Spain.
Fernandez Anta, A., P. Morere, L. Nu~nez
Chiroque, y A. Santos. 2012. Techniques
for Sentiment Analysis and Topic Detec-
tion of Spanish Tweets: Preliminary Re-
port. En TASS 2012 Working Notes, Cas-
tellon, Spain.
Una aproximación supervisada para la minería de opiniones sobre tuits en español en base a conocimiento lingüístico
133
Hall, M., E. Frank, G. Holmes, B. Pfahringer,
P. Reutemann, y I.H. Witten. 2009. The
WEKA data mining software: an update.
SIGKDD Explor. Newsl., 11(1):10{18, No-
viembre.
Martn-Wanton, T. y J. Carrillo de Albor-
noz. 2012. Sistema para la Clasicacion
de la Polaridad y Seguimiento de Temas.
En TASS 2012 Working Notes, Castellon,
Spain.
Martnez Camara, E., M. T. Martn Valdi-
via, M. A. Garca Cumbreras, y L. A.
Ure~na Lopez. 2012. SINAI at TASS
2012. Procesamiento de Lenguaje Natu-
ral, 50:53{60.
Moreno-Ortiz, A. y C. Perez-Hernandez.
2012. Lexicon-Based Sentiment Analysis
of Twitter Messages in Spanish. En TASS
2012 Working Notes, Castellon, Spain.
Nivre, Joakim, Johan Hall, Jens Nilsson,
Atanas Chanev, Gulsen Eryigit, Sandra
Kubler, Svetoslav Marinov, y Erwin Mar-
si. 2007. Maltparser: A language-
independent system for data-driven de-
pendency parsing. Natural Language En-
gineering, 13(2):95{135.
Oliva, J., J. I. Serrano, M. D. Del Castillo,
y A. Igesias. 2013. A SMS normalization
system integrating multiple grammatical
resources. Natural Language Engineering,
19:121{141, 0.
Pak, A. y P. Paroubek. 2010. Twitter as
a corpus for sentiment analysis and opi-
nion mining. En Proceedings of the Se-
venth conference on International Langua-
ge Resources and Evaluation (LREC'10),
Valletta, Malta, Mayo. European Langua-
ge Resources Association (ELRA).
Pang, B., L. Lee, y S. Vaithyanathan. 2002.
Thumbs up? sentiment classication using
machine learning techniques. En Procee-
dings of EMNLP, paginas 79{86.
Platt, J. C. 1999. Advances in kernel met-
hods. MIT Press, Cambridge, MA, USA,
captulo Fast training of support vector
machines using sequential minimal opti-
mization, paginas 185{208.
Saralegi Urizar, X. y I. San Vicente Roncal.
2012. Detecting Sentiments in Spanish
Tweets. En TASS 2012 Working Notes,
Castellon, Spain.
Spencer, J. y G. Uchyigit. 2012. Sentimen-
tor: Sentiment Analysis on Twitter Da-
ta. En The 1st International Workshop on
Sentiment Discovery from Aective Data,
Bristol, United Kingdom.
Taboada, M., J. Brooke, M. Toloski, K. Voll,
y M. Stede. 2011. Lexicon-based met-
hods for sentiment analysis. Computatio-
nal Linguistics, 37(2):267{307.
Thelwall, M., K. Buckley, y G. Paltoglou.
2011. Sentiment in Twitter events. J.
Am. Soc. Inf. Sci. Technol., 62(2):406{
418.
Thelwall, M., K. Buckley, y G. Paltoglou.
2012. Sentiment strength detection for the
social web. J. Am. Soc. Inf. Sci. Technol.,
63(1):163{173.
Thelwall, M., K. Buckley, G. Paltoglou,
D. Cai, y A. Kappas. 2010. Sentiment in
short strength detection informal text. J.
Am. Soc. Inf. Sci. Technol., 61(12):2544{
2558.
Trilla, A. y F. Alas. 2012. Sentiment Analy-
sis of Twitter messages based on Multino-
mial Naive Bayes. En TASS 2012 Wor-
king Notes, Castellon, Spain.
Turney, P. D. 2002. Thumbs up or thumbs
down?: semantic orientation applied to
unsupervised classication of reviews. En
Proceedings of the 40th Annual Meeting on
Association for Computational Linguis-
tics, ACL '02, paginas 417{424, Strouds-
burg, PA, USA. ACL.
Vilares, D., M. A. Alonso, y C. Gomez-
Rodrguez. 2013. Clasicacion de pola-
ridad en textos con opiniones en espa~nol
mediante analisis sintactico de dependen-
cias. Procesamiento de Lenguaje Natural,
50:13{20.
Villena-Roman, J., S. Lana-Serrano, J. C.
Gonzalez Cristobal, y E. Martnez-Cama-
ra. 2013. TASS - Worshop on Sentiment
Analysis at SEPLN. Procesamiento de
Lenguaje Natural, 50:37{44.
Zhang, Lei, Riddhiman Ghosh, Mohamed
Dekhil, Meichun Hsu, y Bing Liu. 2011.
Combining lexicon-based and learning-
based methods for Twitter sentiment
analysis. Informe Tecnico HPL-2011-89,
HP Laboratories, Palo Alto, CA.
David Vilares, Miguel A. Alonso y Carlos Gómez-Rodríguez
134
