Thermal phonons and defects in semiconductors: The physical reason why defects reduce heat flow, and how to control it S. K. Estreicher It is generally accepted that heat-carrying phonons in materials scatter off each other (normal or Umklapp scattering) as well as off defects. This assumes static defects, implies quasi-instantaneous interactions and at least some momentum transfer. However, when defect dynamics are explicitly included, the nature of phonon-defect interactions becomes more subtle. Ab initio microcanonical molecular-dynamics simulations show that (1) spatially localized vibrational modes (SLMs), associated with all types of defects in semiconductors, can trap thermal phonons; (2) the vibrational lifetimes of excitations in SLMs are one to two orders of magnitude longer (dozens to hundreds of periods of oscillation) than those of bulk phonons of similar frequency; (3) it is phonon trapping by defects (in SLMs) rather than bulk phonon scattering, which reduces the flow of heat; and (4) the decay of trapped phonons and therefore heat flow can be predicted and controlled-at least to some extent-by the use of carefully selected interfaces and d layers. V C 2015 AIP Publishing LLC.
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I. INTRODUCTION
When a temperature gradient is applied to a material, heat is transported from the warmer to the colder regions by charge carriers and/or host-crystal (bulk) phonons. In lowdoped semiconductors and at low to moderate temperatures, the material contains few free charge carriers and the phonon contribution dominates. In the present paper, we restrict ourselves to the phonon term.
The presence of defects in the material always lowers the thermal conductivity. "Defect" is used here in its most general sense, namely, anything that disrupts the ideal crystal. Thus, defects include impurities, vacancies and self-interstitials, grain boundaries, dislocations, interfaces, and even the surface of the material. The dynamical matrix of a semiconductor containing defects includes host-crystal-related (bulk) as well as defect-related normal vibrational modes.
Since the pioneering work of Peierls in the 1920s, 1 the interactions between heat flow and defects have been described and interpreted in terms of the scattering of lattice waves (the word "phonon" was introduced by Frenkel in 1932 (Ref. 2)). At the time, the emphasis was on the description of the perfect crystal and defects were considered to be perturbations. A combination of bulk phonons scatter off a defect and this generates a new combination of bulk phonons. The scattering by defects disrupts the flow of heat and reduces bulk phonon lifetimes. Klemens, 3 Ziman, 4 and Callaway 5 refined this concept. Many authors [6] [7] [8] [9] [10] [11] have introduced scattering lifetimes associated with impurities, boundaries, surfaces, interfaces, and other defects when calculating thermal conductivities. Matthiessen's rule combines the sum of the inverse lifetimes associated with normal, Umklapp, grain boundary, and scattering by various types of defects. Phonon scattering has been used by so many for so long that it has become the accepted way to think about the interactions between phonons and defects. 12 But how does this scattering work at the atomic level?
A first-principles description of the processes taking place must include the normal vibrational modes associated with the defects. Phonons in these modes behave differently than phonons in bulk modes, even when they have very similar frequencies. We have discussed the following issues in Ref. 13 .
(1) Bulk modes are delocalized in space (many and sometimes all of the host atoms oscillate together). The frequency of bulk modes has an upper limit. In silicon-the example material discussed here-the highest frequency is about 531 cm
À1
, the C-phonon.
14 If a temperature gradient is applied, phonons in acoustic modes transport heat from the warmer to the colder regions of the crystal.
(2) Defect-related modes are localized in space. We call them Spatially Localized Modes (SLMs). The localization is quantified using the eigenvectors of the dynamical matrix. The frequencies of SLMs can be low (within the phonon density of states of the host) or high (for light impurities). Note that light impurities in semiconductors are often associated with high-frequency Raman or infrared (IR) active local vibrational modes, 15 a subset of high-frequency SLMs. The importance of localized modes in relation to a reduction in the thermal conductivity 16, 17 and the trapping of energy by defects 18 have been reported in molecular-dynamics (MD) simulations by other authors. ( 3) The vibrational lifetimes of high-frequency IR-active SLMs have been measured by transient-bleaching spectroscopy [19] [20] [21] [22] [23] and estimated from the low-temperature IR linewidth. 22 They have also been calculated using ab initio, non-equilibrium, microcanonical MD simulations. 23-26 a) Author to whom correspondence should be addressed. These lifetimes vary from a few to a few hundred ps, and large isotope effects have been observed and predicted. The same theoretical approach can be used to calculate the lifetimes of phonons in low-frequency SLMs or bulk modes. The lifetimes of phonons in SLMs are much longer than those in bulk modes.
In the present contribution, we calculate the vibrational lifetimes of phonons in SLMs with high and low frequencies, and compare them to the lifetimes of bulk phonons. The results show that phonons trapped in SLMs couple to bulk phonons much less efficiently than bulk phonons couple to each other. These calculations allow us to quantify "phonon trapping" in terms of the internal clock of the oscillator: the number of periods of oscillation. Phonons in SLMs are trapped for dozens and sometimes hundreds of periods of oscillation before decaying. As a consequence, the decay does not depend on the origin of the excitation and momentum is not conserved. Instead, the decay depends on the availability of receiving modes. This is of special importance when the defect involved is the interface between two materials, which occurs at d-layers, heterojunctions, surface layers, nanodots embedded on a substrate, as well as more complex structures such as superlattices. The decay of phonons trapped at the interface depends on the phonon densities of state of the two materials involved. The number of phonon-trapping SLMs and their decay determine the effective coefficients of thermal reflection and transmission. We predict that heat flow can be controlled by carefully selecting the materials on either side of the interface. Other groups 12, 16, 17 have discussed the use of interfaces to control the flow of heat but without an atomistic discussion of the underlying physical processes.
In Sec. II, we summarize the theoretical approach. In Sec. III, we compare the vibrational lifetimes of bulk and localized phonons. In Sec. IV, we discuss the decay of the phonons trapped at an interface. In Sec. V, we summarize the key results and the differences between phonon scattering and phonon trapping, and discuss some consequences.
II. THEORETICAL APPROACH
Our electronic structure calculations are performed using first-principles theory as implemented within the SIESTA 27 software package. Our ab initio MD simulations are microcanonical: the volume, number of particles, and total energy of the system are conserved. No thermostat is used. This is critical since vibrational modes excited above the background temperature would decay faster by coupling to the thermostat than to other modes.
All of the normal vibrational modes of the system are included in the calculations and the modes are allowed to couple to each other as they wish. The details of the method have been described elsewhere. 13, [24] [25] [26] 28 The host crystal is represented by a variety of supercells ranging in size from Si 64 to Si 216 (3-D periodic) and from Si 200 H 32 to Si 250 H 40 (1-D periodic nanowires). A variety of impurities and defects are introduced into these cells. The geometries are carefully optimized so that the dynamical matrices contain no negative eigenvalues. The motion of the nuclei is calculated using classical forces obtained from total energies via the Hellmann-Feynman theorem. 29 Normconserving ab initio-type pseudopotentials are used to remove the electronic core regions from the calculations, and the electronic valence regions are treated within densityfunctional theory. The valence states are described using pseudo-atomic (numerical) basis sets. The basis sets are double-zeta for elements in the first two rows of the Periodic Table and polarization functions are added for 3rd-row elements. We use local density approximation in calculations involving only light elements and generalized gradient approximation when heavier elements are involved.
The MD simulations begin with the cell prepared slightly away from thermal equilibrium and we monitor all the normal vibrational modes as it returns to equilibrium. The time step is 1/40th to 1/30th of the fastest oscillation in the system, typically 0.2 to 1 fs depending on the mass of the lightest element in the cell. Supercell preparation using the eigenvectors of the dynamical matrix produces small temperature fluctuations starting with first step. The magnitude of these fluctuations remains constant for thousands of time steps (Fig. 1) . Averaging over n initial random sets of normal-mode phases and energies considerably reduces the temperature fluctuations. The total energy (or temperature) of the cell remains constant (Fig. 1) .
The key ingredient of supercell preparation is the dynamical matrix, which is calculated at T ¼ 0 K with k ¼ 0. The eigenvalues are the normal-mode frequencies x s and the orthonormal eigenvectors e ai s give the relative displacement of atom a along the i ¼ x,y,z directions for each mode s. They are related to the Cartesian coordinates r ai via the normal-mode coordinate, r ai (T,t) ¼ R s e ai s q s (T,t)/ͱm a , where T is the temperature and t the time. The mass m a of atom a appears because the dynamical matrix is mass weighted.
Even though the MD runs are fully anharmonic with forces obtained from the total energies, the conversion between Cartesian and normal-mode coordinates must involve some assumption for the unknown q s . We use q s (T,t) ¼ A s (T)cos(x s t þ u s ), which introduces a random distribution of mode phases at the time t ¼ 0. The mode amplitudes A s (T) are given by the condition that, in thermal equilibrium, the average energy per mode is k B T, where k B is the Boltzmann constant. We introduce random mode energies, which follow the Boltzmann distribution and average to k B T at the time t ¼ 0. 25, 28 The MD simulations must be repeated with different sets of random initial mode phases and energies and then the results are averaged.
In order to study heat flow, a thin slice of the cell is prepared at a higher temperature than the rest of the cell, but the modes are kept in phase at the interface. This is accomplished by preparing the entire cell at T cold , then increasing the mode amplitudes until the atoms in the warmer slice are at the temperature T hot . Then, we start the MD simulation.
The vibrational lifetime of a phonon in the normal mode s with frequency x s is calculated as follows. At the time t ¼ 0, the supercell is prepared at the temperature T 0 except for the vibrational mode s, which is assigned the potential energy 3 hx s /2 (zero-point energy plus one phonon) using the appropriate eigenvector of the dynamical matrix. Thus, our classical oscillator has the same initial amplitude as the quantum-mechanical one. This potential energy slightly increases the temperature of the cell since 3Nk B T cell ¼ (3N À 1)k B T 0 þ 3 hx s /2, where N is the number of atoms in the cell. In Refs. 23-25, the temperature at which the lifetimes were calculated was erroneously reported to be T 0 instead of T cell , a shift of $20 K in Si 64 if x s $ 2000 cm À1 . Then, a random distribution of mode phases and energies is assigned (except for the mode s) and MD simulations are performed. At each time step, the 3N Cartesian coordinates of all the nuclei are converted into the 3N normalmode coordinates, which allows us to monitor the energy and amplitude of every mode as a function of time. The MD runs are repeated n times with randomly selected initial mode phases and energies, and the lifetime is obtained from the average hni over these runs. Because of the random distribution of mode phases and energies, strongly coupling modes are occasionally assigned above-average energies and happen to be in phase. This can result e.g., in the excited mode gaining energy instead of decaying. Such MD runs would not matter in the limit n ! 1. Since we average over n ¼ 30 to 100 runs, we reject these runs.
Vibrational lifetimes cannot be calculated at arbitrarily low temperatures if the nuclear dynamics are classical. Indeed, as the temperature drops, the classical amplitudes become small, all the modes harmonic and no longer couple. The calculated lifetimes become infinite. But in the quantum system, the receiving modes reach their zero-point energy state at some critical temperature below which the oscillation amplitudes, anharmonic couplings, and therefore lifetimes, remain constant. This critical temperature is in the range of T $ 50 K or 75 K. 19, 20 The exact value depends on the receiving modes. However, above that critical temperature, the behavior is classical and the calculated lifetimes agree with the measured ones. While each oscillator remains a quantum object at higher temperatures, IR techniques measure some 10 16 cm À3 oscillators, and the average over this large number behaves classically above T $ 50 K or 75 K. Table I lists the vibrational lifetimes calculated for a few high-and low-frequency SLMs, as well as bulk phonons. In each case, the phonon is in a vibrational mode that is not populated at the selected background temperature. The lifetimes are given in ps as well as number of periods of oscillation. It is common for low-frequency vibrational excitations to exhibit more than one decay channel, each with its own lifetime. When we repeat the calculation n $ 50 times or more, the decay channel associated with the shortest lifetime becomes the most frequent one.
III. LIFETIME OF A PHONON IN SLMS AND IN BULK MODES
It is often stated that localized vibrational excitations do not couple efficiently to delocalized modes. This qualitative statement is quantified here in terms of the number of periods of oscillation and can be visualized by plotting the decay of the vibrational excitations for SLMs and bulk modes of comparable frequency (Fig. 2) . Table I and Fig. 2 show that the vibrational lifetimes of delocalized (bulk) modes are systematically much shorter than those of localized (SLM) modes, regardless of their frequency. Bulk mode excitations survive at most a handful of periods of oscillations, sometimes less than a single period, while SLM excitations survive for dozens, hundreds, and in some cases thousands of periods of oscillation before decaying into bulk modes. Defect-related SLMs do not couple efficiently to bulk modes, while bulk (delocalized) modes couple to each other very quickly.
When heat flows through the material and encounters a defect, some SLMs associated with the defect trap phonons for lengths of time that can be quantified in terms of the number of periods of oscillation before they decay. Phonon trapping is an important reason why defects reduce the phonon contribution to the flow of heat. An example in clathrates has recently been reported. 30 Since phonon trapping lasts for many periods of oscillation, the memory of the source of the excitation fades and momentum is not conserved. Too many forces are at play for too long a period of time. These bulk-phonon-defect interactions are not scattering events, as "scattering" implies quasiinstantaneous interactions and at least some momentum transfer. Instead, we have phonon trapping (usually in many SLMs) for some length of time followed by a decay into bulk mode of lower frequency.
Bulk-phonon-bulk-phonon interactions with Éx > k B T also involve phonon trapping, but the vibrational lifetimes are less than one or at most just a few periods of oscillation. Approximating such interactions in terms of (bulk) phonon scattering is much more justified.
IV. CONTROLLING HEAT FLOW WITH INTERFACES
When thermal phonons flow through a material and encounter a defect, phonon trapping occurs. The trapping itself cannot be controlled because it depends not only on the nature of the defect but also the local temperature (heat front)-that is on the location of the defect relative to a given heat source. However, the decay of the trapped phonons depends on the availability of receiving modes, not on the source of the excitation. This implies that the decay of phonons trapped at SLMs can be controlled, at least to some extent. One interesting possibility is to use interfaces (d-or surface-layers, at nanodots in or on a substrate, superlattices, heavily doped channels, etc.).
Consider the interface between any two materials A and B. For simplicity, we define the interface as involving only those A and B atoms that are bound to each other. This definition can be generalized but the argument is the same. Thus, our system has only A-A or B-B bonds on either side of an interface consisting of A-B bonds.
Assume that heat propagates from material A towards material B, and the temperature of the heat front is T local . When the heat front reaches the interface, the SLMs associated with it trap phonons up to the frequency x ¼ k B T local /É. Some of the excitations survive for a few dozen and others for a few hundred periods of oscillation. These phonons then decay into bulk modes of lower frequency. If material B consists of heavier atoms than material A, then B will contain more low-frequency receiving modes than A, and the coefficient of thermal transmission will be large. The opposite holds if the atoms in material B are lighter than those in A. Then, the coefficient of reflection will be large.
In order to illustrate this, we consider a four-atoms thick d-layer in the Si 225 X 25 H 40 nanowires with X ¼ Ge or C (Fig. 3) . Following our narrow definition, the interface consists of the atoms forming Si-Ge or Si-C bonds. A thin slice of the Si on the left end of the nanowire is heated to T hot ¼ 520 K and the rest of the system is at the T cold ¼ 120 K. After equilibrium is reached, T equil. is about 140 K. Note that we use 1D-periodic boundary conditions in these calculations but are only interested in the heat flowing from the hot slice toward the interface. In order to stop heat flow from the nearest image slice (beyond the right end of the cell), we designed a heat barrier (the details of these calculations will be published elsewhere 31 ). We then let the heat flow and record the temperature of the interface (T interface ) and that of the two-atoms-thick Ge or C layer (T layer ). interface traps more heat since it has many more lowfrequency SLMs than the Si-C interface (the heat remains on the Si side of the d-layer).
The trapped phonons must then decay into lowerfrequency bulk modes. Since Ge is heavier than Si, and Si heavier than C, the largest number of receiving modes is in Ge, followed by Si, with precious few in C. Figure 5 shows the temperatures of the Ge and C d-layers. The Ge layer absorbs a lot of heat (large coefficient of thermal transmission), while the C layer absorbs so little (high coefficient of thermal reflection) that its temperature remains essentially constant during the MD runs. This behavior is inconsistent with bulk phonon scattering by the interface, as momentum conservation guarantees that some heat penetrates the C layer. Thus, a diamond-like layer on a Si chip is an inefficient way to remove heat from a chip because heat would not get into it. On the other hand, a Ge layer will easily absorb energy. The details will be published elsewhere. 31 
V. SUMMARY AND DISCUSSION
We have performed microcanonical non-equilibrium MD simulations below room temperature in 3D-periodic Si supercells and 1-D periodic H-terminated Si nanowires containing a variety of defects. All the host-atom and defectrelated normal vibrational modes are explicitly included in the calculations and no assumption is made relating to phonon-phonon interactions. The key findings can be summarized as follows.
All defects we have studied (impurities, interfaces, surfaces, etc.) introduce SLMs into the phonon density of states of the material. The vibrational lifetimes of phonons in SLMs range from dozens to hundreds (sometimes thousands) periods of oscillation, while phonons in (above-background temperature) bulk modes survive for just a few periods, often less than one. Thus, phonons trap at defects and the vibrational energy remains localized at or near them for many periods of oscillation.
The decay of a trapped phonon with frequency x s involves bulk phonons with frequency x < x s . This has practical consequences when the defect is the interface between two materials, because of the different distributions of receiving modes on the two sides of the interface. When phonons trap in SLMs at the interface, they decay preferentially into the material that has the most receiving modes. For example, a c-C layer on a Si chip is unlikely to absorb much heat at all as the heat generated in the Si will trap at the Si-C interface and then be reflected back into Si. However, a material heavier than Si, such as a Ge layer, will readily absorb it.
Our calculations do not support the assumption that defects are scattering centers for thermal phonons. We find instead that a heat front propagating through a material containing defects results in phonon trapping in SLMs for dozens or hundreds of periods of oscillation.
The physical mechanism by which defects reduce the flow of heat is phonon trapping in SLMs rather than (bulk) phonon scattering. The decay of the trapped phonons depends on the availability of receiving vibrational modes, not on the origin of the excitation. This should allow some control of heat flow using interfaces or d layers.
Phonon scattering is qualitatively different from phonon trapping, and this has consequences. "Phonon scattering" implies quasi-instantaneous interactions, involving a time Dt comparable to a period of oscillation, and momentum is conserved. The process cannot be controlled except by trial-and-error with various defects. On the other hand, "phonon trapping" is a slow process, with Dt ¼ dozens or hundreds of period of oscillation, and momentum is not conserved. An analogy to phonon scattering vs. phonon trapping involves direct vs. indirect chemical reactions. In a direct reaction (e.g. D þ CH 4 ! HD þ CH 3 ), the scattering is not isotropic and momentum is conserved. In an indirect reaction (e.g. Cl À þ CH 3 Br ! CH 3 Cl þ Br À ), the reactants collide, remain associated for a few ps in an intermediate ion-molecule complex (in this example, Cl À ÀCH 3 Br), the products scatter isotropically, 32,33 and momentum is not conserved. Phonon trapping cannot be controlled but the decay of the trapped excitations can be controlled with carefully selected interfaces or d-layers, because the phonon densities of states of the two materials involved are known. FIG. 4 . Calculated temperature of the Si/Ge (red) and Si/C (black) interfaces, as defined in Fig. 3 . The Si-Ge bonds have many more low-frequency SLMs than the Si-C bonds and trap more phonons. As a result, the temperature of the Si/Ge interface increases much faster than that of the Si/C interface (preliminary results). (Fig. 4) decay into the low-frequency Ge modes, and the Ge temperature increases rapidly. But very few of the phonons trapped at the Si/C interface decay into C modes and the C layer remains cold. Instead, the trapped phonons decay into Si mode and the heat bounces back.
One example discussed above involves a c-C surface layer on Si. Since interface scattering conserves momentum, the scattering picture implies that the c-C layer will absorb heat from the Si substrate. On the other hand, phonon trapping at the Si/C interface does not conserve momentum and most of the trapped phonons will decay back into Si: The c-C layer will therefore absorb heat only very slowly.
A more interesting example involves a Ge d-layer in a Si nanowire. If a thermal gradient is briefly applied to the nanowire, heat will propagate in the wire to the Si/Ge interface. There, phonons will trap in SLMs and then decay-mostly into the Ge layer. These phonons travel in Ge to the Ge/Si interface where they trap in SLMs, and then most of them decay back into the Ge layer. Thus, most phonons will bounce back-andforth between the Si/Ge and the Ge/Si interfaces, with only a small number of them leaking into Si at every bounce. This situation resembles an optical cavity, but with phonons instead of photons. Thermal equilibrium will of course ultimately be achieved, but only after a substantial period of time. Such a "thermal device" could be used to trap heat for lengths of time much longer than those associated with phonon trapping, with potential applications for thermoelectric devices.
The difference between phonon scattering and phonon trapping has another consequence in the low-temperature regime, when the frequencies of the thermal phonons are lower than all the SLMs associated with a particular defect. In the phonon scattering picture, such long-wavelength (bulk) phonons are scattered by the defect. Within our description, no SLM excitation occurs and the thermal conductivity becomes independent of the defect. For example, substitutional C in Si has SLMs associated with C and its four Si nearest neighbors. These SLMs (with localization 13 L 2 ) are at 584 (L 2 ¼ 0.8), 439 (0.3), and 419 cm À1 (0.2). Thus, the lowest-frequency SLM can trap a phonon at about 100 K. Below that temperature, no phonon trapping occurs and the thermal conductivity should be independent of the concentration of substitutional C in the sample. At higher temperatures, low-frequency (long-wavelength) vibrational modes are populated by multiple phonons, and thus have enough energy to excite SLMs.
Note that Si is used here as a model material and the key findings apply to a wide range of covalent materials. We did not consider high-temperatures regimes or large temperature gradients, where most vibrational modes are populated with many phonons and/or ballistic heat flow occurs. Supercell preparation relies on dynamical matrices calculated at T ¼ 0 K. The normal-mode frequencies and the eigenvectors of the dynamical matrix become less accurate as the temperature increases. Further, the MD simulations rely on forces obtained from total energies and all entropy contributions are ignored. At this time, we simply do not know how to extend such calculations to the high-temperature regime. 
