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TANGENT MEASURES OF NON-DOUBLING MEASURES
TUOMAS ORPONEN AND TUOMAS SAHLSTEN
ABSTRACT. We construct a non-doubling measure on the real line, all tangent
measures of which are equivalent to Lebesgue measure.
1. INTRODUCTION
Tangent measures, see Definition 3.1, were introduced by D. Preiss in [7] to
solve an old conjecture on rectifiability and densities. Several examples show
that singularity alone of a measure yields little information on its tangent mea-
sures. The constructions of Preiss [7, Example 5.9] and Freedman and Pitman [3]
exhibit purely singular measures on R, all tangent measures of which are con-
stant multiples of Lebesgue measure, or 1-flat in the language of Preiss. These
examples, or in general measures with only 1-flat tangent measures, are doubling
in the sense that the doubling constant
D(µ, x) := lim sup
r↘0
µ(B(x, 2r))
µ(B(x, r))
is finite at µ almost every x ∈ Rd. This is a consequence of the following charac-
terisation, which is a combination of the statements of [7, Proposition 2.2] and [7,
Corollary 2.7].
Theorem 1.1. Let µ be a measure on Rd and x ∈ Rd with Tan(µ, x) 6= ∅. Then
D(µ, x) =∞ ⇐⇒ sup
ν∈Tan(µ,x)
ν(B(0, R))
ν(B(0, 1))
=∞ for every R > 1.
The purpose of this paper is to study the tangent measures of non-doubling
measures, that is, measures satisfying D(µ, x) = ∞ at µ almost every x ∈ Rd.
Non-doubling is a particularly strong form of singularity, and, as Theorem 1.1
indicates, it poses some restrictions on tangent measures – as opposed to mere
singularity, which in general has no impact on their behaviour. Motivated by
this observation, we set out to study whether more would be true: do tangent
measures of non-doubling measures always inherit some degree of singularity?
Our investigation concluded with the following result:
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Theorem 1.2. There exists a non-doubling measure µ on R such that every tangent
measure ν of µ is equivalent to Lebesgue measure.
In the spirit of the examples of Freedman-Pitman and Preiss, our construction
shows that not even non-doubling guarantees any form of singularity for tangent
measures.
2. AN APPLICATION TO POROSITY
Theorem 1.2 has implications to the theory of porosity, a degree of singularity,
which has attained much attention in recent years in fractal geometry.
Definition 2.1. For a measure µ on Rd, x ∈ Rd and r, ε > 0 write
por(µ, x, r, ε) = sup{δ > 0 : there exists y ∈ Rn with B(y, δr) ⊂ B(x, r)
and µ(B(y, δr)) ≤ εµ(B(x, r))}.
The upper porosity of µ at x is then defined by
por(µ, x) = lim
ε↘0
lim sup
r↘0
por(µ, x, r, ε).
A measure µ is upper porous if por(µ, x) > 0 at µ almost every x ∈ Rd.
Upper porosity was introduced by J–P. Eckmann, E. Järvenpää and M. Järven-
pää in [1], and further investigated by M. E. Mera, M. Morán, D. Preiss and L.
Zajícˇek in articles [5, 6]. A wide class of examples of upper porous measures was
exhibited by V. Suomala in [8]. In [5] Mera and Morán presented a characterisa-
tion of doubling upper porous measures in terms of tangent measures:
Theorem 2.1. A doubling measure µ on Rd is upper porous if and only if for µ almost
every x ∈ Rd there exists ν ∈ Tan(µ, x) with spt ν 6= Rd.
In 2009, Suomala asked us whether Theorem 2.1 holds without the doubling
assumption. Note that the question makes sense since Tan(µ, x) 6= ∅ at µ al-
most every x ∈ Rd even without the doubling assumption, see [7, Theorem 2.5].
The non-doubling measure µ constructed in Theorem 1.2 is upper porous by [6,
Proposition 3.3], yet every tangent measure ν of µ is equivalent to Lebesgue mea-
sure, so spt ν = R. Hence µ answers Suomala’s question in the negative:
Corollary 2.1 (to Theorem 1.2). The measure µ in Theorem 1.2 is upper porous, yet
spt ν = R for every tangent measure ν of µ.
3. DEFINITIONS AND THE CONSTRUCTION OF µ
Below, a measure is always a locally finite Borel measure.
Notations 3.1. The closed and open balls with center x ∈ Rd, d ∈ N, and radius
r > 0 will be denoted B(x, r) and U(x, r), respectively. The length of an interval
I ⊂ R is denoted by `(I). If f : Rd → Rd is Borel-measurable and µ is a measure
on Rd, we denote by f]µ the push-forward measure of µ under the map f , defined
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for A ⊂ Rd by f]µ(A) = µ(f−1A). The support of a measure µ, denoted sptµ, is
the set of all x ∈ Rd with µ(B(x, r)) > 0 for all r > 0. A measure µ is absolutely
continuous with respect to a measure τ , denoted µ  τ , if τ(A) = 0 implies
µ(A) = 0 for all Borel sets A. Moreover, µ are τ are equivalent if µ  τ  µ. We
writeL d for Lebesgue measure on Rd. If µ is a measure on Rd and 0 ≤ s ≤ d, the
s-dimensional upper- and lower densities of µ at x ∈ Rd are the quantities
Θ∗s(µ, x) = lim sup
r↘0
µ(B(x, r))
(2r)s
and Θs∗(µ, x) = lim inf
r↘0
µ(B(x, r))
(2r)s
.
Definition 3.1 (Tangent measures). Let µ be a measure on Rd and x ∈ Rd. A
non-zero measure ν on Rd is called a tangent measure of µ at x if ν is obtained as
the weak limit of the sequence ciTx,ri]µ, where (ci)i∈N and (ri)i∈N are sequences of
positive constants, ri ↘ 0, and Tx,ri is the map Tx,ri(y) = (y−x)/ri, y ∈ Rd, taking
B(x, ri) to B(0, 1). The set of all tangent measures of µ at x is denoted Tan(µ, x).
Construction of µ. The measure µ of Theorem 1.2 is constructed by introducing
a single auxiliary function ϕ and then using it repeatedly as a ’rule’ to distribute
mass, see Figure 1.
FIGURE 1. The construction of the measure µ: the weights of the
construction intervals are determined by ϕ-integrals over the pull-
back intervals.
Let ϕ be the function
ϕ(t) := c exp
( 1
|t| − 1
)
, t ∈ [−1, 1],
where c > 0 is determined by the requirement
∫
ϕ = 1. For k ∈ N, we write
[2k] := {±i : i = 1, 2, 3, . . . , 2k}, Σ0 := {0} and Σk := Σk−1 × [2k−1].
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Define I0 := [−1, 1). Assuming that Ij is defined for some j ∈ Σk, we divide Ij
into 2k+1 half-open dyadic subintervals
Ij := {Iji ⊂ Ij : i ∈ [2k]}
of length 2−k−1`(Ij) enumerated from left to right. We call the intervals inIj, j ∈
Σk, the generation k construction intervals. The set of all generation k construction
intervals will be denoted by Ik, so that Ik =
⋃
j∈Σk Ij. For A ⊂ [−1, 1), we
write ϕ(A) :=
∫
A
ϕ. The µ measures of the construction intervals are defined by
µ(I0) = 1, and
µ(Iji) = ϕ(I
←
ji )µ(Ij), j ∈ Σk, i ∈ [2k],
where I←ji ⊂ [−1, 1) is the pull-back of the interval Iji defined by
I←ji =
{
[i2−k, (i+ 1)2−k), i < 0;
[(i− 1)2−k, i2−k), i > 0.
This procedure uniquely determines a probability measure on [−1, 1), see [2,
Proposition 1.7].
4. PRELIMINARY LEMMAS
Before we can understand µ, we need to establish some key properties of ϕ:
Lemma 4.1. The function ϕ satisfies the following:
(1) if 0 < τ < 1, then for every interval I ⊂ [−τ, τ ], we have
ϕ(I) τ `(I),
that is, c−1`(I) ≤ ϕ(I) ≤ c`(I) for some c > 0 depending only on τ .
(2) for every M > 1 and N ∈ N there exists lN,M > 0 such that
ϕ(I + `(I))
ϕ(I)
> M =⇒ ϕ(I + (N
′ + 1) · `(I))
ϕ(I +N ′ · `(I)) > M
1/8/2
for every 1 ≤ N ′ ≤ N and all intervals I ⊂ [−1, 1), as soon as `(I) ≤ lN,M ;
(3) if C > 1, then
GC,ε :=
ϕ([−1,−1 + Cε])
ϕ([−1,−1 + ε]) =
ϕ([1− Cε, 1])
ϕ([1− ε, 1]) → +∞, as ε↘ 0.
Proof. (1) Since I ⊂ [−τ, τ ], we have ϕ(τ) ≤ ϕ ≤ ϕ(0) on I . This gives
ϕ(τ)`(I) ≤
∫
I
ϕ ≡ ϕ(I) ≤ ϕ(0)`(I).
Hence ϕ(I) τ `(I), as claimed.
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(2) Fix an interval I ⊂ [−1, 1). Then, assuming that I is half-open, we have
I = [x, x + `(I)) for some x ∈ [−1, 1). Given M and N , we may initially choose
lN,M so small that
`(I) ≤ lN,M and I + (N + 1) · `(I) 6⊂ [−1, 0] =⇒ ϕ(I + `(I))
ϕ(I)
≤M.
Thus, for the rest of the proof, we may rest assured that I +N ′ · `(I) ⊂ [−1, 0] for
0 ≤ N ′ ≤ N + 1. Suppose that ϕ(I + `(I))/ϕ(I) > M . Since ϕ is increasing on
[−1, 0], we have
ϕ(x+ 2 · `(I))
ϕ(x)
≥ ϕ(I + `(I))
ϕ(I)
> M.
Taking logarithms on both sides and invoking the definition of ϕ results in
1
x+ 1
− 1
(x+ 2 · `(I)) + 1 =
1
−(x+ 2 · `(I))− 1 −
1
−x− 1 > lnM.
Applying the mean value theorem to x 7→ x−1 yields ξ ∈ (x + 1, x + 2 · `(I) + 1)
such that
2 · `(I)
ξ2
=
1
x+ 1
− 1
(x+ 2 · `(I)) + 1 > lnM,
which implies
0 ≤ ξ < (lnM)−1/2 · (2 · `(I))1/2.
Now we are ready to estimate the ratio ϕ(I + (N ′ + 1) · `(I))/ϕ(I + N ′ · `(I)).
The function ϕ is increasing on the intervals I + N ′ · `(I) and I + (N ′ + 1) · `(I),
1 ≤ N ′ ≤ N , so we may estimate
ϕ(I + (N ′ + 1) · `(I))
ϕ(I +N ′ · `(I)) ≥
ϕ(x+ (N ′ + 1) · `(I) + `(I)/2)
2ϕ(x+ (N ′ + 1) · `(I)) . (4.1)
Taking logarithms and applying the mean value theorem as above yields a point
η ∈ (x+ (N ′ + 1) · `(I) + 1, x+ (N ′ + 1) · `(I) + `(I)/2 + 1) such that
`(I)/2
η2
= ln
(
ϕ(x+ (N ′ + 1) · `(I) + `(I)/2)
ϕ(x+ (N ′ + 1) · `(I))
)
.
Since t1/2 tends to zero slower than N · t, we may choose lN,M so small that `(I) ≤
lN,M implies (N ′ + 1) · `(I) + `(I)/2 ≤ (lnM)−1/2 · (2 · `(I))1/2 for all 1 ≤ N ′ ≤ N .
Using this and previously established bound for ξ now yields
η < x+ (N ′ + 1) · `(I) + `(I)/2 + 1
≤ ξ + (N ′ + 1) · `(I) + `(I)/2
< 2 · (lnM)−1/2 · (2 · `(I))1/2
for intervals I of length `(I) ≤ lN,M . The proof is finished by combining this with
(4.1) and the definition of η:
ϕ(I + (N ′ + 1) · `(I))
ϕ(I +N ′ · `(I)) >
1
2
· exp
(
`(I)/2
[2 · (lnM)−1/2) · (2 · `(I))1/2]2
)
= M1/8/2
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(3) As ϕ is even, it is enough to show that ϕ([1 − Cε, 1])/ϕ([1 − ε, 1]) → ∞ as
ε→ 0. Fix ε ∈ (0, 1), and let 1 < D < C. As ϕ is decreasing on [0, 1], we have
ϕ([1− Cε, 1]) ≥ ϕ([1− Cε, 1−Dε]) ≥ ϕ(1−Dε)(C −D)ε.
Combining this with the definition of ϕ yields
lnGC,ε = ln
ϕ([1− Cε, 1])
ϕ([1− ε, 1]) ≥ ln
ϕ(1−Dε)(C −D)
ϕ(1− ε) = ln(C −D) +
D − 1
Dε
.
The right hand side tends to∞, so the proof is complete. 
The next lemma is the counterpart of Lemma 4.1 for the measure µ. To state
the result, we need two definitions.
Definition 4.1 (Comparability). Let C ≥ 1 and 0 < λ ≤ 1. We say that a pair
(A,B) of Borel sets A,B ⊂ [−1, 1) is (C, λ)-comparable, if
C−1λ ≤ µ(A)
µ(B)
≤ Cλ.
Definition 4.2 (Coverings and Packings). Let k ∈ N. If J is an interval and J ⊂ Ik
for some Ik ∈ Ik, then we writeFJ = {I ∈ Ik+1 : I ∩ J 6= ∅} to be the minimal
Ik+1-cover of J , and write PJ = {I ∈ Ik+1 : I ⊂ J} to be the maximal Ik+1-
packing of J . The reference to k is suppressed from the notation, as the relevant
generation will always be clear from the context.
Remark 4.1. If j ∈ Σk is fixed, B is a collection of sets in Ij and B =
⋃
B, we
extend the definition of pull-back by writing
B← :=
⋃
I∈B
I←.
The formula
µ(B) = ϕ(B←)µ(Ij)
then follows immediately from the definition of µ.
Lemma 4.2. The measure µ satisfies the following properties.
(1) For each τ ∈ (0, 1) there exists a generation k(τ) ∈ N and a constant C(τ) ≥ 1
with the following property. Let k ≥ k(τ) and Ik ∈ Ik. If J is any interval such
that J ⊂ Ik,PJ 6= ∅ and
d(J, ∂Ik) ≥ τ`(Ik),
then (J, Ik) is (C(τ), λ)-comparable, where λ = `(J)/`(Ik).
(2) Let C ≥ 1, k ∈ N and Ik ∈ Ik. Suppose that J ⊂ Ik is an interval such that
PJ 6= ∅ (that is, J contains an interval from Ik+1), 5J ⊂ Ik,
`(J)/`(Ik) < min
{
l3,68C8
2
,
1
20
}
and µ(5J) ≤ Cµ(J)
where l3,68C8 is the threshold from Lemma 4.1(2), and 5J is the interval with the
same midpoint as J and length `(5J) = 5`(J). Then all pairs of intervals in
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FJ are (D, 1)-comparable with D = max{625C25, C(1/4)2} (here C(1/4) is the
constant from (1) with τ = 1/4).
(3) Let C > 8, k ∈ N and Ik ∈ Ik. Assume that J ⊂ J? ⊂ Ik are intervals such
that the packingPJ 6= ∅ (that is, J contains an interval from Ik+1),
`(J?) = C`(J) and J ∩ ∂Ik 6= ∅.
Then
µ(J?)/µ(J) ≥ GC/8,4λ,
where λ := `(J)/`(Ik) and GC/8,4λ is the ratio from Lemma 4.1(3).
Proof. (1) Since d(J, ∂Ik) ≥ τ`(Ik), every interval I ∈ FJ has
d(I, ∂Ik) ≥ τ2`(Ik),
provided that `(I) ≤ τ`(Ik)/2, that is, choosing k(τ) large enough and assuming
k ≥ k(τ). This shows that I← ⊂ [−1 + τ, 1− τ ], whence Lemma 4.1(1) yields
ϕ(I←) τ `(I←)  2−k.
As µ(I) = ϕ(I←)µ(Ik), this proves that (I, Ik) is (C, 2−k)-comparable for some
constant C = C(τ) ≥ 1 depending only on τ . If J = I , we are done. If cardFJ >
1, the proof is reduced to this by comparing with µ(Ik) the µ measures of
⋃
FJ
and
⋃
PJ 6= ∅.
(2) First assume that 5J contains the midpoint of Ik. As 5`(J) < `(Ik)/4 by
assumption, we then have
d(5J, ∂Ik) ≥ `(Ik)
4
,
Let I, I ′ ∈ FJ . Then I, I ′ ⊂ 5J , so the inequality above yields d(I, ∂Ik) > `(Ik)/4
and d(I ′, ∂Ik) > `(Ik)/4. The proof of part (1) now implies that (I, Ik) and
(I ′, Ik) are (C(1/4), 2−k)-comparable, which shows that (I, I ′) is (C(1/4)2, 1)-
comparable.
Next assume that 5J does not contain the midpoint of Ik. Then 5J is contained
in either half of Ik, say the right one. Let P0 =
⋃
PJ , and define PN := P0+N`(P0)
for N ∈ {−2,−1, 0, 1, 2}.
FIGURE 2. The distribution of µ in the vicinity of the intervals PN .
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Since `(PN) ≤ `(J), the intervals PN are contained in 5J ⊂ Ik for all −2 ≤ N ≤
2, see Figure 2. As was pointed out in Remark 4.1, we have
µ(PN) = ϕ(P
←
N )µ(Ik),
Note that, by assumption,
`(P←N ) = 2`(P
←
N )/`(I0) = 2`(PN)/`(Ik) ≤ 2`(J)/`(Ik) < l3,68C8 . (4.2)
Since PN ⊂ 5J , and 5J is a subset of the right half of Ik, we see that P←N ⊂ [0, 1]
for −2 ≤ N ≤ 2. As ϕ is decreasing on [0, 1], this yields ϕ(P←N ) ≥ ϕ(P←N+1) for
−2 ≤ N ≤ 1, see Figure 3.
FIGURE 3. The mapping ϕ is decreasing in the vicinity of the pull-
back intervals P←N .
Now
µ(P−2) ≤ µ(5J) ≤ Cµ(J) ≤ C(µ(P−1) + µ(P0) + µ(P1)),
so that dividing by µ(Ik) yields
ϕ(P←−2) ≤ C(ϕ(P←−1) + ϕ(P←0 ) + ϕ(P←1 )) ≤ 3Cϕ(P←−1).
Next we claim that ϕ(P←−2) ≤ 625C25ϕ(P←2 ). If not, then the estimate
624C24 <
ϕ(P←−1)
ϕ(P←−2)
· ϕ(P
←
−2)
ϕ(P←2 )
=
ϕ(P←−1)
ϕ(P←0 )
· ϕ(P
←
0 )
ϕ(P←1 )
· ϕ(P
←
1 )
ϕ(P←2 )
shows that at least one of the three factors in the latter product must be
strictly bigger than 68C8. Recalling (4.2), Lemma 4.1(2) then implies that
ϕ(P←−2)/ϕ(P
←
−1) > 3C, which is impossible. Hence ϕ(P←−2) ≤ 625C25ϕ(P←2 ), and
consequently µ(P−2) ≤ 625C25µ(P2). Among all the intervals in FJ , let I l and
Ir be the leftmost and rightmost ones (respectively), or, in other words, the ones
with the largest and the smallest µ measure. If cardPJ = n, we obtain
nµ(I l) ≤ µ(P−2) ≤ 625C25µ(P2) ≤ 625C25nµ(Ir), (4.3)
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since P−2 is the union of n intervals in Ik+1 situated to the left of I l (thus having
larger µ measure than I l), and similarly P2 is a union of n intervals in Ik+1 situ-
ated to the right of Ir. Here we needed once more that PN ⊂ 5J , and 5J lies on
the right half of Ik. Dividing both sides of (4.3) by n finishes the proof.
(3) Let P =
⋃
PJ? and F =
⋃
FJ . Since C ≥ 3, we have J ⊂ F ⊂ P ⊂ J?, and
`(F ) ≤ 2`(J) = 2C−1`(J?) ≤ 4C−1`(P ).
Then, recalling that λ = `(J)/`(Ik),
`(F←) = 2`(F )/`(Ik) ≤ 4λ and `(P←) = 2`(P )/`(Ik) ≥ C2 · λ = C8 · 4λ.
Since J ∩ ∂Ik 6= ∅, we have either 1 ∈ F← or −1 ∈ F←. In the former case
F← = [1− `(F←), 1] ⊂ [1− 4λ, 1] and P← = [1− `(P←), 1] ⊃ [1− C
8
· 4λ, 1].
An application of Remark 4.1 and Lemma 4.1(3) then gives
µ(J?)
µ(J)
≥ µ(P )
µ(F )
=
ϕ(P←)
ϕ(F←)
≥ GC/8J,4λ.
Since ϕ is even, we reach the same conclusion if −1 ∈ F←. 
5. NON-DOUBLING OF µ
The non-doubling of µ can be deduced from the following
Lemma 5.1. For µ almost every x ∈ R there exists an increasing sequence (ki)i∈N of
integers such that 2−i`(I) ≤ d(x, ∂I) ≤ 2−i+1`(I) whenever x ∈ I ∈ Iki .
Indeed, assume that x is one of the points satisfying the description above
and choose the sequence (ki)i∈N accordingly. If x ∈ I ∈ Iki , set ri = d(x, ∂I),
Ji = B(x, ri) and write J?i = B(x, 17ri) ∩ I . Since ri ≥ 2−i`(I) ≥ 2−ki`(I), the
interval Ji contains at least one interval inIki+1, and `(J
?
i ) = 9`(Ji). Since Ji ⊂ I ,
Lemma 4.2(3) now yields
µ(B(x, 17ri))
µ(B(x, ri))
≥ µ(J
?
i )
µ(Ji)
≥ G9/8,4λ(i),
where λ(i) = `(Ji)/`(I) ≤ 2−i+2. Since λ(i)→ 0, as i→∞, we obtain
lim sup
r↘0
µ(B(x, 17r))
µ(B(x, r))
=∞,
by Lemma 4.1(3). This is equivalent to D(µ, x) =∞.
Proof of Lemma 5.1. For i, k ∈ N, consider the sets
Ek,i :=
⋃
I∈Ik
{x ∈ I : 2−i`(I) ≤ d(x, ∂I) ≤ 2−i+1`(I)} =:
⋃
I∈Ik
BI,i.
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If k is large enough, depending on i, the sets BI,i can be expressed as the union
of intervals in Ik+1. Then B←I,i makes sense, and
µ(Ek,i) =
∑
I∈Ik
ϕ(B←I,i)µ(I) = 2 · ϕ([1− 2−i+2, 1− 2−i+1]) > 0.
In probabilistic terminology, the events Ek,i are clearly µ independent for k ∈ N
large enough. As
∑
k µ(Ek,i) =∞ for any i ∈ N, the Borel–Cantelli lemma yields
µ
(
lim sup
k→∞
Ek,i
)
= 1, i ∈ N,
which is precisely what we wanted. 
6. TANGENT MEASURES OF µ
We want to show thatL 1  ν  L 1 for every tangent measure ν of µ. Using
[4, Theorem 6.9] this is derived from the following slightly stronger statement:
Proposition 6.1. Let ν be a tangent measure of µ. Then there exists a discrete set E ⊂ R
such that
0 < Θ1∗(ν, z) ≤ Θ∗1(ν, z) <∞ (6.1)
for every z ∈ R \ E.
We will prove Proposition 6.1 by contradiction. Lemma 6.1 shows that if Propo-
sition 6.1 were to fail for some tangent measure ν˜ of µ, then it would also fail for a
specialized tangent measure ν with certain extra features. In Lemma 6.2 we will
see that such a measure ν cannot exist.
Lemma 6.1. Let x ∈ [−1, 1), and let (Ik)k∈N be the unique sequence of construction
intervals satisfying x ∈ Ik ∈ Ik. Suppose that Proposition 6.1 fails for some measure
ν˜ ∈ Tan(µ, x). Then there exists a sequence (K(i))i∈N of positive integers, a sequence of
radii ri ↘ 0, and a measure ν ∈ Tan(µ, x) with the following properties:
(i) Proposition 6.1 fails for ν inside U(0, 1). In other words, the points for which
(6.1) fails for ν have an accumulation point inside U(0, 1).
(ii)
µ(B(x, ri))
−1Tx,ri]µ→ ν,
(iii)
%i :=
`(IK(i))
ri
↗∞ as i→∞.
(iv)
IK(i)+1 ⊂ B(x, ri), i ∈ N.
(v)
B(x, 5ri) ⊂ IK(i), i ∈ N.
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Remark 6.1. We will invoke the following property of tangent measures several
times throughout the proof. Let x ∈ [−1, 1) and let ν = lim ciTx,ri]µ be any tangent
measure of µ at x. Fix R > 0. Then by [4, Theorem 1.24] we have
lim sup
i→∞
ciµ(B(x,Rri)) ≤ ν(B(0, R)) <∞.
This implies that there exists a finite constant CR ≥ 1 such that
sup
i∈N
ciµ(B(x,Rri)) ≤ CR. (6.2)
The constant CR depends on ν, of course, but we suppress this from the notation.
Proof of Lemma 6.1. Since ν˜ is a tangent measure of µ, every measure of the form
cT0,R]ν˜ with c > 0 and R > 0 is also a tangent measure of µ. The measure ν will
be of this form. Since Proposition 6.1 fails for ν˜, the set of points E where (6.1)
fails has an accumulation point z ∈ U(0, R1) for R1 = |z|+ 1. Then, for any c > 0
and R ≥ R1, the set of points such that (6.1) fails for cT0,R]ν˜ has an accumulation
point inside U(0, 1). Thus, (i) is satisfied for any measure of the form
cT0,R]ν˜ ∈ Tan(µ, x) (6.3)
where c > 0 and R ≥ R1.
Let (c˜i)i∈N and (r˜i)i∈N be sequences of numbers such that ν˜ = lim c˜iTx,r˜i]µ. Ac-
cording to [4, Remark 14.4(1)], there exists R2 ≥ 1 such that for any R ≥ R2, the
sequence (c˜i)i∈N can be chosen (perhaps after passage to a subsequence, which
may depend on R) to be of the form
c˜i = cRµ(B(x,Rr˜i))
−1
for some cR > 0. This implies that for any R ≥ R2 we have
µ(B(x,Rr˜i))
−1T0,Rr˜i]µ→ c−1R T0,R]ν˜. (6.4)
Now let Ik, k ∈ N, be the unique construction interval satisfying x ∈ Ik ∈ Ik. For
r˜i < 1, the set of indices k such that Ik 6⊂ B(x, r˜i) is non-empty and finite. Define
K˜(i) be the largest such index and write
%˜i :=
`(IK˜(i))
r˜i
≥ 1.
Depending on the behavior of %˜i, we now construct K(i) and ri such that (i), (ii),
(iii) and (iv) are simultaneously satisfied. The property (v) will essentially be a
corollary of (ii), (iii) and (iv). We have two possibilities:
(a) supi %˜i =∞ or (b) %˜ := supi %˜i <∞.
Suppose that (a) holds. Let R = max{R1, R2}, K(i) := K˜(i), ri = Rr˜i and set
ν = c−1R T0,R]ν˜. The measure ν is of the form indicated in (6.3) and R ≥ R1, so it
satisfies condition (i). Since R ≥ R2 the property (6.4) holds, so (after passage to
a subsequence)
µ(B(x, ri))
−1Tx,ri]µ→ c−1R T0,R]ν˜ = ν.
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Hence ν satisfies (ii). Since sup %i =∞, one more passage to a subsequence gives
(iii). Finally (iv) holds, since IK(i)+1 = IK˜(i)+1 ⊂ B(x, r˜i) ⊂ B(x, ri).
Suppose that (b) holds. Set R = max{R1, R2, %˜}, K(i) := K˜(i) − 1, ri := Rr˜i and
define ν = c−1R T0,R]ν˜. Properties (i) and (ii) hold by the same proofs as in case (a).
Moreover,
%i =
`(IK(i))
ri
=
`(IK˜(i)−1)
Rr˜i
= 2K˜(i) · `(IK˜(i))
Rr˜i
≥ 2K˜(i)/R −→∞
as i → ∞, so that passing to a subsequence gives (iii). Finally (iv) follows from
the inequalities
`(IK(i)+1) = `(IK˜(i)) ≤ %˜r˜i ≤ ri.
Having now fixed all our parameters, we complete the proof by showing that
(v) holds. Suppose that for some i ∈ N we have
B(x, 5ri) 6⊂ IK(i) =: IK and %i =
`(IK(i))
ri
≥ 100. (6.5)
Then B(x, 5ri) intersects exactly one interval in IK(i) besides IK , say I ′K = IK +
`(IK) (the other option being IK − `(IK)). The common boundary point b of IK
and I ′K , see Figure 4, lies in B(x, 5ri), whence
B(x, ri) ⊂ B(b, 6ri) and B(x, 59ri) ⊃ B(b, 54ri),
which, applying (6.2) with R = 59 and ν = limµ(B(x, ri))−1Tx,ri]µ, yields
C59 ≥ µ(B(x, 59ri))
µ(B(x, ri))
≥ µ(B(b, 54ri))
µ(B(b, 6ri))
.
FIGURE 4. The distribution of µ near the common boundary point
b of IK and I ′K .
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By symmetry, we may assume that µ([b, b + 6ri]) ≥ µ([b − 6ri, b]). Write J =
[b, b + 6ri] and J? = [b, b + 54ri]. Then the assumptions of Lemma 4.2(3) are
satisfied. In particular, PJ 6= ∅, since IK(i)+1 ⊂ B(x, ri), which means that the
length of the generation K(i) + 1 intervals is at most 2ri, and so at least one such
interval is contained in [b, b+ 6ri]. Hence
µ(B(b, 54ri))
µ(B(b, 6ri))
≥ µ([b, b+ 54ri])
2µ([b, b+ 6ri])
≥ 1
2
G9/8,4λ(i),
where λ(i) := `(J)/`(IK) = 6ri/`(IK) = 6/%i. Hence G9/8,4λ(i) ≤ 2C59. As λ(i) ↘
0, Lemma 4.1(3) now shows that (6.5) can only hold for finitely many i ∈ N. This,
after one last passage to a subsequence, finishes the proof of (v) and the whole
lemma. 
The following Lemma shows that the measure ν as in Lemma 6.1 cannot exist,
and thus proves Proposition 6.1.
Lemma 6.2. Suppose that (K(i))i∈N, (ri)i∈N and ν ∈ Tan(µ, x) satisfy the properties
(ii), (iii), (iv) and (v) of Lemma 6.1. Then there exists a finite set E ⊂ U(0, 1) such that
(6.1) is satisfied for every z ∈ U(0, 1) \E. In other words, ν does not satisfy property (i)
of Lemma 6.1.
The rest of the text is devoted to proving Lemma 6.2.
Notation 6.1. Let ri ↘ 0 and x ∈ I0. If i ∈ N, we write
J i := B(x, ri),
and if z ∈ U(0, 1) and δ > 0, we write
J iδ := B(yi, δri),
where yi := x+ riz. Note that J iδ ⊂ J i when δ < 1− |z|.
A sufficient condition for a tangent measure ν = limµ(B(x, ri))−1Tx,ri]µ to sat-
isfy (6.1) at a point z ∈ R is the following
Condition 1. There exist constants cz > 0 and δz > 0 with the following property:
for any 0 < δ < δz there exist infinitely many indices i such that (J iδ, J i) is (cz, δ)-
comparable (recall Definition 4.1).
Indeed, we have the inequalities
lim sup
i→∞
Tx,ri]µ(B)
µ(B(x, ri))
≤ ν(B) and ν(U) ≤ lim inf
i→∞
Tx,ri]µ(U)
µ(B(x, ri))
for any compact set B ⊂ Rd and open set U ⊂ Rd, see [4, Theorem 1.24]. Hence,
for every 0 < δ < δz/2, the (cz, δ)-comparability of the pairs (B(z, δri), B(x, ri))
and the (cz, 2δ)-comparability of the pairs (B(z, 2δri), B(x, ri)) for infinitely many
i gives
c−1z δ ≤ ν(B(z, δ)) ≤ ν(U(z, 2δ)) ≤ 2czδ.
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This implies
1/(2cz) ≤ lim inf
δ↘0
ν(B(z, δ))
2δ
≤ lim sup
δ↘0
ν(B(z, δ))
2δ
≤ cz,
which is (6.1). We will now prove Lemma 6.2 by constructing a finite set E ⊂
U(0, 1) such that Condition 1 is met for every point z ∈ U(0, 1) \ E. We split
the proof of this into two cases – Lemma 6.3 and Lemma 6.4 – depending on the
boundedness of the values
Ni := cardFJi , i ∈ N,
where J i = B(x, ri) andFJi is defined using intervals inIK(i)+1, recall Definition
4.2.
Lemma 6.3. Suppose that (K(i))i∈N, (ri)i∈N and ν ∈ Tan(µ, x) satisfy the properties
(ii), (iii), (iv) and (v) of Lemma 6.1, and supiNi = N0 ∈ N. Then there exists a finite set
E ⊂ U(0, 1) such that Condition 1 is met for every z ∈ U(0, 1) \ E.
Proof. LetEi, i ∈ N, be the set of all end-points of generationK(i)+1 construction
intervals that are contained in J i. In other words,
Ei :=
⋃
I∈PJi
∂I,
where the packing PJi is defined using intervals in IK(i)+1. Since cardFJi ≤
N0, we have cardEi ≤ N0 + 1. The required set E ⊂ U(0, 1) will be formed
by the points z ∈ U(0, 1) such that yi visits infinitely often an arbitrarily small
neighbourhood of the set Ei.
We will now show that either lim infi d(yi, Ei)/ri > 0 for all z ∈ U(0, 1) or there
exists a subsequence of indices (ij)j∈N such that the set
E :=
{
z ∈ U(0, 1) : lim inf
j→∞
d(yij , Eij)/rij = 0
}
(6.6)
is finite. Assume for the moment that there exists at least one point z ∈ U(0, 1)
such that lim infi d(yi, Ei)/ri = 0, where recall that yi = x + riz. Then we may
extract a subsequence of indices (ij)j∈N such that limj d(yij , Eij)/rij = 0. Let E be
the set constructed using this subsequence. We now need to show that E is finite.
Since limj d(yij , Eij)/rij = 0, for every j ∈ N we may find eij ∈ Eij such that
lim
j→∞
d(yij , eij)/rij = 0.
Next suppose that z˜ ∈ E \{z} and write y˜ij = x+ rij z˜. If lim infj d(y˜ij , eij)/rij = 0,
the inequality
d(z, z˜) =
d(yij , y˜ij)
rij
≤ d(yij , eij) + d(y˜ij , eij)
rij
, j ∈ N,
would immediately force z˜ = z, which shows that lim infj d(y˜ij , eij)/rij > 0.
On the other hand, we have lim infj d(y˜ij , Eij)/rij = 0 by definition of z˜ ∈ E,
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which ensures that for infinitely many j there exist points e˜ij ∈ Eij such that
d(y˜ij , e˜ij)/rij → 0. Then e˜ij 6= eij provided that j is large enough. Otherwise
z˜ = z, as noted above.
Now N0 steps in: since cardEi ≤ N0 + 1 and Ei is formed of boundary points
of all generation K(i) + 1 construction intervals contained in J i = B(x, ri), we
have d(ei, e˜i) ≥ cri/N0 for any distinct ei, e˜i ∈ Ei, where c > 0 is some absolute
constant. The points eij and e˜ij must be distinct for all large enough j, so the
inequality
d(z, z˜) =
d(yij , y˜ij)
rij
≥ d(eij , e˜ij)− d(yij , eij)− d(y˜ij , e˜ij)
rij
, j ∈ N,
then shows that d(z, z˜) ≥ c/N0. This proves that the set E is finite.
Now, if lim infi d(yi, Ei)/ri > 0 for all z ∈ U(0, 1), we set E = ∅. Otherwise, we
construct E as above, in (6.6). Even in the latter case, we simplify the notation
by writing (ij)j∈N = (i)i∈N, which means that lim infi d(yi, Ei)/ri > 0 for all z ∈
U(0, 1) \ E.
Fix z ∈ U(0, 1)\E. Since lim inf d(yi, Ei)/ri > 0, there exists 0 < δz < 1−|z| and
iz ∈ N such that d(yi, Ei) ≥ 2δzri for all i ≥ iz. As `(IK(i))/ri = %i ↗∞ by Lemma
6.1(iii), we have
`(J i) = 2ri < min{l3,68C85/2, 1/20}`(IK(i))
for i ≥ iz, choosing a larger iz if necessary (at this point, recall Lemma 4.2(2)).
Here C5 is the constant from (6.2) with R = 5. Since ν satisfies Lemma 6.1(i),
inequality (6.2) shows that
µ(5J i) ≤ C5µ(J i).
Moreover, combining (iv) and (v) of Lemma 6.1 yields
IK(i)+1 ⊂ J i ⊂ 5J i ⊂ IK(i).
Hence Lemma 4.2(2) shows that all pairs of intervals in FJi , i ≥ iz, are (D, 1)-
comparable with D = max{C(1/4)2, 625C255 }. Take 0 < δ < δz. If i ≥ iz, then,
since d(yi, Ei) ≥ 2δzri, we have J iδ ⊂ I i, for some I i ∈ IK(i)+1. For this I i, we then
have
d(J iδ, ∂I
i) > δz`(I
i),
see Figure 5.
Choose iδ ≥ iz such that we have
2−K(i) ≤ δ and K(i) + 1 ≥ k(δz)
for all i ≥ iδ (recall Lemma 4.2(1) for the definition of k(δz)). Then, as `(I i) ≤
`(J i) = 2ri (since J i contains an interval with the same generation K(i) + 1 as I i),
we obtain
`(J iδ) = 2δri ≥ δ`(I i) ≥ 2−K(i)`(I i).
This means that for i ≥ iδ we have PJiδ 6= ∅, where the packing PJiδ is now
defined using intervals in IK(i)+2. Hence J iδ satisfies the assumptions of Lemma
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FIGURE 5. The distribution of µ in the vicinity of the ball J i. The
interval J iδ ⊂ I i cannot intersect the gray zone by the assumptions
d(yi, Ei) ≥ 2δzri and δ < δz.
4.2(1) with k = K(i) + 1, J = J iδ, Ik = I
i and τ = δz, which shows that (J iδ, I
i) is
(C(δz), λ)-comparable with λ = `(J iδ)/`(I
i). By definition of N0, we have `(J i) ≤
N0`(I
i), whence
δ =
`(J iδ)
`(J i)
≤ λ ≤ N0δ.
This shows the pair (J iδ, I
i) is (C(δz)N0, δ)-comparable. To finish the proof, let
I is and I il be the intervals in FJi with the smallest and largest µ measure, re-
spectively. For i ≥ iδ all pairs of intervals in FJi are (D, 1)-comparable, so the
inequalities
D−1µ(I i) ≤ µ(I is) ≤ µ(J i) ≤ N0µ(I il ) ≤ DN0µ(I i),
prove that (I i, J i) is (DN0, 1)-comparable. Hence the pair (J iδ, J
i) is (cz, δ)-
comparable for i ≥ iδ, where cz = C(δz)DN20 .
This shows that Condition 1 holds for z ∈ U(0, 1) \ E. 
Lemma 6.4. Suppose that (K(i))i∈N, (ri)i∈N and ν ∈ Tan(µ, x) satisfy the properties
(ii), (iii), (iv) and (v) of Lemma 6.1, and supNi =∞. Then Condition 1 is met for every
z ∈ U(0, 1).
Proof. Passing to a subsequence, we may assume that Ni ↗ ∞. Fix z ∈ U(0, 1)
and let δz = 1 − |z|. Fix 0 < δ < δz. Choose iδ ∈ N so large that the packing
PJiδ 6= ∅ for all i ≥ iδ. Then for these i we can estimate
δNi/3 ≤ cardPJiδ ≤ cardFJiδ ≤ 3δNi,
where the packing PJiδ and the cover FJiδ are here defined using intervals in
IK(i)+1. Since %i ↗ ∞ by Lemma 6.1(iii), we can make iδ larger if necessary, to
have
`(J i)/`(IK(i)) = 1/%i < min
{
l3,68C85/2, 1/20
}
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for i ≥ iδ. As in the proof of Lemma 6.3, if we invoke (6.2) and the conditions (ii),
(iii), (iv) and (v) of Lemma 6.1, this inequality again yields (D, 1)-comparability
for all pairs of intervals in FJi , as soon as i ≥ iδ. In particular, this holds for the
intervals in FJi with the smallest and largest µ measure, denoted I is and I il . The
inequalities
δNiµ(I
i
s)/3 ≤ µ(J iδ) ≤ 3δNiµ(I il )
and
Niµ(I
i
s)/3 ≤ µ(J i) ≤ Niµ(I il ),
valid for i ≥ iδ, now prove that the pair (J iδ, J i) is (cz, δ)-comparable for i ≥ iδ,
where cz = 9D.
This shows that Condition 1 holds for z ∈ U(0, 1). 
The proof of Theorem 1.2 is complete.
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