This paper develops a model and an associated estimation procedure to forecast and control the rate of sales for a new product. A repeat-purchase diffusion model is developed. incorporating the effect of marketing variables--detailing force effects in particular-as well as a word-of-mouth effect. Bayesian estimation, with priors developed from past products is used to estimate and update the parameters of the model. The procedure is used to develop marketing policies for new product introduction.
Introduction
Early in the life of a frequently purchased product, there is often too little data available either to forecast long term sales accurately or to make proper marketing decisions. A popular procedure (see Blattberg and Golanty [5] for example) is to make direct use of model parameters from other similar products.
But all products have some uniqueness: how should experience with similar products be incorporated into an estimation and control procedure? Bayesian analysis (see Raiffa and Schlaiffer [19] for example) was developed to incorporate past experience in a systematic, formal way. We incorporate bayesian estimation for the purpose of forecasting and control into a repeat-purchase model. We show that, as sales data become available, the parameters of the model and the marketing policies can be updated in a bayesian framework. This framework, incorporation past (pre-market) information with the data about the specific product, gives stable parameter estimates and policy guidelines.
In many product-marketing situations, the impact of brand promotional efforts is enhanced by a "word-of-mouth" effect-that is, by the recommendation of the brand by current satisfied users to potential users. In some situations it might be desirable to direct some of the initial marketing effort toward "opinion leaders," people who are more likely to try the new product and whose subsequent recommendations will carry more weight than the rest of the target population. Arndt [2] for example, points to the importance of the word-of-mouth effect in developing advertising policies. Silk and Davis [20] review the literature dealing with the influence processes in marketing situations, and stress the need for explicit understanding and measurement of these effects. Dodson and Muller [7] develop ir general mathematical formulation for new product diffusion problems, both for durable and nondurable goods. They focus on advertising effects as well as word of mouth effects (although they do not treat issues of parameter estimation and control).
cannot be advocated as a model calibration strategy. Our approach is to model a variety of products, obtaining the model parameters for each, and to use information about those parameters to develop a prior distribution of parameter estimates for the new product. These estimates are used to develop initial policy decisions, which are updated as sales data become available. 
The Mudel
Consider the case of ethical drug adoption where there are N* doctors in the prescribing class (psychiatrists for anti-depressants, e.g.) of which N ( < N*) may eventually prescribe the drug. We do not observe the number of prescribing physicians; rather we observe prescriptions filled (or sales). In general these two quantities will be related closely. The most productive doctors, who'write a disproportionate number of prescriptions, are also, however, more likely to be early adopters. The difference in mean prescription rate per doctor is unlikely to be large during the introduction phase of the drug (the period we observe here) though, and, hence, for simplicity and to keep the number of parameters tractable, our model derivation assumes a linear relationship, constant in time, between doctors and prescriptions.
In addition, note that we may have two, convergent phenomena here: (a) early prescribing doctors prescribing more; (b) detailing effectiveness decaying over time. Both of these phenomena are linked to decreasing returns to detailing spending over time, a phenomenon we model below. The separation and estimation of these effects are important if we wish to make inferences about the "true" value of N, as is careful analysis of the time-decay in number of prescriptions per prescribing physician. However, here, as with most diffusion models, optimal policies are relatively insensitive to fairly major changes in adoption potential (see Horsky and Simon [lo]). Thus as our objectives are to infer the time path of product sales early in the life cycle and develop efficient policies, a simple model of detailing effectiveness as operationalized below is sufficient. Figure 1 describes a flow model of the process, comprising four states: (1) never having prescribed, (2) trier (prescribing once), (3) repeating, and (4) past prescriber. The activities affecting the various flows are labelled. Here we have a trial structure (moves from state 1 to state 2) and a repeat structure, comprising states 2, 3, and 4. Early in the life of the drug, the flow will be mainly from states 1 to 2 (and perhaps on . Ito state 3, for limited repeat). Later on switches from 2 to 4 and between 3 and 4 will dominate the flows. The four state model is quite complete, but has too many parameters for efficient estimation for the data sets we have examined. In particular, Figure 1 requires that panel-type data be collected to separate out the different flow rates. We therefore use a two-state model-prescribing vs. not prescribing-as an approximation. The difference in the detailing effectiveness between the "trial" and "repeat" portion of the four state model will be handled in parameter estimation by an effectiveness decay factor, f(t), applied to the coefficient of detailing for the new drug. Figure 2 outlines the two-state model. Here we consider two classes of doctors, prescribing and not prescribing. The flow between these classes is controlled by company and competitive detailing and product experience, positive or negative.
Formally, the model becomes:
and C,(t) + C,(t) = N for all t.
where C,(t) = number of doctors at t not prescribing, t = 1,2, . . .
C2(t)
= number of doctors prescribing the drug at t. K,(t) = number of new (i.e. initial) prescriptions for the drug observed at t . K,(t) = number of prescription renewals for the drug at t. W = random variable, the number of patients actually using the drug class that a randomly chosen doctor has.
(Recall that, although the model is structured in terms of prescribing doctors, we observe the number of prescriptions. We estimate C, as follows:) K,(t) + K2(t) = pC,(t)E(W), where p is the average percentage of a prescribing doctor's patients who receive the drug, or L;(') = (K,(') + K2(t))I E( W)P d(t) = competitive detailing level at t. d(t) = level of detailing at t. A, (d(t)) = company detailing effectiveness. A2(AC2(t)) = word of mouth impact, where AC,(t) = C2(t) -C2(t -1).
h,(Z(t)) = competitive detailing effect. f(t) = decay factor for detailing effect. The decay factor, f(t), models two phenomena: early prescribing doctors prescribing more and decaying of detailing effectiveness. These are simultaneous correlates of a decline in X , ( r ) over time; our data will not permit a separate look at these phenomena so they are combined in one decay function. Normally, we expect f(0) = 1 and f(t) to be non-increasing. For simplicity of exposition we will exclude f ( t ) from the discussion; operationally, f(t) multiplies the true value of d(t) to get "effective" detailing at that point in time. This term is analogous to a discount factor in financial calculations and is also similar to Little's [ 141 copy-effectiveness factor.
The form and estimation of the time-varying factor, f(t) can be handled in several ways. See [I] for a review of time-varying parameter structures, and Wildt and Winer [22] for some approaches and problems in a marketing framework. One seemingly appropriate method is to assume a linear relationship between f(t) and f(t -1), possibly including random noise, and to estimate that relationship using Kalman filter methods. We did not choose this tack as we wish to keep the number of parameters small and to estimate them early in the product introduction process, before a significant decline in f(t) could be expected to be observable. We thus keep the problem simple by judgmentally calibrating f(l); management usually is willing to provide educated guesses about the rate of decline in f(t).
As structured, this model has several important simplifying assumptions. The first is that N, the number of doctors in the class, is assumed fixed. Kalish [ I I] suggests how this assumption can be relaxed.
The second assumption is that all doctors are in the same class (psychiatrists versus general practitioners, for example). It is not difficult to amend the model to eliminate this assumption by constructing a series of parallel processes, such as that in Figure 2 , for each class of doctors.
A third assumption is that detailing effectiveness is not related to the current number of prescribing doctors. This could be handled in the model through an interaction term between simple detailing effectiveness and the word-of-mouth effect.
These modifications are beyond the scope of our current objectives however and data needed to attempt such extensions are not available.
3, Estimation and Validation
In the previous section, we proposed a model structure for the detailing decision. Now we must answer two questions:
(a) Is the model good, i.e. does it perform better as a forecaster than alternative, naive models?
(b) How does one use the model in the typical new product situation when either no or very little data are available for the product?
The parameter estimation issues involved in (a) and (b) are different because in validating the model we can use a substantial amount of historical data on a product. In this section we focus on (a). We propose functional forms for the response A,( ) and show how the parameters of these forms are estimated using part of the data for a particular product. The model is then used to forecast sales of the product, and the forecasts are compared to actual sales achieved. Two naive models--one a polynomial in time and one an autoregressive scheme-are also estimated and used for forecasting. These forecasts are also compared to actual sales, and the resulting root mean square errors are used to test the validity of the proposed model. The issues raised in (b) are discussed in the next section.
Consider now the specification of functional forms for our response models. Although linear response functions are tempting to use from the estimation viewpoint they are clearly unsatisfactory for policy development purposes since they always imply that marketing efforts should be either zero or as large as possible. The possibility of non-linearity of response to detailing effort is therefore essential.
Consider the following form. It is a simple form that contains nonlinearity. Let Substituting C,(r) = N -C2(r), and the above in (la) we get Note that this model-structure handles market feedback in a different way than the interactions in most diffusion models. This formulation replaces the (N -X)X = N X -X * interaction term used in Bass [4] and other formulations by a time-based difference (X(t) -X(t -1))(N -X(r -1)). Thus, positive sales increases are a positive accelerator. A decline in sales (bad product experience, e.g.) leads to negative feedback. In general, the positive and negative effects will not be symmetric (see Midgley [16] for empirical evidence). A slight modification of this formulation incorporating indicator variables will allow separate estimation of a: and a, (positive and negative feedback coefficients, respectively). The data sets we have examined have only incorporated positive feedback so the symmetric form in 2b is retained here.
We refer to model (3) as the "full model." This equation contains five unknown parameters: a , , a,, a,, a, and N (assuming f(t) known), with N appearing in a way that makes it impossible to use conventional linear estimation procedures. However, if N is known, then (3) becomes linear in its parameters.
There are at least two approaches to estimating these parameters. Note that, although N is critical for forecasting, it is not involved in determining the detailing policy in the introductory period (see Section 5). Thus we consider two options:
(a) Direct estimation of all parameters using non-linear estimation methods and (b) Two-stage estimation-estimating N from a simpler model and then estimating the other four parameters, given knowledge of N .
In efforts to implement strategy (a), we were unable to obtain satisfactory results due to multicollinearity in d, d 2 and d, present in all the data sets we have examined. Thus we explore strategy (b) as an estimation approach. Specifically, the approach we follow to estimate N is as follows: Assume:
A I . Detailing response can be approximated locally by a linear function. A2. Company and competitive detailing effectiveness are approximately equal. A3. The population that the word-of-mouth term affects early in the life of the drug can be approximated by N (i.e., C,(t) is small relative to N).
Under these assumptions we get the following model from equations 2 and 3: a , = a,, and + 1 ) -C2(t) = a,d(t)(N -C z ( t ) Table 1 gives the key pieces of data for two cases of ethical drugs introduced into two different markets. The data, obtained through a cooperating firm from IMS America, has been disguised by mu1 tiplica tion by an arbitrary constant, to protect company confidentiality. Case 1 is used to validate the model structure and Case 2 to illustrate model use. The parameter estimates for the intermediate model are shown in Table 2 . Figure 3 shows forecasts using the full model, assuming N = 10,700, the maximum likelihood estimate (standard deviation = 2280), using the first 12 points for fitting. Here the function f(t) was modeled as f(r) = 1, t < 12; = 0.6, t 2 12. This form, consistent with historical decay patterns in this market, works satisfactorily for case 1. Several alternatives were tried (exponential decay, varying times for shift, varying levels for shift) and this one worked adequately both in terms of fit and prediction.
C2(t
Operationally, more historical analysis will lead to greater confidence in an appropriate form for f(t). In section 5 we review why, for policy development (our main focus
here) the precise form of f(t) is not of major concern. Figure 3 compares the forecasts obtained using the nonlinear mqdel, and other models with actual sales. We show parameter estimates for a third order polynomial that was fit to the data using the first 14 points, as well as a third order autoregressive 4. Using the Model Now we turn to the question, how does one use the model in a typical new product situation when limited data are available? We suggest that a bayesian procedure, using a prior for the parameters, based on a combination of managerial judgment and historial experience with similar products, is an appropriate way to incorporate past information. Again, we have two alternatives-we can use a complete, nonlinear estimation procedure or we can adapt the two-stage procedure employed in the last section. Our experience with the two-stage procedure has been more satisfactory and it has the added advantage of permitting bayesian regression with a natural conjugate.
(See Raiffa and Schlaiffer [I!?]).
Our procedure is similar to that developed in the previous section-i.e. using an intermediate model to obtain an estimate of N, and then estimating the parameters of the full model. The differences are that for the parameters, A, B, C, and a , , . . . , a,, derived from other "similar" products and modified, if necessary, to reflect unique characteristics of the product class, are used together with these data points in a bayesian procedure, (iii) the parameters are updated as more data become available.
This procedure assumes that knowledge of other drugs in the class is available, either quantitatively or intuitively .
Our procedure has four steps:
Step 1 : Estimate parameters of the intermediate model, using ordinary least squares or bayesian regression (if past data are available).
Step 2: Derive the distribution of N from the assumption that ( A , B ) are bivariate normal.
Step 3: Sample several values of N; N,, . . . , N, , from the distribution derived in
Step 2. Incorporating prior estimates of a,. . . . , a, from previous data, for each N,,  develop posterior estimates of a , , . . . , a,. Step 4: Develop a detailing policy to maximize expected long-term per period profit for each value of N, and optimize across the distribution of N,.
To summarize and motivate this procedure, we use bayesian methods to estimate N. But, as the uncertainty in N can affect forecasts as well as detailing policy, information about the entire distribution of N is used in estimating the full model; i.e., the parameters of the full model are re-estimated for each of a sample of values from the probability distribution of N. A detailing policy is then developed for each sample value of N, and an optimal policy, minimizing the loss due to uncertainty in N is derived. We illustrate this procedure in this and the next section, using case 2 data from Table 1 .
In developing a prior for case 2, parameters from case 1 on the entire data stream were used, adjusted, as follows, to reflect the slower diffusion rate management expected for drugs in this (second) class. In particular, -a , / 2 a 2 (the optimal shortterm detailing level as derived in the next section) was set initially to 90, consistent with historical detailing levels in this class, and the variance-covariance matrix was used from case 1, with the first two diagonal elements strengthened to be consistent with these detailing level assumptions. Note that this assumes that the two drugs have similar market characteristics; greater experience with historical cases should lead to more realistic priors. The updated (posterior) coefficients for the intermediate model, using priors from case 1 and the first eight data points are given in Table 3 . The density of N, again obtained by simulation, has a mean of 5400 and a standard deviation of 1150. Figure 4 shows the bayesian full model forecasts based on the first eight data points, giving the forecasts obtained using the maximum likelihood estimate of N, together with a 95% prediction interval. That figure also shows the improved fit and prediction as 6 more points are added. Note that this bayesian procedure allows us to use the full model, even with a small number of data points available. The figure suggests that the bayesian procedure is useful as a forecasting procedure, with a RMSE of only 6%.
For the purpose of comparison, OLS estimates from the first 8 data points were also developed and predictions were made. Forecasts were made similarly for the intermediate model. Although all models fit the first 8 points equally well, differences in predictive accuracy were considerable: 23% RMSE for the intermediate model, 45% f i r the OLS forecasts compared to 6% for the full model. These differences were largely due to the fact that the full model picked up the second up-turn in the data series much better than either of the other models, pointing to the value of this procedure.
Determination and Updating of Detailing Policies
In principle, the profit maximizing policy over a planning horizon T periods long can be obtained by solving a dynamic programming problem with one state variable, C, (see equations la-lc). Computation of such a policy requires some assumptions about competitive detailing activity during the planning period, but these assumptions can probably be made, and the sensitivity of the policy to these assumptions examined.
We believe, however, that this approach will lead to policies that are complicated to implement and also unrealistic. For competitive reasons it is usually desirable to drive the market share of the new product up as quickly as possible, and then to maintain it at that level. As will be shown below, this would imply a pulse of detailing activity during the introductory phase of the detailing campaign, followed by a (perhaps) reduced "maintenance" level of detailing during the life of the product. More highly time dependent policies, calling for a different amount of effort on each drug in each period are difficult to implement or control; these are the types of policies that are likely to be yielded by a dynamic programming, profit maximization formulation.
In view of the above we develop the parameters of a policy of the following type: "Drive the market share of the product up to some level m, and then maintain it at this level."
With this type of policy, the introductory phase goal is to reach a desired share m as quickly as possible. We can operationalize this by computing policies that maximize m at the end of t periods, where r can be a variable to be selected to provide the desired m, Setting t = 1, it is easy to show from equation 3 that the optimal detailing level d: = -a , / 2 a 2 . Because the objective function as now set up is separable between periods, we can show that = -a , / 2 a 2 , j = 1,2, . . . , r, maximizes m,, the market share at the end of t periods. Thus, during the introductory phase, the detailing level should be maintained at -a , / 2 a 2 until the desired or target share is achieved. In order to compute the value of m,, assumptions must be made regarding competitive detailing levels.
In the long run, a reasonable objective is to maximize steady state per period profit. For a fixed N, the per-period number of prescribing doctors is:
(assuming 2 = constant and f(m) = long-term decay value for A,).
A simple, linear model of annual profit combines margin per prescribing doctor (b,) and the incremental cost of detailing ( b , ) as follows. Per period profit is, then:
We may wish to choose a policy d that maximizes expected profit, as follows:
f, ( n ) dn where f, (n) refers to the distribution of the number of potential prescribers, calculated from the procedure described in section 4. For our case, the company determined its average margin per prescribing doctor per 8 week period as $66 (b,) and its average cost of a detailman's visit as $95 (b,). (This latter figure is consistent with recent McGraw-Hill estimates). Using these figures, the optimal detailing effort was calculated as 52 visits per 8 week period.
As indicated earlier, a short-run policy is to drive the share up as fast as possible. In our case, this is done by setting d = -al/2a2, where we use the posterior estimates of a , and a,. For the value of N associated with the optimal long-term policy, this level of effort is 93.
If we assume that d is approximately constant at 900 and d = 52, then we get that the steady-state share, assuming f(m) = 0.6, is By our reasoning, then, the suggested policy is to set a detailing level at 93 until a share of about 7% is reached and then back down to around 52. One of the powers of the bayesian approach is that updating of policies is natural as more data are collected. In a manner identical to that above, the updated, optimal long-term policy after 6 more points are available, was calculated as 71. (In practice, updating would occur each time new data were received from the field.)
The impact of the form of the f(t) function could be of concern here. Note, however, (a) the short-term policy uses f(t) = 1, so that policy is not affected by f(t) at all; and (b) the steady state policy is affected only by the level of the shift. If the level (from f(t) = 1 to 0.6 in our case) is biased, our updating procedure will compensate for the bias in the updated estimates of a, and a,.
Thus, the policy development aspect of the procedure, our main focus here, is relatively insensitive to the choice of f(t), and, although more research might be directed here, the nature of the derived optimal policy is unlikely to be affected.
Discwion and Conclarsion
This paper has developed an approach for modeling and controlling a market penetration program when a word-of-mouth effect is present. An aspect of the procedure, applicable in many other product areas, is that it uses a bayesian procedure, developed on other, similar products, to permit parameter estimates earlier in the life of the product. This updating procedure is in marked contrast to other judgmental methods in that it:
(1) specifically and systematically accounts for information available in similar ' praduc t-areas, and (2) allows for updating of parameter estimates for purposes of forecasting and control, gradually improving the estimates as data come in. The model developed here forecasts quite well in the cases studied. Most importantly, the model allows for calculation and dynamic updating of optimal marketing policies at a point in a product's life when sufficient historical data are not available to make clear "classical" inferences.
We also show that it is feasible both to estimate the effect of marketing variables in a trial/repeat framework and to dynamically update the derived policy. A modified version of the procedure appears applicable to a variety of similar new product marketing problems.
Extension of the model to incorporate other elements of the marketing mix are straightforward (given appropriate data). The model can also be used to examine how detailing effort can be allocated across a line of products.
The major source of statistical weakness and variability in estimation and forecasting surrounds knowledge of N, the market size. Incorporation of more precise market knowledge will simplify the estimation and improve the fit. This could happen either judgmentally or through the gathering of more than the single case used here in the development of a prior.
