In the following sections we discuss our novel use of nonequilibrium work relations to compare different transition paths, give a detailed description of the reaction coordinates and collective variables used to design our system-specific biasing protocols, provide all the MD simulation details, and explain all the technical details regarding the methods used to quantify the results.
In principle, the probability of each transition tube (which is proportional to its associated transition rate) can be measured accurately given an adequate sampling. However, the presence of distinct work trends between the actual transition tube (which is the dominant one when the system is not biased) and other hypothetical transition tubes (which are disfavored energetically) can simplify the calculations. In order to explore the transition tubes, one may define a relevant set of reaction coordinates to reduce the phase space to a reaction coordinate space with a clear distinction between different states of the system including initial, final, and different hypothetical intermediate states.
Let us assume we run several nonequilibrium simulations with different biasing protocols and measure the work values. The optimal transition tube (within the tubes sampled) can be identified if there is a clear difference in the trend of the work between different classes of pathways.
Note that due to the nonequilibrium feature of the simulations, these work profiles are associated with a dissipative term that is stochastic in nature; thus, one cannot make reliable statements based on single trajectories. However, the trend of the work (determined by repeating the simulations) can be used to compare different transition paths/mechanisms. We also note that any parameter involved in the biasing protocol (e.g., simulation time) can influence the trend of the work. One can simplify the comparison by keeping some of these parameters the same in different protocols associated with different paths. Ideally, the protocols should be designed in a way that focuses on one "explanatory" variable to avoid complications in the comparison. Here we consider the trend of the work as a "response" variable; any parameter that is different in the biasing protocols could be generally considered a candidate "explanatory" variable which explains the difference in the trends of the work resulted from different protocols. For instance, if two protocols use two different collective variables that are essentially different (e.g., a distance versus an angle) the comparison will be nontrivial; the different work trends could be due to the way the collective variables are defined (not due to the difference of the paths taken). In order to simplify the problem, we designed our protocols such that only the order of biasing stages is varied in different protocols while everything else is kept the same.
More quantitative analyses such as free energy calculations or accurate transition path optimizations can be generally performed, once a practical biasing protocol is found that does not require a large amount of work when used for inducing the transition. Thus, this study not only sheds light on the mechanistic features of the IF-OF transition of MsbA but also provides a good framework for more expensive/accurate calculations that can be carried out in future studies.
We define a three-dimensional space (α, β, γ) that describes the conformation of MsbA in a reduced holonomic coordinate space. α and β are defined on the TMD helices while γ is defined on the NBDs. We define TM cis i and TM trans i as the the i th transmembrane helix of the two monomers (labeled cis and trans, arbitrarily) and consider four relatively rigid bundles, B1 (TM helices), colored in Fig. 1 , blue, red, yellow, and green, respectively. α describes the angle between two groups of bundles B1/B3 and B2/B4. On the other hand β describes the angle between B1/B4 and B2/B3. In both cases, the C α atoms of each group was used to find the principal axes and the direction of the roll axis was used to measure the angle between the two groups. Finally, γ was defined as the angle between the roll axes of the two NBDs constructed using the C α atoms of each NBD. α and β as defined here intuitively describe the opening/closure of the cytoplasmic and periplasmic sides, respectively. γ, on the other hand, describes the relative orientation of the two NBDs.
While the (α, β, γ) space is the main focus of our analysis, more conventional metrics including distance and RMSD were used along with these angles. dNBD, the distance between the C α mass centers of the two NBDs is an intuitive representative of the NBD dissociation/dimerization. RM SDOF , RM SDIF −c, and RM SDIF −o are C α RMSDs from the crystal structures of OF, IF-c, and IF-o, respectively.
Collective Variables. In order to induce a conformational transition, it is often relevant to define a set of collective variables that describe different states of the system, such that by applying appropriate forces on the system, one can vary these collective variables and change the conformation of the system. One particular collective variable that is widely used in the context of structural transition of proteins is the RMSD. Although using the RMSD from a target structure as a collective variable (e.g., in a targeted MD simulation) has proved useful, the method has its own pitfalls and limitations. Targeted MD requires a target structure whose quality is a determining factor in the reliability of the results. This reduces the flexibility of the method to a great extent. Ironically, RMSD is associated with both extreme degeneracy and large entropy loss (for large and small values of RMSD). The trajectory generated by targeted MD represents a pathway along which the RMSD decreases almost monotonically and nearly linearly. Due to such reasons, a targeted MD simulation typically requires a large amount of work to induce a transition, thus making the interpretation of its results difficult in the context of nonequilibrium work relations.
Other conventional collective variables such as distance and radius of gyration have their own limitations that make them impractical for inducing a global large-scale structural transition such as the IF↔OF conformational change in ABC transporters. One particular collective variable that seems to best reflect the nature of the conformational changes of MsbA intuitively is angles such α, β, and γ as defined above. The simplest way to define a collective variable associated with one of these angles is to use the mass centers of three groups of atoms. Unfortunately, this simple definition often results in structural deformation of the protein. Another approach is to use the principal axes as used in defining the measures above. However, in order to define a practical set of collective variables to induce the desired transitions associated with the global angles such as α, β, and γ, here we use the "orientation quaternions" [16, 17, 18] .
The orientation quaternion [17] , often used for "optimal superposition" in computational biology [16] , is a tool to deal with the socalled "absolute orientation" problem. Suppose for a set of N atoms (labeled 1 ≤ k ≤ N ), we have two different sets of measurements: {x k } and {y k }. To simplify the problem we assume both sets have been already shifted to bring their barycenters to the origin (optimum translation). To find the optimum rotation to superimpose {y k } on {x k }, we introduce "pure quaternions" x k and y k whose vector parts are x k and y k , respectively. A quaternion can be thought of as a vector with four components, as a composite of a scalar and an ordinary vector, or as a complex number with three different imaginary parts. A quaternion whose scalar part is zero is called pure (reminiscent of pure imaginary numbers). The optimal rotation can be parametrized by a unit quaternion,q that minimizes˙ qx kq * − y k 2¸i n which˙.ḑ enotes an average over k, q * is the conjugate of q, and q 2 ≡* (see Ref.
[16] for more details). The optimal rotation unit quaternion (or orientation quaternion)q can be written as (cos
) in which θ andû (a unit vector) are the optimum angle and axis of rotation, respectively.
As a collective variable, orientation quaternion can be used not only to monitor the rotational changes but also to apply forces (that are proportional to the derivatives of the orientation quaternions) on the system in a practical way to induce the desired rotational changes. Suppose that we are interested in inducing a particular rotationgiven by its axis of rotation (unit vectorû) and its target angle of rotation θtarget -on a particular segment of a biomolecule (e.g., part of a helix, a helix, or a bundle of helices). One simple way is to use a time-dependent harmonic potential (similar to steered MD in spirit) [18] :
Here q ref ({x k }) is the optimum orientation quaternion to superimpose {x k } on a reference set {x
The reference could be the initial, target, or any other structure; Here to simplify the notations we assume the reference is the same as the initial structure.
)û) is a unit quaternion that is varied externally, providing the center of our harmonic potential at time t during a simulation (0 ≤ t ≤ T ). If the reference is the same as the initial structure, θ(0) and θ(T ) can be set to 0 and θtarget, respectively. Now that we have Q(0) and Q(T ) we can use different interpolation methods to determine Q(t). A simple method is varying θ(t) linearly that is a special case of spherical linear interpolation (Slerp) method [19] . The particular method used here (i.e., NAMD implementation [18]), is based on the linear interpolation of the quaternion Q(t) (based on the current and final targets) followed by its normalization at each timestep (see Nonequilibrium Work Measurements). Finally Ω(p,q) is the length of the geodesic between two points on the unit sphere, transformed byp andq from an arbitrary point on the unit sphere. One can show cos(Ω(p,q)) =p ·q.
We use six orientation quaternions as collective variables to describe the three-dimensional (α, β, γ) space including (q is the orientation of NBD cis/trans . For the quaternion-based collective variables, the harmonic constant was set to 10 5 kcal/mol. Along with these collective variables, we also used RM SDIF −o (for targeted MD simulations) and dNBD (see Reaction Coordinates) with a harmonic constant of 40 and 100 kcal mol·Å 2 , respectively. System-Specific Biasing Protocols. We used different combinations of collective variables associated with α, β, and γ reaction coordinates to induce the OF→IF transition. In addition, dNBD was used to dissociate NBDs in some cases. One can generate many distinct biasing protocols by using these collective variables. Let us assume that main changes in α, β, and γ occur in 3 discrete stages. Here the presumptive explanatory variable is the order of events, resulting in six possible classes of protocols:
One may add dNBD as an additional collective variable and an additional stage in the biasing protocol. We use dNBD only for an initial dissociation of NBDs (going from about 30 to 40Å: dNBD associated S2 with OF and IF-c states, respectively). Targeting a larger distance is practically problematic since results in the deformation of the system (unless accompanied by other biases). Our results show that varying γ and/or α results in the NBD dissociation thus varying dNBD for an initial dissociation of NBDs was not used after the stages that involved changing γ and/or α. One can show the total number of protocols satisfying these criteria with four stages of varying α, β, γ, and dNBD in different orders is 8. Figures 3A and S5 show the work profiles and the trajectories resulted from all the 14 protocols described above including 6 three-stage and 8 four-stage (α, β, γ, dNBD) based protocols, each carried out for 160 ns in total. In three-and four-stage simulations, each stage was carried out for 40 ns except for the γ-based stages not preceded by pushing dNBD that were carried out for 80 ns (since changing γ induces the change in dNBD as well).
Connecting Nonequilibrium and Equilibrium Ensembles. Consider a system governed in equilibrium by Hamiltonian H(x) in which x is a point in the phase space. Suppose x t is a trajectory of this system driven out of equilibrium over a time interval [0, T ] using a time-dependent biasing potential U (x t , t) added to the Hamiltonian. A common choice for biasing potential is U (x t , t) = U (ξ t , t) = U ξ(t) (ξ t ) in which ξ is a collective variable, ξ t is the projection of x t onto the ξ space, and ξ(t) is a parameter controlled externally. Although there is no particular restriction, but for simplicity U ξ(t) (ξ t ) and ξ(t) are often chosen to be harmonic (e.g., k(ξ t − ξ(t)) 2 /2) and linear, respectively. A statistical ensemble of trajectories x t 1 , x t 2 , . . . is described by its time-dependent distribution in phase space f dr (x, t) =˙δ(x − x t )¸d r , in which˙.¸d r denotes an ensemble average over the driven trajectories and f dr (x, t) gives the probability of finding the system at microstate x at time t. If the process starts from equilibrium state A, biased only by U ξ A (ξ t ) with ξ(0) = ξA, one can show [3] the distribution of states associated with ξ in equilibrium may be represented by the driven ensemble in which each trajectory x t carries a time-dependent statistical weight exp(−βw
in which β is the inverse temperature, w
describes an average over an ensemble of equilibrium trajectories governed by H + U ξ , and F (ξ) is the free energy of the perturbed system. In the stiff-spring limit (large force constant) [20] the potential of mean force (PMF) of the unperturbed system, F (ξ), can be approximated as the free energy of the perturbed system, F (ξ), but in a more general case, F (ξ) can be reconstructed via [3, 6] :
in which ∆w t = w t − U (ξ t , t). More generally, the unperturbed equilibrium distribution of x can be connected to the nonequilibrium driven trajectories via:
Now if λ is a collective variable defined on x that may or may not be the same as ξ, one can write:
in which ∆F (λ) = F (λ) − F (0). Estimating the free energy for a particular λ requires sampling an adequate number of trajectories that visit λ particularly those associated with a small amount of work that dominate the RHS of (5). This is not always feasible, particularly when large-scale transitions are targeted. Typically, work values in such simulations (e.g., a targeted MD simulation on a membrane transporter) are on the order of hundreds of kcal/mol, much greater than the actual free energies. One can try to use longer simulations to decrease the dissipation; however, if the path taken is not close to the minimum free energy path, the results will never converge to the relevant free energy values.
Although accurate free energy calculations are not always feasible due to the practical reasons, one may make qualitative statements about the transition paths based on nonequilibrium work measurements. The relation (5) describes how a particular driven ensemble -with a particular biasing protocol -is related to the equilibrium ensemble. Here for the main conclusions of the paper we have used a rough comparison of the work values. Fortunately, there is a clear difference in the trend of work between different classes of pathways and the optimum transition tube can be identified.
Nonequilibrium Work Measurements.The accumulative work at time t along a trajectory generated by the quaternion-based biasing protocol (1) can be measured via,
One 
followed by its normalization (Q(t + ∆t) =
[ 8 ] We collected ∂UB/∂t every 0.2 picosecond and estimated the accumulative work at each time t from the relation (6). The work profiles plotted against time show ∆w t − UB(0) = w t − (UB(t) − UB(0)) whose physical meaning was discussed above. This is the so-called transferable work [3] . The work profiles reported in terms of the reaction coordinates is also the transferable work associated with a bin in the reaction coordinate space averaged over all the observations in which the bin has been visited using the generalized implementation of the weighted histogram method described in the reference [3] . Note that this algorithm is designed to reconstruct the free energies but what we obtain includes a dissipative term.
Free Energy Calculations.For free energy calculations, we employed umbrella sampling (US) [21] in conjunction with a replicaexchange scheme [22, 23] , termed here bias-exchange umbrella sampling (BEUS) (also known as window-exchange or replica-exchange umbrella sampling [23, 24, 25] ), to efficiently sample a continuous portion of the phase space along a reaction coordinate.
US [21] combined with the weighted histogram analysis method (WHAM) [26] is a standard free energy calculation scheme for reconstructing the PMF along a given reaction coordinate. By biasing the system using a known potential (e.g., harmonic), one may sample high-energy states, allowing for an accurate reconstruction of free energy landscape of the unbiased system when used along a reweighting scheme such as WHAM. Employing the method to large-scale transitions is often challenging and simple biasing protocols (e.g., using RMSD from a target structure as the reaction coordinate) usually produce unreliable estimates for free energies. By using system-specific reaction coordinates and sampling around relatively reliable transition pathways (obtained using methods discussed above), one may significantly improve the sampling of the regions of the phase space relevant to a transition of interest. Replica-exchange MD [22, 23] is a Monte Carlo algorithm that couples multiple MD simulations in S3 order to enhance the sampling. Each replica is associated with a different value of a given property whose periodic exchange between the replicas based on an "exchange rule" accelerates the exploration of the phase space. Temperature is the most typical property to exchange between the replicas which accelerates the sampling of all degrees of freedom somewhat blindly. An alternative is to exchange (time-dependent [27] or time-independent [24]) biasing potentials in a "bias-exchange" scheme to specifically accelerate the sampling of the degrees of freedom most relevant to a transition of interest.
Integrating US into the replica-exchange scheme results in an exceptionally practical enhanced sampling approach that allows for an accurate reconstruction of rugged free energy landscapes [23, 25] . The mixing of the replicas in the bias-exchange method guarantees the continuity of the conformational space sampled, yielding a more reliable free energy estimate. Note that due to the presence of a large number of degrees of freedom in a large protein system such as membrane transporters, it is virtually impossible to sample a continuous conformational space if the simulations were to run independently as in a conventional US scheme.
The efficiency of the BEUS simulations (in terms of sampling) relies on the definition of collective variables and the distribution of the replicas in the collective variable space. The choice of the collective variable can be improved in the procedure discussed in detail above (i.e., using nonequilibrium simulations and fine-tuning the biasing protocol to lower the amount of nonequilibrium work). In order to optimize the sampling, the distribution of the replicas in the collective variable space can be adjusted iteratively using short runs to result in a roughly similar rate of exchange between all neighboring replicas.
Molecular Dynamics Simulation Details. The initial model used for all the MD simulations is based on the crystal structure of the salmonella typhimurium MsbA in its OF conformation (PDB entry: 3B60) [28] . The unresolved N-and C-terminal residues (M1-T9 and Q582) were not modeled, and the nucleotides were removed to generate a nucleotide-free apo state.
All MD simulations were performed using NAMD 2.8 and NAMD 2.9 [29] . The CHARMM27 force field [30, 31, 32] , including the φ/ψ cross-term map (CMAP) correction for the proteins [30] was used for all the simulations. Water molecules were described with the TIP3P model [33] . The protein was energy-minimized in vacuo for 3000 steps using conjugate gradient algorithm [34] .
Simulations were carried out using a 2 fs timestep at 310 K constant temperature using Langevin dynamics with a damping coefficient γ of 0.5 ps −1 . The pressure along the membrane normal (the z-axis of the simulation system) was maintained at 1 atm using the Nosé-Hoover Langevin piston method [35, 36] , with a constant crosssectional area imposed on the xy-plane unless specified otherwise. The smoothed cutoff distance for non-bonded interactions was set to 10−12Å, and long-range electrostatic interactions were computed with the particle mesh Ewald (PME) method [37] .
The protein was embedded in a lipid bilayer consisting of 470 POPC molecules (237 and 233 lipids in the periplasmic and the cytoplasmic leaflets, respectively), and solvated in a periodic TIP3P [33] water box with 100 mM of NaCl, resulting in a simulation system of ∼250,000 atoms, with approximate dimensions of 140 × 140 × 150Å 3 before equilibration. The relaxation of the system started with the acyl chains of the lipid molecules under constant volume conditions for 0.5 ns, with all other atoms fixed. The system was then further equilibrated with all protein atoms, all protein heavy atoms, and all protein C α atoms restrained (k = 5 kcal/mol·Å 2 ) in 0.5, 1.5, and 3 ns runs, respectively, followed by a 5 ns unrestrained simulation, all in the constant-pressure (NPT) conditions, in order to allow the lipid molecules to pack against the protein surface, and for the area of the lipid bilayer to adjust accordingly. Once the system area stabilized, a 5 ns relaxation run was performed (Table S1 : Simulation 0) under constant area and normal pressure conditions (1 atm; NPnAT ensemble). All the production runs including the unbiased and biased simulations used the NPnAT conditions.
First we performed a 150-ns unbiased equilibrium simulation (Table S1: Simulations 1 and 2). We used three structures from t=0, 75, and 150 ns of this equilibrium trajectory (Table S1 : Conformations 0, 1, and 2, respectively), to initiate several nonequilibrium driven MD simulations that were carried out using different time-dependent biasing protocols in which the system was driven away from the initial OF state toward an IF state. These protocols include conventional steered and targeted MD simulations (Table S2 : Simulations 33-37 and 183-187, respectively) as well as non-conventional protocols (see Tables S2-S6 ) that use different combinations of collective variables (see Reaction Coordinates and Collective Variables).
Select number of these nonequilibrium simulations were followed by restrained MD (RMD) simulations in which the system is subject to a time-independent biasing potential centered at the final target (Table S3: Simulations 188, 190, and 192; Table S4: Simulations 193, 195, 197, and 199; . Select number of the conformations resulted from the biased simulations were further equilibrated with no bias (Table S1 : Simulations 247-251). We also performed BEUS MD simulations (Table S7) to quantify the free energies associated with different IF conformations (see Sampling Protocol for Free Energy Calculations). Collectively, we have performed more than 5 µs of unbiased and biased simulations (0.545 and 4.803 µs, respectively). For a complete list of these simulations, see Tables S1-S6.
Sampling Protocol for Free Energy Calculations. Prior to production runs for BEUS MD simulations we used the following protocol to prepare the initial conformations and umbrella potentials:
1. 22 initial conformations were taken from the last stage of the optimized pathway in which the system is pushed along α (i.e., Table  S4 .1) is the angular deviation from the reference i in cis/trans wing of α. 3. BEUS MD simulations were performed for 10-100 ps (for each replica) starting with the initial conformations and using the umbrella potentials obtained from (1) and (2), respectively. An exchange between any two neighboring replicas was attempted every 1 ps. 4. The steps (1) to (3) were iterated with different initial conformations and harmonic constants (identified by trial and error) until (i) the exchange rate between any two neighboring replicas was estimated to be in the 20-40% range, and (ii) the α space (in a given continuous range) was expected to be sampled without any gap.
Production runs:
The initial conformations and umbrella potentials satisfying the criteria above were used to perform 24 ns of BEUS MD simulations (total simulation time 22 × 24 = 528 ns).
The conformations used for the production runs are associated with the α's ranging roughly from 13
• to 49
• (shown in Fig. S12B,C) . See Table S7 for the centers and force constants and average exchange rates based on the entire simulations. Figure S12A ,B shows how each replica has covered a large portion of the α space. Note that Fig. S12A show select trajectories in (θ 
S4
represents the angular deviation of α angle in its cis/trans wing from the initial conformation of replica 1 (with α ≈ 13
• ).
Reweighting Scheme for Free Energy Reconstructions. The 22 trajectories of BEUS MD simulations were collected every 4 ps. The first 4 ns of each trajectory was discarded (as equilibration phase) and the rest were used to generate an ensemble of 11 × 10 4 (22 replicas × 20 ns / 4 ps) configurations {X t i } grouped according to the umbrella potential based on which the system was biased (i = 1, . . . , 22) and indexed arbitrarily within its umbrella group (t = 1, . . . , Ni and Ni = 5000 for all i). The reweighting scheme used is a method originally proposed in Ref.
[38] which can be considered to be a generalization of weighted histogram analysis method [26] (with bin size → 0). This scheme is closely related to multistate Bennet acceptance ratio method (MBAR) [39] . The weight of each configuration X t i , p 
[ 9 ]
in which Ui(X) is the biasing potential for configuration X according to umbrella i. The samples were reweighted according to normalized p t i values to reconstruct the PMF in terms of a given reaction coordinate ζ (including α, RM SDIF −c, and RM SDIF o ). The kernel density estimation [40] method was used to reconstruct the unbiased probabilities p(ζ) based on which the PMF (i.e., −β −1 log(p(ζ))) was estimated. A Gaussian kernel was used with a bandwidth selected according to the least-squares cross validation criterion [41] . The bandwidth selection was independently repeated for each reaction coordinate.
A Bayesian bootstrapping technique was used to estimate the statistical error associated with the PMFs [42] . Each trajectory was partitioned into five 4-ns pieces forming M = 22 × 5 = 110 groups of samples. These groups were assumed to be independent and identically distributed (i.i.d) data points with assigned weights w l = ξ l − ξ l−1 (l = 1, . . . , M and {ξ l } is a set of low-to-high ordered random numbers on [0, 1] with ξ0 = 0 and ξM = 1). Each configuration X t i takes a weight ω t i = w l M (l is determined by i and t) prior to be plugged in the equations (9). This can be done implicitly by modifying the first equation in (9):
[ 10 ]
in which N j = P N j t=1 ω t j . The normalized probabilities {p t i } can be used to estimate the PMFs as discussed above. The procedure was repeated 100 times with different random values {ξ l } to generate a set of PMFs in terms of ζ whose average and standard deviation at each ζ was used as an estimate of free energy and the associated error. S9C-D and S10, and S2, are smoothed using a running average. The PMFs in Figs. 5, S12, and S13 are generated using a kernel density estimation method as discussed above. The protein structures were plotted using VMD [43] v. 1.9. (Table S1 : Simulations 0-2, combined) from the OF crystal structure calculated based on the heavy atoms of the entire protein (black), NBDs (red), TMDs (blue), NBD cis (yellow), and NBD trans (green). The apo system stays close to the nucleotide-bound OF crystal structure during the simulations. B Projection of the 150-ns equilibrium trajectory of OF structure (Table S1: Simulations 1 and 2) onto its first and second principal components PC 1 and PC 2 (constructed based on the C α atoms of the protein). The Projection of the same trajectory onto TM 6 IDL β 1 β 2 β 3 α 1 β 4 α 2 β 5 α 3 α 4 α 4´,4´´α5 β 6 α 6 β 7 α 7 β 8,9 α 8,9
RMSF ( (Table S2 : Simulation 183) and the 160-ns optimized trajectory (Table S2: Table S5 for the complete list of simulations. Discussion: In the main paper, we made an assumption that the α-, β-, and γ-related conformational changes occur in discrete stages. This simplification allows us to explore several major pathways in a systematic manner. The significant drop of work required for driving the α variable when the β and/or γ variables have already changed supports this assumption to a great extent. To further examine this assumption, we performed two sets of simulations exploring the (α, β) and (α, γ) spaces. If the system is steered along different paths in the (α, β) space (A and B), the discrete β → α protocol (involving the closure of the periplasmic side prior to the opening of the cytoplasmic side) is found to require the least amount of work. To make the comparison easier, the NBDs are dissociated and twisted (using γ) prior to these simulations. The results further support our assumption on breaking down the TMD conformational changes into two α-and β-based stages. Similarly, if the system is steered along different paths in the (α, γ) space (C and D), the discrete γ → α protocol (involving the closure of the NBD twist prior to the TMD cytoplasmic opening) requires the least amount of work. The NBDs are dissociated by pushing d N BD prior to these simulations. The results are in agreement with our conclusions (based on discrete simulations) that the γ-related conformational changes must occur prior to any significant α-related conformational change. Although (α, β) and (α, γ) spaces can be used to identify the OF→IF transition pathway of MsbA in a relatively simple manner, the exact transition pathway in (β, γ) or (γ, d N BD ) spaces is not clear and requires more accurate methods such as free energy calculation techniques to derive a reliable conclusion. Table S4 ). Table S1 for the list of simulations. RMSF (Å) ) space. B Distribution of α as sampled by the replicas shown in A. C PMF along α as estimated using 100 sets of samples generated using a bootstrapping algorithm. The average PMF and error bars in Fig. 5 are based on the statistics shown here. Note that the centers of all 22 umbrella potentials (projected onto the α space) are marked on the upper x-axis of panels B and C (see Table S7 ) while the values of α associated with the IF-c (circle) and IF-o (triangle) crystal structures are marked on the lower x-axis of the same panels. It is also important to note that, although α turns out to be a good reaction coordinate to sample the configuration space of MsbA in the IF conformation, it is not to be confused with an ideal reaction coordinate (i.e., the committor function (Table S1 : Conformation 0). Blue/red represents positive/negative charges. C The interaction energy (in kcal/mol) between the two NBDs in the (d N BD , γ) space along with the simulation trajectories previously shown in Fig. S7A . We used all the unbiased and biased simulations performed (see Tables S1-S6) (without any reweighting) to reconstruct the energy landscape. This energy landscape approximates the NBD-NBD interaction without considering the environment or entropic effects. One can identify a region around the IF-c crystal structure (associated with a twisted NBD conformation) that is surrounded by several regions with positive (repulsive) interaction energies. These repulsive interactions are due to the proximity of several positively-charged subdomains (e.g., P-loop and H-loop) from the cis-and trans-NBDs in the absence of enough attractive interaction between the other subdomains. 5  1  OF  0  75  2  OF  1  75  247  IF-o  178  150  248  IF-o  183  50  249  IF-c  173  150  250  IF-c  192  20  251 IF-c 197 20 * The index by which the resulting trajectory/conformation will be referred to (e.g., as an "initial conformation" for another simulation).
S14

S15
S16
† The state associated with the initial conformation. The system can be generally considered to be in this state throughout the simulation. ‡ See Molecular Dynamics Simulation Details. ) space (see Sampling Protocol for Free Energy Calculations). † The reported exchnage rate for each umbrella is with its following umbrella.
