Abstract Scientific applications very often rely on solving one or more linear systems. When matrices are sparse, iterative methods are preferred to direct ones. Nevertheless, the value of nonzero elements and their distribution (i.e., the sketch of the matrix) greatly influence the efficiency of those methods (in terms of computation time, number of iterations, result precision) or simply prevent the convergence.
Introduction
For the past 10 years, distributed computing has been taking an increasing part in research works, while "old fashioned" parallelism has more or less become limited to experimental results on engineering applications. The recent developments of multicore chips and specialized hardware, like GPUs, reverse this tendency, providing new research ways in high performance computing. As usual, new architectures mean new or adapted algorithms to achieve the best performances. And it is also true that algorithms must take into account data organization. It is well known that mathematical methods are different whether they apply on dense or on sparse matrices.
In dense linear algebra, one of the main problems to address is that of memory management. For example, executing a task in parallel on the two cores of an Intel Xeon may take longer than if only one core computes. This negative speedup mainly comes from the fact that a single memory bus feeds the cores with an insufficient bandwidth and chipset to support efficient interlaced accesses.
It is obvious that algorithms doing a lot of calculations compared to their volume of data should hide a low memory bandwidth better. But the main point is to have a fine granularity of calculations in order to use the local cache of each core efficiently. It is especially true on GPUs where a pool of threads may have access to a fast shared memory segment. Nevertheless, each thread must peek to particular locations of this segment in order to have a real parallel access. Otherwise, accesses are sequentialized.
In the sparse domain, we can intuitively say that this problem is magnified since the matrices are often stored in compressed schemes that imply memory indirections to access nonzero values. Thus, local caches are poorly used. Obviously, this effect can be minimized if the matrices are stored in dense blocks. Unfortunately, this solution is not advisable for a large variety of problems, for example, those leading to diagonal dominant or spray matrices.
In this case, a lot of libraries [1, 6, 10] propose sets of functions to solve sparse systems with various iterative methods (GMRES [13] , Conjugate Gradient [13] , . . .). It is well known that each of these methods has advantages and drawbacks when compared to one another. A lot of efforts have been made to optimize the stability, precision, convergence speed, memory usage, etc., thus the overall performance of each method. Less efforts may have been made to improve the raw performance, that is the execution time, because a lot of "end-users" are more interested in having a reliable result than in optimizing the time consumption.
Obviously, computer science researchers are concerned and have, therefore, tried to parallelize these methods more or less successfully on different architectures. Libraries like PETSc [1] achieve really good performances on clusters, partly because the memory management problem discussed above is overwhelmed by the volume for computations and the need for global communications. Nevertheless, taking the same number of processors, the best performance was often achieved on shared memory machines, for which the memory management and the granularity of computations are the main problems to address to optimize the execution time. This is why it is particularly interesting to develop and test classical iterative methods on new architectures like GPUs.
The goal of this article is to show that GMRES can be implemented relatively easily on NVIDIA GPUs to obtain a ×20 ratio out of a CPU execution. Section 2 briefly describes the NVIDIA GPUs architecture and its coding principles with CUDA [12] . Section 3 presents the GMRES algorithm and the requirements to adapt it for GPUs. Section 4 shows experimental results, comparing CPU and GPU executions for various matrices. Finally, Sect. 5 presents with more details some implementation choices we made and some other works related to system solving on GPUs.
GPUs architecture and coding

Architecture
Intrinsically, a GPU is composed of several multiprocessors, each of them being like a massive SIMD (single instruction, multiple data) machine. More exactly, each processor supports the concurrent execution of multiple threads, leading to a SIMT (single instruction, multiple threads) architecture.
In order to execute a kernel (i.e., a routine), the GPU uses a two-level dataparallelism approach. Basically, each thread executes the kernel, operating on different data. Threads are grouped by blocks and the GPU schedules the blocks over the multiprocessors, according to their available execution capacity. It implies that the programmer must take care to build blocks with no execution dependencies and that do not write to the same data.
When a block is given to a multiprocessor, it is split in warps, composed of 32 threads. Warps are scheduled with very fine granularity: at each instruction step, a warp is chosen and its next instruction executed. In the best case, all 32 threads have the same execution path and the instruction is executed concurrently. If not, the execution paths are executed sequentially, which greatly reduces the efficiency. As for blocks, warps execute independently readings and writings (by warps or threads of the same warp) to the same data lead to unpredictable values.
A GPU has several levels of memory. Each thread has a private local memory. Threads of the same block can share 16 KB of memory, organized in banks of 1 KB. Finally, all threads can access to the GPU global memory, which is often filled with data from the host memory, using special functions.
Data can be stored/retrieved from these memories in a few instructions cycles but the local and global memories are not cached and have a very big latency (several hundred cycles). Thus, copying data from the global to the shared memory before doing intensive computations can prove useful and efficient. Unfortunately, the shared memory is very small which implies having a lot of copies and thread synchronizations in order to process all the data. A good overlap between computations and global memory accesses may be more efficient. Nevertheless, whether global or shared, memory bandwidth mainly depends on the access scheme. In the best case, a half-warp (i.e., 16 threads) may access concurrently to memory and at worst, 16 accesses are needed.
It should be noticed that computing in double precision with sparse data, as in our tests, prevents us from obtaining the best efficiency. But even if we do not care about memory access optimizations, actual architectures can deliver a speed-up close to 23 compared to a CPU execution, on a GMRES, as shown in the experiments section. 
Coding
Coding for such architectures may appear a little bit tricky, especially when optimizations are aimed at. Basically, the developer must use the CUDA SDK, which contains, among others, libraries and a dedicated compiler nvcc. The code must be written in C, using special extensions defined by CUDA. For example, __global__ is a function type qualifier that declares a function to be executed by the GPU device (i.e., a kernel) and called by the host. CUDA also proposes several functions and types optimized for the GPU, concerning memory management, arithmetic, and texture operations. Dealing with basic linear algebra operations can be achieved through the use of CUBLAS [11] , a BLAS [9] portage for GPUs.
Each kernel must be called providing two special parameters: the block size and the grid size. Both can be in one, two, or three dimensions. The first one defines the number of threads within a block. The second one defines the number of blocks needed by the kernel to cover computation domain. Fixing their values highly depends on the application and the architecture limitations.
Basically, each kernel begins with a few lines to obtain a unique index for each thread, using "built-in" structures. This index is used to access the data needed by each thread in the following. Figure 1 gives an example of a kernel that computes a dot product. As data are vectors, we only need one-dimension blocks and grid. The block size is chosen to the maximum value allowed by the architecture. The grid size, that is the number of blocks, is directly determined by the problem size divided by the block size. The first line of the kernel computes the unique index of each thread. This index is the same for x and y so that each thread computes a different part of the product. As each thread of a half-warp uses different but contiguous locations, global memory can be accessed concurrently by the 16 threads. This is not the case for d since each thread writes it: memory accesses will be serialized in an undefined order. Furthermore, as accesses are non-atomic, some could fail, leading to a false result. In conclusion, a working dot product should NOT be implemented like this.
This example points out a very common pitfall and clearly shows that the difficulty to program a GPU resides in the decomposition of the problem into groups of very fine grain tasks, with as few dependencies as possible. Tasks within a group can be synchronized and/or use atomic functions, but it is impossible to synchronize tasks from different groups. Furthermore, each task must have the same execution path to obtain the best efficiency. It is very far from the message passing paradigm that is mostly used nowadays for high performance computing. It is closer to data parallelism but with special constraints.
Nevertheless, a few principles may greatly help the developer, if correctly applied:
• Coding is data-driven, that is, the developer does not care about the number of processors. He just cares about the block size, checking that it does not exceed the maximum authorized by its GPU unit. The block size will often represent a block of data of the same size to be computed.
• For maximal concurrency, each thread should compute different data.
• Each time a kernel does an operation of unknown duration, check if threads must be synchronized before processing on the following. For example, copying from global to shared memory implies a synchronization before using the shared data.
• Each thread within a warp should store results in a different location. If it is not possible, use atomic functions.
• To optimize memory bandwidth, each thread within a warp should access different but contiguous data.
• For maximal efficiency, shared memory should store data frequently used during the computation of a block.
Obviously, there could be many more advice, mostly directly imposed by the type of architecture used. Nevertheless, they would still be useless without a consequent expertise in parallel programming. This is why it is important to develop the counterpart of classical computing libraries for GPU architectures. And, in our opinion, a GMRES method for GPU is the perfect beginning to reach such a goal.
GMRES for GPUs
A lot of papers describe different versions of the GMRES method. We chose a very common one, based on the modified Gram-Schmidt approach, with restarting and a very basic preconditioning. Figure 2 shows the general algorithm which is similar to the one given in [3] .
There are three important points to study in order to adapt this algorithm to GPUs. The first one is the preconditioning technique used in the algorithm in order to reach or accelerate convergence. The second one is to take care of the data dependencies and the associated constraints imposed by GPU computations. It means, for example, that some operations cannot be parallelized and must be achieved by a single thread. The last one is to detect the most time consuming operations, which must then be optimized for GPUs. 
Preconditioning
Like most of the iterative algorithms dealing with sparse matrices, GMRES performance (and even convergence) depends on the matrices conditioning. Choosing or creating the best preconditioner for each matrix is a research problem in itself that is not addressed at all in this paper. Our goal is not to provide the best efficiency for particular cases but an average in most cases. By the way, we state that M −1 must be easy to compute in order to have only matrix-vector products and no need of Ax = b solvers. For our experiments, we choose M as the A diagonal, which is straightforward to inverse and provides a relatively good preconditioning, in so far as the matrices are not too ill-conditioned.
Data dependencies
The key problem is to have an accurate knowledge of the basic operations used in the algorithm and their connections. It allows to detect the lines that require special care to be coded. For example, a basic idea is to develop a kernel for the whole updateX() function. Since each line needs the result of the preceding line, a thread synchronization must be done between each line. Furthermore, some operations can be very simply parallelized while some others are purely sequential. For example, line 27 takes the form of a copy ofs in y, that can be done in parallel. Line 28 is a back-solve process (using y and H ) that is sequential and must be executed by a single thread. It is the same in line 13 for which the dependencies between the updated elements of h .,i totally prevent to parallelize the loop. This is not the case of line 29 that is also implemented with a loop, but for which each thread can compute an x i in parallel.
Time optimizations
Profiling techniques can provide useful information about the time consumption of each part of an application. Nevertheless, in our case, such techniques are not necessary to find the most time consuming operations. Considering that n is the problem size, the restarting limit m, generally chosen in few tens, is very small compared to n. Thus, all operations implying H (of size (m + 1) × m) are negligible. Furthermore, storing the J i matrices can be reduced putting the c i and s i coefficients in a (m + 1) × 2 array. It implies that operations on lines 13 to 15, 27 and 28 are not time consuming.
Looking at the loops, it is also easy to eliminate operations on lines 2, 4, 29, and 30, which are done, at most, once by restart. Obviously, 2 and 30 would be much more time consuming if M −1 could not be computed easily, implying the use of a solver. Nevertheless, they are nearly the same operation as in line 6 that is done m times by restart.
It leaves lines 6, 8, 9, 11, and 12. Obviously, sparse matrix-vector products (namely SpMV) on line 6 are time consuming operations even if A is very sparse. As shown in the fourth column of Table 3 , it represents in average the half of all floating point operations during the solve. It is quite simple to develop a Compress Sparse Row (CSR) based SpMV for GPUs and this was our first approach. Nevertheless, several articles propose more efficient kernels using special storage. We chose to use the code from [5] , and more especially their hybrid matrix storage (ELL plus COO), which gave better results for all our experiments on GPU. The reasons for this choice are given with more details in Sect. 5.
Lines 8, 9, and 11 are respectively a dot product, an axpy, and a norm, which are included and optimized in the CUBLAS library [2] . It should be noticed that the dot product and the norm are reductions. This type of operation is not so obvious to implement efficiently for GPUs since the result must be stored in a single variable. Operations on line 12 could be done with two calls to CUBLAS (copy and scaling) but it is simpler and more efficient to write a new kernel for it.
Apart from these lines, loading matrices (i.e., Harwell-Boeing format reading plus CSR and hybrid format transformations) is also time consuming. They must firstly be loaded in the CPU memory and then copied in the GPU memory. This process is quite long, even if the matrices are relatively small because of the limited amount of memory on the GPUs. Nevertheless, this overhead cannot be included in performance evaluations for two main reasons. Firstly, solving a system is very often only a part of a complex scientific application. In this case, the solver uses, most of the time, an on-the-fly generated matrix, directly into memory. Secondly, even if the matrix is loaded from a mass storage, the performance is clearly driven by the hardware capabilities and by where and how the matrix is stored on this hardware. This is why the following experiments only show the execution time to solve the system and do not include the time to transfer/generate the matrix.
In conclusion, implementing a classical GMRES for GPU architectures could easily and greatly benefit from optimized kernels of well-known operations. It insures efficiency and a compact source code, close in size to the CPU version. Problems come from all the other operations that must be developed. For these, a slight misunderstanding on how the kernels are executed or a bad analysis of the data dependencies within an operation will ineluctably leads to false results in the worst case scenario or, at best, to a poor efficiency. This difficulty is another argument to quickly implement and release libraries for GPUs, proposing "high level" operations like solvers.
Experiments
In this section, we report the experiments we have performed to evaluate the speed of our implementation of the GMRES algorithm. In order to measure the benefit of using a GPU for solving such sparse linear systems instead of using traditional CPU, we have used a Xeon CPU X5482 3.20 GHz with 4 GB memory, hosting a NVIDIA GTX 280 with 1 GB memory. All results are for double precision data. On the one hand, it is a drawback to have an efficient access to memory in actual GPU architectures, but on the other hand, it is mandatory to reach a good precision, under 1e −7 in most cases. Indeed, the few tests we made with single precision data have shown that precision was limited to 1e −4 while the execution time was only 1.5 times faster. Thus, "doubles" are a better trade-off between performance and precision.
As usual in this type of tests, we took matrices issued from different scientific fields, with a large variety of properties. We chose quite huge matrices with a relatively high number of nonzero values. Associated with a medium restarting limit of 16, it leads to an average filling of the GPU memory. For example, solving the cage14 problem implies nearly 645 MB of memory.
All those matrices are available on the Sparse Matrix Florida Collection [8] . Their properties are summarized in Table 1 . For each matrix, the second column provides the problem size, that is the number of rows in A. As we only consider square matrices, the number of columns is equal to the number of rows. The number of nonzero elements is another important parameter that is given in the third column. The fourth column gives a brief description of the considered problem that provides this matrix. Finally, Fig. 3 gives the sketch of each matrix, illustrating where the nonzero elements are located. For some matrices, most elements, if not all of them, are close to the diagonal whereas for others, some elements are far from the diagonal. In Table 3 , we report the number of floating point operations per second (in Gflops) for each version of the solver (CPU and GPU). This number includes the total solving of the system. We also computed the percentage of flops used by the sparse product matrix vector during this solving. As shown in the fourth column, this percentage varies according to the structure of the matrix (size, number of nonzero elements, etc.). Compared to the results presented in [5] , solving a linear system in GPU is obviously less efficient than simply computing the SpMV. It can be easily explained by the fact that during the solving of a linear system, many operations are used in addition to the SpMV and some of them are not really efficient on GPU. For instance, all computations of dot products and norms require a parallel reduction which, by definition, cannot use all the threads of a GPU. Nevertheless, for our experiments, the number of Glops with the GPU varies between 5 and 8. In order to validate our results we have always verified the solution of the system by computing
where X cpu represents the solution vector computed by the CPU and where the function max finds the maximum among the components of a vector.
We also compute the difference between the CPU and the GPU solutions using
where X gpu represents the solution vector computed by the GPU. In Table 2 , we report the execution times in ms of both versions, for a threshold = 1e −10 , a restart limit m = 16, and a right-hand side b filled with 1. We have always used the matrix format (and thus the SpMV kernel) that minimizes the execution time: hybrid format (ELL plus COO) for GPU and CSR format for CPU. The table also contains the number of iterations required to reach the threshold, the ratio between the elapsed time of CPU and GPU versions, the precision reached as expressed in (1) and the difference between both version as expressed in (2) . Execution times represent only the solving time and do not include the cost of transferring and storing the matrices in the hybrid or CSR format.
These results clearly show that the GPU version, with the same level of precision as the CPU version is yet faster. It should be noticed that this precision is low for the hood and pwtk matrices, despite the small threshold chosen. Actually, these matrices are particularly ill-conditioned, which leads to the low precision and the slow convergence. Further tests should be done with more complex preconditioning matrices.
The number of iterations for both versions is always identical. The ratio of execution times between both version ranges from more than 8 up to 23. The larger the size of the matrix is, the closer the elements from the diagonal are, the faster the GPU version is compared to the CPU. We can also notice that performances are relatively independent from the structure of the matrices. In our examples, some are typical diagonal dominant whereas others are very spray. Likewise, matrices are issued from different scientific fields.
Related works
As shown in previous sections, the sparse matrix-vector multiplication is a critical operation to reach a good performance. Several works like [5] , [4] , and [15] propose efficient kernels, using special storages. Both [4] and [15] compare their results to the best kernel in [5] and it seems they obtain better performances in some cases. Nevertheless, their evaluation context is not clear and it is difficult to judge the pertinence of their results. For example, they never indicate if the computations are in single or double precision. [4] does not give the matrix sizes and the number of nonzero values. [15] gives it but the matrices that were chosen are generally small compared to the memory available on the tested GPU. Furthermore, they do not talk about what is measured, notably if they include or not the cost of the matrix transfer into memory and possible data reorganizations to fit a particular format. [5] is far more detailed about these points and achieve a very good performance when calling their kernel based on an hybrid storage (ELL plus COO, both these formats are described in [5] ). This is why we have used this routine for the experiments conducted in this paper.
Other studies have been completed to design efficient sparse linear solvers for GPU. In [7] , authors present Concurrent Number Cruncher (CNC), a general symmetric sparse system solver, based on the conjugate gradient method. The storage of sparse elements is based on blocks. In many case, the use of hybrid storage is more efficient. Moreover, the conjugate gradient method is less general than the GMRES one.
In [16] , authors present another GMRES implementation on GPU. Their experiments are done on matrices that are not available. Moreover, they do not give information on the structure and on the number of nonzero elements of the matrices they used. They do not obtain the same number of iterations with their CPU and GPU implementations while their precision is relatively poor.
In [14] , authors describe the design and the implementation of the Jacobi and the bi-conjugate gradient method on GPU. Those methods are less efficient and general than the GMRES method and they only consider diagonal matrices.
Conclusion and perspectives
In this paper, we have presented an efficient implementation of GMRES for GPU. We have reminded the principles of GPU architectures and their coding in order to point out the main difficulties of such an implementation. Apart from the experimental results, the coding process has comforted us in the fact that the expertise level required to develop applications for GPUs is relatively high. This is the main motivation to release libraries of kernels, containing high level operations like solvers.
Concerning the experimental tests, they are in the direct line of other results concluding that GPUs completely overwhelm the CPUs in the linear algebra domain. In our case, we have obtained a maximum ratio between CPU and GPU executions close to 23 and an average of 13.8 over all our experiments.
Obviously, our work has some limits. The first one is the very basic preconditioning we chose. The next step is to use more complex M matrices and a solver to compute w and r (lines 2, 6, and 30). It is not clear yet if much better execution times would be obtained in the general case. Nevertheless, we could use ill-conditioned matrices and insure at least the convergence and a good precision.
We also plan to develop a parallel version of the GMRES algorithm using a cluster of GPUs. This would allow scientists to solve efficiently larger systems. Moreover, we plan to use our solver with scientific applications which require to solve many sparse linear systems.
