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FOCUSING SOLUTIONS OF THE VLASOV-POISSON SYSTEM
KATHERINE ZHIYUAN ZHANG
Abstract. We study smooth, spherically-symmetric solutions to the Vlasov-Poisson
system and relativistic Vlasov-Poisson system in the plasma physical case. We con-
struct solutions that initially possess arbitrarily small Ck norms (k ≥ 1) for the
charge densities and the electric fields, but attain arbitrarily large L∞ norms of
them at some later time.
1. Introduction
We consider the one-species classical Vlasov-Poisson System (VP):
∂tf + v · ∇xf + E · ∇vf = 0 , (1.1)
E(t, x) =
∫
R3
x− y
|x− y|3ρ(t, y)dy . (1.2)
Here, f(t, x, v) ≥ 0 is the density distribution of the particles. In the equation,
x ∈ Ω ⊂ R3 is the particle position, v ∈ R3 is the particle momentum, and E is the
electric field. Moreover, the charge density ρ is defined as
ρ =
∫
R3
f(t, x, v)dv . (1.3)
We also consider the Vlasov-Poisson System in the relativistic setting (RVP):
∂tf + vˆ · ∇xf + E · ∇vf = 0 , (1.4)
E(t, x) =
∫
R3
x− y
|x− y|3ρ(t, y)dy . (1.5)
Here vˆ = v√
1+|v|2
is the velocity.
The systems VP and RVP enjoy the conservation of the total mass
M(t) =
∫
Ω
∫
R3
f(t, x, v)dvdx =
∫
Ω
∫
R3
f0(x, v)dvdx :=M , ∀t . (1.6)
Here f0 is the initial particle density.
We assume spherical symmetry in the problem. It is known that spherically sym-
metric initial data give rise to global-in-time, spherically symmetric solutions to the
two systems, see [11], [13], [14]. Also, [11] tells us that the solutions must be finite in
the L∞ sense.
The behavior of the solution to VP has been an important topic that caught wide
attention. In the paper [1] by J. Ben-Artzi, S. Calogero and S. Pankavich, it is shown
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that one can construct solutions of VP such that the particle density and the electric
field are initially as small as desired, but become large as desired at some later time,
as stated in the following theorem:
Theorem (J. Ben-Artzi, S. Calogero and S. Pankavich) For any positive constants
η, N , there exists a smooth, spherically symmetric solution of VP, such that
‖ρ(0)‖L∞ , ‖E(0)‖L∞ ≤ η , (1.7)
while for some T > 0,
‖ρ(T )‖L∞ , ‖E(T )‖L∞ ≥ N , (1.8)
An analogous result for RVP is proved in [2] by the same authors. Their results in
[1] and [2] were inspired by a similar study by G. Rein and L. Teagert [15], which
proves the existence of focusing solutions for the gravitational Vlasov-Poisson system,
in which the electric force provides an attractive effect instead of a repulsive effect
on the particles. It is striking that in contrast to the results in [1] and [2], a classical
estimate given by E. Horst in [11] in 1990 shows that any spherically symmetric
solution must decay for t sufficiently large. Namely, there exists C > 0 and T > 0,
such that
‖ρ(t)‖L∞ ≤ Ct−2 , ‖E(t)‖L∞ ≤ Ct−2
for all t ≥ T . There is no contradiction between the conclusions in [1], [2] and [11].
However, in the examples provided in [1] and [2], the initial data are actually large
in a C1 sense. Indeed, every datum ρ(0) constructed in [1] and [2] is supported on
a spherical shell of radius a0 (which is selected to be a large positive number) and
the thickness of the shell is ∼ ǫ3, where ǫ . a−10 N−1 is required to be sufficiently
small. The L∞ norm of ρ(0) is of size ∼ a−30 . Hence the C1x norm of ρ(0) is of size
∼ a−30 ǫ−3 & N3.
In this paper, we consider initial data supported on an arbitrary shell that has
small Ck norm (k ≥ 1), and obtain solutions that become large and are concentrated
near the origin at some later time. We call them ”focusing solutions”. Specifically,
we prove, for VP:
Theorem 1.1. For any positive integer k and positive constants η, N , b, ǫ0, there
exists a smooth, spherically symmetric solution of VP, such that
suppx f(0, x, v) = {
1
2
b ≤ |x| ≤ 3
2
b} (1.9)
and
‖ρ(0)‖Ck , ‖E(0)‖Ck ≤ η , (1.10)
while there exists a function T = T (b), which is increasing for b > 1, such that
‖ρ(T )‖L∞
|x|≤ǫ0
, ‖E(T )‖L∞ ≥ N , (1.11)
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Remark 1.2 i) The data constructed in Theorem 1.1 do not belong to the class J
defined in [1]. In Theorem 1.1, the constant b can be chosen arbitrarily. This means
that suppx f(0) can be a thick spherical shell with both its central radius and
thickness ∼ b. On the other hand, the data in the class J have particle density
functions supported in a thin shell with thickness ∼ ǫ3, where ǫ > 0 is chosen to be a
small number.
ii) In case 1 ≤ k ≤ 5 we actually construct a function T (b) that is increasing on
(0,+∞).
iii) We also construct focusing solutions for RVP with the Ck norms for ρ(t, x) and
E(t, x) being small at time zero and growing large at some later time, see Theorem
4.1.
iv) Theorem 1.1 actually enables us to easily give a similar result in the setting with
a bounded domain, see Remark 3.1 in Section 3.
v) By perturbation, results analogous to Theorem 1.1 and Theorem 4.1 hold for
multi-species VP and RVP (with one of the species dominating the behaviour of the
plasma, so the plasma is ”almost single species”).
The contents of the paper are arranged as follows. In Section 2, we give some
lemmas that describe the particle trajectories, which allow us to observe the focusing
phenomena. Section 3 is devoted to the proof of Theorem 1.1, which involves a careful
selection of parameters and computation of the norms of ρ(t, x) and E(t, x). At the
end of Section 3 we also give the corollary on the setting with a bounded domain.
The analogous result on RVP to Theorem 1.1 will be stated (see Theorem 4.1) and
proved in Section 4.
2. Characteristics and Useful Lemmas
A spherically symmetric solution to VP or RVP can be described as
(f(t, r, w, l), E(t, r))
where the spatial radius r, radial velocity w and square of the angular momentum l
are defined as follows:
r = |x| , w = x · v
r
, l = |x× v|2 , (2.1)
By a change of variables (x, v) → (r, w, l), using ∇xr = 1rx, ∂xjw = vj(1r −
x2j
r3
),
∇vw = 1rx, ∇xl = 2|v|2x− 2rwv, ∇vl = 2r2v − 2rwx, we reduce the Vlasov equation
to
∂tf + w∂rf +
( l
r3
+
m(t, r)
r2
)
∂wf = 0 (2.2)
for the system VP, and similarly, for RVP the Vlasov equation is reduced to
∂tf +
w√
1 + w2 + lr−2
∂rf +
( l
r3
√
1 + w2 + lr−2
+
m(t, r)
r2
)
∂wf = 0 . (2.3)
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Here
m(t, r) = 4π
∫ r
0
s2ρ(t, s)ds , (2.4)
and
ρ(t, r) =
π
r2
∫ ∞
0
∫ ∞
−∞
f(t, r, w, l)dwdl . (2.5)
The electric field is then
E(t, x) =
m(t, r)x
r3
, (2.6)
since we can verify
div
(m(t, r)x
r3
)
= 4π
(r2ρ(t, r)
r3
− 3
∫ r
0
s2ρ(t, s)ds
r4
)
er · x
+ 4π
∫ r
0
s2ρ(t, s)ds
r3
· 3
= 4πρ(t, r) ,
(2.7)
and
curl
(m(t, r)x
r3
)
= 4π∇(
∫ r
0
s2ρ(t, s)ds
r3
)× x+ 4π
∫ r
0
s2ρ(t, s)ds
r3
(curl x) = 0 .
This is enough to verify that the formula E(t, x) = m(t,r)x
r3
gives an E that satisfies
the Vlasov-Maxwell system with B = 0. To see it matches the expression E(t, x) =∫
R3
x−y
|x−y|3
ρ(t, y)dy, note that they could only differ by the gradient of a harmonic
function g(x). However, since we assume E(t, x) has finite L∞ norm, g(x) must be
finite too. By Liouville’s Theorem, g must be a constant, which implies that the two
E(t, x) expressions matches each other.
The total mass of the plasma is
M = 4π2
∫ ∞
0
∫ ∞
−∞
∫ ∞
0
f0(r, w, l)dldwdr . (2.8)
Next we introduce the characteristics for VP and RVP, as well as the lemmas that
give detailed information for the particle trajectories.
The forward characteristics (R(s),W (s), L(s)) of the Vlasov equation in the non-
relativistic setting are described by the following ODE system:
dR
ds
=W ,
dW
ds
=
L
R3
+
m(s, R)
R2
,
dL
ds
= 0 .
(2.9)
for s ≥ 0, with the initial conditions
R(0) = r , W (0) = w , L(0) = l . (2.10)
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We have the following lemma from [1]:
Lemma 2.1. Let r > 0, l > 0, w < 0 be given, and let (R(t),W (t), L(t)) be a solution
to (2.9) and (2.10) for all t ≥ 0. Then we have:
(1) There exists a unique T0 > 0 such that W (t) < 0 for t ∈ [0, T0), W (T0) = 0, and
W (t) > 0 for t ∈ (T0,+∞).
(2) T0 satisfies
T0 ≥ r|w|
(
1−
√
l +Mr
r2w2 + l +Mr
)
.
(3) For all t ∈ [0, T0), we have
R(t)2 ≤ (r + wt)2 + (lr−2 +Mr−1)t2 .
Proof. Please see Lemma 3 and 4 in [1] for details. 
For RVP the forward characteristics (R(s),W (s), L(s)) of the Vlasov equation are
described by
dR
ds
=
W√
1 +W 2 + LR−2
,
dW
ds
=
L
R3
√
1 +W 2 + LR−2
+
m(s, R)
R2
,
dL
ds
= 0 .
(2.11)
for s ≥ 0, with the initial conditions (2.10).
We introduce the following lemma from [2]:
Lemma 2.2. Let r > 0, l > 0, w < 0 be given, and let (R(t),W (t), L(t)) be a solution
to (2.11) and (2.10) for all t ≥ 0, and define
D = l +Mr
√
1 + w2 + lr−2 .
Then we have:
(1) There exists a unique T0 > 0 such that W (t) < 0 for t ∈ [0, T0), W (T0) = 0, and
W (t) > 0 for t ∈ (T0,+∞).
(2) T0 satisfies
T0 ≥ r
(
1−
√
D
r2w2 +D
)
.
(3) There holds
R− ≤ R(T0) ≤ R+ ,
where
R− := r
√
l
r2w2 + l
, R+ := r
√
D
r2w2 +D
.
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(4) For all t ∈ [0, T0), we have
W (t)2 + lR(t)−2 ≤ w2 + lr−2 .
(5) For all t ∈ [0, T0), we have
R(t)2 ≤ (r − |w|√
1 + w2 + lr−2
t
)2
+
D
r2(1 + w2 + lr−2)
t2 .
Proof. Please see Lemma 3 in [2] for details. 
We denote
S(t) := {(r, w, l) : f(t, r, w, l) > 0} . (2.12)
In particular,
S(0) = {(r, w, l) : f0(r, w, l) > 0} . (2.13)
Also, we denote
S+ = {(r, w, l) : r > 0, l > 0, w < 0, f0(r, w, l) > 0} . (2.14)
We choose T0 > 0 as in Lemma 2.1 and 2.2 in the VP and RVP settings, respec-
tively. We present the following lemma given in [1] and [2] in order to describe the
concentrating phenomenon:
Lemma 2.3. Let f(t, r, w, l) be a spherically-symmetric solution of RVP or VP with
associated charge density ρ(t, r) and electric field E(t, x). Let
(R(t, r, w, l),W (t, r, w, l), L(t, r, w, l))
be a solution to the equations of the particle trajectories with the initial condition
(2.10). If at some time T > 0 we have
sup
(r,w,l)∈S(0)
R(T, r, w, l) ≤ K ,
then
‖ρ(T )‖L∞
|x|≤K
≥ 3M
4πK3
, ‖E(T )‖L∞ ≥ M
K2
.
Proof. Please see Lemma 5 in [1] or Lemma 4 in [2] for details. 
3. Focusing Solutions to the Nonrelativistic VP System
Now we are ready to establish Theorem 1.1.
Proof. Without the loss of generality, we assume 0 < η < 1 and N > 1 in the proof.
We set up two constants a0 > 1 and 0 < ǫ < 1 to be determined.
Let H : [0,∞) → [0,∞) be any function satisfying ∫
R3
H(|u|2)du = 3
4π
with
supp(H) ⊂ [0, 1], and rescale it for any ǫ ∈ (0, 1):
Hǫ(|u|2) = 1
ǫ3
H
( |u|2
ǫ2
)
.
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so that
∫
R3
Hǫ(|u|2)du = 34π and supp(Hǫ) ⊂ [0, ǫ2]. For any ǫ > 0, x, v ∈ R3, a0 > 0,
define
hǫ,a0(x, v) = Hǫ
(| x
ǫ2
+ a0v|2
)
.
Then
∫
R3
hǫ,a0(x, v)dv =
3
4πa3
0
for all x. In the proof, we will choose a0 sufficiently
large and ǫ sufficiently small.
Moreover, we choose a cut-off function χ0,1 ∈ C∞((0,∞); [0, 1]) that satisfies
|χ0,1(x)| ≤ 1 ,
χ0,1(x) = 1, for |x| < 1
2
,
χ0,1(x) = 0, for |x| > 1 .
Let χm,n(x) := χ0,1(
1
n
(x−m)), and take χ(r) = χb, 1
2
b(r), then χ(r) is a smooth func-
tion supported on [1
2
b, 3
2
b], and χ(r) = 1 for r ∈ [3
4
b, 5
4
b]. We denote ‖ dk
drk
χ0,1(r)‖L∞ =
αk, where the αk’s are constants independent of b. In particular, α0 = 1. Then
‖ d
k
drk
χ(r)‖L∞ ≤ ck := (2
b
)kαk . (3.1)
In particular c0 = 1. Define c−1 = b/2. We denote dk =
∑k
j=−1 cj.
We choose the initial data to be
f0(x, v) = hǫ,a0(x, v)χ(|x|)Γ(
x · v
|x| ) . (3.2)
where Γ(w) = 0 for w ≥ 0, and Γ(w) = 1 for w < 0. Hence S(0)\S+ is a zero-measure
set. Note that suppx,v f0 = {(x, v) : | xǫ2 + a0v|2 < ǫ2}. We have
0 ≤ ρ(0, r) =
∫
R3
hǫ,a0(x, v)χ(|x|)Γ(
x · v
|x| )dv =
3
8πa30
χ(r) .
Also, we compute
3
8
a−30 b
3 ≤M ≤ 4a−30 b3 . (3.3)
From | x
ǫ2
+ a0v|2 < ǫ2, using the angular coordinates and the identity |v|2 = w2 +
lr−2, we obtain ( r
ǫ2
+ a0w
)2
+ l
(a0
r
)2
< ǫ2 . (3.4)
We obtain | r
ǫ2
+ a0w|2 < ǫ2, which implies |r + a0wǫ2| < ǫ3. Therefore,
∣∣ r
|w| − a0ǫ
2
∣∣ < ǫ3|w|
for (r, w, l) ∈ S(0), since Γ(w) is non-zero if and only if w < 0.
Also, from the definition of χ(r) we obtain, for any (r, w, l) ∈ S(0):
1
2
b < r <
3
2
b . (3.5)
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We pick
a0 > b (3.6)
and ǫ small enough, such that
− 1
2
a−10 bǫ
−2 +
ǫ
a0
< −1, −3
2
ǫ−2 < −3
2
a−10 bǫ
−2 − ǫ
a0
,
(3b/2
a0
)2
ǫ2 < 1. (3.7)
Therefore
− 3
2
ǫ−2 < −3
2
a−10 bǫ
−2 − ǫ
a0
< w < −1
2
a−10 bǫ
−2 +
ǫ
a0
, (3.8)
l <
( r
a0
)2
ǫ2 <
(3b/2
a0
)2
ǫ2 < 1 . (3.9)
We see that the cut-off Γ does not have any effect on the smoothness of f0 since
|w| > | − 1
2
a−10 bǫ
−2 + ǫ
a0
| > 1. We have
∣∣ r
|w| − a0ǫ
2
∣∣ < ǫ3|w| < ǫ3
since |w| > 1. Hence
r
|w| ≥ a0ǫ
2 − ǫ3 . (3.10)
By (2.6) and (3.3), we can take
a0 ≥ max{η−1/3, 4η−1/3b1/3} , (3.11)
so that
‖ρ(0)‖L∞ ≤ 3
8πa30
≤ η , (3.12)
‖E(0)‖L∞ ≤ 4M
b2
≤ 16a
−3
0 b
3
b2
≤ 1
2
η . (3.13)
Noticing that ρ(0) and E(0) are only functions of r, we have, due to (3.2) and (3.1):
‖ρ(0)‖Ckx ≤
∑
k
‖ ∂
k
∂rk
(
3
8πa30
χ(r))‖L∞ ≤ 3
8πa30
k∑
j=0
cj ≤ η , (3.14)
if we take
a0 ≥ 8π
3
d
1/3
k η
−1/3 . (3.15)
Recall that in Theorem 1.1, we require
‖E(0)‖Ckx ≤ η .
We will show, for any k ≥ 0,
‖E(0)‖Ck ≤ C0dk−1a−30 (3.16)
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for some constant C0 > 1 to be chosen below, which only depends on k. If k = 0,
we can take C0 ≥ 32. In case k = 1, using (2.4), (2.5), (2.6), (3.3), (3.12), and that
1
2
b < r < 3
2
b, we compute
|∂xjEi(0, r)| = |∂xj (
m(0, r)
r3
xi)|
≤ |∂xjm(0, r)
r3
xi|+ |m(0, r)−3xjxi
r5
|+ |m(0, r)
r3
δij |
≤ 4π|r2ρ(0, r)xj
r
xi
r3
|+ |m(0, r)−3xjxi
r5
|+ |m(0, r)
r3
δij|
≤ 4π[|r2 3
8πa30
xj
r
xi
r3
|+ | 3
8πa30
1
3
r3
−3xjxi
r5
|+ | 3
8πa30
1
3
r3
1
r3
δij|
]
≤ 10c0a−30 ,
(3.17)
so we can take C0 ≥ max{32, 10} = 32 for k = 1. Similarly, in case k = 2, we make
use of (2.4), (2.5), (2.6) to compute
|∂2xjxlEi(0, r)|
= |∂xl(
∂xjm(0, r)
r3
xi +m(0, r)
−3xjxi
r5
+
m(0, r)
r3
δij)|
≤ |∂xjxlm(0, r)
r3
xi|+ |∂xjm(0, r)
−3xlxi
r5
|+ |∂xjm(0, r)
r3
δil|
+ |∂xlm(0, r)
r3
xixj(−3)|+ |m(0, r)(−3)(−5)xlxixj
r7
|+ |m(0, r)
r5
(−3)(xiδjl + xjδil)|
+ |∂xlm(0, r)
r3
δij |+ |m(0, r)−3xl
r5
δij |+ |m(0, r)
r3
· 0|
≤ 4π[4π|∂xj(r2ρ(0, r)xlr )
r3
xi|+ |r2ρ(0, r)xj
r
−3xlxi
r5
|+ |r2ρ(0, r)xj
r
1
r3
δil|
]
+ 4π|r2ρ(0, r)xl
r
−3xixj
r5
|+ |m(0, r)(−3)(−5)xlxixj
r7
|
+ |m(0, r) 1
r5
(−3)(xiδjl + xjδil)|+ 4π|r2ρ(0, r)xl
r
1
r3
δij |+ |m(0, r)−3xl
r5
δij|
≤ 4π{4πxi
r3
[|ρ(0, r)xjxl
r
|+ |r ∂
∂r
ρ(0, r)
xj
r
xl|+ |rρ(0, r)δjl|
]
+ |r2ρ(0, r)xj
r
−3xlxi
r5
|+ |r2ρ(0, r)xj
r
1
r3
δil|
+ |r2ρ(0, r)xl
r
−3xixj
r5
|+ 1
4π
|m(0, r)(−3)(−5)xlxixj
r7
|
+
1
4π
|m(0, r) 1
r5
(−3)(xiδjl + xjδil)|+ |r2ρ(0, r)xl
r
1
r3
δij |+ 1
4π
|m(0, r)−3xl
r5
δij |
}
,
(3.18)
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Using that m(0, r) ≤M , (3.3), (3.12), (3.14) and 1
2
b < r < 3
2
b, we obtain
|∂2xjxlEi(0, r)|
≤ 4π{4πxi
r3
[| 3
8πa30
xjxl
r
|+ |r 3
8πa30
c1
xj
r
xl|+ |r 3
8πa30
δjl|
]
+ |r2 3
8πa30
xj
r
−3xlxi
r5
|+ |r2 3
8πa30
xj
r
1
r3
δil|
+ |r2 3
8πa30
xl
r
−3xixj
r5
|+ | 1
8π
r3
a30
(−3)(−5)xlxixj
r7
|+ | 1
8π
r3
a30
1
r5
(−3)(xiδjl + xjδil)|
+ |r2 3
8πa30
xl
r
1
r3
δij |+ | 1
8π
r3
a30
−3xl
r5
δij |
}
≤ 100c1a−30 ,
(3.19)
Hence for k = 2 we can take C0 ≥ max{32, 10, 100} = 100.
For larger k’s the inequality (3.16) can be deduced similarly with properly chosen
C0.
We will choose
a0 ≥ 2C1/30 η−1/3dk−1 , (3.20)
so that
‖E(0)‖Ckx ≤ C0dk−1a−30 ≤ η .
Now we can set up the constants a0 and ǫ. Combining (3.6), (3.11), (3.15) and
(3.20), we take a0 to be such that
a0 ≥ 20dkη−1/3C1/30 . (3.21)
Therefore a0 ≥ 2C1/30 η−1/3dk−1 > 1, since dk > dk−1 ≥ 1, η < 1, and C0 is chosen to
be greater than 1. Moreover, we take
ǫ ≤ β0 := min{ 1
60
a−10 b,
1
60
a
−1/3
0 b
1/3,
1
60
(b−2 + 4a−30 b
2)−1/2,
1
100
a−10 bN
−1/3,
1
60
a
−3/2
0 b
3/2N−1/2,
ǫ0
4
} ,
(3.22)
so (3.7) is satisfied.
Next we construct the function T = T (b). Recall that a0 and ǫ depend on b. We
define
T = T (b) := a0ǫ
2 − ǫ3 − 100a
2
0
b2
ǫ4 (3.23)
for b ∈ (0,+∞). We have T > 0 due to the constraints above on a0 and b.
We now prove that T (b) can be constructed as an increasing function for b > 1.
Indeed, for b > 1, we want to take a0 and ǫ such that (3.21) and (3.22) are satisfied.
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From the definition of dk, we notice that there exists n being large enough and
independent of b, such that
nb ≥ 20dkη−1/3C1/30 (3.24)
holds for all b > 1. Hence we can take a0 = nb so that (3.21) holds. Also, from (3.21)
and the definition (3.22) of β0, we observe that for b > 1 there exists a constant C
independent of b, such that
C ≤ β0 . (3.25)
Therefore we can take ǫ = C, so that (3.22) is satisfied. Using these chosen values of
a0 and ǫ, we have, for b > 1,
T = T (b) = a0ǫ
2 − ǫ3 − 100a
2
0
b2
ǫ4 = nC2b− C3 − 100C4n2 , (3.26)
which is an increasing function of b ∈ (1,+∞).
We choose T0 = T0(r, w, l) > 0 for (r, w, l) ∈ S+ as in Lemma 2.2. From the lemma
we have
dR
dt
≤ 0 , t ∈ [0, T0] , (3.27)
and
T0 ≥ r|w|
(
1−
√
l +Mr
r2w2 + l +Mr
)
. (3.28)
We compute, using (3.8), (3.21) and (3.22),
T0 ≥ r|w|
(
1−
√
l +Mr
r2w2 + l +Mr
) ≥ r|w| −
√
l +Mr
w2
≥ a0ǫ2 − ǫ3 −
√
1 + 8a−30 b
3 3
2
b
( ǫ
a0
− b
2a0ǫ2
)2
≥ a0ǫ2 − ǫ3 − 16a
2
0ǫ
4
(2a0ǫ3 − b)2
> a0ǫ
2 − ǫ3 − 100a
2
0
b2
ǫ4 = T .
(3.29)
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Therefore, T ∈ (0, T0] for every (r, w, l) ∈ S+. We compute the upper bound for R(T )
using (3.5), (3.8) and (3.9):
R(T )2 ≤ (r + wT )2 + (lr−2 +Mr−1)T 2
≤ [r + w(a0ǫ2 − ǫ3 − 100a20
b2
ǫ4
)]2
+ (lr−2 +Mr−1)
(
a0ǫ
2 − ǫ3 − 100a
2
0
b2
ǫ4
)2
≤ (r + a0wǫ2)2 +
(
wǫ3 + w
100a20
b2
ǫ4
)2
+ 2|r + a0wǫ2| · |w|
(
ǫ3 +
100a20
b2
ǫ4
)
+
[
1 · (1
2
b)−2 + 8a−30 b
3 · (1
2
b)−1
]
(a0ǫ
2)2
≤ (ǫ3)2 + 9
4
ǫ−4(ǫ3 +
100a20
b2
ǫ4)2 + 2ǫ3 · 3
2
ǫ−2 · (ǫ3 + 100a
2
0
b2
ǫ4)
+ (4b−2 + 16a−30 b
2)a20ǫ
4
≤ ǫ6 + 3ǫ−4(2ǫ3)2 + 3ǫ · 2ǫ3 + (4b−2 + 16a−30 b2)a20ǫ4
≤ 16ǫ2 .
(3.30)
The last two lines comes from our choice of the parameters a0 and ǫ. Hence
sup
(r,w,l)∈S+
R(T, r, w, l) ≤ 4ǫ ≤ ǫ0 . (3.31)
The lower bounds ‖ρ(T )‖L∞
|x|≤ǫ0
, ‖E(T )‖L∞ ≥ N then follow from Lemma 2.3 with
K = 4ǫ, together with (3.22):
‖ρ(T )‖L∞
|x|≤ǫ0
≥ 3
4π
M
K3
≥ 3
4π
3
8
a−30 b
3
64ǫ3
≥ N , (3.32)
‖E(T )‖L∞ ≥ M
K2
≥
3
8
a−30 b
3
16ǫ2
≥ N . (3.33)
This completes the proof of Theorem 1.1.

Next we prove Remark 1.2 ii).
Proof. We assume 1 ≤ k ≤ 5. Recall that we want to take a0 and ǫ such that (3.21)
and (3.22) are satisfied. For b ∈ (0, 1), from the definition of dk, there exists n˜
independent of b, such that
n˜b−k ≥ 20dkη−1/3C1/30 . (3.34)
Hence we can take a0 = n˜b
−k so that (3.21) holds. Also, recall (3.21) and the definition
(3.22) of β0, we observe that for b ∈ (0, 1), there exists C˜ independent of b, such that
C˜b3 ≤ β0 . (3.35)
FOCUSING SOLUTIONS OF THE VLASOV-POISSON SYSTEM 13
Hence we can take ǫ = C˜b3. With these chosen values of a0 and ǫ, we have
T = T (b) = a0ǫ
2 − ǫ3 − 100a
2
0
b2
ǫ4 = n˜C˜2b6−k − C˜3b9 − 100C˜4n˜2b10−2k (3.36)
for b ∈ (0, 1).
When 1 ≤ k ≤ 5, we first pick n˜ large, then pick C˜ small, such that when b ∈ (0, 1),
the inequalities (3.35) and (3.34) as well as n˜C˜2 > 9C˜3+1000n˜2C˜4 are satisfied. With
this we can verify that when b ∈ (0, 1), T ′(b) ≥ 0, and the term n˜C˜2b6−k is dominant
in the expression of T (b). Hence T (b) is an increasing function of b ∈ (0, 1).
Moreover, we construct T (b) for b > 1 as described in the proof of Theorem 1.1, so
T (b) is an increasing function of b ∈ (1,+∞). Recall that the constraints on n and
C are (3.24) and (3.25). We take n large enough such that not only (3.24) holds, but
also
nC2 − C3 − 100C4n2 ≥ n˜C˜2 − C˜3 − 100C˜4n˜2 .
Then (3.26) gives a function T = T (b) such that T (b) ≥ T (1) for all b > 1. Combining
this together with (3.36), we obtain a function T (b) that is increasing on (0,+∞) for
1 ≤ k ≤ 5. This completes the proof of Remark 1.2 ii).

Remark 3.1 The proof of Theorem 1.1 can actually be applied to a system given by
the equations (2.2), (2.4), (2.5), (2.6) on a bounded domain. This gives the following
result:
Consider the system given by the equations (2.2), (2.4), (2.5), (2.6) on a bounded
domain Ω ⊂ R3 which contains a ball centered at the origin. Then no matter what
boundary conditions we put, for any positive integer k and positive constants η, N ,
as well as any positive constant b satisfying b < 2
3
infx∈∂Ω r(x), there exists some
T > 0 and a smooth, spherically symmetric solution which has lifespan at least T ,
such that
suppx f(0, x, v) = {
1
2
b ≤ |x| ≤ 3
2
b} (3.37)
and
‖ρ(0)‖Ck , ‖E(0)‖Ck ≤ η , (3.38)
while
‖ρ(T )‖L∞
|x|≤ǫ0
, ‖E(T )‖L∞ ≥ N . (3.39)
4. Focusing Solutions of the Relativistic VP system
In this section, we are going to prove, for the system RVP:
Theorem 4.1. For any positive integer k and positive constants η, N , there exists a
smooth, spherically symmetric solution of RVP, such that
‖ρ(0)‖Ck , ‖E(0)‖Ck ≤ η , (4.1)
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while for some T > 0 and some ǫ0 > 0,
‖ρ(T )‖L∞
|x|≤ǫ0
, ‖E(T )‖L∞ ≥ N , (4.2)
Proof. Without the loss of generality, we assume 0 < η < 1 and N > 1 in the proof.
We take
ǫ = min{ 1
1000
,
( ǫ0
110
)1/3
,
1
32
η,
1
4
(
ηC−10 (1 + ck)
−1
)8/15
, 10−16N−4} . (4.3)
where C0 is a constant which will be explained in the proof. Set
A = ǫ5, B = ǫ−3/2, b = ǫ−7/8 , (4.4)
and take
T = b− 10ǫ35/8 > 0 . (4.5)
Let H : [0,∞) → [0,∞) be any function satisfying ∫
R3
H(|u|2)du = 3
4π
with
supp(H) ⊂ [0, 1], and rescale it for any ǫ ∈ (0, 1):
Hǫ(|u|2) = 1
ǫ9
H
( |u|2
ǫ6
)
.
so that
∫
R3
Hǫ(|u|2)du = 34π and supp(Hǫ) ⊂ [0, ǫ6]. For any ǫ > 0, x, v ∈ R3, define
hǫ(x, v) = Hǫ
(| x
A
+Bv|2) .
Moreover, we choose the cut-off function χ ∈ C∞((0,∞); [0, 1]) satisfying χ(r) = 0
for r < b− ǫ3 or r > b+ ǫ3, χ(r) = 1 for r ∈ [b− 1
2
ǫ3, b+ 1
2
ǫ3]. For each k, there exists
ck > 0 independent of ǫ (but depends on k), such that ‖χ(r)‖Ck ≤ ckǫ−3.
We choose the initial data to be
f0(x, v) = hǫ(x, v)χ(|x|)Γ(x · v
r
) . (4.6)
where Γ(w) = 0 for w ≥ 0, and Γ(w) = 1 for w < 0. Hence S(0)\S+ is a zero-measure
set.
For any (r, w, l) ∈ S(0), we have | x
A
+ Bv|2 < ǫ6. Using the angular coordinates
and the identity |v|2 = w2 + lr−2, this inequality becomes
( r
A
+Bw
)2
+ l
(B
r
)2
< ǫ6 . (4.7)
The inequality | r
A
+Bw|2 < ǫ6 together with (4.4) and (4.3) implies that for (r, w, l) ∈
S(0),
1
2
ǫ−7/8 < b− ǫ3 < r < b+ ǫ3 < 3
2
ǫ−7/8 , (4.8)
− 2ǫ−35/8 < −ǫ9/2 − r
ǫ7/2
< w < − r
ǫ7/2
+ ǫ9/2 < −1
2
ǫ−35/8 , (4.9)
l <
( r
B
)2
ǫ6 < 1 . (4.10)
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Notice that the cut-off Γ(w) does not affect the smoothness of f0 and ρ(0), since w is
bounded away from 0.
We have
ρ(0, r) =
∫
R3
hǫ(x, v)χ(|x|)Γ(x · v
r
)dv =
3
8πB3
χ(r) .
We compute
M =
∫
R3
ρ0(x)dx = 4π
∫ b+ǫ3
b−ǫ3
ρ0(r)r
2dr
≤ 1
2
B−3
[
(b+ ǫ3)3 − (b− ǫ3)3]
=
1
2
B−3(6b2ǫ3 + 2ǫ9)
≤ 4B−3ǫ3b2 ,
(4.11)
and
M =
∫
R3
ρ0(x)dx ≥ 4π
∫ b+ 1
2
ǫ3
b− 1
2
ǫ3
ρ0(r)r
2dr
≥ 1
2
B−3
[
(b+
1
2
ǫ3)3 − (b− 1
2
ǫ3)3
]
=
1
2
B−3(3b2ǫ3 +
1
4
ǫ9)
≥ 3
2
B−3ǫ3b2 .
(4.12)
Using (2.4), (2.5), (2.6), we obtain
‖ρ(0)‖L∞ ≤ 3
8πB3
≤ η , (4.13)
and
‖E(0)‖L∞ ≤ 4M
b2
≤ 16B
−3ǫ3b2
b2
≤ η . (4.14)
Again by using (2.4), (2.5), (2.6), we have
‖ρ(0)‖Ckx ≤
∑
k
‖ ∂
k
∂rk
(
3
8πa30
χ(r))‖L∞ ≤ k3B
−3
8π
ck ≤ η , (4.15)
since B ≥ c1/3k η−1/3k1/3.
Next we prove
‖E(0)‖Ckx ≤ η .
For any k, the Ck norm of E(0) is controlled by 2C0(1 + ck)(1 + b
3)B−3, where C0
is a constant only depending on k and b. In case k = 1, we compute, using (4.11),
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(4.12), (4.13) and (4.14),
|∂xjEi(0, r)| ≤ |∂xj(
m(0, r)
r3
xi)|
≤ |∂xjm(0, r)
r3
xi|+ |m(0, r)−3xjxi
r5
|+ |m(0, r)
r3
δij |
≤ 4π[|r2ρ(0, r)xj
r
xi
r3
xi|+M |−3xjxi
r5
|+M | 1
r3
δij|
]
≤ 4π · 5 · (1 + ck)max{M, 3
4πB3
}max{1, 1
(1
2
b)3
}
≤ 1500π(1 + b3)(1 + b−3)(1 + ck)B−3 ,
(4.16)
so we can take C0 = 32 + 1500π. Similarly, in case k = 2, we have
|∂2xjxlEi(0, r)|
≤ |∂xl(
∂xjm(0, r)
r3
xi +m(0, r)
−3xjxi
r5
+
m(0, r)
r3
δij)|
≤ |∂xjxlm(0, r)
r3
xi|+ |∂xjm(0, r)
−3xjxi
r5
|+ |∂xjm(0, r)
r3
δil|
+ |∂xlm(0, r)
r3
xixj(−3)|+ |m(0, r)(−3)(−5)xlxixj
r7
|+ |m(0, r)
r5
(−3)(xiδjl + xjδil)|
+ |∂xlm(0, r)
r3
δij |+ |m(0, r)−3xl
r5
δij |+ |m(0, r)
r3
· 0|
≤ 4π[|∂xjr2ρ(0, r)xlr
r3
xi|+ |r2ρ(0, r)xj
r
−3xjxi
r5
|+ |r2ρ(0, r)xj
r
1
r3
δil|
+ |r2ρ(0, r)xl
r
−3xixj
r5
|+M |(−3)(−5)xlxixj
r7
|+M | 1
r5
(−3)(xiδjl + xjδil)|
+ |r2ρ(0, r)xl
r
1
r3
δij |+M |−3xl
r5
δij |
]
≤ 12000π(1 + b3)(1 + b−4)(1 + ck)B−3 ,
(4.17)
so we can take C0 = 32 + 13500π for k = 2.
For other k’s C0 can be deduced similarly. Since ǫ ≤ 14
(
c1C
−1
0 (1 + ck)
−1
)8/15
, we
have
‖E(0)‖Ckx ≤ 2C0(1 + ck)(1 + b3)B−3 ≤ η .
We choose T0 = T0(r, w, l) > 0 for (r, w, l) ∈ S+ as in Lemma 2.2. Therefore
dR
dt
≤ 0 , t ∈ [0, T0] , (4.18)
D ≤ 1 + 8B−3ǫ3b2 · 2b
√
1 + 4ǫ−35/4 + 4ǫ7/4 ≤ 4 . (4.19)
T0 > r −
√
D
w
≥ b− 8ǫ35/8 > T = b− 10ǫ35/8 . (4.20)
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Moreover, from Lemma 2.2 we have
R(T )2 ≤ (r − |w|√
1 + w2 + lr−2
T
)2
+
D
r2(1 + w2 + lr−2)
T 2 := I + II . (4.21)
We define g(x) = 1−x
1+2x
, so g′(0) = −3, g′′(x) > 0. We compute
|w|√
1 + w2 + lr−2
≥ rǫ
−7/2 − ǫ9/2√
1 + (rǫ−7/2 + ǫ9/2)2 + 4ǫ7/4
≥ 1/2− ǫ
71/8√
(3/2 + ǫ71/8)2 + 2ǫ35/4
≥ 1− 2ǫ
35/4√
(1 + 4ǫ35/4)2
= g(2ǫ35/4)
≥ g(0) + g′(0) · 2ǫ35/4
= 1− 6ǫ35/4 .
(4.22)
It follows that
I ≤ [r − (1− 6ǫ35/4)T ]2
≤ [b+ ǫ3 − (1− 6ǫ35/4)(b− 10ǫ35/8)]2
≤ 10(ǫ6 + 36b2ǫ35/2 + 100ǫ35/4 + 3600ǫ35/2ǫ35/4)
≤ 10(ǫ6 + 36ǫ63/4 + 100ǫ35/4 + 3600ǫ105/4)
= 10000ǫ6 .
(4.23)
Moreover,
II ≤ D
r2w2
T 2 ≤ 41
4
b2 · 1
4
ǫ−35/4
b2 ≤ 256ǫ35/4 . (4.24)
We conclude R(T ) ≤ 110ǫ3. We have
sup
(r,w,l)∈S(0)
R(T, r, w, l) = sup
(r,w,l)∈S+
R(T, r, w, l) ≤ 110ǫ3 . (4.25)
Applying Lemma 2.3 with K = 110ǫ3 ≤ ǫ0, we obtain, due to the choice of ǫ:
‖ρ(T )‖L∞
|x|≤ǫ0
≥ 3
4π
M
K3
≥ 3
4π
3B−3ǫ3b2
1331000ǫ9
≥ N , (4.26)
‖E(T )‖L∞ ≥ M
K2
≥ 3B
−3ǫ3b2
12100ǫ6
≥ N . (4.27)
This completes the proof of the theorem.

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