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Abstract
In this paper we develop a superfast O((m+ n) log2(m+ n)) complexity algorithm to
solve a linear least squares problem with an m× n Toeplitz coefficient matrix. The algorithm
is based on the augmented matrix approach. The augmented matrix is further extended to a
block circulant matrix and DFT is applied. This leads to an equivalent tangential interpolation
problem where the nodes are roots of unity. This interpolation problem can be solved by a
divide and conquer strategy in a superfast way. To avoid breakdowns and to stabilize the algo-
rithm pivoting is used and a technique is applied that selects “difficult” points and treats them
separately. The effectiveness of the approach is demonstrated by several numerical examples.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let T = [ ti−j ] ∈ Cm×n be an m× n Toeplitz matrix with m > n and full col-
umn rank n, and let b ∈ Cm. We consider the least squares problem: given T and
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b, determine the (unique) vector x ∈ Cn such that ‖T x − b‖ is minimal. Here ‖ · ‖
denotes the (Euclidian) 2-norm.
Standard algorithms for solving linear least squares problems require O(mn2)
flops. The arithmetic complexity can be reduced by taking into account the Toeplitz
structure. Algorithms that require only O(mn) flops are called fast, algorithms that
require less operations are called superfast. As far as we know, the first fast algorithm
for Toeplitz least squares problems was proposed by Sweet in his Ph.D. thesis [25].
Other approaches include those by Bojanczyk et al. [5], Chun et al. [9], Qiao [24],
Cybenko [10,11], Sweet [26] and many others.
The aim of the present paper is to propose a superfast algorithm with a complexity
of O((m+ n) log2(m+ n)). For the solution of Toeplitz systems algorithms with this
complexity are well known (see [1–4,6,12,30] and other papers).
The problem with many fast and superfast algorithms is that their numerical per-
formance heavily depends on the condition of certain submatrices. They even may
breakdown if some of these submatrices are singular. One of several ways out of
such situations is to transform the Toeplitz matrix into a Cauchy-like matrix with
the help of the discrete Fourier or other trigonometric transformations. Cauchy-like
matrices have the advantage that, in contrast to Toeplitz matrices, permutations of
rows and columns do not destroy the structure. That means that the application of
pivoting strategies is possible in order to stabilize the algorithm. For the solution
of Toeplitz systems this approach was first proposed in [17] and further developed in
[13–15,18–22,27] and other papers. Let us point out that “stabilize” does not mean
that the resulting algorithm is stable in a strong sense, but only that it is stable “in
practice”, like it is true for Gaussian elimination for unstructured systems with partial
pivoting.
In Gu’s paper [16] the transformation idea was applied to the solution of Toep-
litz least squares problems. Numerical experiments indicate that Gu’s approach is
not only efficient but also fairly stable for many examples, even for ill-conditioned
problems.
The transformation of Toeplitz into Cauchy-like has the disadvantage that there
seems to be no freedom in the choice of the transformation length. Differently, such
a freedom does exist if the matrix is transformed into a Vandermonde-like matrix,
which means, in the language of matrix functions, into a tangential interpolation
problem. This approach was proposed in [18,23,30]. In the latter paper a superfast
Toeplitz solver was proposed. The main aim of the present paper is to apply some
modification of the ideas in [30]. Also the same stabilizing techniques are used to
enhance the numerical properties of the algorithm. The experiments described in
Section 6 show that these stabilizing techniques lead to accurate results.
Our approach can be briefly described as follows. It is based on the augmented
matrix idea that relates the m× n least squares problem with an equivalent
(m+ n)× (m+ n) linear system. If the coefficient matrix T is Toeplitz then the
augmented matrix R will be a Toeplitz block matrix with T as one of its blocks. This
will be explained in Section 2.
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In Section 3 the system for R will be extended to a circulant block system. This
system will be transformed using the discrete Fourier transform into a Vandermonde
block system. The latter one will be interpreted, in Section 4, as a homogeneous
tangential interpolation problem, so that standard solution procedures for this kind of
problems (see [7, Chapter 7]) can be applied. The inclusion of a divide-and-conquer
principle as in [30] speeds up the algorithm from O(mn) complexity to complexity
O((m+ n) log2(m+ n)). The basic features of the superfast solver of tangential in-
terpolation problems are explained in Section 5. We refrain from presenting the al-
gorithm in all its details as these are given in [30].
Let us note, that in order to achieve a complexity less than O(mn) it is not possible
to apply full partial pivoting, since already this part of the algorithm would need
O(mn) operations. Instead of this we only select out “difficult” interpolation points
during the algorithm and treat them in the standard fast (i.e. not superfast) way at
the end. This avoids breakdowns of the algorithm guaranteeing a certain degree of
stability in the process. Iterative refinements at intermediate steps and at the end
improve the results. In Section 6 we discuss the numerical performance of the al-
gorithm. It turns out that our algorithm gives good results for well-conditioned and
mildly ill-conditioned matrices. For highly ill-conditioned matrices the results are
not satisfactory.
Let us finally mention the paper of Chandrasekaran and Sayed [8]. In this paper,
a fast algorithm is designed to solve structured linear systems, in particular Toeplitz
systems. The approach is based on matrix augmentation and the application of the
Schur algorithm. The authors also prove the backward stability of their algorithm.
As they suggest in the conclusions of their paper, this approach can be, in principle,
also be applied to Toeplitz least squares problems. It would be interesting to have
also a superfast version of the proposed algorithm and to compare the numerical
performance with our algorithm.
2. Extension approach
We explain in this section the familiar extension approach for solving least
squares problems. Let A be any m× n matrix with m > n and full column rank n. It
is well known that the solution x of the least squares problem to minimize the norm
‖r‖ of the residual r = b − Ax can be characterized by the condition AHr = 0.
Introducing the (m+ n)× (m+ n) matrix
R =
[
Im A
AH 0
]
the least squares problem is equivalent to the linear system
R
[
r
x
]
=
[
b
0
]
.
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We describe the relation between A and R more completely. Note that the solution
of the least squares problem can be written in the form x = (AHA)−1AHb.
Lemma 2.1. If A has full column rank, then R is nonsingular and
R−1 =
[
P (A†)H
A† −(AHA)−1
]
,
where P denotes the orthoprojection onto the kernel of AH .
Proof. Let
[
r
x
]
be a solution of the linear system
R
[
r
x
]
=
[
b
a
]
.
Then r + Ax = b, which implies AHAx = AHb − a. Since A has full column rank,
AHA is nonsingular and we obtain
x = (AHA)−1AHb − (AHA)−1a = A†b − (AHA)−1a. (1)
Furthermore,
r = (Im − AA†)b + A(AHA)−1a = Pb + (A†)H a. (2)
The relations (1) and (2) provide the formula for R−1. 
Corollary 2.1. The solution of the least squares problem to minimize ‖Ax − b‖ is
the second block component x of the solution of the system
R
[
r
x
]
=
[
b
0
]
. (3)
For the least squares problem we will always have a right-hand side with a zero
second block component. But we will need the system for a general right-hand side
if we want to apply iterative refinement. Let us explain this.
Let us assume that an approximate solution[
r˜
x˜
]
(4)
is at our disposal, with corresponding residuals a and b:[
b
a
]
:=
[
b
0
]
−
[
Im A
AH 0
] [
r˜
x˜
]
.
Iterative refinement of (4) is based on the following fact: if r and x are such
that [
Im A
AH 0
] [
r
x
]
=
[
b
a
]
, (5)
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then [
Im A
AH 0
] [
r˜ +r
x˜ +x
]
=
[
b
0
]
.
Theoretically, it is therefore possible to move from [r˜ x˜]T to [r x]T in a single step.
In numerical calculations (5) will only be solved approximately, of course, and hence
the process will have to be repeated. The linear systems (3) and (5) differ only in their
right-hand sides.
Thus, to cover also iterative refinement, we will henceforth consider the linear
system
R
[
ρ
ξ
]
=
[
β
α
]
, (6)
where initially α = 0, β = b and ρ = r , ξ = x.
Another way to do iterative refinement is to use a formula for the inverse of R, as
it was done in [30] for the solution of Toeplitz systems. This will be dicussed in a
forthcoming paper.
3. Transformation into a block circulant system
Henceforth we consider Toeplitz matrices. It is clear that any m× n Toeplitz ma-
trix
S = [sj−k]k=0,1,...,n−1j=0,1,...,m−1
can be extended at its top with a matrix S˜ such that the extended M × n matrix
C :=
[
S˜
S
]
is just the left M × n submatrix of an M ×M circulant. Here M is any integer
satisfying M  m+ n− 1. If M = m+ n− 1, then we have to choose S˜ as the
(n− 1)× n Toeplitz matrix
S˜ := [s−n+1+j−k]k=0,1,...,n−1j=0,1,...,n−2 ,
where s−n−k := sm−k−1 for k = 0, 1, . . . , n− 1. It might be convenient to choose
M larger than m+ n− 1 in order to make sure that the discrete Fourier transform of
the columns of C can be computed efficiently.
We extend the Toeplitz matrices T and T H into the circulant matrices[
T¯
T
]
∈ CM×n and
[
T˜
T H
]
∈ CM×m
respectively, where T¯ ∈ C(M−m)×n and T˜ ∈ C(M−n)×m. Define
σ := T˜ ρ ∈ CM−n and ζ := T¯ ξ ∈ CM−m.
446 M. Van Barel et al. / Linear Algebra and its Applications 366 (2003) 441–457
With these definitions and notations we can extend (6) into the following homoge-
neous linear system of equations:


0 0 0 T¯ −IM−m
Im −β 0 T 0
T˜ 0 −IM−n 0 0
T H −α 0 0 0




ρ
1
σ
ξ
ζ

 =


0
0
0
0

 .
This system can be written in block form as
[
C1 C2 0 C3 C4
C5 C6 C7 0 0
]


ρ
1
σ
ξ
ζ

 =
[
0
0
]
.
Note that the matrices C1, . . . , C7 all have row size M and correspond to the first
columns of circulant matrices.
A M ×M circulant matrix C can be factorized as
C =FHMFM,
where  is a M ×M diagonal matrix containing the eigenvalues of C and FM
denotes the M ×M discrete Fourier transform matrix
FM :=
[
ω
jk
M
]
j,k=0,1,...,M−1 ,
where ωM := e−2π i/M and i denotes the imaginary unit. Similarly, if C is of size
M × q, where q  M , then C can be factorized as
C =FHMFM,q,
where  is again a M ×M diagonal matrix andFM,q denotes the M × q submatrix
of FM containing the first q columns of FM . It follows that[
FM 0
0 FM
] [
C1 C2 0 C3 C4
C5 C6 C7 0 0
]
=
[
1FM,m 2FM,1 0 3FM,n 4FM,M−m
5FM,m 6FM,1 7FM,M−n 0 0
]
,
where j =: diag(λ(j)1 , . . . , λ(j)M ) is a M ×M diagonal matrix for j = 1, . . . , 7.
4. Interpolation interpretation
Let us now translate the homogeneous linear system into polynomial language.
The discrete Fourier transform matrix FM can be interpreted as the Vandermonde
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matrix based on the nodes zk := ωk−1M , k = 1, . . . ,M . Multiplying a vector with
(leading columns of) FM hence corresponds to evaluating a polynomial at the Mth
roots of unity z1, . . . , zM .
Let ρ =: [ρk]m−1k=0 and define the polynomial ρ(z) as
ρ(z) :=
m−1∑
k=0
ρkz
k.
The polynomials σ(z), ξ(z) and ζ(z) are defined in a similar way.
The previous considerations now enable us to reformulate the original Toeplitz
linear least squares problem as the following equivalent interpolation problem: deter-
mine the polynomials ξ(z), ζ(z), ρ(z) and σ(z), where deg ξ(z)  n− 1, deg ζ(z) 
M −m− 1, deg ρ(z)  m− 1 and deg σ(z)  M − n− 1, such that
λ
(1)
k ρ(zk)+ λ(2)k 1 + λ(3)k ξ(zk)+ λ(4)k ζ(zk) = 0
and
λ
(5)
k ρ(zk)+ λ(6)k 1 + λ(7)k σ (zk) = 0
for k = 1, . . . ,M . In other words, determine the vector polynomial p(z) ∈ C[z]5×1
of (componentwise) degree
degp(z) <


m
1
M − n
n
M −m


such that[
Gk
Fk
]
p(zk) =
[
0
0
]
, k = 1, . . . ,M, (7)
where
Fk :=
[
λ
(1)
k λ
(2)
k 0 λ
(3)
k λ
(4)
k
]
and
Gk :=
[
λ
(5)
k λ
(6)
k λ
(7)
k 0 0
]
for k = 1, . . . ,M .
5. A superfast algorithm for solving polynomial interpolation problems
In this section we will show how the interpolation problem (7) can be solved in a
superfast way. Our algorithm is of divide and conquer type and involves “stabilizing”
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techniques to enhance the computational accuracy. To obtain the algorithm, we rely
on the theoretical framework of basis matrices and τ -degree. We therefore start by
recalling these concepts, adapting the definitions to our specific case.
LetS be the set of all the column vector polynomials p(z) ∈ C[z]5×1 that satisfy
the interpolation conditions (7). If p(z) ∈ C[z]5×1 is an arbitrary vector polynomial,
then the left-hand side of (7) is called the residual with respect to p(z) at the inter-
polation point zk .
The setS forms a submodule of the C[z]-module C[z]5×1. A basis forS always
consists of exactly five elements [28, Theorem 3.1]. Let {B1(z), B2(z), . . . , B5(z)}
be a basis for S. Then every element p(z) ∈S can be written in a unique way as
p(z) =∑5i=1 αi(z)Bi(z) with αi(z) ∈ C[z], i = 1, 2, . . . , 5. The matrix polynomial
B(z) := [B1(z) B2(z) · · · B5(z)] ∈ C[z]5×5 is called a basis matrix. Basis matrices
can be characterized as follows.
Theorem 5.1. A matrix polynomial C(z) = [C1(z) C2(z) · · · C5(z)] ∈ C[z]5×5 is
a basis matrix if and only if Ci(z) ∈S for i = 1, 2, . . . , 5 and deg detC(z) = 2M .
Proof. This follows immediately from [28, Theorem 4.1]. 
Within the submodule S we want to be able to consider solutions p(z) that sat-
isfy additional conditions concerning their degree-structure. To describe the degree-
structure of a vector polynomial, we use the concept of τ -degree [28]. Let τ ∈ Z5.
The τ -degree of a vector polynomial p(z) = [p1(z) p2(z) · · · p5(z)]T ∈ C[z]5×1 is
defined as a generalization of the classical degree:
τ -degw(z) := max
i
{degpi(z)− τi}
with τ -deg 0 := −∞. The τ -highest degree coefficient of a vector polynomial
[p1(z) p2(z) · · · p5(z)]T
with τ -degree δ is defined as the vector [ω1 ω2 · · · ω5]T with ωi the coefficient
of zδ+τi in pi(z). A set of vector polynomials in C[z]5×1 is called τ -reduced if the
τ -highest degree coefficients are linearly independent. Every basis ofS can be trans-
formed into a τ -reduced one. For details, we refer to [28]. Once we have a basis in
τ -reduced form, the elements of S can be parametrized as follows.
Theorem 5.2. Let {B1(z), B2(z), . . . , B5(z)} be a τ -reduced basis for S. Define
δi := τ -degBi(z) for i = 1, 2, . . . , 5. Then every element p(z) ∈S having τ -
degree δ can be written in a unique way as
p(z) =
5∑
i=1
αi(z)Bi(z)
with αi(z) ∈ C[z], degαi(z)  δ − δi .
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Proof. See Van Barel and Bultheel [29,Theorem 3.2]. 
We will solve the interpolation problem (7) by constructing a 5 × 5 basis matrix
BFG(z) such that
[
Gk
Fk
]
BFG(zk) =
[
0
0
]
, k = 1, . . . ,M.
The matrix polynomial BFG(z) is τ -reduced with τ = (m, 1,M − n, n,M −m).
Then this basis matrix will have just one column having τ -degree equal to −1. By
normalizing the second component of this vector polynomial to one, we derive the
solution of the interpolation problem (7).
How to compute a τ -reduced basis matrix? The following theorem immediately
leads to a (recursive) divide and conquer approach (and hence, a superfast algorithm).
The theorem shows how basis matrices can be coupled in case the degree-structure
is important.
The idea behind the theorem is to split up a “big” interpolation problem of size
K into two “smaller” problems of size κ and K − κ , respectively. Given a τ -reduced
basis matrix for the problem of size κ , the theorem shows how the interpolation
data for the remaining problem of size K − κ needs to be modified, such that the
τ -reduced basis matrix for the problem of (full) size K is obtained simply by mul-
tiplying (which can be done via FFT as the product involves polynomial matrices)
the τ -reduced basis matrix for the problem of size κ and the τ -reduced basis matrix
for the problem of size K − κ . How the theorem then leads to a divide and conquer
algorithm is self-evident.
Theorem 5.3. Suppose K is a positive integer. Let σ1, . . . , σK ∈ C be mutually dis-
tinct and let φ1, . . . , φK ∈ C5×1. Suppose that φk /= [0 0 · · · 0]T for k = 1, . . . , K .
Let 1  κ  K . Let τK ∈ Z5. Suppose that Bκ(z) ∈ C[z]5×5 is a τK -reduced basis
matrix with basis vectors having τK -degree δi for i = 1, 2, . . . , 5, corresponding to
the interpolation data
{(σk, φk) : k = 1, . . . , κ} .
Let τκ→K := − [δ1, δ2, . . . , δ5]. Let Bκ→K(z) ∈ C[z]5×5 be a τκ→K -reduced basis
matrix corresponding to the interpolation data
{
(σk, B
T
κ (σk)φk) : k = κ + 1, . . . , K
}
.
Then BK(z) := Bκ(z)Bκ→K(z) is a τK -reduced basis matrix corresponding to the
interpolation data
{(σk, φk) : k = 1, . . . , K} .
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Proof. See Van Barel and Bultheel [29, Theorem 3]. 
In [30], we developed a superfast algorithm based on this theorem for vector
polynomials having two instead of five components. To enhance the numerical sta-
bility pivoting is used and if it turns out that updating the basis matrix to satisfy
an additional interpolation condition would lead to an ill-conditioned subproblem,
these interpolation conditions are skipped and only handled at the very end of the
algorithm. The corresponding interpolation points are called “difficult points”. For
further details we refer the reader to [30]. Note that in [30] the basis matrix is of size
2 × 2 whereas in the present paper it is of size 5 × 5.
To obtain BFG(z) we proceed as follows. First we apply our superfast interpo-
lation algorithm to the data (zk, Fk), k = 1, . . . ,M , to obtain a 5 × 5 basis matrix
BF (z) and a (possibly empty) set of difficult points zj , j ∈ DF . Next, we apply
this algorithm to the data (zk,GkBF (zk)), k = 1, . . . ,M , to obtain a 5 × 5 basis
matrix BF→FG(z) and another (again possibly empty) set of difficult points zj , j ∈
DF→FG. We get B ′FG := BF (z)BF→FG(z) via FFT and by applying the fast inter-
polation algorithm to B ′FG(z) we add the difficult points zj , j ∈ DF ∪DF→FG to
obtain BFG(z).
The presence of zeros in Fk can be exploited to obtain the 5 × 5 basis matrix
BFG(z) as the product of the basis matrices BF (z) and BF→FG(z) where BF (z) can
be derived from a 4 × 4 basis matrix. If we handle first the interpolation conditions
connected to Gk and then those corresponding to Fk we can compute the final 5 × 5
basis matrix as the product of BG(z) and BG→FG(z) where BG(z) can be obtained
from a basis matrix of size 3 × 3.
6. Numerical examples
We have implemented our algorithm in Matlab (version 5.3.0.10183 (R11) on
LNX86). In the following numerical experiments the computations have been per-
formed in double precision arithmetic with unit roundoff u ≈ 1.11 × 10−16.
6.1. Computational complexity
Let us start by comparing the computational complexity of our approach (algo-
rithm NEW) with that of the algorithm based on the QR factorization (algorithm
QR), the classical algorithm for solving general dense linear least squares problems.
We consider Toeplitz matrices whose entries are chosen uniformly at random in the
interval (0,1). The number of interpolation points M = 2k for k = 5, . . . , 14. We
choose m = M/2 and n = M/4. Fig. 1 plots the number of flops required by NEW
and by QR, respectively. It follows that NEW is indeed superfast (as long as the
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Fig. 1. Computational complexity (NEW versus QR).
number of difficult points is small compared to the total number M of interpolation
points).
6.2. Accuracy
To investigate the accuracy obtained by NEW we consider the following three
types of Toeplitz matrices:
1. The number of interpolation points M = 2k for k = 5, . . . , 14. We choose m =
M/2 and n = M/4. The entries of T are chosen uniformly at random in the inter-
val (0,1). Fig. 2 plots the two-condition number of a sample of five such Toeplitz
matrices for the cases k = 5, 6, . . . , 11. These Toeplitz matrices appear to be
generically well conditioned.
2. We consider ill-conditioned circulant Toeplitz matrices. Such matrices are rather
easy to generate. The parameters M, m and n take the same values as for matrices
of type 1. The two-condition number of these matrices is O(107). The extended
matrix that appears in Eq. (3) is even more ill conditioned: its two-condition
number is O(1012).
3. The prolate matrix (see [31]) of size 64 × 32 whose entries are determined by
ω := 0.44, t0 := 2ω and tk := sin(2πωk)/πk for k /= 0. The number of interpo-
lation points M is equal to 128. This matrix is well conditioned: its two-condi-
tion number is ≈3 × 102. The two-condition number of the extended matrix is
≈2 × 105.
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Fig. 2. Condition number (Toeplitz matrices of type 1).
We consider two types of right-hand side vectors:
1. The entries of b are computed such that b = T x where the entries of x are chosen
uniformly at random in (0, 1). In this case we obtain small residuals a and b.
2. The entries of b are generated uniformly at random in (0, 1). This choice gener-
ally leads to large residuals a and b.
6.2.1. Matrices of type 1
In Figs. 3 and 4 we plot the relative norm of the residual
∥∥∥∥
[
b
a
]∥∥∥∥
/∥∥∥∥
[
r˜
x˜
]∥∥∥∥
for right-hand sides of type 1 (small residuals) and type 2 (large residuals), respec-
tively.
In Fig. 5 we plot ‖a‖ for the case of right-hand sides of type 1.
The different lines in Figs. 3–7 correspond to the different stages of iterative re-
finement applied to the normal equations (3), as explained at the end of Section 2.
6.2.2. Matrices of type 2
In Figs. 6 and 7 we plot the relative norm of the residual and ‖a‖, respectively,
for right-hand sides of type 1 (small residuals).
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Fig. 3. Relative norm of the residual (right-hand sides of type 1).
Fig. 4. Relative norm of the residual (right-hand sides of type 2).
For a given Toeplitz matrix of type 2, the results are in general better for right-
hand sides of type 2 than for right-hand sides of type 1.
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Fig. 5. ‖a‖ (right-hand sides of type 1).
Fig. 6. Relative norm of the residual (right-hand sides of type 1).
6.2.3. The prolate matrix
In this case the algorithm NEW leads to unacceptable results. We proceed by
putting some relative noise on the elements of the matrix: we replace tk by tk(1 +
η10−4)where η is chosen uniformly at random in the interval (0, 1). The calculations
are performed on the perturbed matrix. The residuals a and b are calculated
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Fig. 7. ‖a‖ (right-hand sides of type 1).
from the original matrix, though. After j steps of iterative refinement, we obtain the
following results:
j ‖b‖/‖x˜‖ ‖a‖/‖r˜‖
0 3 × 10−5 5 × 10−6
1 7 × 10−8 2 × 10−7
2 3 × 10−9 1 × 10−9
3 1 × 10−11 9 × 10−12
4 9 × 10−12 2 × 10−13
7. Conclusion
The previous numerical experiments show that for several large-size Toeplitz lin-
ear least squares problems the algorithm NEW leads to an accurate approximation of
the solution. Moreover, the algorithm is generically superfast. However, it still needs
to be investigated why our approach does not lead to acceptable results in case of the
prolate matrix, unless its elements are perturbed.
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