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Resumen 
 
Un sistema de reconocimiento de voz es un medio que reconoce a la persona que está 
hablando a partir de su registro de voz. Siempre han sido objetos de estudio en los 
grandes centros de investigación en Europa, Asia y Norteamérica, los algoritmos que 
permitan identificar al hablante en un archivo de audio,  estos importantes esfuerzos que 
ha realizado la industria de la investigación pública y privada alrededor de esta tarea han 
dado poco a poco frutos concretos. 
 
Sin embargo todos los desarrollos que se encuentran en las bases de datos de 
investigaciones, bibliotecas y buscadores de internet, nos advierten sobre el mismo 
inconveniente,  los algoritmos planteados no arrojan niveles satisfactorios de éxito 
cuando se aplican sobre registros de voz que se han obtenido a partir de teléfonos 
celulares. 
 
Aquí se propone un modelo que arroje una tasa de éxito satisfactoria, aplicada a los 
registros de voz tomados a través de teléfonos celulares en Colombia, y así abrir un 
amplio espectro de aplicaciones interesantes que van desde la posibilidad de hacer 
entrevistas de trabajo a través del teléfono celular, hasta hacer compras o transacciones 
bancarias; además, consultar los mensajes del contestador a través del celular,  
identificar a los locutores que hablan en una conversación interceptada con fines 
delincuenciales, con el objeto de procesar a los culpables, etc. 
 
Todo ello sin utilizar claves que usualmente son robadas u olvidadas, ni tarjetas que se 
puedan perder. La voz convertida en un elemento de identificación inequívoca, como las 
huellas digitales,  y soportado sobre la tecnología celular más difundida en el mundo 
(GSM)  se convierte en una prometedora técnica de gran impacto. Este documento  
muestra los resultados de un arduo trabajo en la búsqueda de este objetivo, y las 
conclusiones que se pudieron obtener. 
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Abstract 
 
A voice recognition system is a system that recognizes a person who is speaking, given 
his or her voice registry.  The algorithms for this matter have  always been a matter for 
investigations un great investigation centers in Europe, Asia and North America, 
especially those that allow to identify the speaker in a media file, and  the important 
efforts  that the industry have done in this matter,  have been in a precise way very 
accurate. 
 
Nevertheless, all the developments that are found in the databases of papers, libraries 
and internet researchers, are always warning us about the same inconvenient, the given 
algorithms don´t throw statistic levels of success when those are applied over voice 
registries that have been obtained from cellular phones. 
  
The purpose of this work, is to propose a model that gives a satisfying success rate 
applied to voice registries taken through cellular phones in Colombia, and in this way 
open a interesting and new applications spectrum, that come from doing work interviews 
through the cellular phone until doing shopping  o big bank transactions; form 
consulting the voice messages in the  answering machine through the cell phone, until 
identify the speaker that talk in an intercepted communication in a law apprehension 
effort. 
   
All of this without the using of keys that can be stolen or forgotten, neither cards that 
can be lost. The voice would become an element of identification without errors, such as 
fingerprints, and supported in the most well known cellular technology in the world 
(GSM), with all these elements, this becomes a promising technology of great impact. 
This document pretends to show the results of the hard work in pursue for that objective, 
and the conclusions that could have got. 
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 Capítulo 1 
INTRODUCCIÓN 
  
1.1 CONTENIDO GENERAL 
En este trabajo de investigación se evalúan los comportamientos de diferentes modelos 
de reconocimiento aplicados a registros de voz, que han recorrido redes celulares 
basadas en GSM  por medio de la herramienta de simulación SCILAB, para finalmente 
proponer el modelo con la mayor tasa de reconocimiento encontrada. 
 
Este trabajo de Tesis se divide principalmente en 5 partes: la introducción; el estudio del 
estado del arte y la descripción de las tecnologías a utilizar; la elaboración de la base de 
datos de registros de voz colombianos; el diseño y desarrollo de los modelos, las pruebas 
y resultados; y las conclusiones. 
 
 
1.2 DESCRIPCIÓN DEL PROBLEMA 
La voz es el medio de comunicación más natural para las personas, por eso resulta muy 
atractivo ofrecer servicios en los cuales la voz sea la manera de interactuar con las 
aplicaciones. Si a ello se agrega que pueda ser implementado desde cualquier lugar del 
mundo a través del sistema de telefonía celular más difundida y popular, el número de 
usuarios potenciales es enorme. 
 
La tecnología de Reconocimiento de Locutor ha estado centrada, en las últimas décadas, 
en el modelado de la información acústica característica de los sonidos que produce un 
locutor particular. Los avances en  reconocimiento de Locutor han sido de gran 
relevancia, como lo demuestra su creciente proliferación en sistemas de seguridad con 
acceso vocal y en el campo de la investigación policial o acústica forense. A pesar de 
esto, dadas las elevadas exigencias de las aplicaciones de seguridad, siguen 
potenciándose nuevas líneas de trabajo orientadas a la mejora de los sistemas actuales. 
 
La voz como un método de identificación, permitiría aportar a juicios o investigaciones 
como pruebas judiciales válidas para iniciar procesos o demandas; el Acceso a 
transacciones o privilegios normalmente restringidos, autorizar operaciones delicadas de 
seguridad o bancarias, o tener acceso a transacciones desde un cajero automático con tan 
solo decir “buenos días” sin claves que se puedan olvidar, ni tarjetas que se puedan 
  
2 
perder, y además agregando el beneficio de que se puedan desarrollar remotamente 
utilizando la tecnología móvil más difundida en el mundo, son solamente algunos 
ejemplos. 
 
En este punto es necesario destacar los inconvenientes que hacen urgente el desarrollo 
de este tipo de trabajos. Se ha demostrado que la información en frecuencia que nos 
entrega la reconocida transformada de Fourier, por sí misma no apoya de manera 
significativa el proceso de identificación del locutor. La forma de tratar de extraer un 
patrón que identifique el locutor a partir de su registro de voz requiere métodos 
matemáticos más avanzados, y las herramientas matemáticas populares de tratamiento 
de señales (Fourier, Laplace, Trasformada Z, Wavelet, etc.) no son suficientes para 
obtener la información clave pero si pueden hacer parte del modelo total. Este trabajo 
entonces, se enfoca en la implementación de métodos más complejos hasta encontrar un 
modelo que permita maximizar la tasa de éxito en el proceso de identificación del 
locutor en entornos de GSM y en Colombia. 
 
Sin embargo los problemas no acaban allí, el desarrollo de tecnologías alrededor de 
funciones de habla siempre se ha visto obstaculizado por la gran cantidad de variabilidad 
que producen algunas “condiciones Adversas”. Uno de los objetivos específicos del 
presente trabajo, está relacionado con formas, prácticas y métodos para minimizar los 
efectos de éstas condiciones adversas que por lo general se clasifican en dos grupos: 
fuentes de distorsión externas e internas (debidas o no debidas al locutor).  
 
Entre las primeras podemos enunciar el ruido del fondo, la distorsión producida por las 
características frecuenciales del canal de transmisión (micrófonos o el canal telefónico), 
y por supuesto los errores propios de los sistemas cuando funcionan en entornos de 
comunicaciones móviles como GSM que modifican las propiedades de la señal de voz 
introduciendo una variabilidad que perjudica a las tasas de reconocimiento. En el 
desarrollo de esta investigación consideraremos las fuentes de distorsión internas que 
son provocadas por el locutor (diferencias de pronunciación, estilo del habla, estado de 
ánimo, edad, etc.) así como las externas (distancia al micrófono, ruido ambiental, etc.) 
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 Capítulo 2 
ESTADO DEL ARTE – INVESTIGACIONES PREVIAS 
 
 
2.1    CONSIDERACIONES PRELIMINARES 
Los avances y trabajos previos en materia de reconocimiento de locutor presentan una 
variedad de implementaciones y pruebas cuyo análisis y compresión se hacen 
fundamentales como etapa inicial del desarrollo de este trabajo de grado. Se procede 
entonces a seleccionar algunos de los trabajos más representativos para estudiar 
detalladamente y así plantear el procedimiento llevado a cabo por los autores a través de 
un diagrama de bloques que permita identificar fácil y rápidamente los módulos que 
componen los modelos propuestos. 
 
Una vez sean extraídos en forma de diagrama de bloques los procedimientos seguidos en 
los trabajos de investigación más influyentes, se pueden identificar las tendencias y se 
pueden definir procedimientos y pasos a seguir para lograr mejores y más eficientes 
resultados, definiendo con las tendencias extraídas, la base del modelo definitivo a 
plantear, sin repetir procedimientos de pruebas que se hayan realizado antes y cuyos 
resultados han sido demostrados y documentados. 
 
Aunque para las decisiones implementadas de este trabajo de grado se tuvieron en 
cuenta muchos más artículos relacionados con algoritmos de reconocimiento de locutor; 
en esta parte del  documento se plantean los más actuales, los más referenciados y los 
que entregaron los mejores resultados, como base para justificar las acciones tomadas en 
el modelo propuesto, pensando en la inconveniencia de citar un número muy elevado de 
trabajos en esta parte del informe. 
 
A continuación la justificación y el planteamiento en bloques de los modelos destacados: 
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2.2  MODELO DE REYNOLDS 1 
Sin duda alguna lo hecho por Reynolds ha sido la base para numerosos trabajos futuros 
que han arrojado buenos resultados. Reynolds define el “identificador” como un 
Clasificador de máxima probabilidad, y el sistema de verificación es un probador de 
hipótesis de radio de probabilidad. Estos conceptos se han aplicado en la búsqueda del 
reconocimiento de locutor de forma imperativa durante años,  y se tendrán presentes 
igualmente en el desarrollo de este trabajo. De allí la importancia de trabajo de Reynolds 
y el legado que ofrece a este campo de investigación. Por ello es el primer autor en ser 
tenido en cuenta en este análisis. 
 
Las bases de datos que sirven para modelar este trabajo, son bases de datos disponibles 
al público como TIMIT, NTIMIT y Switchboard, que en la investigación de Reynolds 
arrojaron tasas de éxito en el procedimiento reconocimiento de locutor de 99.5%, 60.7% 
y 82.8% respectivamente. 
 
Para poder introducir al trabajo que hizo Reynolds y su equipo brevemente podemos 
destacar las premisas que lo llevaron a sus experimentos y análisis. Tuvo en cuenta el 
reconocimiento de locutor tanto Independiente como dependiente del texto. Para extraer 
los modelos de cada locutor a partir de sus vectores característicos utilizó la popular 
técnica de modelos de Mezclas Gaussianas (GMM) aplicando previamente una 
normalización de los datos para disminuir la probabilidad de error que puede aplicar la 
distancia del usuario al micrófono y el volumen de la voz. 
 
Se usa entonces GMM en verificación e identificación para representar los locutores 
donde la distribución de vectores característicos extraídos del locutor se modela por 
densidades de probabilidad. 
 
Aunque este modelo de GMM va a ser explicado en detalle más adelante, el modelo 
requiere el uso de Matrices de covarianza, que en algunas investigaciones se 
implementan completas, pero para el trabajo de Reynolds se implementan diagonales, 
con el objeto de lograr disminuir la carga de procesamiento sin sacrificar de forma 
importante las tasas de probabilidad. La experiencia muestra que el  mismo éxito puede 
ser conseguido con matrices diagonales de orden más alto, y la carga se reduce 
significativamente. 
 
Los parámetros de máxima probabilidad del modelo de locutor se consiguen a través del 
popular algoritmo interactivo de Máxima expectativa (Expectation - Maximization) 
generalmente alrededor de 10 iteraciones son suficientes para la convergencia de los 
parámetros. 
 
                                                 
1
 Copiado de ROBUST SPEAKER IDENTIFICATION BASED ON SELECTIVE USE OF FEATURE VECTORS, (Soonil 
Kwon y Shrikanth Narayanan, Korea institute of Science and Technology, 2007) 
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El Algoritmo de EM es un popular algoritmo estadístico que se utiliza para encontrar los 
parámetros en los modelos de máxima probabilidad, donde el modelo depende de 
variables latentes no observadas. 
 
 
2.2.1 DESCRIPCION DEL SISTEMA 
1. La voz se segmenta en ventanas de 20ms con avance de 10ms 
 
2. Se utiliza un SAD (Speech activity detector) para eliminar las tramas de silencio 
o de ruido. El SAD es un detector de energía autonormalizado, que se puede 
apartar al cambio en las condiciones del ruido. 
 
3. Se extraen los vectores característicos de escala MEL (descripción detallada en 
Reynolds and Rose 1995) (para casos de muestras telefónicas se recomienda 
extraer el coeficiente c[0], por los buenos resultados obtenidos empíricamente) 
 
4. Los vectores son ecualizados a través de una técnica de deconvolución llamada 
deconvolución ciega.  En matemáticas aplicadas esta técnica permite determinar 
el objetivo a partir de un origen ruidoso o borroso, en presencia de una 
pobremente determinada función PSF (point spread function).  La deconvolución 
regular lineal y no lineal requiere una PSF, este método permite a partir de una 
PSF no clara, restaurar el objetivo y también la función PSF. La deconvolución 
se implementa sustrayendo el vector cepstral promedio de cada registro. este 
Bloque se recomienda si los registros son tomados de diferentes fuentes, para 
normalizarlas (teléfono, handset, micrófonos, etc.) 
 
5. Se procede con el sistema de identificación, que es un clasificador directo de 
máxima probabilidad. Se evalúa un registro con todos los modelos de los 
locutores, y se opta por el que presente el menor error de acuerdo a la regla de 
decisión de Bayes (1). 
 
 
 
                                             (1) 
 
Si todos los locutores tienen la misma probabilidad, como normalmente se implementa, 
entonces la norma se reduce a (2): 
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                                   (2) 
 
El numero de mezclas gaussianas que se decida implementar para modelar cada locutor 
es una variable que podemos tener en cuenta al examinar resultados, Reynolds aplica los 
Modelos de locutor con 32 gaussianas entrenados usando 8 registros. 
 
 
2.2.2   RESULTADOS 
 
Los resultados en la implementación de cada una de las bases de datos son los 
siguientes:  
 
1. TIMIT, es una base de datos con registros muy cercanos a los ideales. Calidad de 
audio, fonéticamente ricas, sin ruido ambiental. Se logró 99.5% de tasa de 
identificación exitosa. A una población de 630. 
 
2. NTIMIT, agrega degradaciones como registros telefónicos con ruido. Se obtiene 
para la misma población de 630, una tasa de reconocimiento de solo 60.7% 
 
3. SWITCHBOARD, es la base más cercana a la realidad, se obtiene 82.8% para 
una población de 113 locutores. 
  
 
 
 
 
 
 
 
 
 
 
 
Figura 1. Modulo de Reynolds MIT 
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2.3 MODELO DE KWON Y SHRIKANTH 2 
Kwon y Scrikanth, del instituto de ciencia y tecnología en Corea, centran su trabajo en 
aplicaciones donde los registros de voz que se implementan son cortos (0.25 - 2seg) , se 
comparan los resultados con otras investigaciones similares a partir de modelos GMM 
pero seleccionando los vectores característicos, y se alcanzan mejoras del 20 al 51% y 
del 15 al 30% con respecto a trabajos similares, utilizando modelos GMM y LDA-GMM 
(LDA: es un método de reducción dimensional para maximizar los poderes de 
discriminación) respectivamente [1] . 
 
 
2.3.1 DESCRIPCION DEL SISTEMA 
 
Se aplican de nuevo GMM para crear los modelos de locutor, a partir de características 
espectrales de los registros de voz, y se extraen los vectores característicos de los 
registros de voz a partir de los coeficientes cepstrales de frecuencias MEL. 
 
Esta investigación parte del hecho de que entre mayores sean los registros de voz, es 
más fácil extraer el modelo, pero hay más probabilidades de que los modelos se 
superpongan. La idea es seleccionar vectores característicos que eviten el solapamiento 
de los modelos del locutor para mejorar la eficiencia en la identificación, pero a la vez 
sin sacrificar información relevante. 
 
Se asume que el número máximo de participantes es 8, para reducir el espacio muestral. 
Se trabaja sobre 50 sets de muestras cada una con 8 participantes (4 mujeres y 4 
hombres) de registros de CONVERSACIONES  TELEFONICAS. 
 
Tanto en algoritmos de reconocimiento como en verificación, la decisión final del 
locutor depende de la intersección entre las funciones de densidad de probabilidad en 
competencia, específicamente de las regiones sobrepuestas,  si aumenta el número de 
locutores a discriminar, aumentan las regiones sobrepuestas y por ende la probabilidad 
de error. De acuerdo al estudio, se llegó a la conclusión de que estas zonas sobrepuestas 
son causadas en su mayor parte por los silencios de fondo, el ruido ambiental y las 
características acústicas similares. Esta investigación divide el modelo del locutor en 
dos, uno sobrepuesto y uno sin sobreponer, y se comparan los resultados. 
 
                                                 
2
 ROBUST SPEAKER IDENTIFICATION BASED ON SELECTIVE USE OF FEATURE VECTORS, (Soonil Kwon y 
Shrikanth Narayanan, Korea institute of Science and Technology, 2007) 
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Figura 2. Resultado del trabajo de Knon referente a GMM 
Fuente “ROBUST SPEAKER IDENTIFICATION BASED ON SELECTIVE USE OF FEATURE 
VECTORS”, (Soonil Kwon y Shrikanth Narayanan, Korea institute of Science and Technology, 2007) 
 
 
 
  
 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3. Modelo de Kwon, Korea, 2007 
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2.3.2 RESULTADOS Y CONCLUSIONES 
 
Se experimentó sobre una base de datos de 400 locutores (200 hombres y 200 mujeres) 
del Speaker Recognition Benchmark NIST speech (1999). De los 50 sets de que dispone 
esta base de datos se usan 40 para entrenar y 10 para probar los modelos. Para el 
modelamiento de los locutores se usa GMM con 16 mezclas, extracción de coeficientes 
cepstrales de frecuencia MEL de dimensión 24 de la señal muestreada a 8KHz,  y 
ventanas haming de 30ms avanzando cada 10ms. 
 
 
2.4 MODELO DE XIONG Y ZHENG3 
En este artículo se propone un Algoritmo de selección de Kernel basado en arbol  
(TBKS Algorithm) como un acercamiento eficiente computacional al modelo GMM-
UBM (Gaussian Mixture Model – Universal Background Model). Todos los 
componentes gaussianos en el UBM son primero agrupados jerárquicamente en forma 
de árbol, y el correspondiente espacio acústico es mapeado en regiones estructuralmente 
particionadas. 
 
 
2.4.1 DESCRIPCION DEL SISTEMA 
 
Cuando se identifica un locutor, cada vector de características de entrada es calificado 
contra un grupo de todos los componentes gausianos, así se reduce significativamente la 
complejidad computacional. Los resultados son evaluados en una base de datos de 1031 
locutores  en condiciones con y sin ruido. El gran resultado de este trabajo, es que 
integrando TBKS con ORBP (observation reordering based pruning) se mejora la 
eficiencia computacional un factor de 15.8, con solo un poco de perdida en la eficiencia 
(1%), el único propósito por el que se tiene en cuenta los resultados de este trabajo es 
para tener como referencia los métodos que se utilizaron junto  con sus argumentos de 
selección para aplicarlos al momento de escoger los métodos más óptimos y lograr los 
mejores resultados en el desarrollo de esta tesis de Maestría. 
 
Esta investigación se centra en aplicaciones de identificación de locutor independiente 
del texto. Basado en el documento de Reynolds, que se analizó anteriormente, los 
autores de este articulo se inclinaron por seleccionar igualmente MFCC, sobre otras 
técnicas como LPCC (Lineal prediction Cepstral Coef.) y PLP (Perceptual linear 
Prediction). Por la misma razón seleccionan como clasificador la técnica de GMM, 
sobre las demás que analizó Reynolds (VQ, Discriminante Bayesiano, DTW, HMM y 
NN) 
 
                                                 
3
 A TREE-BASED KERNEL SELECTION APPROACH TO EFFICIENT GAUSSIAN MIXTURE MODEL-UNIVERSAL 
BACKGROUND MODEL BASED SPEAKER IDENTIFICATION, (Zhenyu Xiong y Thomas Fang Zheng, Tsinghua 
University, Beijing – China , 2006) 
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Con el objeto de obtener una caracterización de alta resolución, y por ende una buena 
tasa de reconocimiento, se selecciona inicialmente un número relativamente alto de 
mezclas Gaussianas;  para contrarrestar el efecto del uso de matrices de covarianza 
diagonales. 
 
La base de datos es de un conjunto de conversaciones telefónicas donde participan 1031 
locutores, cada unos de ellos tiene un registro de 30segs para entrenar, y se usan 
adicionalmente 1 o 2 muestras más para probar. 
 
El análisis front-end que se implementó es el siguiente: 
 
1. La ventana de hamming se hace cada 20ms con saltos de 10ms. 
2. Se suprimen los silencios con un algoritmo detector de actividad basado en 
energía. 
3. Se extraen los coeficientes MEL de 16 dimensiones, el análisis cepstral solo se 
hace de 300-3400Hz, porque este es el ancho de banda sobre el que se trabaja 
para registros tomados telefónicamente. 
4. Se aplica una normalización de la media Cepstral a los vectores característicos de 
frecuencia MEL, para eliminar el efecto convolucional del canal. 
5. Se usa un GMM-UMB, donde los modelos de locutor se derivan de los UMB, a 
través de la adaptación MAP.  
6. Se aplica el algoritmo de selección de kernel basado en Arbol (TBKS)  
7. Se aplica el Observation reordering based pruning ORBP (recorte y 
reordenamiento basado en  observación) con el objeto de eliminar candidatos que 
definitivamente no coinciden. 
8. Se utiliza para el entrenamiento también el algoritmo EM. 
 
Resultados experimentales del sistema integral GMM-UBM con TBKS y 
ORBP  
  Foverall Corr. (%) 
Básico 1 95.32 
Integrado 15.8 95.26 
 
Tabla 1. Resultados, Xiong y Zheng, Beijing 
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Figura 4. Diagrama de bloque de la implementación de Xiong 
 
 
2.5 MODELO DE JIAN-DA Y BING-FU LIN BASADO EN LPC4 
 
En esta investigación se presenta una técnica de espectro entramado lineal predictivo 
codificado (FLPCS Frame Linear predictive coding Spectrum) para la identificación del 
locutor. Tradicionalmente en muchos trabajos se ha usado la Codificación Linear 
predictiva (LPC). 
 
 
2.5.1  DESCRIPCION DEL SISTEMA 
 
 El proceso de análisis consiste en la extracción de características y clasificación de la 
voz. En la parte de extracción de características, las características representativas se 
extraen usando la técnica FLPCS propuesta. Con esto, se reduce el tamaño de los 
vectores característicos de un locutor, aún dentro de una aceptable tasa de 
reconocimiento. 
 
En cuanto a la etapa de clasificación, se implementaron los modelos de respuesta más 
rápida y simplicidad en la implementación, que son: Modelos de mezclas gaussianas y 
Redes Neuronales de regresión general, para evaluar sus resultados y ofrecer un cuadro 
comparativo. 
 
Una de las diferencias más importantes es que, por primera vez en este análisis del 
estado del arte a nivel mundial, se ve que el autor propone un sistema de identificación 
del locutor dependiente del texto, esto permite que la frase no tenga que ser tan grande 
para poder extraer características comparativas. La idea fundamental determina que, en 
la etapa de extracción de características, estas características extraídas deben ser en un 
plano separables para poder identificar al locutor. Las características usualmente se 
                                                 
4
 SPEAKER IDENTIFICATION BASED ON THE FRAME LINEAR PREDICTIVE CODING SPECTRUM TECHNIQUE, 
(Jian-Da Wu  and  Bing-fu Lin, national Cahnghhua University of education, 2009, Taiwan) 
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extraen de la transformada de Fourier, sin embargo esta técnica ha demostrado que es 
muy inapropiada para fines de identificación del locutor, porque aceptan un componente 
de señal estacionaria. 
 
Sin embargo desde ese descubrimiento, muchos algoritmos han  sido desarrollados para 
encontrar una mejor representación del locutor. Por ejemplo LPC (linear predictive 
coding, en el 2001), MFCC (2005), y Wavelet (2009). Este estudio se centra en 
modificar los coeficientes LPC, y en reducir el tamaño de los vectores característicos 
para mejorar la eficiencia del modelo, para permitir entre otras cosas determinar la 
correlación que existe entre el orden LPC y la tasa de reconocimiento alcanzada. 
 
 
2.5.1.1 TECNICA DE CODIFICACION LINEAL PREDICTIVA 
 
 En el procesamiento de señales moderno, el procedimiento de análisis extrae 
información útil de la estructura de la señal. La idea del LPC, consiste en un modelo que 
represente las resonancias del tracto vocal humano. Este método provee parámetros 
autoregresivos, que proveen buenos resultados para caracterizar el tracto vocal humano. 
 
El uso de estos parámetros asume que la señal de habla puede ser representada como la 
señal de salida de un filtro digital “Todo Polo”, en la cual la excitación es una secuencia 
de impulsos con una frecuencia igual al tono de la señal de habla. El procedimiento para 
obtener esos parámetros auto-regresivos del LPC es el siguiente: 
 
 
Figura 5. Filtro que representa el tracto vocal implementado por Jian-Da Wu, Taiwan 
 
1. Hamming de 20ms cada 10ms 
 
                           (3) 
 
2. Se estima el orden de la predicción y se calculan los coeficientes de predicción 
lineal de cada segmento. Con el orden de predicción “p”, se estiman los p 
coeficientes de autocorrelación. La función de autocorrelación se estima usando 
algoritmos sesgados o no sesgados. 
 
3. Este filtro tiene entonces un total de p polos que pueden ser reales o complejos 
conjugados, sin embargo de acuerdo con la teoría de control, para que el filtro 
lineal sea estable, los polos deben estar dentro del círculo unitario. 
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4. Después de que se obtienen esos coeficientes de predicción, se aplica un 
algoritmo mas especifico para extraer las características y representar al locutor 
(FLPCS). 
 
5. Debido a la complejidad de la dimensión de los datos LPC, estos coeficientes no 
se utilizan directamente. Adicional a ello, durante el proceso de computación de 
LPC se generan segmentos signal-freed (independientes de señal), que pueden 
traer dificultades en las etapas de clasificación. Por eso se propone FLPCS para 
resolver este problema, cuyos coeficientes se basan en LPC pero tienen una 
forma diferente de extraer las características. 
 
                                         (4) 
Esta ecuación es la base de FLPCS, convierte los coeficientes LPC de 2 dimensiones, en 
coeficientes FLPCS de una dimensión, pero se pierden las consideraciones temporales. 
Es una concepción del análisis de la energía acumulada, similar a la que se tiene en 
cuanta para implementar la Transformada discreta de Wavelet pero más rápido y fácil de 
implementar. 
 
 
 
 
 
 
 
 
 
 
 
Figura 6. Esquema del modelo de Jian-Du-Wan, Taiwan 
 
 
2.5.1.2  RED NEURONAL DE REGRESION GENERAL 
 
Desde 1991 cuando fue propuesta la Red neuronal de regresión lineal, ha sido utilizada 
en innumerables tareas de reconocimiento, es un modelo de red neuronal usado para 
estimar variables continuas, como el contenido temporal en una señal de habla. La 
principal ventaja es que no requiere un proceso complejo e iterativo de entrenamiento 
para converger a una solución deseada como las redes de Backpropagation (BPNN)  
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Figura 7. Modelo de la red neuronal BPNN 
Fuente SPEAKER IDENTIFICATION BASED ON THE FRAME LINEAR PREDICTIVE CODING SPECTRUM 
TECHNIQUE, (Jian-Da Wu  and  Bing-fu Lin, national Cahnghhua University of education, 2009, Taiwan) 
 
 
2.5.1.3 MODELOS DE MEZCLAS GAUSSIANAS 
 
También se utiliza ampliamente en tareas de clasificación, con especial participación en 
identificación de locutores, porque puede suavemente estimar la distribución de 
densidad de los grupos de datos, con prominente exactitud y rendimiento. Una densidad 
de mezcla Gaussiana puede escribirse como una suma ponderada de M densidades 
componentes 
 
 
                                                         (5) 
 
 
Figura 8. Modelo de la red neuronal, cálculo de pesos BPNN 
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Señal de Locutor 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 9. Esquema del modelo empleado por Jian-Du-Wa, Taiwan 
 
La base de datos que se utilizo en este trabajo, estaba compuesta por 50 locutores (25 
hombres y 25 mujeres). Cada locutor repetía la misma frase 50 veces, y habían 5 
diferentes frases en la base de datos. El procedimiento a seguir fue el siguiente: 
 
1. Las señales de la base de datos fueron sometidas a ventanas de Hamming de 
20ms con corrimiento de 12.5ms 
2. Extracción de los coeficientes LPC 
3. Obtención de los coeficientes FLPCS a partir del espectro LPC. 
4. Etapa de clasificación y Modelado del tracto vocal del locutor con GMM o 
GRNN, que son eficientes modelos ligeros de implementar y que aplican a 
entornos de tiempo real. 
 
2.5.2 RESULTADOS 
 
Tasas globales de reconocimiento de los clasificadores con  
el número de diferentes muestras de entrenamiento (LPC order = 25) 
Clasificador Número de muestras de entrenamiento 
  10 20 30 
GRNN 81.36 85.60 87.28 
GMM 89.14 94.31 96.88 
tasa de reconocimiento: % 
   
Tabla 2, Resultados Jian-Du Taiwan 
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Figura 10. Diagrama de bloques del esquema de Jian-Du 
 
 
2.6 MODELO DE JIAN-DA Y BING-FU LIN BASADO EN WPT 5 
En este trabajo se estudia la identificación de locutor para sistemas de seguridad, 
basándose en la energía contenida en los registros de voz. El sistema propuesto consiste 
en una combinación de pre-procesamiento de la señal, extracción de características 
utilizando WPT (Wavelet Packet Transform) y la identificación del locutor utilizando 
una red Neuronal Artificial. 
 
 
2.6.1 DESCRIPCION DEL SISTEMA 
 
En el pre-procesamiento de la señal, la amplitud de los registros se normaliza para 
prevenir un error de estimación que se causa cuando los locutores cambian el volumen o 
la distancia del micrófono. En la extracción de características, tres modelos 
convencionales fueron considerados y comparados con el método de descomposición 
irregular que se propone. Finalmente el modelo de red Neuronal que se utilizo es 
nuevamente GRNN. 
 
Los resultados muestran la efectividad del modelo, y lo comparan con resultados 
paralelos donde se aplican la Transformada Discreta de Wavelet (DTW), el WPT 
convencional, y el WPT en escala MEL. Análisis multi-resolución basados en la teoría 
Wavelet han sido aplicado en numerables tareas de reconocimiento. La teoría Wavelet 
fue creada en 1984, en ella la transformada Wavelet representa una señal en términos de 
versiones trasladadas y dilatadas de una onda finita (denominada Wavelet madre). 
 
                                                 
5
 SPEAKER IDENTIFICATION USING DISCRETE WAVELET PACKET TRANSFORM TECHNIQUE WITH 
IRREGULAR DECOMPOSITION (Jian-da Wu  and  Bing-fu Lin, National Changhua University of Education, 
2009, Taiwan.) 
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La teoría de Wavelets está relacionada con muy variados campos. Todas las 
transformaciones Wavelet pueden ser consideradas formas de representación en tiempo-
frecuencia y, por tanto, están relacionadas con el análisis armónico. Las transformadas 
de Wavelets son un caso particular de filtro de respuesta finita al impulso. En esta 
investigación se utiliza un acercamiento a una descomposición irregular basada en WPT, 
para mejorar el rendimiento del sistema de identificación.  
 
Con el objetivo de hacer la normalización de los registros para prevenir los errores de 
estimación causados por los cambios de volumen en los locutores, se aplica una 
normalización en amplitud de los registros. Esta normalización hace las señales 
comparables, sin importar la diferencia en amplitud. En este estudio particularmente se 
aplica la siguiente ecuación para normalizar (6):  
 
 
                                                   (6) 
 
U y o son la media y la desviación estándar del vector S. La transformada Wavelet se 
define entonces, como el producto interno entre la señal y la base Wavelet así: 
 
 
 
 
                                   (7) 
Donde a y b son la escala y los parámetros de registro respectivamente. 
 
De acuerdo a los estudios planteados en este artículo, las frecuencias bajas de la señal de 
voz se manejan como “aproximaciones”, y las altas como “detalles”. Las frecuencias 
bajas son la parte fundamental que provee la identidad de la señal, mientras las altas 
imparten el matiz. 
 
La WPT desarrolla una descomposición recursiva de la señal obtenida por el árbol 
recursivo binario. Es muy similar a DWT pero descompone tanto detalles como 
aproximaciones en lugar de solo hacer el proceso de descomposición en aproximaciones. 
El principio del WP (Wavelet Packet) tiene en cuenta que dada una señal, se usan un par 
de filtros pasa bajos y pasa altos para entregar dos secuencias y así capturar diferentes 
características de frecuencia sub-banda de la señal original. 
 
Para una mejor representación de estas señales sub-banda, la energía del discurso es a 
veces calculada. Muchos estudios anteriores han demostrado que el uso de un índice de 
energía como característica en las tareas de reconocimiento es muy efectivo. 
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En cuanto a los antecedentes, podemos decir que en el 2003, Kotnic, Kacic y Horvat 
propusieron un sistema de reconocimiento robusto en un ambiente ruidoso, usando la 
energía extraída de Wavelet, como un umbral para la estimación del ruido. 
 
En este trabajo se usa General Regresive Neural Network (GRNN) como método para la 
caracterización del locutor. Este modelo fue por primera vez propuesto por Speecht en 
1991. Esta arquitectura usa un algoritmo de entrenamiento de “one-passing”  que puede 
ser usado para estimar variables continuas, como el contenido temporal en la señal de 
locutor. La ventaja de este modelo es que no requiere un procedimiento iterativo de 
entrenamiento para converger a la solución deseada como en las redes Back-
Propagation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 11. Modelo de red neuronal GRNN 
Imagen tomada de SPEAKER IDENTIFICATION USING DISCRETE WAVELET PACKET 
TRANSFORM TECHNIQUE WITH IRREGULAR DECOMPOSITION (Jian-da Wu  and  Bing-fu Lin, 
National Changhua University of Education, 2009, Taiwan.) 
 
Los pasos del modelo planteado son entonces los siguientes 
 
1. Muestreo de la señal con tarjeta de adquisición de datos a 16KHz, porque la 
máxima frecuencia medida fue 8KHz (micrófono PCB 130D20 y Sistema de 
adquisición de datos NI-6024E) 
2. Toma de datos 
3. Normalización 
4. Extracción de características usando DWT y WPT 
5. Identificación por GRNN 
La base de datos que en este caso se desarrolla, está compuesta de 50 locutores  
incluyendo 25 hombres y 25 mujeres, cada uno repitió una frase asignada 50 veces. 
  x1      x2…..   xn 
Imput layer 
Pattem layer 
Summation layer 
Output layer 
Ŷ(X) 
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Figura 12. Esquema de la transformada Wavelet 
Fuente SPEAKER IDENTIFICATION USING DISCRETE WAVELET PACKET TRANSFORM 
TECHNIQUE WITH IRREGULAR DECOMPOSITION (Jian-da Wu  and  Bing-fu Lin, National 
Changhua University of Education, 2009, Taiwan.) 
 
DWT como se ve en la figura, descompone los datos de forma “diádica”, y la 
descomposición  recursiva actúa solo sobre el contenido de baja frecuencia 
(Approximation - A). En esta sección se adquieren conjuntos de características de 8 
niveles. 
 
WPT es una extensión de DWT, pero hace la descomposición recursiva sobre ambos 
(Approximation y Detail), en este trabajo se realizan experimentos con modelos WPT de 
5, 6 y 7 niveles, obteniendo así 32, 64 y 128 conjuntos de características sub-band para 
identificación. Finalmente los sets de características son espaciados en una forma similar 
a la propuesta por la  escala MEL. 
  
Se aplica entonces una descomposición de 7mo nivel en el intervalo de 1Hz a 2KHz y 
una de sexto nivel en el intervalo de 2KHz a 4KHz. En la figura previa se muestran los 
grupos de características de WPT espaciados en la escala MEL, como se propone en el 
modelo. En este trabajo se percibe una distribución asimétrica de la energía que se 
muestra en el diagrama, por eso se propone el detalle de los niveles de descomposición 
en aquellos segmentos de frecuencia donde se pueden percibir características que 
permitan discriminar al locutor. 
S 
D1 A1 
D2 A2 
D3 A3 
D4 
D5 
D6 
D7 
A4 
A5 
A6 
A7 
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Figura 13. Distribución asimétrica de la energía en la voz 
 
Teniendo en cuenta este fenómeno se propone una variación de los filtros MEL de la 
siguiente manera: 
 
 
Tabla 3, variación a los filtros MEL propuesta por Jian-Da Wu. 
SPEAKER IDENTIFICATION USING DISCRETE WAVELET PACKET TRANSFORM TECHNIQUE 
WITH IRREGULAR DECOMPOSITION (Jian-da Wu  and  Bing-fu Lin, National Changhua University 
of Education, 2009, Taiwan.) 
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Modulo De 
locutor 
2.6.2 RESULTADOS 
 
La siguiente tabla muestra los resultados de todas las pruebas propuestas. La tasa de 
reconocimiento del DWT presentó la tasa de identificación más baja, mientras que en las 
pruebas con WPT se demostró que se pueden alcanzar mejores tasas de reconocimiento 
si se toman grupos más grandes de vectores característicos, aunque sea sacrificando el 
tiempo de extracción de tales características. 
 
Las pruebas donde se trabajó con sets de características WPT en escala MEL arrojaron 
buen rendimiento y buenas tasas de reconocimiento. Sin embargo el método de 
descomposición irregular propuesto, entregó mejores resultados. 
 
Comparación de las características de la extracción de enfoques 
Enfoques 
Número del 
conjunto  
de características  
Tasa de  
Reconocimiento (%) 
Tiempo de  
Extracción (s) 
DWT 8 70.8 1.02 
WPT de 5 nivel 32 71.6 2.27 
WPT de 6 nivel 64 94.6 3.42 
WPT de 7 nivel 128 97.8 6.67 
WPT en Escala Mel  60 94.4 3.73 
Propuesta Irregular 57 96.6 3.61 
Descomposición de WPT       
 
Tabla 4, Resultados de las pruebas de Jian-Da Wu 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 14. Diagrama de bloques del modelo propuesto por Jian-da Wu, Taiwan 
Hamming Normalización 
por amplitud 
DWT 
(approximation) 
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Registro de entrada Locutor identificado 
Modelos de locutores 
Registros de voz (tasa de 
Muestreo 16KHz) 
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2.7 MODELO DE MASHAO Y MARSHALLENO 6 
 
En este trabajo se combinan paralelamente las decisiones de dos clasificadores, con el 
objeto de mejorar la eficiencia del reconocedor en ambientes adversos. El primero que 
se evalúa es basado en el tradicional MFCC (Mel-frequency Cepstral Coefficients) y el 
otro en un nuevo algoritmo paramétrico de sets de características (PFS Parametric 
feature-sets) muy similar al MFCC como se puede apreciar en el diagrama inferior, pero 
se aplica en lugar del banco de filtros MEL, un filtro pasabajos. Y después se aplica una 
parametrización que es muy similar al control de las frecuencias centrales de los filtros 
triangulares del MFCC. Este trabajo demuestra que el uso del algoritmo PFS añade 
información para mejorar el rendimiento. Para el desarrollo del este estudio se utilizó 
nuevamente la gran base de datos con registros degradados por ambientes telefónicos 
NTIMIT. 
 
 
2.7.1 DESCRIPCION DEL SISTEMA 
 
El principal aporte de este articulo, es que tiene en cuenta por primera vez, utilizar dos 
métodos simultáneamente, para mejorar la asertividad en la decisión final de la siguiente 
forma 
 
 
Figura 15. Modelo propuesto por Masheo, sudafrica 
Imagen tomada de COMBINING CLASSIFIER DECISIONS FOR ROBUST SPEAKER 
IDENTIFICATION, (Daniel Mashao  and  Marshalleno Skosan, University of Cope Town, 2005, 
SouthAfrica) 
 
                                                 
6
 COMBINING CLASSIFIER DECISIONS FOR ROBUST SPEAKER IDENTIFICATION, (Daniel Mashao  and  
Marshalleno Skosan, University of Cope Town, 2005, SouthAfrica) 
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El efecto de implementar un filtro pasabajos en la implementación de PFS es que se 
elimina la información de tono antes de convertir al dominio cepstral. 
 
Posterior a la extracción de características, se aplican los famosos modelos de 
distribución de probabilidad multivariable GMM. Cada modelo GMM se implementa 
como la combinación lineal ponderada de 32 densidades gaussianas unimodales, cada 
una a su vez caracterizada por los vectores de media, de dimensión 30 con una matriz de 
covarianza diagonal. En cuanto a la base de datos principal, cabe señalar esencialmente 
que consiste en 630 locutores (438 hombres y 192 mujeres), cada locutor tiene 10 frases 
fonéticamente balanceadas de 3seg cada una. Aunque estas señales telefónicas están 
muestreadas a 4KHz, se vuelve a muestrear a 16KHz como la base de datos TIMIT 
original. 
 
Este documento también propone como una medida efectiva para aumentar la eficiencia 
de la decisión usar múltiples sistemas de clasificación simultáneamente, basados en 
diferentes representaciones de espectro, y demuestra también que mejora la robustez del 
sistema. 
 
Se sugiere usar el método de compensación de canal  CMN (cepstral main 
normalization), que ha demostrado buenos resultados cuando se evalúa sobre registros 
contaminados por ruido, pero se debe restringir su uso en registros sin mucho ruido 
ambiental, porque el algoritmo también suprime información determinante en la 
identificación. Para contrarrestar esto también se propone utilizar un sistema que evalúe 
el registro paralelamente aplicando CMN y sin aplicarlo, con muy buenos resultados. La 
arquitectura de estos sistemas de clasificación múltiples puede ser en paralelo, en serie, o 
una combinación ponderada de las dos.  
 
 
2.7.2 RESULTADOS 
 
Los resultados reflejan la mayor eficiencia del MFCC sobre el PFS, y alcanzan un nivel 
de reconocimiento de 71%, en el artículo se asegura que es la más alta tasa de 
reconocimiento alcanzada hasta ese momento sobre la base de datos NTIMIT. De allí la 
importancia de trabajar con bases de datos estandarizadas, para poder comparar en un 
plano más general los resultados con los de otros trabajos similares. 
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Modelo  
De locutor 
  
 
 
 
 
 
 
 
 
 
 
 
Figura 16. Diagrama de bloque del modelo que implementó Mashao, Sudafrica 
 
De acuerdo a lo planteado en este trabajo podemos concluir que hay muchas formas de 
construir múltiples sistemas de clasificación, usando diferentes sets de entrenamiento, 
diferentes sets de características, diferentes algoritmos de clasificación, y diferentes 
arquitecturas y parámetros de clasificador. 
 
 
2.8 CONCLUSIONES  
Cómo se ha mencionado a lo largo de este documento, todos los sistemas de verificación 
de locutor constan primordialmente de 2 fases: una fase de entrenamiento, en la que a 
partir de una serie de registros de una base de datos compuesta por participantes que 
serán los futuros usuarios del sistema, se generan los modelos patrón de cada locutor. Y 
una fase de verificación en donde otros registros, diferentes a los que se usaron en la fase 
de entrenamiento, se utilizan para probar la respuesta de los modelos creados 
previamente. 
  
 
 
 
 
 
 
 
 
 
Figura 17. diagrama de bloques general de los modelos de reconocimiento de locutor, fase de 
entrenamiento y fase de verificación 
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La gráfica superior muestra el esquema general que se ha podido extraer de todos los 
métodos y estudios de reconocimiento de locutor disponibles a la fecha. Es un esquema 
que identifica a grandes rasgos cuatro etapas donde se consideran diferentes tipos de 
procesos que son vitales para la implementación del modelo. En primer lugar existe una 
etapa inicial donde se hace la adquisición de la señal, la conversión A/D, el pre-
procesamiento, y la elaboración de la Base de datos. Una segunda etapa de adaptación 
de la señal que incluye pre-amplificación, filtrado de la señal, supresión de silencios,  
normalización y windowing. Una tercera etapa de extracción de características, donde a 
través de diferentes transformadas o procesos se extraen coeficientes que 
matemáticamente guarden relación estrecha con el locutor, y finalmente una cuarta etapa 
que a partir de esos coeficientes o información extraída de la tercera etapa, permita hacer 
una caracterización del locutor.  
 
Las investigaciones similares previamente implementadas destacan entre otros los 
siguientes procedimientos para implementar en la tercera etapa, la de extracción de 
características: 
 
1. PLP (Perceptual Linear Prediction) 
2. LPC (Linear Prediction Coefficients) 
3. LPCC (Linear Prediction Cepstral Coefficients) 
4. MFCC (Mel Frequency Cepstral Coefficients) 
5. DWT (Discrete Wavelet Transform) 
6. WPT (Wavelet Packet Transform) 
 
En las etapas posteriores se procederá a implementar estos modelos propuestos bajo 
unas consideraciones adicionales que matemáticamente pueden ofrecer resultados más 
óptimos y contribuir a mejorar la tasa de éxito sobre los modelos aplicados a registros 
tomados de telefonía celular. A medida que se vayan abordando los modelos, se va a ir 
dando una explicación breve sobre la forma como trabajan y los resultados obtenidos. 
 
La cuarta etapa, que llamamos caracterización de los locutores, es la etapa en donde 
finalmente se crea el modelo del locutor a partir de las características o coeficientes 
extraídos de la etapa previa, después de una profunda consulta se puede decir que las 
investigaciones previas a nivel mundial destacan resultados obtenidos a partir de los 
siguientes procedimientos: 
 
1. GMM (Gaussian Mixture Models) 
2. VQ (Vector Quantification) 
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3. HMM (Hidden Markov Models) 
4. GRNN (General Regresive Neural Network) 
5. BPNN (BackPropagation Neural Network) 
6. DTW 
 
Pueden bajo circunstancias adicionales aparecer elementos que ofrezcan mejores 
resultados al momento de desarrollar las pruebas y que serán igualmente tenidos en 
cuenta. Como la compensación de canal y la combinación de varios métodos, para 
observar cómo se comportan las nuevas tasas de éxito si se toma más de uno de estos 
elementos y se configuran en serie o paralelo para que trabajen juntos y puedan mejorar 
la eficiencia de modelo. 
 
A continuación se muestra como se abordó la implementación y pruebas de cada una de 
estas etapas identificadas previamente. 
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 Capítulo 3 
ADQUISICIÓN, PREPROCESAMIENTO Y CREACIÓN DE LA 
BASE DE DATOS 
 
3.1 CONSIDERACIONES PRELIMINARES 
En los últimos años, el interés de las comunidades investigativas en las aplicaciones 
sobre la voz humana ha sido verdaderamente significativo, a tal punto que actualmente 
se han destacado muchas organizaciones a nivel mundial que contribuyen a formar bases 
de datos de diferentes locutores dependientes o independientes del texto. La más famosa 
de ellas es la “Linguistic Data Consortium” (LDC) de la Universidad de Pennsylvania, 
que actualmente reúne casi todas las bases de datos públicas Americanas; y la “European 
Language Resources Association” (ELRA), que va a ser el punto de referencia para los 
países Europeos. 
 
La implementación de este trabajo de Tesis requiere sin lugar a dudas la participación de 
un banco de voces de una variabilidad y población considerables, y desde el primer 
momento se ha evidenciado la posibilidad de crear una propia base de datos para 
desarrollar esta tesis de maestría. Generalmente hablando, una base de datos de registros 
de voz para un proyecto de investigación de este tipo, debe contener repeticiones de 
voces de muchos usuarios. Además debe representar proporcionalmente a la población 
que va a ser objeto de estudio, es decir, debe ser una base de datos balanceada en género, 
edad, estrato social, dialecto, etc. de tal forma que represente todos los estamentos de la 
sociedad colombiana. 
 
Se destaca entonces hasta ahora la necesidad de implementar una base de datos con 
suficientes registros de voz como para hacer un análisis de cómo afecta el tamaño de la 
población a las tasas de éxito en los modelos que se propongan, también deben haber 
suficientes repeticiones de cada uno de los participantes como para poder destinar 
algunas de ellas al proceso de entrenamiento del modelo y algunas otras para la sesión 
de pruebas, finalmente la base de datos debe incluir voces aisladas de locutores que 
representen intrusos espontáneos que intenten acceder a la aplicación. 
 
En cuanto a la longitud de cada uno de los registros de voz, no debe ser tan extensa que 
sature las herramientas o haga pesados y lentos los procesos, pero si lo suficiente para 
poder identificar el  patrón y así disminuir la probabilidad de una identificación errónea. 
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Lo que se pretende explicar a continuación, son los elementos que dieron juicio a la 
determinación de estas variables. Cómo se seleccionó la cantidad apropiada de 
miembros de la población, la duración de los registros, el perfil de los participantes y el  
número de repeticiones. 
 
 
3.2 BASES DE DATOS DISPONIBLES 
Las organizaciones mundiales mencionadas anteriormente proporcionan herramientas y 
bases de datos que pueden aportar significativamente al desarrollo de proyectos de 
investigación de este tipo. Sin embargo es importante tener en cuenta en este punto que 
no existe ninguna base de datos disponible que contenga los parámetros necesarios que 
requiere el trabajo de Tesis. Ninguna de ellas está elaborada a partir de registros tomados 
de conversaciones a través de teléfonos móviles ni con la duración y repetitividad 
requeridos. 
 
Las bases de datos disponibles públicamente, aunque fueron elaboradas con otros 
propósitos, como para aplicaciones donde se convierte la voz en texto, fueron utilizadas 
en este trabajo de Tesis para utilizar como un primer acercamiento a una comparación 
entre los modelos desarrollados previamente y los que arroja como resultado este trabajo 
de Tesis de investigación, y así tener un parámetro de comparación para demostrar que 
los resultados publicados si coinciden con los obtenidos en el entorno de este trabajo de 
Tesis. 
 
Las bases de datos TIMIT y NTIMIT son a las que más se hace referencia en los 
proyectos de investigación similares y las que más se han utilizado en reconocimiento de 
locutor. TIMIT es una base de datos de registros de voz de alta calidad de locutores 
norteamericanos en inglés de diferentes dialectos y edades, NTIMIT es el equivalente 
pero compuesto de registros telefónicos grabados usando el sistema de telefonía fija 
convencional. En internet se pueden encontrar pequeños segmentos de estas bases de 
datos para uso libre, que son suficientes para determinar resultados de los modelos y 
compararlos con los resultados que obtuvieron las investigaciones previas con estas 
bases de datos. Algunas otras bases de datos de voces existentes son las siguientes: 
 
- KING: Contiene monólogos de 51 locutores hombres, 10 sesiones de cada uno 
de ellos y de duración de 1 minuto. 
- YOHO: Contiene registros de alta calidad, independientes del texto. Está 
formada por 553 registros de 186 locutores diferentes, con un tiempo nominal 
promedio de 3 días entre sesiones. 
- SPIDER: Es un subconjunto de la base de datos SWITHBOARD seleccionada 
especialmente para investigaciones en reconocimiento de locutor, con énfasis en 
algunos registros telefónicos. 
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- POLYVAR: Diseñada para evaluar la variabilidad intra-locutor, fue creada en 
Suiza y está desarrollada en idioma francés. 
- POLYPHONE: Base de datos de registros telefónicos que contiene registros 
telefónicos de más de 5000 locutores diseñado para aplicaciones de 
identificación de locutor. Esta base de datos está disponible en varios idiomas. 
Su costo está actualmente alrededor de los 20 mil Euros.  
 
Sin embargo el objetivo es crear una base de datos de registros que hayan recorrido la 
red de telefonía móvil en Colombia y con los dialectos propios de la población 
colombiana, y dejarla a libre disposición de quienes quieran profundizar en este tipo de 
investigaciones que ayuden al desarrollo tecnológico y al surgimiento de nuevas 
aplicaciones en nuestro país. 
 
 
3.3 PARAMETROS DE LA BASE DE DATOS. 
En  administración de proyectos, existen numerosas técnicas que se pueden aplicar al 
momento de enfrentarse a una serie de decisiones de este tipo. La más popular de todas 
se llama “Juicio de Expertos”. En esta técnica se convocan a reuniones periódicas a 
expertos en el tema para que después de leer sobre trabajos similares y los resultados 
alcanzados, se pueda debatir y comentar las posibilidades y tomar las decisiones más 
acertadas de común acuerdo y buscando el mayor beneficio para el proyecto. Esta 
técnica es muy recomendada por la PMI (Proyect Management International) para 
definir la etapa de planeación. 
 
De esta manera siguiendo las recomendaciones internacionales, se procedió entonces a 
citar a profesionales afines para consultarlos, entre los que se destacaban Ingenieros de 
sonido, ingenieros electrónicos e ingenieros en telecomunicaciones. 
 
Como resultado del “Juicio de Expertos” se tomaron las siguientes decisiones: 
 
 El tamaño de la población adecuado es de 40, estos 40 participantes deben ser 
una muestra representativa en genero, edad y dialecto, teniendo en cuenta 
principalmente a la población de edad productiva a la que van orientadas las 
aplicaciones. Una población más grande es un desgaste innecesario de recursos y 
una población menor es insuficiente para analizar el efecto del tamaño de la 
población en los resultados de los modelos. 
 Cada participante debe tener 3 registros en diferentes horas del día, con 
diferentes ambientes que garanticen los diferentes niveles de ruido que se pueden 
presentar. 
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 Teniendo en cuenta los requerimientos y los resultados con proyectos similares 
previos, la duración del registro debe estar alrededor de los 2 segundos. De esta 
forma se garantiza robustez y eficiencia en los modelos. 
 La forma más adecuada y eficiente de grabar el registro de la conversación es 
utilizando la salida de audio de alta calidad de un Teléfono móvil  GSM, los 
equipos de Apple Inc. son especialmente reconocidos en la industria de la 
electrónica por su dedicación en la calidad del Audio, y altas frecuencias de 
muestreo. 
 
3.4 TRANSMISION DE INFORMACIÓN EN GSM. [2]   
En sus inicios la idea central del sistema GSM era fijar una norma digital única para 
Europa, expandiéndose poco a poco al resto de los continentes. Actualmente en 
Colombia  todas las redes de telefonía móvil utilizan las bandas de 850 y 1900MHz. 
 
Cada una de estas bandas (Uplink y Downlink) cuenta con 299 canales de 
radiofrecuencia cada uno con 200KHz de ancho de banda. Estos canales son 
denominados ARFCN ("Absolute Radio Frequency Channel Number”).  El ARFCN 
denota un par de canales "uplink" y "downlink" separados por 80 MHz y cada canal es 
compartido en el tiempo por hasta ocho usuarios usando TDMA (Time Division 
Multiple Access). 
 
Cada uno de los ocho usuarios usa el mismo ARFCN y ocupan un único slot de tiempo 
(ST) por trama. Las transmisiones de radio se hacen a una velocidad de 270.833 kbps 
usando modulación digital binaria GMSK ("Gaussian Minimum Shift Keying") con 
BT=0.3. El BT es el producto del ancho de banda del filtro por el periodo de bit de 
transmisión. Por lo tanto la duración de un bit es de 3.692 ms, y la velocidad efectiva de 
transmisión de cada usuario es de 33.854 kbps (270.833 kbps/8 usuarios). Con el 
estándar GSM, los datos se envían actualmente a una velocidad máxima de 24.7 kbps.  
 
Cada TS tiene un tamaño equivalente en un canal de radio de 156.25 bits, y una duración 
de 576.92 µs como se muestra en la Figura 18, y una trama TDMA simple en GSM dura 
4.615 ms. El número de total de canales disponibles dentro de los 25 MHz de banda es 
de 125 (asumiendo que no hay ninguna banda de guarda). Dado que cada canal de radio 
está formado por 8 slots de tiempo, hacen un total de 1000 canales de tráfico en GSM.  
 
En implementaciones prácticas, se proporciona una banda de guarda de la parte más alta 
y más baja de espectro de GSM, y se dispone tan solo de 124 canales. La combinación 
de un número de ST y un ARFCN constituyen un canal físico tanto para el "uplink" 
como para el "downlink". Cada canal físico en un sistema GSM se puede proyectar en 
diferentes canales lógicos en diferentes tiempos. Es decir, cada slot de tiempo específico 
o trama debe estar dedicado a manipular el tráfico de datos (voz, facsímil o teletexto), o 
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a señalizar datos (desde el MSC, la estación base o la MS). Las especificaciones GSM 
definen una gran variedad de canales lógicos que pueden ser usados para enlazar la capa 
física con la capa de datos dentro de las capas de la red GSM. Estos canales lógicos 
transmiten eficientemente los datos de usuario, aparte de proporcionar el control de la 
red en cada ARFCN. GSM proporciona asignaciones explícitas de los slots de tiempo de 
las tramas para los diferentes canales lógicos. 
 
En resumen se utilizan 9 canales en la interfaz aérea: 
 
   1. FCCH - Información de Frecuencias. 
   2. SCH - Sigue a la ráfaga FCCH, proporciona una referencia para todas las ranuras de 
una frecuencia dada. 
   3. PAGCH - Transmisión de Información de paginación que se pide en el 
establecimiento de una llamada a una estación móvil (MS). 
   4. RACH - Canal no limitado utilizado por la MS para pedir conexiones desde la red 
terrestre. 
   5. CBCH - Transmisión no frecuente de difusiones. 
   6. BCCH - Información de estado de acceso a la MS. 
   7. FACCH - Control de los "Handovers" (Paso de un usuario móvil de una célula a 
otra). 
   8. TCH/F - Para voz a 13 Kbps o datos a 12, 6 o 3,6 Kbps. 
   9. TCH/H - Para voz a 7 Kbps o datos a 6 o 3,6 Kbps. 
 
 
3.5 CREACIÓN DE LA BASE DE DATOS. 
Después de evaluar el catálogo de productos de terminales móviles que se ofrecen en el 
mercado colombiano, se decide trabajar con el teléfono IPHONE de Apple Inc®, este 
teléfono fue nombrado por la revista TIME como el Invento del año en 2008 por sus 
prestaciones y aplicaciones. Sin embargo se selecciona para este trabajo de Tesis por sus 
capacidades óptimas en el trabajo con señales de audio y porque las interfaces con las 
que viene equipado permiten simplicidad y agilidad en el proceso de recopilación de los 
registros de voz. 
 
El dispositivo que se utiliza para la adquisición de los registros a partir del teléfono 
móvil, es una interface de Audio saffire 6 focus rite. Este dispositivo es ampliamente 
utilizado en estudios de grabación profesionales por su gran versatilidad y calidad de 
grabación, con sus 2 entradas y 4 salidas es un elemento muy reconocido en el ámbito 
del tratamiento de señales de audio. Los numerosos conversores análogos digitales de 
Fácil configuración, alta calidad y resolución, con que viene provisto, presentan la forma 
más efectiva de obtener la mejor señal posible hacia las herramientas de grabación por 
software que se van a utilizar en el desarrollo de este trabajo de Tesis.  
 
El formato de las entradas de audio, es el clásico y efectivo conector estéreo, y coincide 
con la salida de audio del  teléfono móvil  IPHONE de Apple, seleccionado previamente 
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para el desarrollo de las pruebas.  Este dispositivo entonces ofrece las interfaces físicas, 
la calidad de adquisición de audio, y las etapas de acople de señal requeridas para el 
óptimo desarrollo del trabajo.  
 
Las señales de voz, pre-procesadas por el saffire 6 focus rite son transmitidas a través de 
una interface USB hacia el computador que va a desempeñar las funciones de 
procesamiento digital.  
 
Utilizando un computador con software especializado se procede a la adquisición, pre-
procesamiento, clasificación y  ordenamiento de los registros adquiridos, en esta etapa 
de este trabajo de tesis se implementaron diferentes aplicaciones reconocidas que 
permitieran realizar esta labor; entre ellas ADOBE AUDITION 3, ADOBE 
SOUNDBOTH, AUDACITY y GOLDWAVE. Finalmente después de trabajar y evaluar 
las funcionalidades de cada una de ellas, se optó por seleccionar ADOBE AUDITION 3, 
cuyas prestaciones se ajustaban más a los requerimientos de la tesis. ADOBE 
AUDITION 3, que es una aplicación de Adobe Systems Incorporated® en forma de 
estudio de Audio, diseñada para la edición de audio digital.  
 
Es muy popular en este tipo de aplicaciones y presenta grandes beneficios y versatilidad. 
Esta aplicación permite obtener los registros de voz independientes, editarlos, y 
convertirlos en formatos de audio sin compresión WAV (Waveform Audio Format). 
 
De esta forma queda creada la base de datos de 40 locutores, cada uno de ellos 
registrado 3 veces en diferentes días y a diferentes horas con el objeto de detectar 
diferentes circunstancias de ruido comunes. Los 40 locutores representan un amplio 
espacio muestral de edades, género y dialectos. La creación de esta base de datos es uno 
de los objetivos principales de este trabajo de Tesis y debe quedar disponible de forma 
gratuita y abierta a cualquier investigador que quiera desarrollar un proyecto en el área. 
 
 
3.5.1  IPHONE DE APPLE INC. 
El sistema de audio de un teléfono celular es, quizá, una de las etapas que más 
diferencias pueden presentar entre distintos modelos de móviles debido a que no sólo 
debe poder captar la voz de un interlocutor y reproducir el sonido de un operador 
distante, sino que también debe encargarse de reproducir con volumen ajustable música 
guardada en la memoria del celular, permitir la conexión de auriculares, poder 
seleccionar entre parlantes internos y externos, etc. 
 
De acuerdo con las especificaciones entregadas por el fabricante, este equipo presenta 
las siguientes características que lo hacen el elemento óptimo para el desarrollo de la 
adquisición de los datos [3] . 
 
1. Opera con tecnología GSM y 3GSM en las bandas de 
900MHz y 1800MHz. 
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2. En la etapa final de audio tiene un conversor digital-análogo 
de 16 bits para el audio de la conversación telefónica. Esta es 
una mejor resolución que la que normalmente tienen los 
conversores DAC de los teléfonos celulares de GSM, que 
normalmente ofrecen hasta 13 bits [2] . 
3. APPLE es una marga reconocida y destacada por la calidad 
del audio y mejores prestaciones de procesamiento. 
4. Ofrece una salida de audio mono para los auriculares con un 
conector estéreo estándar de 2.5mm. 
 
3.5.2 INTERFACE DE AUDIO FOCUSRITE SAFFIRE 6 USB. 
Es una compleja pero versátil interface de Audio, muy popular en estudios de grabación 
profesionales para obtener la  mejor calidad de señal posible con el propósito de grabar. 
Posee 2 entradas y 4 salidas de audio USB,  las entradas mic-pre usan transformadores 
de audio de alta calidad y controles de ganancia internos que garantizan buen nivel de 
señal, inmunidad al ruido y transparencia [4] . 
 
CARACTERISTICAS CLAVES 
 
 Real World ADC Dynamic Range: 105 dB (A-weighted) 
 Real World DAC Dynamic Range: 103 dB (A-weighted) 
 Chipset ADC/DAC Dynamic Range: 114 dB (A-weighted) 
 Latency (Minimum Buffer Size): 77 Samples 
ENTRADAS DE MICROFONO 
 
 Dynamic Range (A-Weighted): 105 dB 
 SNR (A-weighted): -105 dB 
 Frequency Response: 20Hz - 20kHz +/- 0.1 dB 
 THD+N: 0.0025% (measured at 1kHz with a 20Hz/22kHz bandpass 
filter) 
 Noise: EIN > 120dB (measured with 50dB of gain with 150 Ohm 
termination (20Hz/22kHz bandpass filter) 
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 Maximum Input level @ Minimum gain for 0 dBFS (without pad): -
2.5 dBu 
 Pad Attenuation: 10 dB 
SALIDAS DE AUDIFONOS 
 
 Respuesta en frecuencia: 20Hz-20KHz +/- 0.1 dB 
 SNR (A-weighted): 103 dB 
 Dynamic Range: 103 dB 
 Maximum Output into 32R: +3 dBu (-1.4 dBV) 
 Power into 32R: 24 mW 
 Output Impedance: < 7 Ohms 
 Load Impedance: > 24 Ohms 
OTRAS ENTRADAS Y SALIDAS 
 
• 1 x USB 1.1 Puerto de comunicación USB con el PC. 
• 1 x pair Puerto MIDI I/O 
 
 
Figura 18. Interface de Audio Saffire 6 USB 
 
 
 
3.5.3 ADOBE AUDITION®  3.0 
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Para editar los registros de voz obtenidos, se requería entonces de un sistema compatible 
con el sistema de adquisición Focusrite Saffire 6 USB.  
 
 
Figura 19. Interface de control ADOBE AUDITION 3 
Ventana tomada de ADOBE AUDITION 3 
 
El sistema que se seleccionara debería proporcionar herramientas de edición y de recorte 
que prestaran gran utilidad al momento de crear la base de datos de registros de voces. 
Con una precisión que permita obtener registros exactos y de gran calidad, y que así 
mismo estas características de edición espectral mejorada, permitan hacer una selección 
libre en un intervalo de frecuencias, y editar o perfeccionar un intervalo seleccionado y 
repararlo. 
 
Por todas estas razones, se considero que el software que más se ajustaba a los 
requerimientos del trabajo de tesis es la aplicación ADOBE AUDITION 3 [3] . 
 
 
Figura 20. Señales de voz ADOBE ADITION 3.0 
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Adobe Audition (anteriormente Cool Edit Pro) es una aplicación de Adobe Systems 
Incorporated en forma de estudio de sonido destinado para la edición de audio digital. Es 
muy utilizado en la industria musical para funciones de grabación, mezcla, edición y 
masterización. Conformando de esta manera un conjunto de herramientas completo para 
la producción profesional de sonido. 
 
Su arquitectura de funcionamiento con procesadores multinúcleo, permite obtener un 
mejor rendimiento y el motor de mezcla optimizado permite utilizar más pistas y editar 
simultáneamente en la misma máquina, lo que ofrece adicionalmente más variedad y una 
mayor rapidez de procesamiento. 
 
 
Figura 21. Edición y proceso de señales en ADOBE AUDITION 3.0 
Esta aplicación entonces permite obtener, clasificar, organizar y editar la base de datos 
que se crea para mostrar los resultados de este trabajo de Tesis.  Permite obtener los 
datos en archivos independientes WAV. Este formato de audio digital normalmente sin 
compresión de datos, desarrollado y propiedad de Microsoft y de IBM se utiliza para 
almacenar sonidos en el PC, admite archivos mono y estéreo a diversas resoluciones y 
velocidades de muestreo pero particularmente para este trabajo de Tesis solo requerimos 
entradas mono. De acuerdo con las tasas de datos y las resoluciones que se obtienen del 
estándar GSM, es necesario muestrear la señal que está presente en la salida análoga del 
móvil, a una tasa superior a 13kbps. La tasa de muestreo que se toma para la elaboración 
de la base de datos es de 44100bps con una resolución de 32 bits. 
 
El formato de Audio WAV es un formato de texto plano muy popular. SCILAB 
incorpora gran variedad de herramientas para su manipulación como un vector de datos. 
Es por ello que el tratamiento de la señal en SCILAB se hace tan viable, permitiendo una 
integración natural de las herramientas a través de un formato de datos tan común. 
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A pesar de que el formato WAV puede soportar casi cualquier códec de audio, se utiliza 
principalmente con el formato PCM (no comprimido) y al no tener pérdida de calidad 
puede ser usado profesionalmente. Para tener calidad CD de audio se necesita que el 
sonido se grabe a 44100 Hz y a 16 bits. Las especificaciones que seleccionamos están 
por encima de éstas, la calidad del audio que compone los registros de la base de datos 
es muy buena, y nos permite jugar con las tasas de éxito que obtienen los algoritmos a 
diferentes tasas de muestreo. El valor de tasa de muestreo se convierte entonces, en una 
causa de variabilidad de los resultados que va a ser tenida en cuenta en este estudio, 
haciendo pruebas con los modelos, utilizando registros muestreados a diferentes tasas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 Capítulo 4 
ACONDICIONAMIENTO DE LOS REGISTROS DE VOZ 
 
4.1 ANALISIS E INVESTIGACIÓN DE LA ETAPA DE NORMALIZACIÓN, 
FILTRADO, WINDOWING Y TAMAÑO DEL ESPACIO MUESTRAL. 
 
Se ha discutido hasta este punto del trabajo, las variables que participan y los 
procedimientos que llevaron a tomar decisiones de los valores adecuados de las 
variables, en la etapa de adquisición de los registros de voz. Y de cómo se llegó a la 
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decisión de cuál sería la longitud ideal de los registros, la resolución, la cantidad, el 
espacio muestral, etc. 
 
En esta etapa, corresponde el análisis e investigación de las variables que pueden afectar 
las tasas de éxito de los modelos resultantes en la etapa de adecuación de señal. Es decir, 
en los procesos de supresión de silencios, filtrado, normalización y ventaneo 
(Windowing). 
 
El proceso de adecuación de señal, es sin duda alguna uno de los más importantes, es un 
elemento clave en la búsqueda de un modelo que represente una alta tasa de éxito. De 
allí la importancia en que se lleve a cabo de una manera correcta, robusta y confiable. 
 
Los resultados que se van a mostrar a continuación, son los resultados de sucesivas y 
numerosas pruebas que se hicieron tomando en cuenta las recomendaciones de trabajos 
anteriores.  Estas pruebas se desarrollaron sobre los registros de voz a través de redes 
celulares adquiridos en el proceso explicado en la etapa anterior. 
 
El propósito de esta etapa de investigación y pruebas es demostrar la importancia que 
tienen las etapas de adquisición, eliminación de silencios, normalización, filtrado y 
ventaneo sobre los efectos sobre el procesamiento y la calidad de los resultados. 
 
 
4.1.1  SUPRESIÓN DE SILENCIOS  Y FILTRADO DE LA SEÑAL 
 
SCILAB es tanto un entorno poderoso para cálculo computacional como un lenguaje de 
programación que maneja de forma sencilla matrices y aritmética compleja. Es un gran 
paquete de software que tiene muchas utilidades avanzadas desarrolladas y ha llegado a 
ser una herramienta estándar para muchos trabajos en las disciplinas de la ciencia y la 
ingeniería, donde el cálculo asistido por los computadores siempre ha tenido vital 
importancia. Todas estas reconocidas cualidades son las que han permitido seleccionarlo 
como la herramienta base de este trabajo de Tesis. Desde SCILAB es mucho más 
sencillo implementar cualquier tipo de operaciones matemáticas sobre señales de voz. 
 
Particularmente SCILAB ha ido desarrollando a través de los años una completa gama 
de herramientas para diseño de filtros, compuestas por Scripts totalmente desarrollados y 
comprobados, y construidos en base a los comandos básicos de SCILAB. Sin embargo 
se ha enriquecido el tema mediante el desarrollo de scripts propios y modificando el 
código de los existentes. 
 
En el diseño de filtros digitales se pueden distinguir dos tipos básicos. Por un lado, 
aquellos donde la respuesta impulsional del filtro tiene un número finito L de muestras 
distintas de cero, lo que da lugar a la denominación abreviada de filtros FIR (Finite 
Impulse Response). La función de transferencia de un filtro FIR es polinómica en zˆ(-1), 
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y su orden es L-1. Esto implica que el filtro tiene L-1 ceros distribuidos en el plano 
complejo z y todos los polos en el origen. Por ello suele hablarse de los filtros FIR como 
filtros sólo ceros. Por otro lado, existen los llamados filtros recurrentes cuya respuesta 
impulsional tiene longitud infinita o filtros IIR (Infinite Impulse Response). Un filtro IIR 
tiene Q ceros y P polos distribuidos en el plano complejo, por ello es más inestable y 
complejo de implementar. La forma de obtener en general la salida en este tipo de filtros 
es mediante fórmulas recursivas. Otra particularidad es que proceden de la aplicación de 
métodos que tradicionalmente se han aplicado al desarrollo de filtros analógicos como 
(Butterworth o Chebyshev) 
 
De acuerdo a la teoría básica de control, para que un sistema sea realizable debe ser 
causal y estable. En ningún caso el filtro diseñado puede tener una respuesta en 
frecuencia ideal. Por tanto, el filtro se diseña de modo que su función de transferencia 
presente una respuesta frecuencial que se aproxime a la ideal. De esta manera, se 
permite en la práctica de esta aproximación una tolerancia alrededor del valor teórico 
unidad del módulo de la respuesta frecuencial en la banda de paso y sobre el valor nulo 
en la banda atenuada; esas  tolerancias suelen recibir el nombre de rizado. 
 
 
4.1.1.1  SUPRESIÓN DE SILENCIOS POR PROMEDIO DE ENERGIA 
 
Este es un modelo que se propone por su sencilla implementación y por los buenos 
resultados obtenidos. Se trata simplemente de remover las zonas de silencio por medio 
del cálculo de energía en corto tiempo. Para desarrollar el análisis de este método se 
implementaron pruebas en intervalos de 2.5, 5, 10, 20 y 40ms. Y definiendo diferentes 
niveles de umbral para clasificar un intervalo como de silencio (0.1, 0.2 y 0.3).  
 
 
 
4.1.1.2  IMPLEMENTACION DEL FILTRO FIR 
 
Los filtros FIR tienen la gran ventaja de que pueden diseñarse para ser de fase lineal, lo 
cual hace que presenten ciertas propiedades en la simetría de los coeficientes. Este tipo 
de filtros tiene especial interés en aplicaciones de audio. 
 
Por el contrario también tienen la desventaja de necesitar un orden mayor respecto a los 
filtros IIR para cumplir las mismas características. Esto se traduce en un mayor gasto 
computacional [5] . 
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Estos filtros tienen todos los polos en el origen, por lo que son más estables que los IIR. 
Existen diversos métodos para el diseño de filtros FIR, una metodología simple para el 
diseño de filtros es la del uso de “filtros óptimos”. Según un estudio realizado por la 
revista “INVESTIGACIÓN Y EDUCACIÓN” [6] sobre el diseño de filtros digitales en 
SCILAB, “filtros óptimos son aquellos con rizado de amplitud constante. La respuesta 
frecuencial que ofrecen los filtros diseñados mediante la manipulación directa del 
comportamiento ideal presenta un error en las bandas de paso y atenuadas cuya 
amplitud crece en las proximidades de las bandas de transición. La solución a ese 
problema que aporta esta metodología es la de repartir el error por las diversas bandas 
usando una función que lo permita” en el diseño de este filtro se utiliza el método mas 
polular que es el denominado método de Parks-McClellan o también denominado 
método de Remez. 
 
 
4.1.2  WINDOWING 
 
Como se menciona brevemente en la sección anterior, las ventanas son funciones 
matemáticas usadas con frecuencia en el análisis y el procesamiento de señales para 
evitar las discontinuidades al principio y al final de los bloques analizados [7] . 
 
En procesamiento de señales, una ventana se utiliza cuando nos interesa una señal de 
longitud voluntariamente limitada. En efecto, una señal real tiene que ser de tiempo 
finito; además, un cálculo sólo es posible a partir de un número finito de puntos. Para 
observar una señal en un tiempo finito, la multiplicamos por una función ventana. 
 
La ventana de Hamming es muy popularmente utilizada en este tipo de aplicaciones.  
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Figura 22. ventanas de Hamming, Hann y Blackman 
Imagen tomada de http://cnx.org/content/m28304/latest/  (En Linea 2010) 
 
La importancia de cada una de las ventanas, radica en que las características de inicio y 
de finalización de las ventanas, permite disminuir los efectos de las discontinuidades al 
momento de realizar la segmentación de una señal continua, infinita, no periódica. 
 
La ventana de Hamming se utiliza frecuentemente en este tipo de aplicaciones, la 
distorsión generada por las discontinuidades es muy reducida [7] . 
 
 
4.1.3    NORMALIZACIÓN 
 
La normalización de una señal consiste en llevar a 0 dB el pico más alto de amplitud de 
la misma, el procesado analizará todo el archivo hasta encontrar el nivel más alto. En 
estadística, normalizar es hacer cambiar una distribución de ciertos datos a una curva 
normal o Gaussiana. Donde el promedio y la mediana coinciden en el mismo punto. 
Normalizar una señal, seria ajustar dicha señal a una curva normal. Cuando los datos 
tienen una distribución normal, es posible obtener más información de ellos que si 
fueran de otra forma, pues se cumple que los estimadores de dicha distribución tienen 
propiedades que se acercan más a la verdad. [8]  
 
Al normalizar, estamos ajustando las magnitudes entre valores 1 y -1, manteniendo la 
proporción respectiva de la señal con el propósito de que no se pierda información. Al 
  
42 
normalizar las señales de voz, implementamos un estándar para las magnitudes. La 
magnitud de la señal depende de las características de las terminales móviles, las 
capacidades de audio, la distancia entre la boca del usuario y el micrófono, y el volumen 
de la voz.  
 
De allí que entonces aparece la normalización como un elemento clave para eliminar la 
variabilidad que puede aparecer por estos factores, y así aumentar las tasas de éxito en 
los procesos de reconocimiento al neutralizar un numero de variables que pueden afectar 
de forma negativa el proceso de identificación. 
 
Si se implementa la normalización de las magnitudes de los registros antes de hacer el 
ventaneo, seguramente se obtendrán mas altas tasas de éxito pero aumentando el costo 
de procesamiento, tiempo y recursos necesarios. 
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 Capítulo 5 
EXTRACCION DE CARACTERÍSTICAS Y CARACTERIZACIÓN 
DEL LOCUTOR 
 
5.1  EXTRACCION DE CARACTERISTICAS. 
5.1.1 MFCC (MEL FREQUENCY CEPSTRAL COEFFICIENTS) 
5.1.1.1   FUNCIONAMIENTO 
 
Los coeficientes cepstrales de las frecuencias MEL, son coeficientes muy utilizados en 
los trabajos de investigación relacionados con representación del habla basándose en la 
percepción aditiva humana. Estos coeficientes se derivan de la Transformada de Fourier, 
la diferencia está en que en la MFCC las bandas de frecuencia están situadas 
logarítmicamente según una escala llamada escala MEL. [9]  
 
Esta escala MEL fue propuesta por los científicos y músicos  Stevens, Volkman y 
Newmann en 1937, es una escala musical perceptual del tono a juicio de observadores 
equi-espaciados.  El punto de referencia entre esta escala y la frecuencia normal se 
define equiparando un tono de 1000 Hz, 40 dB por encima del umbral de audición del 
oyente, con un tono de 1000 mels. Por encima de 500 Hz, los intervalos de frecuencia 
espaciados exponencialmente son percibidos como si estuvieran espaciados linealmente. 
 
 
 
 
Figura 23. escala MEL 
Imagen tomada de http://foros.solocodigo.com/viewtopic.php?t=29489 
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Esta nueva escala modela las bandas de frecuencia mas apropiadamente, pensando en la 
orientación del oído humano. Permitiendo un procesamiento de datos más eficientes en 
algunas aplicaciones.[10]  
 
Los Coeficientes de frecuencia cepstral MEL se derivan de una representación 
CEPSTRAL de un registro de audio. Una representación cepstral se puede considerar 
como “un espectro no lineal del espectro”. De hecho la palabra CEPSTRUM viene de 
una reacomodación de letras de la palabra SPECTRUM, tratando de especificar que el 
CEPSTRUM se obtiene haciendo una transformación de coseno sobre el espectro. En 
este procedimiento específicamente, sobre una escala no lineal llamada escala MEL.  
 
Este procedimiento fue implementado en gran parte de los procedimientos previos, a 
continuación se especifica la forma como se implemento en este trabajo de Tesis, paso a 
paso, las variables que fueron tomadas en cuenta para el estudio de sus efectos sobre la 
tasa de éxito, y los resultados obtenidos. 
 
1. Aplicar ventana de Hamming a la señal y posteriormente transformada de 
Fourier. 
2. Mapeo de la potencia utilizando la escala MEL a través de ventanas triangulares 
sobrepuestas. 
3. Toma de los logaritmos de las potencias en cada una de las frecuencias MEL. 
4. Aplicar DCT (Discrete Cosine transform) como si se tratara de una señal en el 
tiempo. 
5. Los coeficientes MFCC son las amplitudes del espectro obtenido. 
 
 
5.1.1.2 IMPLEMENTACION MFCC 
 
Las barras de herramientas de procesamiento de señales de SCILAB, traen incorporadas 
funciones que pueden facilitan la implementación, particularmente existen grupos en 
Internet que se dedican a desarrollar funciones relacionadas con los algoritmos más 
comunes de procesamiento de señales de audio. No es difícil encontrar en los bancos de 
funciones en internet, algunas relacionadas con la extracción de los coeficientes MFCC, 
con los mismos pasos que se especificaron en el parágrafo anterior. Estas pueden ser de 
gran ayuda en el desarrollo de las pruebas si se incorporan a nuestro modelo. [8]  
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Figura 24. Implementación MFCC 
*Imagen tomada de http://speech.cbnu.ac.kr/~owkwon/srhome/technology/feature_extraction.html 
 
El procedimiento de adecuación de la señal es muy importante, los trabajos previos 
resaltan la diferencia en los resultados obtenidos de acuerdo a los parámetros que serán 
tenidos en cuenta en este proceso. Para disminuir la posible variabilidad que puede 
obtenerse por las diferencias en los órdenes de magnitud obtenidos en los registros de la 
base de datos, que pueden ser causados por la distancia entre la boca y el receptor, por la 
calidad de tratamiento de audio del dispositivo receptor, por el volumen de la voz y el 
estado de ánimo del locutor, se procede a normalizar las señales de audio en niveles 
entre -1 y 1. 
 
El ruido ambiental es un factor indeseable que debe tener gran consideración, para ello 
se presentan diferentes técnicas de filtrado. 
 
El rendimiento del sistema de coeficientes Cepstrum de frecuencia MEL (MFCC) sobre 
este sistema de reconocimiento de locutor sobre registros de voz tomados de la red 
celular GSM, de acuerdo al análisis de sus componentes y a la forma como pueda ser 
implementado hacia este trabajo de Tesis, puede ser afectado por 3 elementos 
fundamentalmente: 
 
1. El numero de filtros que se apliquen. 
2. La forma de esos filtros. 
3. La forma como el espectro de potencia sea deformado o distorsionado. 
Las explicaciones, experimentos y pruebas que se plantean a continuación tienen el 
propósito de demostrar las funcionalidades de estos elementos, y determinar cuál es el 
valor que mejora las tasas de identificación con el objetivo de encontrar un modelo que 
presente mejores resultados.  
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Sonidos no generados 
por la voz 
Los experimentos son diseñados y comparados paso por paso para comparar los efectos 
de las diferentes implementaciones. Para determinar la más adecuada al modelo 
propuesto para la identificación de locutores a partir de registros grabados por GSM. 
 
 
5.1.2 LPCC (LINEAR PREDICTING CODING COEFFICIENTS) 
5.1.2.1 FUNCIONAMIENTO 
LPC es uno de los métodos más populares y poderosos en análisis de registros de voz. 
Aunque su aplicación más común está relacionada con la codificación y compresión de 
datos con buena calidad, es un algoritmo que también ha presentado buenos resultados 
en tareas de reconocimiento de voz. En este análisis se planteara su comportamiento ante 
la tarea de extraer coeficientes que representen información vital relacionada con el 
locutor en registros GSM.  
 
LPC inicia asumiendo que la voz es producida por un zumbador al final de un tubo, el 
zumbador es producido por la Glotis, que es el espacio entre las cuerdas vocales, y se 
caracteriza con un volumen y un tono. El tubo está formado por el cuello y la boca, y se 
caracteriza por sus cámaras de resonancia llamadas “formantes”. [11]  
 
LPC analiza el registro de voz estimando los efectos de los formantes, removiéndolos de 
la señal, y encontrando la intensidad y frecuencia del zumbador inicial. Este proceso de 
eliminación de formantes se llama “Filtrado inverso”, mientras la señal resultante se 
llama “Residuo”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 26. Implementación de LPC 
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Imagen tomada de http://www.telecom.tuc.gr/~ntsourak/tutorial_synthesis.htm 
 
Los coeficientes que describen los formantes y el residuo se pueden almacenar para 
constituir el modelo del locutor. Incluso la voz se puede sintetizar reversando el proceso: 
se usa el residuo para crear una señal fuente y se usan los formantes para crear un filtro 
que represente el tracto vocal. La señal fuente se pasa por el filtro y así se forma el habla 
sintetizada. 
 
Como la señal de voz varia con el tiempo, este proceso debe llevarse a cabo en pequeños 
trozos o tramas similar a los demás procesos que se han descrito en este trabajo de Tesis.  
 
El problema más complejo al implementar LPC es la determinación de los formantes. La 
solución que proporciona los resultados más satisfactorios es a través de una ecuación 
diferencial, que expresa cada muestra de la señal como una combinación lineal de 
muestras previas. Como la ecuación se conoce como pronosticador lineal, por ello se le 
conoce a esta técnica como codificación lineal predictiva (LPC – Lineal Predictive 
Coding). 
 
La voz se aproxima a una combinación lineal de muestras pasadas 
 
 
     (9) 
 
Los coeficientes de la ecuación diferencial caracterizan los formantes. Estos coeficientes 
se estiman minimizando el error de media cuadrada entre la señal prevista y la señal 
actual. En la práctica los coeficientes implican el cálculo de una matriz de coeficientes y 
la solución de un conjunto de ecuaciones lineales. Varios métodos, como 
Autocorrelación y covarianza, se han utilizado para asegurar la convergencia a una única 
solución. [12]  
 
La idea de que un simple tubo con un zumbador y unas cavidades pudiera representar el 
sistema de producción de voz es muy idealista. Porque se suelen presentar algunos 
elementos que pueden hacer más complejo el sistema. 
 
El tubo que representa el tracto vocal no es simplemente un tubo, sino que tiene ramas 
laterales como la que representa el conducto nasal; matemáticamente para tener en 
cuenta estos nuevos conductos laterales, se deben introducir ceros y se requerirán 
entonces unas ecuaciones mucho más complejas. Para las vocales ordinarias, el tracto 
vocal está bien representado por un tubo, pero los sonidos nasales requieren un 
algoritmo más complejo. Este problema, en la práctica, es tenido en cuenta solo 
parcialmente como se explica a continuación. 
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Algunas consonantes son producidas por un flujo de aire turbulento que produce un 
sonido de siseo. Esto significa que para cada trama el algoritmo debe decidir si la fuente 
del sonido es siseo o vibrante (Hiss or Buzz). Adicionalmente existen sonidos que son 
creados como una combinación de siseo y vibración (Hiss and Buzz). Este tipo de 
sonidos son los que no van a ser correctamente precisados por el codificador LPC. 
 
En la sección siguiente se explica la forma como se implementa este modelo y los 
resultados obtenidos, la visión del LPC es una visión que trata de simular 
matemáticamente la función del tracto vocal, pero que aun no arroja resultados 100% 
confiables por que requiere detallar mas eventos del proceso de formación de la voz, 
como el movimiento de la lengua y los labios 
 
El tracto vocal puede ser modelado, teniendo en cuenta todo esto, como un filtro con una 
función de transferencia “Todo Polo”. Para encontrar estos coeficientes de debe trabajar 
la señal por tramas. Con ello se logra disminuir el conocido efecto de las 
discontinuidades aplicando de nuevo ventanas de Hamming, y a partir de allí se utilizan 
dos principales métodos para llegar al cálculo de los coeficientes: el método de 
Autocorrelación, y el método de covarianza. Ambos tratan de disminuir el valor de 
media cuadrada de estimación del error dado por la ecuación:  
 
 
     (10) 
 
El método de autocorrelación es el  método más común utilizado para determinar los 
coeficientes LPC. Si definimos la autocorrelación de una señal s(n) como rs(k), la 
ecuación que determina la correlación de la señal es la siguiente: 
 
 
    (11) 
 
Y los coeficientes predictivos se pueden encontrar resolviendo la siguiente ecuación 
matricial: 
 
  (12) 
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Esta ecuación se resuelve comúnmente con un popular método de algebra lineal 
conocido como “Recursión Levinson-Durbin”[13]  
 
Los coeficientes son de nuevo transformados para mejorar su precisión en Coeficientes 
Cepstrales de predicción lineal (LPCC). Estos coeficientes han demostrado tener muy 
buenos resultados en cuanto a extracción de características de las señales de voz porque 
se considera que son no-correlacionados.   
 
 
    (13) 
 
 
 
5.1.3 DWT (DISCRETE WAVELET TRANSFORM) Y REDES 
NEURONALES MLP 
 
5.1.3.1  FUNCIONAMIENTO 
La trasformada de Wavelet discreta es un caso especial de la transformada de Wavelet 
que provee una representación compacta de una señal en tiempo y frecuencia que puede 
ser computada eficientemente. [14]  
 
Como se ha evidenciado en secciones anteriores, las señales de voz tienen niveles altos 
de ruido que afectan de una forma considerable las tasas de reconocimiento y que son 
muy difíciles de eliminar definitivamente, la técnica de aplicar transformada discreta de 
Wavelet es un mecanismo alterno para eliminar la máxima cantidad de ruido y 
distorsión. Este elemento permite pensar, que si el ruido es el principal efecto que afecta 
la funcionalidad en la identificación de los locutores, el método de extracción de 
coeficientes a través de transformaciones sucesivas de Wavelet, puede generar mejores 
resultados en los porcentajes de aciertos. 
 
La transformada de Wavelet mapea la señal de audio en una representación de tiempo, 
donde el aspecto temporal de las señales es preservado 
 
El análisis DWT se puede implementar computacionalmente usando un algoritmo rápido 
y piramidal relacionado con bancos de filtros. La forma principal como trabaja este 
algoritmo es aplicando un número sucesivo de filtros pasa-altos y pasa-bajos a la señal 
en el dominio de tiempo siguiendo estas ecuaciones básicas: 
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     (14) 
 
 
Figura 27. señales bajo transformada Wavelet 
*Imagen tomada de http://coco.ccu.uniovi.es/brahms/modelos_mat/twd.htm 
 
Si continuamos aplicando las ecuaciones sucesivamente obtenemos cada vez señales con 
menos muestras y cuyos valores son más representativos de la información contenida. Si 
aplicamos las ecuaciones sucesivamente nueve veces, decimos que tenemos una 
transformación de noveno orden.  
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5.1.3.2 IMPLEMENTACION DWT 
En la transformación de undécimo orden aplicada a este trabajo de Tesis se obtienen 33 
coeficientes; en la décima transformación se obtienen 67,  y en la duodécima 16. Estos 
valores serían los que se utilizan para identificar al locutor. 
 
Las redes neuronales son un conocido modelo cada vez más popular que emula la 
estructura biológica del cerebro humano y que permite acumular conocimiento sobre 
objetos y procesos usando algoritmos de aprendizaje. Las aplicaciones de las redes 
neuronales son cada vez más importantes y hacen cada día mas parte de la vida diaria de 
las personas. 
 
Su uso en aplicaciones de voz es cada vez más atractivo por el amplio espectro de 
probabilidades y aplicaciones que abre cada nuevo modelo de red neuronal que se 
define. Numerosas investigaciones previas, como las de Muzhir Shaban Al-Ani y Thabit 
Sultan Mohammed [15]  reportan haber obtenido muy buenos resultados a partir de estos 
modelos en aplicaciones de voz. 
 
Los modelos de redes neuronales más implementados en este tipo de trabajos son MVN 
(Multi-Valued Neurons), MLP (Multi-Layer Perceptron), GRNN (General Regresive 
Neural Network) y BPNN (BackPropagation Neural Network). En este trabajo se 
plantea el uso del perceptrón multicapa por ser el más popular y el que ha mostrado 
obtener los mejores resultados. 
 
Las señales de la base de datos obtenida de registros de GSM de nuevo siguen el mismo 
proceso de pre-procesamiento antes de extraer sus coeficientes a partir de la 
transformada Discreta de Wavelet. Sus magnitudes son normalizadas para obtener una 
escala uniforme comparativa de magnitud entre -1 y 1, posteriormente los elementos de 
silencio se suprimen, y finalmente la señal normalizada y sin silencios recorre un 
sistema de filtrado pasa bajo para eliminar los componentes de ruido de alta frecuencia,  
 
Una vez la señal está preparada para ser procesada se selecciona un nuevo ventaneo 
rectangular para comenzar a aplicar sucesivamente la transformada de Wavelet hasta 
obtener un numero mucho más reducido de coeficientes con el que se pueda trabajar 
computacionalmente. Estos coeficientes son los que van a dar paso al modelo del locutor 
y que a su vez sirven para entrenar la red neuronal. 
 
La última fase del sistema propuesto implementa el proceso para identificar al locutor a 
partir de estos datos haciendo pasar los coeficientes extraídos de la nueva señal por el 
sistema de la red neuronal. 
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Figura 28. Modelo de red neuronal MLP a implementar 
http://realintelligence.net/tutorials.php?category=ann&tutName=mlp 
 
La imagen superior representa el esquema de red neuronal que se decide implementar. 
El modelo específico para este trabajo de Tesis tiene 33 entradas, que representan cada 
uno de los 33 coeficientes que se obtienen a través de las sucesivas transformadas de 
Wavelet. La capa de salida está compuesta por las neuronas que representan cada uno de 
los locutores que hacen parte del espacio muestral del experimento, y existe además una 
capa intermedia que en la formulación del modelo se conoce como “Capa oculta”. El 
numero de neuronas que hacen parte de la capa intermedia se debe ajustar a la aplicación 
particular y va a ser una de las variables que se van a analizar en este proceso.  
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 Capítulo 6 
 
RESULTADOS 
  
6.1  SUPRESIÓN DE SILENCIOS POR PROMEDIO DE ENERGIA 
 
A continuación la implementación del removedor de silencios de la ecuación (16)  y los 
resultados de las pruebas  
 
 
                                                                                       (16) 
 
function fil=filtroruido(z) 
l=length(z); 
prom=sum(z.*z)/l; 
fil=[0]; 
for i=1:ventana:l-ventana 
    seg=z(i:i+(ventana-1)); 
    e=sum(seg.*seg)/ventana; 
    if(e>THRES*prom) 
        fil=[fil,seg(1:end)']; 
end 
end 
 
Ventana de Filtrado 
(Muestras) 
110 220 441 882 1764 
SIN FILTRAR 35% 35% 35% 35% 35% 
THRES= 0.1 45% 50% 40% 45% 45% 
THRES= 0.2 40% 40% 35% 40% 40% 
THRES= 0.3 40% 35% 40% 35% 40% 
Tabla 5, Resultados de diferentes pruebas del supresor de silencios 
 
Los resultados de las pruebas nos permiten observar que en algunas ocasiones la 
implementación del supresor de silencios disminuye la tasa de éxito, pero si se 
selecciona un buen tamaño de ventana y un buen nivel de umbral de decisión, la 
implementación del algoritmo puede contribuir al modelo de implementación final. Los 
resultados de las pruebas permiten apreciar que el nivel más adecuado del coeficiente de 
umbral es 0,1; mientras que el intervalo de análisis va a ser de 5ms (220 muestras).  
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Figura 29. Señal con silencios y señal sin silencios 
 
 
6.2 IMPLEMENTACION DEL FILTRO FIR 
 
Este es el código y la respuesta en frecuencia del filtro que finalmente fue implementado 
porque entregó los mejores resultados en las pruebas y permitió obtener las tasas de 
éxito más altas. 
 
La función “remezord” permite estimar el orden óptimo a través del algoritmo de Parks-
McClellan o Remez. Los coeficientes que entrega son: El orden resultante (N), el vector 
de frecuencia (Fo), el vector de respuesta en amplitud (Mo), y los pesos (W) que son los 
parámetros necesarios para implementar el filtro a través de la función “remez” 
 
La función “freqz” se utiliza con el único propósito de graficar la respuesta en 
frecuencia del filtro. 
 
fp=2000;fs=10000; 
fm=44100;fny=fm/2; 
Ap=0.5;As=50; 
ap=1-10^(-(Ap-0.4)/20); 
as=10^(-(As+10)/20); 
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[N,Fo,Mo,W]=remezord([fp fs],[1 0],[ap as],44100); 
B=remez(N,Fo,Mo,W); 
 
[H,F]=freqz(B,1,500,fm); 
plot(F,abs(H));hold on;zoom;grid; 
 
 
Figura 30. Respuesta en frecuencia del filtro FIR implementado 
 
 
 
6.3  WINDOWING 
 
6.3.1   RESULTADOS HAMMING 
 
El propósito de las pruebas en esta primera parte, es evaluar el efecto positivo o negativo 
de las variables que participan en el proceso de adecuación y pre-procesamiento de la 
señal (Normalización, Filtrado, Ventaneo, Tamaño del Universo Muestral). Para hacer 
estas pruebas se utilizan en las etapas de extracción de características y en las etapas de 
elaboración de los modelos de locutores, los algoritmos más comúnmente utilizados y 
que de acuerdo a las investigaciones previas hayan arrojado los mejores resultados, es 
decir MFCC (Mel Frequency Cepstral Coefficents) para la extracción de características, 
y GMM (Gaussian Mixture Models) para la caracterización del locutor.  
 
Las tablas que se presentan a continuación muestran los resultados de los modelos con 
diferentes valores en las variables participantes. Las principales variables en cada una de 
las tablas son: 
 
1. El tamaño de la ventana, representado por las columnas. Los valores tenidos en 
cuenta son los más utilizados en los trabajos previos. 
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2. El deslizamiento entre una ventana y otra, representado por las filas.  
3. Para tener en cuenta la variabilidad que introduce el tamaño de la población en 
estudio. Se hacen pruebas con diferentes tamaños de poblaciones, una con una 
población de 5 personas, una con una población de 10, y una con una población 
de 20. 
4. Para tener unos resultados más generales, se hacen varios intentos con diferentes 
muestras para los mismos tamaños de la población. 
Los resultados se presentan a continuación: 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 40% 40% 50% 50% 
75 40% 40% 50% 20% 
100 50% 50% 30% 50% 
125 40% 40% 40% 60% 
150 40% 50% 50% 50% 
175 50% 50% 50% 40% 
200 40% 40% 40% 40% 
Tabla 6, Resultados de pruebas de Hamming con población de 5, primera muestra 
 
Esta tabla muestra los resultados recogidos de los porcentajes de éxito en las pruebas, 
para una población de 5 personas (4 hombres 1 Mujer) sin normalizar. La frecuencia de 
muestreo fue de 44100 bps y la longitud de todos los registros es de aproximadamente 2 
segundos. 
 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 30% 40% 30% 40% 
75 30% 40% 30% 40% 
100 30% 40% 50% 30% 
125 40% 30% 20% 40% 
150 50% 30% 50% 40% 
175 40% 40% 30% 40% 
200 30% 60% 40% 30% 
Tabla 7, Resultados de pruebas de Hamming con población de 5, segunda muestra 
 
Esta tabla muestra los resultados de pruebas similares a las de la tabla anterior, pero con 
una población diferente. Los valores de los parámetros son los mismos, frecuencia de 
muestreo 44100bps, longitud de los registros 2 segundos, los registros están sin 
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normalizar. La diferencia más importante en estos nuevos resultados, es que la población 
de 5 personas incluye únicamente Hombres. 
 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 50% 60% 80% 60% 
75 70% 60% 60% 60% 
100 60% 60% 60% 70% 
125 70% 60% 60% 60% 
150 60% 60% 60% 60% 
175 60% 60% 60% 60% 
200 60% 60% 70% 60% 
Tabla 8, Resultados de pruebas de Hamming con población de 5, tercera muestra 
 
  
Finalmente esta tabla nos muestra los resultados de pruebas, con los mismos valores de 
variables mencionados. El valor adicional de esta tabla, es que la población de 5 
personas con la que se desarrollo está compuesta por tres Hombres y dos Mujeres. 
 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 50% 60% 80% 60% 
75 70% 60% 60% 60% 
100 60% 60% 60% 70% 
125 70% 60% 60% 60% 
150 60% 60% 60% 60% 
175 60% 60% 60% 60% 
200 60% 60% 70% 60% 
Tabla 9, Resultados de pruebas de Hamming con población de 10, intento 1 
 
 
Esta Tabla nos muestra los resultados de las simulaciones con una población más 
grande, de 10 personas. La población evaluada incluye 4 mujeres y 6 hombres. Los 
valores de las demás variables son los mismos que se presentan en las pruebas 
anteriores, es decir frecuencia de muestreo 44100bps, longitud de los registros 2 
segundos, y registros sin normalizar. 
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Deslizamiento/Tam. Ventana 200 250 300 350 
50 25% 20% 25% 25% 
75 25% 20% 20% 20% 
100 25% 30% 25% 25% 
125 30% 25% 25% 20% 
150 30% 20% 30% 35% 
175 20% 30% 25% 30% 
200 30% 25% 30% 25% 
Tabla 10, Resultados de pruebas de Hamming con población de 10, intento 2 
 
 
Esta tabla muestra los resultados de las pruebas de Hamming sobre otra población de 10 
personas, para poder evaluar la repetitividad. Los miembros que componen la población 
sobre la que se realizaron las pruebas son totalmente diferentes a los de la tabla anterior. 
 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 15% 15% 15% 15% 
75 12,50% 12,50% 12,50% 12,50% 
100 22,50% 17,50% 17,50% 20% 
125 12,50% 17,50% 20% 20% 
150 15% 15% 20% 22,50% 
175 17,50% 25% 20% 22,50% 
200 15% 15% 15% 17,50% 
Tabla 11, Resultados de pruebas de Hamming con población de 20 
 
 
Finalmente esta tabla muestra los resultados de las pruebas realizadas sobre una 
población de 20 locutores, para poder evaluar y determinar los efectos del tamaño de la 
población. Estas tablas incluyen los valores más utilizados en trabajos reconocidos 
anteriores y otros identificados por tendencias actuales. Estas son las conclusiones que 
podemos extraer de los anteriores resultados: 
 
1. Si la población es más grande, los porcentajes de éxito son menores. Es decir que 
es más difícil el trabajo del algoritmo para identificar al locutor dentro de grupos 
más numerosos. 
2. En los valores obtenidos no se puede observar una diferencia importante o 
representativa, que marque una tendencia hacia el valor ideal de la longitud de la 
ventana de Hamming, sin embargo los tamaños de ventana de 200 y 300 arrojan 
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los mejores resultados. Por ello se opta por implementar en el modelo definitivo 
un tamaño de ventana de 300. 
3. Tampoco es fácil de apreciar una tendencia relacionada con el tamaño del 
deslizamiento entre ventanas. El cambio en los resultados obtenidos a partir de 
diferentes tamaños de deslizamiento es poco. Sin embargo al hacer un análisis 
con más detalle de las tablas de resultados, se puede apreciar cierta tendencia a 
aumentar la tasa de éxito si se trabaja con un deslizamiento de 100 o 150. Por 
ello se opta por seleccionar un deslizamiento de 150 para el modelo definitivo. 
4. El éxito en las pruebas de verificación presentan alta sensibilidad a la 
caracterización de las personas que componen la muestra. Esto se hace evidente 
en los resultados de los intentos donde la población incluye una cantidad 
importante de hombres tanto como de mujeres, sobre los intentos donde solo 
existen hombres o solo existen mujeres. 
 
6.4   NORMALIZACIÓN 
 
El propósito de las pruebas que se muestran a continuación es evaluar la relación 
costo/beneficio de la implementación de un proceso de normalización de magnitud. Si 
las magnitudes de los registros de voz están normalizadas, es decir entre los mismos 
niveles de amplitud, se disminuye los efectos que introduce la incertidumbre en el 
volumen de la voz, la distancia entre el micrófono y la boca, el elemento de ganancia del 
dispositivo móvil transmisor, etc. 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 30% 40% 30% 40% 
75 30% 40% 30% 40% 
100 30% 40% 50% 30% 
125 40% 30% 20% 40% 
150 50% 30% 50% 40% 
175 40% 40% 30% 40% 
200 30% 60% 40% 30% 
Tabla 12, Resultados de Hamming con población de 5 sin normalizar 
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Deslizamiento/Tam. Ventana 200 250 300 350 
50 40% 60% 50% 40% 
75 30% 30% 50% 30% 
100 50% 40% 40% 50% 
125 40% 40% 50% 40% 
150 50% 40% 50% 50% 
175 50% 50% 50% 40% 
200 50% 40% 60% 60% 
Tabla 13, Resultados de Hamming con población de 5 normalizado 
 
A partir de una población de 5 personas, con registros tomados de la base de datos 
elaborada para este trabajo de Tesis. 
 
Los experimentos consignados en las dos tablas están desarrollados con la misma 
población y exactamente con los mismos registros de voz. La única diferencia es que en 
la primera tabla, la magnitud de los datos no fue normalizada previamente, mientras en 
la segunda sí. En la mayor parte de los resultados se observa un incremento en el 
porcentaje de identificación correcta. En las tablas que se encuentran a continuación se 
pueden hacer análisis comparativos similares pero con poblaciones más grandes. 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 25% 20% 25% 25% 
75 25% 20% 20% 20% 
100 25% 30% 25% 25% 
125 30% 25% 25% 20% 
150 30% 20% 30% 35% 
175 20% 30% 25% 30% 
200 30% 25% 30% 25% 
Tabla 14, Resultados de Hamming con población de 10 sin normalizar 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 35% 25% 35% 30% 
75 30% 25% 25% 35% 
100 30% 35% 25% 30% 
125 30% 30% 30% 20% 
150 30% 30% 30% 35% 
175 25% 35% 25% 30% 
200 35% 20% 30% 30% 
Tabla 15, Resultados de Hamming con población de 10 normalizado 
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Estas tablas muestran los resultados de una serie de experimentos similares pero con un 
espacio muestral de 10 locutores. En la primera tabla la magnitud de los registros está 
sin normalizar, mientras que en la segunda ya están normalizados. Claramente se puede 
observar la mejora en los resultados de la segunda tabla. Con una población más grande 
(20 locutores) ocurren también mejoras considerables. 
 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 15% 15% 15% 15% 
75 12,50% 12,50% 12,50% 12,50% 
100 22,50% 17,50% 17,50% 20% 
125 12,50% 17,50% 20% 20% 
150 15% 15% 20% 22,50% 
175 17,50% 25% 20% 22,50% 
200 15% 15% 15% 17,50% 
Tabla 16, Resultados de Hamming con población de 20 sin normalizar 
 
 
Deslizamiento/Tam. Ventana 200 250 300 350 
50 15% 17,50% 15% 12,50% 
75 15% 15% 15% 12,50% 
100 22,50% 22,50% 22,50% 15% 
125 12,50% 20% 20% 20% 
150 17,50% 15% 20% 22,50% 
175 20% 25% 20% 22,50% 
200 17,50% 12,50% 20% 20% 
Tabla 17, Resultados de Hamming con población de 20 normalizado 
 
 
 
El aumento considerable en las tasas de éxito sobre los registros normalizados en 
magnitud hace evidente la importancia de normalizar los registros previamente. Como 
conclusión de estos  resultados que se presentan. Se toma la decisión de que el modelo 
resultante de este trabajo de Tesis debe incluir en la fase de pre-procesamiento una etapa 
de Normalización para disminuir los efectos de la variación en la distancia entre la boca 
y el receptor móvil, la variación en los volúmenes de voz y la variación en las etapas de 
pre-amplificación que ofrecen los diferentes fabricantes de dispositivos móviles. 
 
 
 
 
  
62 
6.4.1 MFCC (MEL FREQUENCY CEPSTRAL COEFFICIENTS) 
 
Los coeficientes cepstrales de frecuencia MEL son usados extensamente en todo tipo de 
sistemas de voz. Se derivan como se ha especificado del espectro de magnitud FFT y 
aplicando el banco de filtros MEL. A continuación se muestran los resultados de una 
serie de pruebas que permiten demostrar la viabilidad de la implementación MFCC 
sobre las tasas de reconocimiento en registros GSM.  
 
Los estudios de Ben Shannon y Kuldip Paliwal [16]  presentan la opción de implementar 
una serie de filtros similares al banco de filtros MEL llamada la escala BARK. Esta 
nueva serie de filtros especifica el comportamiento relacionado con la “inteligibilidad en 
la percepción” de los humanos empíricamente observada. La escala BARK está 
relacionada con la inteligibilidad de los tonos, mientras que la escala MEL está 
relacionada con la percepción de la tonalidad. En los documentos publicados que hacen 
referencia a este estudio, se utiliza el término BFCC para referirse al procedimiento 
MFCC pero utilizando la serie de filtros Bark.  El rendimiento de MFCC y de BFCC se 
compara también regularmente con los coeficientes cepstrales de frecuencia uniforme 
(UFCC) 
 
 
Figura 31. Bancos de filtros MEL, BANK y Uniforme 
 
 
(16) 
 
 
Cuando se comparan las escalas de distorsión de Mel y Bark contra la escala uniforme, 
se puede percibir fácilmente el comportamiento logarítmico en la escala de la frecuencia, 
los filtros son más angostos al inicio y se van ensanchando hacia el final,  por el 
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contrario los filtros uniformes (UFCC) presentan una escala homogénea donde el ancho 
de banda de todos los filtros es constante. 
 
El número de filtros implementados también influye en el resultado, por ello se 
desarrollan pruebas teniendo en cuenta una variabilidad en el numero de filtros. 
 
Las tablas que se muestran a continuación, reflejan el promedio de los resultados 
obtenidos. En las columnas están los filtros específicos que se utilizaron, MFCC, BFCC 
y UFCC; mientras en las filas se presentan los resultados que se obtuvieron con 
diferentes cantidades de filtros aplicados.  
 
# FILTROS MEL MFCC BFCC UFCC 
15 60% 60% 40% 
20 60% 45% 35% 
25 60% 60% 50% 
30 60% 60% 45% 
35 60% 45% 30% 
Tabla 18, Resultados variando forma y numero de filtros MFCC, población de 5 traslapado 
 
Las tabla que se encuentra en la parte superior, muestran los resultados de pruebas con 
diferentes valores para las variables más influyentes en el proceso de extracción de 
coeficientes, y para una población de 5 personas. Los resultados permiten ver una clara 
tendencia a obtener resultados más satisfactorios utilizando la escala de MEL sobre la 
escala de BARK. En cuanto a la escala uniforme UFCC, se identifica también una 
tendencia a presentar resultados más bajos que las escalas MFCC y BFCC 
 
 
# FILTROS MEL MFCC BFCC UFCC 
15 25% 25% 20% 
20 30% 25% 25% 
25 40% 40% 40% 
30 30% 30% 30% 
35 25% 25% 25% 
Tabla 19, Resultados variando forma y numero de filtros MFCC, población de 10 traslapado 
 
La tabla superior repite las pruebas con parámetros muy similares pero para una 
población más amplia (10 locutores). Los resultados son muy similares, el modelo que 
ofrece mejores indicadores es de nuevo el MFCC. En cuanto al estudio de variabilidad 
del número de filtros, podemos concluir que los mejores resultados se presentan cuando 
el banco de filtros está compuesto por 25 filtros.  
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Las dos tablas que se encuentran en la parte inferior pretenden resumir los resultados 
obtenidos aplicando las mismas pruebas pero sobre una población de 20 personas. Como 
habíamos concluido previamente, si la población aumenta las tasas de éxito disminuyen, 
sin embargo se pueden obtener las mismas conclusiones: 
 
1. El porcentaje más alto de verdaderos positivos, se presenta cuando se utiliza el 
banco de filtros MEL, sobre el modelo propuesto por BFCC y UFCC. 
2. El número de filtros que se ajusta más a la aplicación de acuerdo con los 
resultados es de 25.  
3. Sin importar el tamaño de la población, utilizar 25 filtros sobre la escala MFCC 
arroja los mejores indicadores. 
# FILTROS MEL MFCC BFCC UFCC 
15 20% 17,50% 17,50% 
20 17.5% 17,50% 15% 
25 30% 30% 30% 
30 17,50% 15% 15% 
35 25% 25% 25% 
Tabla 20, Resultados variando forma y numero de filtros MFCC, población de 20 traslapado 
 
En la mayor  parte de las pruebas los filtros están sobrepuestos como indica el algoritmo, 
sin embargo se hicieron también pruebas donde los filtros estaban separados 
completamente, es decir utilizando solo la mitad de los filtros como se muestra en la 
figura. Los promedios de los resultados se indican en la tabla a continuación. 
 
 
  SUPERPUESTO NO SUPERPUESTO 
Población 5 MEL 60% 53% 
Población 10 MEL 40% 35% 
Población 20 MEL 30% 22,50% 
Población 5 BACK 52% 50% 
Población 10 BACK 40% 30% 
Población 20 BACK 20% 17,50% 
Tabla 21, Resultados con filtros superpuestos y no superpuestos 
 
Los resultados muestran claramente que disminuir el número de filtros a la mitad con el 
objetivo de eliminar las superposiciones, no ofrece mejores resultados. 
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6.4.2 LPCC (LINEAR PREDICTING CODING COEFFICIENTS) 
Las últimas versiones de SCILAB incorporan una función llamada LPC, con esta 
función se pueden obtener los coeficientes del filtro de predicción lineal. La función 
“lpc” determina los coeficientes predictivos lineales de la señal, de acuerdo a la ecuación 
matricial que se expuso previamente con el método de mínimos cuadrados. 
 
Los argumentos de la función permiten seleccionar el orden del predictor lineal que se 
desea obtener, los trabajos previos recomiendan que el orden del filtro para aplicaciones 
de audio debe estar entre 10 y 12 con igual número de coeficientes, en algunos 
experimentos se hacen pruebas haciendo una sub-selección de los coeficientes del filtro 
para reducir la cantidad de información y los recursos computacionales necesarios, pero 
siempre con resultados negativos que demuestran que eliminar coeficientes no es una 
buena práctica a la hora de maximizar las tasas de éxito. 
 
La tabla que se encuentra a continuación resume los resultados de las pruebas sobre el 
algoritmo LPCC. En las filas se pueden reconocer los resultados de acuerdo al orden de 
filtro implementado para modelar el tracto vocal, los valores de orden de filtro que se 
seleccionan son 4, 6, 8, 10, 15, 20, 25, 30 y 40 que son valores representativos de las 
aplicaciones más populares de LPCC.  
 
La documentación disponible en internet sugiere trabajar LPCC junto con ventanas de 
Hamming, en este trabajo se propone probar también con ventanas Hann que han 
generado buenos resultados en diferentes aplicaciones de voz. 
 
Las pruebas se hicieron sobre una población de 10 personas, las señales fueron 
previamente filtradas y normalizadas, y sus silencios suprimidos; el tamaño de la 
ventana que se utilizó es de 300 muestras con corrimiento de 150, el parámetro que se 
utilizó para la decisión de selección es minimizar la distancia euclidiana de las 
magnitudes de error resultantes.  
 
El resumen de los resultados obtenidos es el siguiente: 
 
Orden/Coef Hamming Hann 
4 35% 30% 
6 40% 40% 
8 35% 35% 
10 45% 45% 
15 40% 40% 
20 35% 35% 
25 65% 50% 
30 30% 30% 
40 35% 30% 
Tabla 22, Resultados de evaluación de LPCC 
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De los resultados que permite observar la tabla se puede concluir a primordialmente lo 
siguiente: 
 
1. El uso del ventaneo de Hann arroja resultados inferiores a los que se obtuvieron 
utilizando las sugeridas ventanas de Hamming. Las tasas de reconocimiento del 
ventaneo Hann están muy por debajo de las esperadas en todos los casos 
evaluados. 
2. El orden de filtro que arroja los mejores es resultados es 25. Este es un resultado 
sorprendente teniendo en cuenta que los trabajos previos sugieren que el orden 
del filtro debe estar entre 10 y 12 para aplicaciones de voz. 
3. Si se implementa funciones de transferencia de filtros de orden alto vuelve a 
disminuir significativamente la tasa de éxito.  
4. Los resultados están por debajo de los obtenidos con MFCC 
Las conclusiones de las pruebas con los algoritmos LPCC y MFCC sugieren que el 
modelo final a implementar utilice la extracción de coeficientes por el método de 
coeficientes cepstrales de escala MEL. 
 
6.4.3   DWT(DISCRETE WAVELET TRANSFORM) Y REDES 
NEURONALES MLP 
 
Implementar la transformada de Wavelet en SCILAB es realmente sencillo, SCILAB 
cuenta específicamente con ToolBox Wavelet, este amplio conjunto de herramientas 
permite no solamente calcular de una forma ágil y simple la transformada Wavelet 
directa e inversa de una señal, sino que además trae incluidas rutinas efectivas para la 
estimación del ruido en vectores y matrices. 
 
Para desarrollar la extracción de los coeficientes, aplicamos la transformada Wavelet 
discreta DWT en varios niveles de descomposición. Básicamente la DWT realiza dos 
procesos: filtra la señal utilizando un filtro pasa-bajos y un filtro pasa-altos de 
descomposición para obtener un submuestreo de la señal de entrada. La señal resultante 
de la acción del filtro pasa-bajos es la que contiene la mayor parte de la energía pero con 
la mitad de la información, mientras la señal salida del filtro pasa-altos contiene el 
primer nivel de detalle de la señal. 
 
La señal que se procede a descomponer de nuevo sucesivas veces es la salida siempre 
del filtro pasa-bajos, si se descompone 11 veces se obtienen 33 coeficientes que van a 
caracterizar al locutor y que van a entrenar el modelo de red neuronal. 
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Figura 32. Señal  bajo sucesivas transformaciones Wavelet 
 
 
 
Figura 33. Señal de aproximación Daubeuchies 
 
 
Las gráficas muestran la evolución de la transformada DWT, transformación 1 y 2 
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l=length(x1)/2; 
for i=1:l 
    x2(i)=(x1(2*i-1)+x1(2*i))/2; 
end  
 
El segmento de código que se muestra en la parte superior ejemplifica la forma como se 
llevo a cabo el procedimiento de submuestreo y extracción de coeficientes a partir de los 
principios que dicta el algoritmo de transformada discreta de Wavelet DWT. 
 
La siguiente tabla resume los resultados obtenidos en las pruebas con los algoritmos de 
Wavelet-Daubeuchies para extraer los coeficientes y una red neuronal Artificial tipo 
perceptrón multicapa. 
 
En las filas la variable es el número de neuronas que hace parte de la capa oculta, como 
se mencionó previamente y se especifico en la imagen, el modelo de la red neuronal 
tiene 3 capas: una de entrada, una oculta y una de salida. La capa de entrada debe tener 
el número de neuronas igual al número de coeficientes extraídos, mientras que la capa de 
salida representa los locutores participantes en el espacio muestral. El número de 
neuronas que compone la capa oculta es configurable y depende de la aplicación 
particular. Los valores que se implementaron para probar la eficiencia del algoritmo ante 
modelos de redes neuronales MLP con diferente número de neuronas en la capa oculta 
son 5, 10, 15, 20. Estos valores están entre los rangos de neuronas utilizadas en las capas 
ocultas de modelos previos para otras aplicaciones con resultados satisfactorios. 
 
 
Neuronas de la capa Oculta/ 
Coeficientes extraídos 
66 33 16 
5 10% 15% 12,5% 
10 22,5% 35% 30% 
15 35% 70% 55% 
20 30% 40% 35% 
Tabla 23, Resultados transformada de Wavelet 
 
En las columnas se introducen diferentes cantidades de coeficientes extraídos a 
implementar, los números con los que se trabajan son 66, 33 y 16 que es el número de 
coeficientes que corresponden a la 10ma, 11va y 12va transformación Wavelet.  
 
De los resultados obtenidos se puede concluir lo siguiente: 
 
1. El número de neuronas de la capa oculta que muestra los mejores resultados es 
15, eso desvirtúa la suposición de que entre mayor número de neuronas mas 
conocimiento puede almacenar la red neuronal, debido a que las pruebas con 
números mayores a 15 disminuyen el porcentaje de aciertos. 
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2. Los mejores porcentajes de éxito se obtuvieron cuando se implementa la 
undécima 11° transformación Wavelet y se obtienen 33 coeficientes a partir de la 
señal original. Los resultados difieren mucho de los obtenidos con otras 
transformaciones cercanas, también desvirtúa la creencia de que entre más 
coeficientes se extraigan y más complejo sea el algoritmo, mejores resultados se 
van a obtener. 
3. La red neuronal presenta problemas y errores en la identificación cuando los 
locutores miembros de la población a evaluar presentan coeficientes similares 
que no pueden ser separables por una función lineal. Si los coeficientes son 
muchos es más difícil que los coeficientes de uno y otro locutor sean linealmente 
separables. Pero si los coeficientes son muy pocos se pierde la información 
relevante que puede permitir la discriminación entre uno y otro locutor. 
4. Aunque los resultados obtenidos a partir del uso de transformada de Wavelet 
discreta y de redes neuronales artificiales como elemento de decisión son buenos, 
no superan los porcentajes de coincidencias o buenos resultados obtenidos con la 
extracción de coeficientes cepstrales de MEL. 
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 Capítulo 7 
 
MODELO FINAL PROPUESTO 
 
Durante el desarrollo de este trabajo de Tesis se ha hecho una profunda investigación de 
un importante número de algoritmos, procedimientos y variables que se tienen en cuenta 
al momento de diseñar un modelo que entregue resultados. A lo largo de este informe se 
ha hecho énfasis en las conclusiones obtenidas por cada segmento de evaluación pero en 
este capítulo se recogerán las más importantes impresiones. 
 
En el modelo final propuesto deben existir las mismas etapas que se plantean en todos 
los modelos que trabajan con reconocimiento de locutor pero en instancias o entornos 
diferentes a las de redes celulares. El diagrama de bloques de las etapas se presenta a 
continuación: 
       
 
 
Figura 34. Esquema del modelo final propuesto 
 
 
7.1 CARACTERÍSTICAS 
 
Las aplicaciones que se proponen realizar, se desarrollan a partir del terminal celular 
receptor, los dispositivos de uso por el usuario son variados y en ocasiones de regular 
calidad. Es muy difícil controlar el dispositivo desde el que se realice la comunicación, 
pero se puede generar una recomendación al usuario de hacer uso de la aplicación solo 
con dispositivos de calidad aceptable y darle una lista de los requerimientos mínimos 
que se sugieren para su terminal. 
 
1. La aplicación esta en el terminal receptor, ésta si se puede controlar por parte del 
aplicativo. Debe ser de muy buena calidad, sobre todo en lo que se refiere a la 
capacidad de bits del conversor análogo-digital, y debe tener incorporado un 
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control automático de ganancia que evite el fenómeno de saturación en los 
registros. Aunque la tasa de muestreo que se utilizó a lo largo de este trabajo de 
Tesis es de 44100bps, similar a la calidad con la que se graban un CD de audio 
comercial. El modelo ha mostrado similares resultados si se utilizan frecuencias 
de muestreo inferiores, siempre y cuando se encuentren por encima de 12Kbps. 
 
2. La adquisición de las señales de voz en el receptor debe hacerse con interfaces de 
audio de calidad que minimicen los efectos negativos del ruido y que permitan 
almacenar la información en el terminal donde se encuentre el aplicativo con 
buena resolución y calidad. 
 
3. El número de registros de voz de los que se debe disponer previamente para 
entrenar el modelo puede ser variado, pero se recomienda que sea mínimo de 3 
para tener unos resultados más confiables.  Entre más información previa del 
usuario se disponga, mejor serán los resultados porque el modelo se adaptará mas 
a sus características y será menos sensible a los parámetros de variabilidad como 
ruido y volumen de la voz. 
 
4. la longitud de los registros depende de la aplicación, teóricamente entre más 
largos sean los registros, mayor información se dispondrá del locutor, pero los 
experimentos demostraron que si el registro es mayor a dos segundos después de 
los 2 segundos no se aporta información significativa adicional. 
 
5. El espacio muestral debe mantenerse lo más pequeño posible en aras de 
mantener alta la tasa de reconocimiento exitoso. En este trabajo se mostraron los 
resultados obtenidos con poblaciones de 5, 10 y 20 personas evidenciando así 
que entre más grande sea la población, más difícil será llevar a cabo la labor de 
reconocimiento. 
 
6. La normalización de los registros es una tarea vital, con ellos se disminuyen 
efectos externos y se colocan todos los registros dentro de la misma escala para 
que se puedan comparar. en los trabajos realizados en este trabajo de Tesis se 
normalizan siempre los registros a amplitudes entre 1 y -1. 
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7. Los segmentos de silencio que quedan en la grabación de los registros se deben 
eliminar, las etapas de silencio solo contienen segmentos de ruido que gastan 
recursos y pueden afectar la tasa de reconocimiento, después de hacer pruebas 
con varios métodos públicos sugeridos, se concluyó que el mejor método era 
ofrecer la supresión de silencios por promedio de energía. las pruebas 
demostraron que se obtienen mejores resultados si se divide la señal en 
fragmentos de 5ms; si el promedio energético es inferior a la decima parte del 
promedio energético de la señal total, se considera un silencio y se debe eliminar. 
 
8. El filtro digital que se debe implementar con el objetivo de eliminar el perjudicial 
y común ruido de alta frecuencia, debe ser un filtro de respuesta finita al impulso 
(FIR) y con las características que sugiere este documento, y que fueron 
diseñadas por el método de Remez. 
 
9. Debe realizarse después una operación de ventaneo donde se divide en 
segmentos la señal original. de acuerdo a los resultados deben implementarse 
ventanas de Hamming de 300 muestras de longitud y con corrimiento de 150 
para registros de voz muestreados a 44100bps, es decir que en el tiempo las 
ventanas son de 7ms con corrimiento de 3,5ms. 
 
10. La diferenciación entre hombres y mujeres es mucho más sencilla que entre 
personas del mismo sexo, por las características de tono y volumen propias de la 
voz de hombres y mujeres, por ello se sugiere que los grupos de población a 
avaluar tengan en la medida de lo posible personas del sexo masculino y 
femenino en porcentajes similares. 
 
11. El modelo de extracción de características que entrega las mejores tasas de 
reconocimiento es por medio de la extracción de coeficientes MEL, utilizando la 
misma escala de filtro MEL SUPERPUESTA y la ecuación de alteración del 
espectro de potencia que se especifica a continuación. El número ideal de filtros 
MEL a implementar en este modelo es de 25. 
 
     (17) 
 
12. Finalmente el método de clasificación que ofrece los mejores resultados en este 
modelo es Vector Quantization. Este método fue propuesto por Kohonen con el 
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fin de representar la frontera de decisión entre clases. Para esto, parte de un 
conjunto de prototipos iniciales que modifica mediante las siguientes reglas de 
actualización: dado un objeto x, el prototipo más cercano a éste, es actualizado 
acercándolo al objeto si es clasificado correctamente por el prototipo, o 
alejándolo en caso contrario. El efecto de la actualización es mover los prototipos 
hacia los patrones de su propia clase, y alejarlos de los de otra clase. 
 
7.2 PRUEBAS SOBRE EL MODELO FINAL 
 
  MFCC 
Poblacion 5 78% 
Poblacion 10 64% 
Poblacion 20 50% 
Tabla 24, Resultados modelo Final propuesta 
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 Capítulo 8 
CONCLUSIONES 
 
 
1. Las tasas de éxito que se obtuvieron con el modelo final, se muestran en la tabla 
24, muestran niveles aceptables para la incorporación de algunas aplicaciones, 
teniendo en cuenta que los locutores que participaron en la elaboración de este 
trabajo no pertenecen a una cierta clase o grupo de personas, sino que se obtienen 
de una muestra relativamente aleatoria de miembros de la sociedad colombiana. 
Por ello se pueden considerar las tasas obtenidas en el desarrollo de este trabajo 
de Tesis como promisorias y exitosas. 
2. El camino que se visualiza para mejorar el rendimiento de los sistemas que 
existen actualmente sobre los registros de voz que han recorrido el ruidoso y 
complejo canal que representa la red celular GSM en Colombia, es formular los 
parámetros que son menos sensibles a tal ambiente 
3. El interés de las comunidades investigativas en las aplicaciones sobre la voz 
humana ha sido verdaderamente significativo, a tal punto que actualmente se han 
destacado muchas organizaciones a nivel mundial que contribuyen a formar 
bases de datos de diferentes locutores dependientes o independientes del texto. 
4. Se elaboró una base de datos que representa significativamente a los estamentos 
de la población colombiana. Después de continuas y exhaustivas búsquedas no se 
encontró ninguna base de datos en Internet con condiciones y variables similares 
a las que se requerían para la elaboración de este trabajo de tesis y menos 
construida a partir de dialectos colombianos. 
5. Aunque se implemente un algoritmo de reconocimiento de voz muy fuerte y 
eficiente, las características de adquisición de la señal en el origen son las que 
permiten que este funcione de una forma efectiva, como se pudo ver en el 
desarrollo de las pruebas, las condiciones de ruido son el principal factor adverso 
al éxito en el reconocimiento. 
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6. Si el tamaño de la población es menor, es más fácil trabajar con el 
reconocimiento, la tasa de error aumenta considerablemente cuando el tamaño de 
la población aumenta. 
7. Si se proveen más registros por usuario, tomadas en diferentes circunstancias, se 
pueden obtener mejores tasas de reconocimiento. 
8.  Los registros de voz más extensos en el tiempo no necesariamente permiten 
mejorar la tasa de reconocimiento y si generan un gasto innecesario de recursos. 
9. La red GSM implementada en Colombia esta esencialmente bajo la 
administración de 3 operadores privados muy fuertes a nivel mundial. La 
información sobre la arquitectura de la red es únicamente administrada por los 
empleados de las compañías quienes firman contratos de confidencialidad muy 
estrictos que les impide revelar información acerca de la infraestructura. no 
existe a la fecha documentación disponible públicamente que indique 
información relacionada con la arquitectura propia de la red GSM en Colombia. 
10. Existen en el mercado de forma pública y gratuita gran cantidad de aplicaciones 
de tratamiento y adquisición de audio que permiten interactuar de una forma más 
eficiente y amable con el tratamiento de las señales. 
11. Se implementaron y desarrollaron numerosas pruebas sobre los registros de voz 
utilizando las más populares técnicas de extracción de características y 
elaboración de modelos de locutor, esta serie de pruebas permitió detectar y 
formular los parámetros ideales para que estas técnicas ofrezcan buenos 
resultados en aplicaciones en Colombia. 
12. Los elementos de filtrado, supresión de silencios y normalización son de vital 
importancia para obtener buenos resultados, este trabajo de Tesis deja como 
legado la evaluación de muchos sistemas de filtrado y supresión de silencio, y 
formula el más eficiente aplicado a registros de voz de colombianos utilizando la 
infraestructura de la red celular GSM en Colombia. 
13. El sistema de supresión de silencios más eficiente es a través de la segmentación 
por promedio de energía, este sistema se explica en detalle y se evalúa en la 
sección 4.1.1.1 
14. La mejor implementación de filtrado se desarrolla a partir de un filtro FIR con 
los parámetros que se explican en la sección 4.1.1.2., este filtro ofrece las 
características necesarias de sensibilidad, eficiencia, estabilidad y costo 
computacional. 
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15. El ventaneo es un elemento esencial cuyos parámetros también fueron evaluados 
en el desarrollo de este trabajo de Tesis. se concluye que la mejor forma de hacer 
ventaneo para esta aplicación es cada 300 muestras con un deslizamiento de 150. 
16. El modelo de extracción de características que entregó los mejores resultados, 
fue a partir de la extracción de coeficientes cepstrales de MEL. Particularmente 
la implementación que utiliza 25 filtros triangulares MEL sobrepuestos y al 
algoritmo de Vector Quantization para la toma de la decisión final. 
17. Los otros modelos sobre los que se desarrollaron pruebas como LPCC, Wavelet 
y Redes Neuronales, ofrecieron también buenos resultados pero fueron superados 
por los resultados obtenidos con MFCC. 
18. Para analizar la causa de los efectos negativos que generan las redes GSM sobre 
las señales de voz, es necesario elaborar una caracterización profunda de las 
redes GSM en Colombia. Esta caracterización es amplia y compleja porque está 
relacionada directamente con la distribución de la infraestructura de la red y los 
fabricantes de los equipos que la componen. El inconveniente principal que 
surgió durante el desarrollo de este trabajo de Tesis de Maestría es la dificultad 
que existe para acceder a información sobre la topologia de la infraestructura de 
las redes GSM en Colombia; no existe documentación o bibliografía disponible 
públicamente relacionada con el tema y las personas que hacen parte de los 
equipos de trabajo en los proveedores de servicios de redes celulares en 
Colombia firman acuerdos de confidencialidad que les impide revelar cualquier 
tipo de información relacionada con la infraestructura de las redes privadas. 
 
Por este impedimento, este trabajo de tesis de maestría esta centrado en el 
análisis y pruebas de las señales de voz, que han pasado por las redes GSM, en el 
receptor, donde finalmente se implementaría la aplicación de tal forma que fuera 
independiente del proveedor. Y se propone como trabajo futuro para un tema de 
tesis de maestría, estudiar los efectos de las redes GSM sobre las señales de voz. 
 
TRABAJO FUTURO 
 
Se propone a quienes sientan interés de continuar con este trabajo, como elementos 
vitales pero que lastimosamente estuvieron por fuera del alcance de este trabajo de Tesis 
por la situación social, política y económica presente los siguientes elementos: 
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1. Alcanzar tasas de reconocimiento exitosas por encima de 95% 
que permitan la implementación en Colombia de aplicaciones 
relacionadas con reconocimiento de locutor. 
 
 
2. Publicar la base de datos elaborada para este trabajo de Tesis 
en las bases de datos internacionales para ponerla a 
disposición de la comunidad investigadora en Colombia y 
América latina. 
 
3. Ampliar las capacidades de la base de datos, el numero de 
registros de usuarios rurales, niños y ancianos en diferentes 
condiciones socioeconomicas y de salud. 
 
4. Implementar los resultados obtenidos en esta investigación, en 
aplicaciones que requieran verificación de locutor. 
 
5. Estudiar los efectos de las redes GSM sobre las señales de 
voz. 
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 ANEXOS 
 
ANEXO 1 
 
Hoja de especificaciones del FOCUSRITE Saffire 6 USB 
 
Real World ADC Dynamic Range: 105 dB (A-weighted) 
Real World DAC Dynamic Range: 103 dB (A-weighted) 
Chipset ADC/DAC Dynamic Range: 114 dB (A-weighted) 
Latency (Minimum Buffer Size): 77 Samples 
 
Note: For Latency, the test machine was a Dual Core 2.66gHz Xeon Mac Pro with 2GB of RAM, 
running 10.5.7 
 
Microphone Inputs 
• Dynamic Range (A-Weighted): 105 dB 
• SNR (A-weighted): -105 dB 
• Frequency Response: 20Hz - 20kHz +/- 0.1 dB 
• THD+N: 0.0025% (measured at 1kHz with a 20Hz/22kHz bandpass filter) 
• Noise: EIN > 120dB (measured with 50dB of gain with 150 Ohm termination (20Hz/22kHz 
bandpass filter) 
• Maximum Input level @ Minimum gain for 0 dBFS (without pad): -2.5 dBu 
• Pad Attenuation: 10 dB 
 
Line Inputs 
• Dynamic Range (A-weighted): 105 dB 
• SNR (A-weighted): 105 dB 
• Frequency Response: 20Hz - 20kHz +/- 0.1dB 
• THD+N (A-Weighted): < 0.001% (measured with 0dBFS input and 22Hz/22kHz bandpass filter) 
• Noise: -90dBu (22Hz/22kHz bandpass filter) 
• Maximum level (A-weighted): 16.3dBu at 1% 
 
Instrument Inputs 
• Dynamic Range (A-weighted): 105 dB 
• SNR (A-weighted): 105 dB 
• Frequency Response 20Hz-20KHz +/- 0.1 dB 
• THD+N, -1dBFS, min gain, no pad < 0.0025% 
• Maximum Input Level for 0 dBFS (minimum gain, no pad): -3 dBu • Maximum Input Level for 
0 dBFS (maximum gain, no pad): -53 dBu • Maximum Input Level for 0 dBFS (minimum gain, 
with pad): +7 dBu • Maximum Input Level for 0 dBFS (maximum gain, with pad): -43 dBu 
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• Pad Attenuation: 10 dB 
• Crosstalk: > 80 dB 
 
Analogue Audio Outputs 1-2 (¼" TRS) 
• Electronically Balanced Outputs 
• Maximum Output Level (0dBFS): +9 dBu 
• THD+N: 0.0025% (0 dBFS input, 20Hz/22kHz bandpass filter) 
 
Analogue Audio Outputs 1-4 (RCA phono) 
• Unbalanced Outputs 
• Maximum output level (0dBFS): -3.5 dBu 
• THD+N: 0.03% (0 dBFS input, 20Hz/20kHz bandpass filter) 
 
Headphone Outputs 
• Frequency Response: 20Hz-20KHz +/- 0.1 dB 
• SNR (A-weighted): 103 dB 
• Dynamic Range: 103 dB 
• Maximum Output into 32R: +3 dBu (-1.4 dBV) 
• Power into 32R: 24 mW 
• Output Impedance: < 7 Ohms 
• Load Impedance: > 24 Ohms 
 
Additional Conversion Performance 
• Clock jitter < 250 picoseconds 
Specifications Back top 
CONNECTIVITY 
 
Analogue Channel Inputs (Inputs 1-2) 
• 2 x XLR Mic/Line/Inst Neutrik Combi-Jacks (Inputs 1-2) 
• Automatic switch of Mic / Line (inserting a jack switches from Mic to either Line or • 
Instrument (instrument selected via front panel) 
 
Analogue Audio Outputs (Outputs 1-4) 
• 2 x TRS analogue outputs (Outputs 1-2) 
• 4 x RCA Phono outputs (Outputs 1-4) 
• 1 x TRS stereo headphone output (switchable to outputs 1 and 2, or 3 and 4) 
 
Other I/O 
• 1 x USB 1.1 compliant USB port 
• 1 x pair of MIDI I/O 
 
Dimensions 
W = 145 mm / 5 ¾ “, H = 45 mm / 1 ¾ ” , D = 220 mm / 8 ¾ “ 
Weight 
1 kg / 2.2 lbs 
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Controls and Indicators 
• 2 x Input gain control dials 
• 2 x Signal (green) and Overload LED (red) 
• 2 x Instrument LED and switch (red) 
• 2 x Pad LED and switch (red) 
• 1 x Phantom power switch with LED (red) – global for Mic inputs 1-2 
• 1 x USB (Active) LED (green) 
• 1 x MIDI (Active) LED (green) 
• 1 x Monitoring 1+2 / 3+4 A/B switch 
• 1 x Monitoring 3+4 indicator LED 
• 1 x Main monitor Level control 
• 1 x Mono monitor output switch 
• 1 x Playback/Input mix dial 
• 1 x Headphones level control 
Operating SystemsBack top 
Use our OS checker to find the latest operating system support for your product. OS CHECKER 
 
Compatible with: 
 
Windows Vista 
Windows XP 
Service Pack 2 and above only. Windows XP - 64bit 
Service Pack 2 and above only. Mac 10.6 
Support is currently only for the 32-bit kernel on 10.6 (Snow Leopard). Mac 10.5 
10.5.7 and above only. Windows Vista - 64bit 
Windows Windows 7 
Windows Windows 7 - 64bit 
 
NOT Compatible with: 
 
Mac 10.3 
Mac 10.4 
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