Abstract. Community structures are crucial topological characteristic of complex networks. Consequently, network community structure mining has great significance to the real world. Complex networks have both hierarchy and overlaps, but it is still a problem to excavate the hierarchy and overlaps of networks efficiently and accurately at the same time by algorithm. This paper proposes an efficient and functional complex network community partition algorithm by combining fitness function optimization and community similarity, which can uncover both overlapping and hierarchical community structure of complex networks. Its basic idea is to use fitness function optimization at the bottom of hierarchy division to identify efficiently and accurately the underlying community structure which is with overlaps. Hierarchical structure is based on the community similarity to merge the underlying sub-communities with the principle of maximum similarity circulation. The experimental results utilizing Karate Club Network and US college football network show that the proposed algorithm is a manageable and accurate method for not only discovering the gradation community structure, but also overlap between excavated club.
Introduction
Complex network is a useful tool to understand the complex system, and by analyzing networks' properties, many complex system problems could be simplified. One of the properties common to many networks is community structure, the division of network nodes into groups within which the network connections are dense, with a lower density of edges between groups. The ability to find and analyze such groups can provide invaluable help in understanding and visualizing the structure of networks. The study of community structure in networks has been a focus in the effort of understanding complex system. The method proposed in this paper employs the local optimization of the fitness function, and then combines the two most similar communities based on the idea of the recycling community similarity. This method is suitable for the detection of hierarchical structure and overlapping communities simultaneously, therefore to improve the accuracy of community detecting and make the results closely representing the real world. The remainder of this paper is organized as follows. Section 2 reviews related work. Section 3 outlines the algorithm. In section 4, the experimental results are reported. And the final section offers concluding remarks and sheds light on future research directions.
Community Detection in Complex Networks

Complex Network and Community
The complex networks' structure is irregular, complex and dynamically evolving in time, which is made up the collection of nodes and edges. In complex network, the community structure is the representation of subnet, which is groups of nodes that have a high density of edges within them, but between which there are only a lower density of external edges [1] [2] . Uncovering communities in complex networks has attracted much attention because of the importance of the problem for many scientific areas [3] [4] [5] [6] [7] [8] .
The tightness of a community can be measured by subnet aggregation degree.
According to different tightness, we could find different community structures. And even the nodes in the same community, the connection density between them are different. In the ideal case, the community is a fully connected network and contains at least three nodes. Many of community detection algorithms are described in the survey paper [4] [5] 9 ]. Girvan and Newman suggested an algorithm, called GN algorithm, which detects communities by progressively removing edges from the original network and the connected components of the remaining network are the communities [10] . After that, a lot of variations and extensions of the GN algorithm have been developed [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Some of them are employed with varying levels of success on speeding up the calculation speed over the original algorithm by focus on improving measurement of edges, such as the Monte Carlo resampled variation proposed by Tyler et al. [21] , the algorithm based on counts of short cycles proposed by Radicchi et al. [22] .
After years of works concerning module degree, the concept of hierarchical structure and overlapping communities of complex network are put forward. Many studies indicate that communities in real world network are simultaneously hierarchical and overlapped [18, 24] . Networks often show a hierarchical organization, with communities containing sub-communities, give a simple example: a few people form a family, thousands of families into a city, and then a number of cities will form a country; moreover, one node can participate in more than one community, resulting in overlapping communities naturally. For instance, people belong to different social communities, depending on their families, friends, hobbies, etc. Figure 1 shows the overlay structure in the network. However, most previous algorithms aim at detecting standard partitions, i.e. partitions within which each node is assigned to a single community; let alone few methods are capable of simultaneously detecting the overlapping and hierarchical community structure in networks. For this reason, the topic of deriving methods capable to detect both hierarchies and overlapping communities has recently attracted a large interest in the scientific community [25] [26] [27] [28] [29] [30] [31] . 
Local Optimization Method Based on the Fitness Function of LFM
LFM is a method based on local optimization of a fitness function with capabilities of calculating quickly and analyzing mass networks containing millions of nodes [25] . This algorithm is one of the typical community structure classification algorithms based on the ides of detecting communities by a local optimization. In LFM algorithm, the division of community is identified by the maximization of the fitness function , and is defined as
where is the weighted sum of internal (external) degrees of the nodes of community , and is a parameter controlling the size of the communities, also known as resolution parameter. Given a fitness function, the fitness of a node with respect to a community is defined as the variation of the fitness of the community with and without node , i.e.
In equation (2), + ( − ) is the value of fitness function of community + − , indicating the fitness of the community with node included in or removed from community . Where > 0, means the value of fitness function increased with the node joining community , and thus node should be included in community ; conversely, where < 0 , means the point should be removed from .
LFM consists of the following steps:
(1) Initialization, pick an node at random as the original member of community , = 0;
(2) Computing the fitness of all neighboring nodes to community according to the formula (2); (3) the neighbor with the largest fitness is added to , yielding a new community ′ ; (4) the fitness of each node of ′ is recalculated; (5) if a node turns out to have negative fitness, it is removed from ′ , yield a new new community ′′ ; (6) If step (5) occurs, repeat from (4), otherwise repeat from step (2) . The process stops when the nodes examined in step (2) all have negative fitness, and the maxima of the fitness function is found. Then the algorithm continues to select other isolated nodes, repeat the process until all nodes in the network have been assigned to at least one community. The nodes of every community may either overlap with other communities or not.
The parameter of the formula (1) reflects the hierarchy. Small yield large communities, large instead deliver small communities. By varying the -value, we can explore the whole hierarchy of community structure. And the computational complexity of the algorithm mainly depends on the size of the community and the extent of their overlaps, which in turn strongly lie on the specific network being studied along with the value of the parameter . Although the LFM need a lot of experiments and training to get the appropriate parameter to breaks the dendrogram into communities, it is hopeful to find out eventually.
EAGLE Algorithm Based on Condensation
The algorithm EAGLE is proposed as an agglomerative hierarchical clustering algorithm to investigate simultaneously the hierarchical and overlapping community structure of networks [26] . Different from traditional agglomerative algorithms, the algorithm deals with the set of maximal cliques rather than the set of sole nodes. A maximal clique is a clique that cannot be extended by including one more adjacent node, meaning it is not a subset of any other cliques. Algorithm EAGLE chooses BronKerbosch algorithm [33] to find out all the maximal cliques in the network. EAGLE algorithm has two steps: firstly, a dendrogram is generated; secondly, choose a place to cut the dendrogram and get corresponding communities. In order to determine the place of the cut, an extension of modularity is proposed to judge the quality of a cover, which is defined as
Where is the number of communities to which node belongs. The place of the cut chosen is with the maximum value of . It is found that a high value of indicates a significant overlapping community structure. By further applying EAGLE to each community found until none of them can be divided into smaller ones, we could obtain a hierarchy of overlapping communities. Let be the number of nodes in the network, be the number of maximal cliques in the initial state of the algorithm, andℎ be the number of pair of maximal cliques which are neighbors. The first step of the algorithm takes at most ( 2 + (ℎ + ) ) operations and the second stage of the algorithm takes at most ( 2 ) operations. In the first step, finding out all the maximal cliques is a NP problem; however, it is easy due to the sparseness of these networks.
3.
Improved Community Partition Method Based on LFM and EAGLE
Theoretical Algorithm Model
Communities in real world social networks have overlapping and hierarchical organizations. According to a highly relevant community detection study, a common framework that can extract overlapping and hierarchical organizations is characterized as follows.
(1) The first need to extract all meaningful units, such as maximal sub-graphs [1] , maximal cliques [3] or even a single node from the original social network, and then view each meaningful unit as the initial community. (2) Select a specific similarity function, repeated calculation the similarity of two adjacent communities, and merged with the maximum similarity of the club, until only a community still exists, the whole process can form a dendrogram. (3) Through the dendrogram of step (2) to get the different levels of overlapping community structure, and then through a quality index function to assess the merits of each level division. Finally, the level of local or global optimal solution of quality index function is selected as the final result. Without loss of generality, the community partition algorithm we proposed in this paper is similar to the common framework mentioned above. Our new method is the combination of LFM and EAGLE, which applies the idea of LFM in classification of base layers and adopts the agglomerative hierarchical clustering of EAGLE. We firstly deal with the base layer of communities, basing on fitness function optimization. The base layer of communities actually reflects the overlapping between communities. Then on the basis of the division of base layer, these communities are amalgamated according to the order determined by the community similarity.
Our algorithm' steps can be summarized as follows:
(1) Pick a node at random as the initial communities , and the local optimization of the fitness function is performed to obtain the first level of communities
where
is the total internal (external) degrees of the nodes of community G; m is the total number of degrees in network. (2), calculate the fitness of neighbor nodes of the latest community. (7) The process continues until all neighbors' fitness values are negative. And at this time, we get the maximal fitness value of community . This means the first community in the first layer of community structure is determined. (8) Reselect isolated nodes randomly from the remained and continue above procedures until all nodes at least assigned to one community. Then the first layer structure is generated, and the overlapping nodes are recorded. (9) The hierarchical structure of dividing community base on similarity function of community, the similarity function proposed in this paper is an improved form of the EAGLE algorithm modularity (equation 3). It is suitable for the community similarity with overlapping network computing. The similarity function of community we propose is as follows:
is the number of edges between node and node , and and are the degrees of node and node respectively. We calculate the similarity of two communities in turn; then a pair of communities with the largest value of similarity is merged into a new one.
After above merger, we further recalculate the similarity of a pair of community. The combining process for those pairs of communities with maximum similarity stops when all nodes are merged into a single community. This means the hierarchical structure is uncovered.
Performance indicators
The process of our algorithm corresponds to a dendrogram, basing on the agglomerative progression. The next task is to evaluate the goodness of overlapped community decomposition. The most widely applied measurement for community metrics is modularity, which first put forward by Newman and Girvan [10] . In this paper, we apply the extension of modularity suit for overlapping community structure to judge the strength of community's characteristic, which is defined as [26] :
where is the number of communities that node belongs to, is the number of edges between node and , is the degree of node , is the total number of edges in the network. , = 1 if and belong to the same community, and , = 0 otherwise.
Empirical Results and Conclusions
In this section, we validate our method by applying it to two real-world complex networks in social fields, the karate club network and network of American college football teams. The results show that this improved algorithm can provides a possible way to investigate a more complete picture of the community structure.
Karate Club Network
Karate Club Network is observed by Wayne Zachary over the course of two years in the early 1970s [34] , which is a well-known benchmark regularly used to test community detection algorithms. The network consists of 34 nodes and 78 undirected edges. Each node represents a member of karate club, and each edge represents friendship between members. A consensus network structure extracted from Zachary's observations before the split is shown in Fig. 2 . Table 1 demonstrates the results for karate club network found with our algorithm. By feeding this network into our algorithm, the overlapping nodes are uncovered even in the bottom lay; consequently, it seems more appropriate to illustrate the process of community detection of our algorithm by table rather than figure. In Table 1 , we show the entire procession of agglomerative clustering. The community overlapping is found in each layer, and some nodes in the network are assigned to two or more communities. Also it is important to find the algorithm gives the highest value for the modularity when the network is split into two communities. Fig. 3 shows the modularity change of karate club network partition of our method. Accordingly, we select the layer with the maximal modularity as our output result, corresponding to two communities. The comparison between final partition results of our algorithm and the original partition of karate club network is shown in Table 2 . The nodes contained in the same brace are the ones within a same community, and those bold Italic underline are overlapping vertices between communities. 
The Bottlenose Dolphin Network
Bottlenose dolphin network [35] is also a commonly used benchmark network to test the communities mining algorithm. This benchmark network represents the associations between 62 dolphins living in Doubtful Sound, New Zealand. Links between dolphins represent the statistically significant frequent associations between them, that is, an unweighted and undirected network with 62 nodes and 159 links. Dolphin population contains two sub populations, of which the larger group contains 42 dolphins, while the smaller group of only 20 dolphins. The original network community is shown in Fig. 4 . In order to facilitate the display of community mining results, give unique number to each dolphin in the benchmark network, the number of results as shown in Table 3 . Table 5 shows the results of our algorithm on dolphin benchmark network and compared the results of the original network partitioning. We can see from the table that the results obtained by using our method are basically consistent with the original classification. What's more we found three overlapping nodes between the two communities. The overlapping nodes are marked in bold italic underline in the table.
Because there are many nodes in the dolphin network, it is not convenient to list the whole hierarchy process. The whole partition method is consistent with the method of the first benchmark network (karate club network). Similarity of communities of the whole partition process and the corresponding changes in the modularity are shown in Table 4 . The whole hierarchy process of the module changes as shown in Fig. 5 . From  Fig. 5 and Table 4 it is easy to draw the conclusion that when the whole network is divided into two groups will reach the maximum degree of modularity. Therefore, we choose the global optimum of the modules corresponding partition results of as the final optimal results. 
Football Network of American University
The next network that we investigated is a American college football network which represents the game schedule of the 2000 season of Division 1 of the US college football league [1] . There are 115 nodes, representing the teams, and two nodes are connected if their teams play against each other. Totally, 613 edges are in the network, representing the games played in the course of the year. The community structure of the network is shown in Fig. 6 . Table 6 shows the results for this network obtained with our algorithm. Due to there are too many network nodes, here we do not listed the node details of each layer during the partitioning process. The modularity change of football network is shown in Fig. 7 , from which we find that when the number of communities is 12, corresponding to the maximal modularity; hence we take the layer as the final partitioning results. We could observe the different communities structure of American football network detected by Girvan and Newman [1] in Table 7 and by using our algorithm in Table 8 . Fig. 7 . Modularity change of football network partitioning by using our algorithm 
Discussion
In this paper we have presented the method, combining fitness optimization clustering algorithm and community similarity, to uncover simultaneously both the hierarchical and the overlapping community structure of complex networks. This paper formulated the fitness function and community similarity formula, and on this basis, the algorithm is capable of accurately identifying hierarchy and overlapping structure.
The applications of our algorithm to the constructed and empirical network like Zachary's karate club [33] and Bottlenose dolphin network [35] and the American university football network compiled by Girvan and Newman [1] , have given excellent results closing to the benchmark in the original reference, indicating the algorithm can find meaningful partitions and its validity. However, this algorithm is just useful for the undirected and unweighted network for now. Further research of the method is to extend to the exploration of directed and weighted network.
