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General introduction
Primates are the product of an evolution in which the selection on agility and
mobility plays a key role. It’s impressive to see monkeys leap from branch to
branch high up in the canopy where the smallest mistake can cost them their
lives. These feats of locomotion require nimble motor skills under the guid-
ance and control of a capable sensory system. The vestibular sense informs
the organism on its current orientation and changes in speed and direction.
The haptic receptors in the skin and proprioceptors in the muscles and joints
inform on the current position of the body and signal when a hand reaches a
branch. However, the sensory modality that arguably plays the most impor-
tant role, and has certainly received the most scientific attention, is vision; in
particular the ability to see motion.
Guidance of locomotion
If a monkey sees a tasty but distant peach, how does it reach it? A simple
control mechanism would be to keep his axis of locomotion aligned with the
fruit and correct for errors with each step (Rushton et al., 1998). This strategy
relies only on the perception of the offset of the target with respect to the
egocentric direction. A more elaborate theory for locomotion control utilizes
the motion in the entire visual field that results from locomotion, known as
optic flow. Optic flow depends on the speed and direction of self-motion, and
on the three-dimensional layout of the environment. It specifies self-motion.
For example, forward motion results in a pattern of expanding flow of which
the focus of expansion (FOE) aligns with the direction of heading. In this view,
the monkey reaches the peach by continuously keeping the FOE on top of it
(Gibson, 1950, 1958).
Under normal circumstances, both explanations predict the same behav-
ior. However, they can be separated experimentally using displacing prism
glasses (Rushton et al., 1998) or virtual reality setups (Warren et al., 2001).
Evidence from such experiments suggests that both strategies are used. A
prism creates an offset between the egocentric direction and the perceived
location of the visual target. A step intended in the direction of the target
will therefore be off by the prism angle. The angle between the egocentric
direction and target will consequently widen. All subsequent steps will be
at an angle relative to their preceding ones in an attempt to correct for this
widening. Thus, the egocentric direction theory predicts that the target will be
reached on a curved path. The optic flow strategy, on the other hand, predicts
a straight approach of the target because the prism displaces the target and
the focus of expansion equally. In conditions with sparse visual cues, and
1
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RotationTranslation Translation+Rotation
Figure 1: Self-motion toward a target, in this case a peach, results in a pattern of optic
flow that emanates from the goal (left panel). The location of the focus of expansion
in the visual field may be used to guide locomotion. However, a concurrent smooth
pursuit eye movement, executed for example to keep the banana foveated to gauge its
ripeness, adds a component of rotational flow (middle panel). In the resulting optic
flow field (right panel) the focus of expansion no longer aligns with the direction of
self-motion. The uncoupling of the heading direction and the focus of expansion due
to rotational eye, head, or body movements is known as the ‘rotation problem’.
consequently little optic flow, participants walked on a curved path as pre-
dicted by the egocentric direction strategy (Rushton et al., 1998). With dense
visual cues, however, the heading is reliably specified by the optic flow, and
participants walked in straight lines as predicted by the optic flow strategy
(Warren et al., 2001). This demonstrates how the visual system dynamically
combines different strategies depending on the available information. Goal
directed locomotion always requires the egocentric direction strategy at least
just before the very first step, when the observer is yet to move and no op-
tic flow is present. The relevance of the optic flow strategy lies not only in
the parallel information for the control of locomotion it provides, but also
in its use for the calibration of the perceived egocentric direction. This has
been demonstrated in prism adaptation experiments in which participants
approached targets before, during, and after wearing prisms for prolonged
periods of time (Bruggeman et al., 2007).
The rotation problem
Extracting heading parameters from optic flow would be straight forward if
it were not for frequent exploratory gaze changes that result from eye, head,
and torso movements. Typically, we shift our gaze from one point of interest
to the next with saccadic eye movements that are alternated with periods
of smooth pursuit eye movements that keep an object of interest foveated.
Smooth pursuit gives rise to what is known as the rotation problem, which has
been reviewed extensively (Britten, 2008; Lappe & Duffy, 1999; Warren, 1998).
For example, if the frugivore monkey introduced earlier is heading towards
the peach and momentarily keeps his eye on a banana to the right of his path
to check its ripeness, the rightward smooth pursuit eye movement needed
to do this adds a rotational component of leftward flow to his entire visual
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field. The retinal location of zero flow no longer aligns with the heading,
which is still directed toward the peach, but is now at the banana because the
tracking eye movement cancels its retinal motion (Regan & Beverley, 1982).
This situation is illustrated in Figure 1. However, observers are accurate at
recovering heading direction while making pursuit eye movements (Royden
et al., 1992, 1994; Van den Berg, 1996; Warren & Hannon, 1988, 1990) and
head turns (Crowell et al., 1998) with error thresholds on average between a
remarkable 1 to 2 degrees.
For the guidance of locomotion by a visual heading estimate, the visual
system needs to recover the translational component from the optic flow that
is contaminated with the rotational smooth pursuit component. Gibson sug-
gested that, in terms of his direct perception theory, the visual system is able
to pick up invariants in the flow field that enable a distinction between the
shift of the FOE caused by a rotation from a shift of the FOE caused by an
actual change in heading direction. One such invariant is motion parallax,
the observation that points at greater distance move at lower retinal velocity
as a result of translational self-motion than nearby points (Helmholtz, 1925,
p. 295). A rotation such as caused by smooth pursuit, on the other hand,
adds a constant speed to all points in the visual field regardless of depth, and
will not elicit motion parallax. One way the visual system could exploit this
distinction to solve the rotation problem is to subtract the retinal velocities
of objects in adjacent image locations but at different depths. The resulting
difference-flow field will contain an FOE that again coincides with the heading
direction (Hildreth, 1992; Longuet-Higgins & Prazdny, 1980; Rieger & Lawton,
1985; Rieger & Toet, 1985). More methods to estimate translation and rota-
tion from the optical flow field have been proposed in computer vision (for
a review see Tian et al., 1996) and biologically inspired modeling (Lappe &
Rauschecker, 1993; Perrone & Stone, 1994, 1998; Royden, 1997). An alterna-
tive class of solutions to the rotation problem uses extraretinal signals such
as vestibular signals that accompany head rotations, or eye rotation efference
copy signals, neural signals that stem from the oculomotor system and pro-
vide information about ongoing or impending eye movements (Beintema &
Van den Berg, 1998; Ben Hamed et al., 2003; Lappe, 1998; Perrone & Krauzlis,
2008; Van den Berg & Beintema, 1997).
The question whether the solution to the rotation problem has a visual
or an extraretinal basis has been addressed using the paradigm of real ver-
sus simulated smooth pursuit. Initiated by Warren and Hannon (1988), this
psychophysical technique compares the accuracy of heading estimation from
optic flow during executed pursuit, with the observer actively tracking a mov-
ing fixation dot, to the accuracy of heading estimation when the pursuit is
simulated, with the observer fixating a static dot but with the optic flow field
distorted such that the retinal motion is similar in both conditions. It was
found that when the scene contained depth to provide motion parallax and
the simulated pursuit velocity was not too high (<1◦/s in Royden et al., 1994),
3
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the observers remained about as accurate in the presence of simulated pur-
suit as with real pursuit. This shows that the rotation problem can be solved
on the basis of visual velocity cues alone. However, extraretinal signals are
also used to solve the rotation problem, as is demonstrated using displays
that simulate an approach to a frontoparallel plane of point lights. Lacking
depth, it is unfeasible to use motion parallax to solve the rotation problem in
these stimuli. During real pursuit, however, heading estimates remain accu-
rate (Royden et al., 1992, 1994; Van den Berg, 1993).
Physiology
Much is known about the neurophysiological underpinnings of heading per-
ception in primates (for a review see Britten, 2008). The retina’s convert the
moving patterns of light present during self-motion into neural signals (mea-
surable as electrical pulses known as action potentials or spikes) that are
conveyed along the optical nerves to the lateral geniculate nuclei (LGN) of the
thalamus. Each neuron in these nuclei codes for the small part of the visual
field known as its receptive field (RF) that corresponds to the part of the retina
to which it is ultimately connected. At this early stage, neurons on both lateral
hemisperes of the brain have RFs in the opposite, or contralateral, half of the
visual field. From the LGN, the information is relayed through the optic radi-
ation to the primary visual area (V1) of the cerebral cortex in the far posterior
aspect of the brain. It is in V1, at least in primates, that the first neurons can
be found that are tuned to velocity (Perrone, 2006; Priebe et al., 2006), i.e.,
they respond maximally to motion of a certain speed and direction, their pre-
ferred velocity, and gradually less to dissimilar velocities. Direction selective
V1 neurons provide the input to the main motion processing area of the cor-
tex, the middle temporal area (MT). The RFs of MT neurons are much larger
than V1 RFs, their mean diameter being roughly equal to their eccentricity
(Raiguel et al., 1995). The activity of individual MT neurons is predictive of
behavioral responses of monkeys trained on a motion-discrimination tasks
(Britten et al., 1992) and application of minute electrical currents to small
portions of MT (a technique known as microstimulation) can systematically
bias their judgments of direction (Ditterich et al., 2003; Salzman et al., 1992).
Activity in MT is also closely linked to smooth pursuit tracking behavior (re-
views: Ilg, 2008; Lisberger, 2010)
About 50–90% of MT neurons exhibit center–surround organization (All-
man et al., 1985; Born, 2000; Bradley & Andersen, 1998; Perge et al., 2005a;
Raiguel et al., 1995; Xiao, 1997; cf. Richert et al., 2013). These neurons have
RFs that consist of a central region that is surrounded or flanked by one or
more antagonistic regions. A stimulus present in the surround suppresses
the response elicited by a stimulus present in the center. In general, maximal
suppression occurs when the surround stimulus moves in the same direction
as that in the center (Allman et al., 1985; Bradley & Andersen, 1998), but the
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direction tuning of the surround is very broad (Hunter & Born, 2011). Center–
surround organization is ubiquitous in the visual system for low level visual
modalities besides motion, such as luminance and color and acts as a dif-
ferentiator, enabling the neuron to signal discontinuities in the visual field.
The computation of local motion differences may be useful for figure-ground
segregation (Allman et al., 1985; Born, 2000) and the computation of three-
dimensional structure from motion (Buracas & Albright, 1996; Koenderink &
Van Doorn, 1992). It also plays an important role in a class of models for
solving the rotation problem; more on this below.
MT neurons pool onto neurons in the medial superior temporal (MST) cor-
tex area. MST neurons have very large RFs (10−100 degrees in diameter) that
extend much further into the ipsilateral visual field than the RFs in the pre-
ceding brain areas (Raiguel et al., 1997; Tanaka & Saito, 1989). This area is
considered crucial to heading perception because, although most MST neu-
rons prefer unidirectional motion similar to MT neurons, many respond se-
lectively to so-called complex optic flow patterns like expansion, contraction,
and rotations (Saito et al., 1986), or combinations thereof (Duffy & Wurtz,
1991a; Graziano et al., 1994). Futhermore, they exhibit tuning to the position
of these patterns’ singularities (Duffy & Wurtz, 1995; Gu et al., 2006). These
properties make MST suitable to code self-motion in a hypothetical 2D map
of heading detectors on which the location of the response peak corresponds
to the perceived heading direction (e.g. Lappe & Rauschecker, 1993). Interest-
ingly, the responses of many MST neurons are modulated by, and some even
code explicitly for, ongoing pursuit eye movements, even in complete dark-
ness (Newsome et al., 1988; Ono & Mustari, 2006). This makes them suitable
to solve the rotation problem using extra-retinal signals. Indeed, the tuning
to the position of the focus of expansion of stimuli without depth cues has
been shown to change in the presence of pursuit eye movements in a het-
erogeneous manner that is, on average, consistent with a compensation for
the rotation problem of roughly 70% (Bradley et al., 1996; Page & Duffy, 1999;
Shenoy et al., 1999). This holds true over a range of pursuit (Shenoy et al.,
2002) and simulated self-motion speeds (Lee et al., 2007), which both affect
the magnitude of the rotation problem. The compensation for pursuit was
stronger, and the tuning to heading sharper, when the optic flow contained
depth defined by motion parallax (Upadhyay et al., 2000), and it has been sug-
gested that abundant motion parallax cues allow MST neurons to compensate
even for simulated pursuit (Bremmer et al., 2010). Compensation for pursuit
in MST is not limited to expanding patterns, but occurs also in contracting
and rotating patterns (Andersen et al., 1999) and unidirectional flow (Inaba
& Kawano, 2010; Inaba et al., 2011, 2007). Many MST neurons are also tuned
to vestibular cues (Fetsch et al., 2007; Gu et al., 2007, 2006; Liu & Angelaki,
2009; Page & Duffy, 2003) and vestibular and visual signals combine optimally
in heading tasks (Angelaki et al., 2011; Gu et al., 2008, 2012). Microstimula-
tion and chemical inactivation of MST systematically biased the behavioral
5
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responses of monkeys trained to estimate heading direction from visual and
vestibular stimuli, directly demonstrating its role in self-motion perception
(Britten & Van Wezel, 1998, 2002; Gu et al., 2012).
MST has historically received the most attention, but the claims made
above that implicate MST in heading perception also hold true for the ven-
tral intraparietal (VIP) cortex area (reviewed in Bremmer, 2005). This area
similarly receives input from MT and exhibits tuning to optic flow (Bremmer,
Duhamel, et al., 2002; Maciokas & Britten, 2010; Schaafsma & Duysens, 1996)
and vestibular stimulation (Bremmer, Klam, et al., 2002; Schlack et al., 2002).
Microstimulation of VIP biases behavioral heading estimates similar to MST
(Zhang & Britten, 2011). Like MST, most VIP neurons adjust their optic flow
tuning to compensate for active pursuit (Zhang et al., 2004) and some keep
their RF stationary in head-centered coordinates by shifting it over the retina
(Duhamel et al., 1997), which at least intuitively seems very useful for esti-
mating heading from the retinal flow field. However, properties of VIP such
as the selective tuning for nearby (Bremmer et al., 2013; Colby et al., 1993)
and tactile stimuli (Avillac et al., 2007, 2005; Duhamel et al., 1998) suggest
a primary role in the coding of peripersonal space instead of heading per-
ception. More brain areas carry optic flow signals, for example 7a (Merchant
et al., 2001; Read, 1997; Siegel & Read, 1997), the anterior superior temporal
polysensory (STPa) area (Anderson & Siegel, 1999; Hietanen & Perrett, 1996),
and V6 (Fattori et al., 2009).
Outline of the thesis
The field of heading control by means of optic flow is an example of a cross
disciplinary approach that advances through the interaction of psychophys-
ics, electrophysiology, and modeling. This thesis represents my contribution
to this field consisting of one electrophysiological and three psychophysical
studies that aim to test existing models of heading detection during smooth
pursuit and provide additional data to further constrain future modeling ef-
forts.
As discussed above, the decomposition of combined rotational and trans-
lational flow is possible on the basis of purely visual signals. In Chapter 1 we
address the question of whether the visual solution to the rotation problem
is based on large (MST-like) or small center–surround (MT-like) detectors. In
the optic flow illusion, a unidirectional flow field that is projected over an
expanding flow field induces a perceptual shift of the FOE in the direction of
the uniform flow (Duffy & Wurtz, 1993). This shift has been interpreted as
a consequence of compensation for the pursuit implied by the unidirectional
flow which mimics retinal slip. By presenting the unidirectional and expand-
ing flow fields separately to the left and right halves of the visual field we
establish that large scale detectors play a role in this illusion, implying by
extension their role in solving the rotation problem. This study has appeared
6
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in article form in Vision Research (Duijnhouwer, Beintema, Van den Berg, &
Van Wezel, 2006).
In Chapter 2 we revisit the Duffy and Wurtz illusion and extend it by re-
placing the expansion by different optic flow types, i.e., contraction and clock-
wise and counterclockwise rotation. The superimposed unidirectional flow
perceptually shifts the singularities of these patterns in different directions.
We discovered an additional component of shift that is independent of the
type of optic flow. This component is always in the direction of the uniform
flow and we argue that it is related to an effect known as motion capture. This
study was published in the Journal of Vision (Duijnhouwer, Van Wezel, & Van
den Berg, 2008).
In Chapter 3 we disentangle two consequences of pursuit. Current models
of the rotation problem only take into account the transforming effect pursuit
velocity has on the optic flow field at an infinitesimal moment. However, over
time pursuit also causes an incremental shift of the focus over the retina. The
instantaneous effect of pursuit velocity is in different directions in expand-
ing, contracting, and rotary flow fields. The incremental effect, however, is
opposite the direction of pursuit regardless of flow type. We exploit this dis-
tinction to establish that both effects of pursuit independently lead to focus
mislocalization. Furthermore, using the paradigm of simulated vs. real pur-
suit (Warren & Hannon, 1988) we show that extra-retinal signals play a role
in the compensation for both components. This work appeared previously in
the Journal of Vision (Duijnhouwer, Krekelberg, Van den Berg, & Van Wezel,
2010).
In Chapter 4, the final data chapter, we test a model that solves the rota-
tion problem using specialized rotational flow templates (Beintema & Van den
Berg, 1998). This model makes an explicit assumption about the local tuning
to stimulus velocity in these templates for which we found some evidence in
macaque MT and MST neurons, but not to an extent that is sufficient to solve
the rotation problem as proposed in the model. This study has been pub-
lished in Frontiers in Behavioral Neuroscience (Duijnhouwer, Noest, Lankheet,
Van den Berg, & Van Wezel, 2013).
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CHAPTER 1
An illusory transformation of optic flow
fields without local motion interactions
Abstract — The focus of expansion (FOE) of a radially expanding optic flow
pattern is perceptually displaced in the direction of a transparently overlap-
ping unidirectional flow. There is continuing debate on whether this effect is
due to local or global motion interactions. Here, we show psychophysically
that under conditions without local motion transparency the illusion becomes
weaker but can still be observed. In our experiments, the radial and unidirec-
tional flow fields were presented separately to the left and right halves of the
visual field with a blank vertical strip of 15◦ horizontal width in between. The
illusory shift observed in this condition cannot be explained by local motion
interactions because (a) no transparent motion was present in the stimulus,
and (b) the receptive fields of cortical cells involved in the analysis of local
motion cross the vertical midline of the visual field to a limited extent. We
conclude that global motion detectors that integrate motion from both halves
of the visual field play a role in shifting the perceived position of the FOE and
that local motion interactions may be sufficient, but are not necessary for the
optic flow illusion to occur.
1.1 Introduction
When a radially expanding optic flow pattern is overlapped by unidirectional
flow, the focus of expansion (FOE) is perceptually displaced in the direction
of the overlapping flow. This phenomenon is known as the optic flow illusion
(OFI), which was first described by Duffy and Wurtz (1993). They hypothe-
sized that the visual system interprets the unidirectional flow as a reafferent
stimulus indicating an eye movement. The OFI would then result from an
attempt of the visual system to compensate for the distorting effect a real
eye movement would have had on the flow field (Pack & Mingolla, 1998). The
OFI has alternatively been related to local motion induction, illusory motion
of a visual stimulus opposite to the real motion of abutting stimuli (Meese et
al., 1995). This type of motion induction is attributed to antagonistic inter-
actions of adjacent or concentric excitatory and inhibitory regions within the
receptive fields of motion-sensitive neurons, also known as center–surround
interactions (Anstis & Reinhardt-Rutland, 1976).
Recently, debate has risen on whether the OFI is caused by a global eye ro-
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1.2. Methods
tation compensation mechanism or by local motion interactions. Royden and
Conti (2003) showed that a neurobiologically motivated implementation of a
vector subtraction model (Longuet-Higgins & Prazdny, 1980; Rieger & Lawton,
1985) could predict the direction and magnitude of the illusory shift. The
computational operators of this model had properties similar to cells found
in the middle temporal area (MT) of the macaque visual cortex, which are
direction selective and often center–surround organized. Furthermore, they
showed that the focus shift also occurs when the expanding pattern is over-
lapped by a second expansion flow, instead of unidirectional flow. This focus
shift was found both for human observers and in the local motion subtrac-
tion model. Royden and Conti (2003) reasoned that, since this bifocal flow
cannot result from eye movements, eye rotation compensation does not ex-
plain the illusory shift in this situation. They concluded that the local motion
interactions are crucial to explain the OFI.
However, Hanada (2005) showed computationally, that both the radial–
unidirectional and the bifocal flow field superpositions could be regarded as
special cases of rigid motion flow, i.e., flow due to observer movements in
a stationary scene. He claimed that any model that can compensate for the
effect of eye movements on flow fields would exhibit behavior that at least
qualitatively corresponds to the OFI in humans. In this view, local motion
interactions are unnecessary for the OFI to occur.
Here, we present psychophysical data in support of the latter view. In our
OFI experiments, the planar and radial fields were not presented with overlap
but separately to the left and right halves of the visual field with a blank
vertical strip of 15˚ horizontal width in between. These conditions minimize
the possibility of local center–surround interactions in MT cells because (a) no
transparent motion was present in the stimulus, and (b) the receptive fields of
MT cells typically extend only a few degrees beyond the vertical midline of the
visual field in macaque (Desimone & Ungerleider, 1986; Van Essen et al., 1981)
and humans (Dukelow et al., 2001; Huk et al., 2002). In the seven subjects that
participated in our experiments, the illusion became much weaker than in a
reproduction of the original full field experiment by Duffy and Wurtz (1993),
however, it could still be observed. This result indicates that the OFI can
occur in the absence of local motion interactions, and that the integration
of motion from both halves of the visual field plays a role in shifting the
perceived position of the FOE.
1.2 Methods
1.2.1 Subjects
Seven male subjects, who were 21 to 47 years old, with normal or corrected
to normal vision, participated in this study. Three were completely naive
as to the hypothesis under study (EP, RS, and WH). The authors (JD, JB, RW,
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Full fields Separate half-fields Overlapping half-fields
Figure 1.1: Stimuli consisted of two transparent flow fields: a radial flow, resulting
from simulated forward heading, and a unidirectional flow, resulting from simulated
rotation around a horizontal axis. In the full fields condition these flow fields were
shown entirely. In the separate half-fields condition the flow fields were partially oc-
cluded such that the stimulus contained no transparent motion. In the overlapping
half-fields condition the right halves of both flow fields were occluded. In both half-
field conditions, the central 15◦ were additionally occluded. A red fixation dot was
always present at the center of the screen. These images were created by superim-
posing all 75 frames of a one second trial with increasing contrast to disambiguate
motion directions. The fixation dot’s surface is scaled by a factor 9 for visibility.
Note that the curved trajectories of the unidirectional flow made that, from the van-
tage point of the observer, the flow had a constant velocity across the display.
and AB) also participated in the experiments. Two (JB and AB) had extensive
experience with optic flow displays. All subjects had participated in other
types of psychophysical experiments prior to the ones presented here.
1.2.2 Visual stimuli
Visual stimuli (Figure 1.1) were generated with OpenGL on an Apple Power-
Mac G4 (1 GHz) and back projected onto a translucent screen using a JVC
DLA-S10 projector at 75 frames/s. The display subtended 105◦× 77◦ at a
viewing distance of 58 cm. The stimuli were two animations of optic flow re-
sulting from two independently simulated observer movements through two
artificial environments of dots. One animation was a radial expansion flow
resulting from a simulated 2 m/s approach toward a fronto-parallel plane of
dots. This plane was situated at 15 m from the observer at the onset of each
trial. The simulated observer translation was directed at 10◦ to the left of
the observer’s straight ahead. Vertically, one of 21 equally spaced directions
ranging from ±10◦ was picked randomly per trial. The other animation de-
picted the unidirectional flow that would result from a 4◦/s rotation around
a horizontal axis through the observer’s eye in a sphere of dots. This sphere
was centered on the vantage point of the observer and had a radius of 5 m.
The total number of dots on its surface was 1240 (0.03 dots/m2). Three dif-
ferent experiments were performed. In the first experiment, both animations
covered the entire display area and were transparently superimposed, simi-
lar to the experiment of Duffy and Wurtz (1993). We call this the full field
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condition. In the second experiment, only the right half of the unidirectional
flow and the left half of the radial flow were displayed. This was the separate
half-fields condition. Finally, in the third experiment (called the overlapping
half-fields condition) only the left halves of both animations were presented.
Both half-field conditions had an additional blank vertical strip that occluded
the central 15◦ of the screen. In the full fields experiment, both transparent
flow patterns consisted of 250 dots on average per trial. In the half-field ex-
periments, the mean number of visible dots was 108 for the radial and 114
for the unidirectional flow. Dots had a diameter of 3 pixels (corresponding to
0.27◦ foveally) and were rendered using OpenGL’s anti-aliasing to get smooth
animation. Dot color was white (46.4 cd/m2). The luminance of the dark
background was 0.11 cd/m2 during the animations. In between animation
intervals the background luminance was 4.78 cd/m2.
1.2.3 Experimental procedure
Subjects were seated in a room with no lighting other than the projector.
Their right eyes were occluded and their left eyes were exactly in front of,
and 58 cm away from, the center of the screen. In this position, which was
maintained by means of a bite bar, all edges of the display were visible while
the subjects fixated a red fixation dot at the center on the screen. Each sub-
ject participated first in the full-field, then in the separate half-field, and fi-
nally in the overlapping half-field experiments. Each experiment, consisting
of 10 blocks of 63 trials, either lasted 40 minutes or was completed in two
20-minute sessions. At the beginning of each experiment, the participants
were familiarized with the stimulus and the task by performing a number of
practice trials. Each trial consisted of an animation and a pointing phase, the
onsets of which were accompanied by different auditory cues. A trial started
with the animation phase in which the two optic flow displays were simulta-
neously shown. The subjects were instructed to locate the focus of the radial
expansion. After one second, the animation stopped and the dots remained
stationary on the screen. At the same time, the background luminance was
increased from 0.11 to 4.78 cd/m2 to prevent luminance aftereffects of the
trajectories of the slowly moving dots that may otherwise have indicated the
veridical FOE location. In this static period, a horizontal line spanning the
width of the display appeared at the center of the screen which the subjects
aligned vertically with the perceived FOE location by means of a mouse. After
this, the participants started the next trial by clicking the mouse. Subjects
were instructed to maintain fixation throughout both the animation and the
pointing phases.
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Figure 1.2: Data of one subject (EP). Scatter plots of real and perceived focus of
expansion positions for the full field, separate half-fields, and overlapping half-fields
conditions. The unidirectional flow pattern moved up () or down () at 4◦/s, or a
static pattern was shown (◦). The data per experiment were fitted with a plane. The
three lines in each graph are intersections of a plane fitted to each experiment’s data
at the three unidirectional flow speeds used (4, 0, and −4◦/s). The offsets of these
lines indicate that, in all stimulus conditions, the FOE was perceptually displaced in
the direction of the uniform flow.
1.3 Results
Figure 1.2 shows the responses of one subject in the full field and both half-
field experiments. In these scatter plots, the perceived FOE location is shown
as a function of the veridical FOE location with each point representing the
result of one trial. Different symbols are used to indicate what kind of induc-
ing stimulus was present during the trial: ±4◦/s unidirectional flow or static
dots. These data were analyzed by fitting a plane according to the multiple
linear regression model
Yperc = α+ βYreal + γVuni .
Here, Yperc is the perceived vertical position of the FOE, Yreal is the real ver-
tical FOE position, and Vuni is the velocity of the unidirectional flow. Three
intersections of this plane at the Vuni values −4, 0, and 4◦/s are shown in Fig-
ure 1.2. Values of γ that are significantly greater than zero indicate that the
perceived focus was shifted in the direction of the unidirectional flow: the
OFI had occurred. The perceptual displacement for a unidirectional flow con-
dition equals the Vuni in degrees/s multiplied by γ. These values are shown
in Figure 1.3A for every subject in each of the three experimental conditions
(full-field, separate half-fields, and overlapping half-fields). The largest illu-
sory effects were found when the flow fields covered the entire screen. How-
ever, in the separate half-field experiments, a significant displacement of the
perceived FOE position from the true FOE position could still be observed in
all subjects (p < 0.05). Mean shift (Figure 1.3B) in this condition was 17%
of the shift observed in the full fields condition. The overlapping half-field
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Figure 1.3: (A) The illusory shift observed in seven subjects in the full fields, sep-
arate half-fields, and overlapping half-fields conditions. These values and their 95%
confidence intervals were obtained by multiple linear regression. All shifts were sta-
tistically significant (p < 0.01, except where indicated with a star: p < 0.05; n = 630).
(B) Mean shifts of all subjects, normalized to each subject’s full fields OFI magnitude.
The OFI magnitude observed in the separate half-fields conditions was the small-
est, 17% compared to the full fields condition. The overlapping half-field conditions
yielded 61%. (Error bars are 95% confidence intervals, n = 7.)
experiments, in which the two half-field stimuli were both presented to the
left of the vertical meridian of the visual field yielded an illusory shift of, on
average, 61% compared to the full fields condition.
1.4 Discussion
The computational study by Hanada (2005) showed that the mechanism of
center–surround motion interaction is not required to explain the OFI. How-
ever, as noted by Hanada (2005), this analysis does not exclude the motion
subtraction explanation of Royden and Conti (2003). Here, we tested the hy-
pothesis that the OFI does not result from local motion interactions alone.
In the full fields experiment, we reproduced the finding by Duffy and
Wurtz (1993) that the focus of a full field expansion pattern is shifted in the
direction of overlapping full field unidirectional flow, the direction of which
was vertical in our experiments, instead of horizontal in all previous psy-
chophysical OFI studies (Duffy & Wurtz, 1993; Grigo & Lappe, 1998; Meese
et al., 1995; Pack & Mingolla, 1998; Royden & Conti, 2003). The separate
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half-fields experiments was designed to minimize the possible effects of local
motion interactions: the expanding and unidirectional flow fields were pre-
sented separately to the left and right halves of the visual field. In agreement
with our hypothesis, the OFI could still be observed in all subjects, albeit to
a much smaller extent (mean magnitude: 17% of shift in full fields condi-
tion). The overlapping half-field conditions was a control to test whether the
reduction in OFI magnitude resulted not from the reduction of local motion
interactions per se, but from the reduction of total motion energy in the stim-
ulus, i.e., the reduction of the total number of moving dots. Here, the two
flow fields were projected onto the same half of visual field. The OFI in this
condition was a factor 3.6 larger than in the separate half-field conditions.
This control experiment suggests that local motion interactions do play an
important role in the OFI. It should be noted, however, that the difference be-
tween the two half-field conditions might have been facilitated by attentional
effects. In the separate half-fields condition, the observer had to locate the
FOE in the left half of his visual field. The unidirectional flow presented to the
right could thus more easily be ignored, potentially reducing its effectiveness
as an OFI inducer.
These findings are similar to those of Pack and Mingolla (1998) who show-
ed that the magnitude of the OFI continued to increase when the unidirec-
tional flow field extended beyond the edges of the expansion field. However,
it has been suggested that this size effect may still be attributable to center–
surround motion interactions (Royden & Conti, 2003) because motion sensi-
tive cells have large surrounds, especially at the large eccentricities used in
the Pack and Mingolla (1998) experiment. This argument is less applicable
to the result presented here, because the receptive fields of motion-sensitive
cells cross the vertical midline of the visual field that separated the two flow
fields in our experiment to a limited extent.
Although the results of Pack and Mingolla (1998) and our experiments
show that the OFI comes at least partially about by motion interactions be-
yond the range of what is normally considered local (i.e., >15◦ in our experi-
ments), we cannot exclude that center–surround motion subtraction might be
the functional mechanism, but then operating at a very large scale. Cells in
motion-sensitive cortical areas MST are known to have large receptive fields
that reach well beyond the vertical midline of the visual field (Duffy & Wurtz,
1991a; Raiguel et al., 1997). To our knowledge, however, it is unknown
whether these cells have an appropriate center–surround structure to explain
the OFI by this mechanism. In addition, it is unclear to us whether a center–
surround motion subtraction model such as the one of Royden and Conti
(2003) is likely to predict the OFI when presented with our separate half-field
stimuli using operators of this scale.
Large-scale flow detectors are used by several physiologically inspired
models of heading detection that explicitly address eye rotation detection
from visual cues (Beintema & Van den Berg, 1998; Lappe & Rauschecker, 1993;
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Perrone & Stone, 1994, 1998). The global eye rotation detection in these mod-
els might explain the integration of motion from both halves of the visual
field that gives rise to the OFI observed in all subjects in our separate half-
field experiments. The data presented here corroborate the original Duffy
and Wurtz (1993) explanation of the OFI, being that global unidirectional flow
triggers the visual system to compensate for eye rotation. However, it should
be noted that our experiments were not designed to explicitly test this idea.
Our experiments suggest that local motion detectors play a role in the
OFI, considering the robust shifts of the FOE observed in the full fields and
overlapping half-fields conditions. However, we conclude that global motion
detectors are sufficient for the OFI to occur because the shift could still be ob-
served in the separate half-fields experiments that lacked local motion trans-
parency.
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The role of motion capture in an illusory
transformation of optic flow fields
Abstract — In the optic flow illusion, the focus of an expanding optic flow
field appears shifted when unidirectional flow is transparently superimposed.
The shift is in the direction of the uniform flow, or ‘inducer’. Current explana-
tions relate the transformation of the expanding optic flow field to perceptual
subtraction of the inducer signal. Alternatively, the shift might result from
motion capture acting on the perceived focus position. To test this alter-
native, we replaced expanding target flow with contracting or rotating flow.
Current explanations predict focus shifts in expanding and contracting flows
that are opposite but of equal magnitude and parallel to the inducer. In ro-
tary flow, the current explanations predict shifts that are perpendicular to the
inducer. In contrast, we report larger shift for expansion than for contraction
and a component of shift parallel to the inducer for rotary flow. The magni-
tude of this novel component of shift depended on the target flow speed, the
inducer flow speed, and the presentation duration. These results support the
idea that motion capture contributes substantially to the optic flow illusion.
2.1 Introduction
In the optic flow illusion (OFI), the focus of a radially expanding pattern of
moving dots appears shifted when another pattern of dots that moves in one
direction is transparently superimposed (Duffy & Wurtz, 1993). This illusory
shift of the focus of expansion (FOE) is in the direction of the superimposed
unidirectional flow. Studies of the OFI have focused on two alternative ex-
planations for this effect. One explanation relates the OFI to self-motion and
eye movements. Patterns like the expanding radial flow field are thought
to be used by the visual system to help guide locomotion since the FOE of
such fields coincides with the direction of heading (Gibson, 1950). However,
smooth pursuit eye movements distort flow fields by adding a component of
motion and complicates the extraction of heading parameters. Specifically,
smooth pursuit shifts the retinal location of the FOE in the direction of pur-
suit. There is evidence that the visual system actively compensates for the
effects of smooth pursuit from psychophysics (Royden et al., 1992; Van den
Berg, 1996; Warren & Hannon, 1990) and electrophysiology (Bradley et al.,
1996; Lee et al., 2007; Shenoy et al., 1999, 2002; Zhang et al., 2004). This
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smooth pursuit compensation mechanism shifts the perceived FOE location
back toward the direction of heading and is thought to operate on the basis
of both efference copies of pursuit commands and reafferent, purely optical
signals (reviewed in Lappe et al., 1999). Duffy and Wurtz (1993) hypothe-
sized that the unidirectional flow field in the OFI is interpreted by the visual
system as a reafferent signal indicating smooth pursuit in the opposite direc-
tion, thus triggering the compensatory FOE shift. This compensation would
perceptually shift the FOE in the uniform flow direction: the OFI.
Alternatively, the OFI has been explained by motion induction (MI), the
illusory motion of a visual stimulus in the direction opposite to that of the
motion of other stimuli (Duncker, 1929; Reinhardt-Rutland, 1988). The uni-
directional flow in the OFI may act as a motion inducer (Meese et al., 1995).
Indeed, subtracting the unidirectional flow from the radial flow pattern qual-
itatively explains the FOE shift. Several studies have investigated the role
of MI in the OFI, focusing on the distinction between local and global MI.
Local MI occurs in nearby stimuli and is thought (e.g., Anstis & Reinhardt-
Rutland, 1976) to be mediated by antagonistic center-surround interactions
in the receptive fields of motion sensitive neurons (Born, 2000; Bridgeman,
1972; Hammond & MacKay, 1981). The OFI has been reproduced in a nu-
merical model of an array of this kind of motion detectors (Royden & Conti,
2003). Global MI, on the other hand, acts on the entire visual field and has
been related to cancellation of eye movements (Lott & Post, 1993; Post, 1986;
Post et al., 1984), shifts in the subjective straight ahead (Brosgole, 1968; Post,
1986), visuo-vestibular interactions (Post, 1986; Post et al., 1984) and illusory
self-motion or ‘vection’ (Heckmann & Howard, 1991).
This class of effects may be more akin to the smooth pursuit compensa-
tion hypothesis of the OFI, and it has been argued that global MI might be the
mechanism by which the OFI comes about (Pack & Mingolla, 1998). The role of
global effects in the OFI has been demonstrated in experiments manipulating
the relative sizes (Pack & Mingolla, 1998) and positions (Duijnhouwer et al.,
2006) of the two flow fields.
The OFI is reminiscent of a class of visual illusions in which motion of
one stimulus component influences the perceived position of another com-
ponent. For example, a red square on an equiluminous green background
appeared displaced in the direction of drift of overlapping black dots. This
“inappropriate binding of motion from one stimulus component to another”
occurs in many stimulus configurations and is termed ‘motion capture’ (Ra-
machandran, 1987). Similar observations have been made by others. Spill-
mann and Redies (1981), for example, noticed that the illusory contours that
appear between the ends of dark line segments in a modification of the Ehren-
stein (1941) brightness illusion could be captured and dislodged by drifting
dots. Possibly related to these effects are the observations that the stationary
edges of random dot kinematograms (e.g., Chung et al., 2007; Ramachandran
& Anstis, 1990) and moving Gabors (e.g., Arnold et al., 2007; De Valois & De
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Valois, 1991) perceptually shifted in the direction of the stimuli’s internal
motion. As a final example (most similar to the OFI), in a stimulus consisting
of two random dot patterns, one drifting, and one under a Gaussian lumi-
nance envelope, the brightness peak appears displaced in the direction of the
moving pattern (Mussap & Prins, 2002).
The similarities, in construction and phenomenology, between the OFI and
the motion capture illusions suggest that they might be related. Potentially,
inappropriate binding of the unidirectional flow field’s motion to the station-
ary FOE might explain or contribute to the OFI. The purpose of this study
is to investigate this third explanation of the OFI. To disentangle the poten-
tial contributions to the OFI of, on the one hand, pursuit compensation and
motion induction and, on the other hand, motion capture, we here extend
the experiment of Duffy and Wurtz (1993) by replacing the expanding flow
field with contracting, clockwise, and counterclockwise flow. The expected
shift-directions of the foci of these flow fields are different in the pursuit
compensation and motion induction explanations compared to the explana-
tion based on the capture of the focus by the superimposed unidirectional
flow (Figure 2.1). For brevity, we will refer to the shifts expected on the basis
of pursuit compensation and motion induction as induced shifts in the re-
mainder of this text, whereas shifts in the direction expected on the basis of
motion capture will henceforth be called captured shifts. If the OFI is the re-
sult of induced shift, the focus of contraction (FOC) should shift opposite the
unidirectional flow, instead of shifting in the uniform flow direction like the
FOE does. Furthermore, a focus of rotary flow should shift perpendicular to
the unidirectional flow (Pack & Mingolla, 1998). In contrast, a captured shift
should always be in the direction of the inducing flow field, regardless of the
flow condition.
2.2 Methods
2.2.1 Subjects
Eleven subjects participated in the experiments described in this paper. One
of them was an author (JD) the others were unaware of the question under
research. All subjects had normal vision. Most were experienced psychophys-
ical observers, except for subjects GT and JF, who had no prior experience in
psychophysics.
2.2.2 Visual stimuli
Visual stimuli (Figure 2.2), subtending 700× 700 pixels, or 74◦× 74◦ at a dis-
tance of 104 cm, were generated using OpenGL on an Apple PowerMac G4
and back projected onto a translucent screen using a JVC DLA-S10 projector
at 75 frames/s. No lighting other than the projector was present in the room.
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Stimulus Predicted percept
“Induced shift” “Captured shift”
Figure 2.1: Cartoons of the stimulus conditions (left column) and predictions of the
perceived focus position (gray dots) based on the pursuit compensation and motion
induction accounts (‘Induced shift’, middle column) and the alternative explanation
based on motion capture of the focus (‘Captured shift’, right column). Black arrows
indicate target flow. Gray arrows indicate the inducer. Induced shifts should be
in the direction of the inducer in expanding flow (A), in the opposite direction in
contracting flow (B), and in a perpendicular direction in rotary flow (C). In contrast,
captured shifts should be in the direction of the uniform flow in all conditions.
The stimuli consisted of two independent sets of moving dots that were trans-
parently superimposed. Each set provided an optic flow field that simulated
a particular observer movement. Of both sets, about 150 dots were visible.
The dots had a diameter of 4 pixels (corresponding to 0.5◦) and were ren-
dered using OpenGL’s anti-aliasing to get smooth animation. A fixation dot,
a white square (0.87◦) with a black center (0.37◦), was visible at the center of
the screen. Luminance of the dots, fixation square, and pointer (see Experi-
mental procedure) was 19.6 cd/m2 on a 0.08 cd/m2 background. Viewing was
binocular.
The inducing unidirectional flow field (the “inducer”) consisted of dots
that were randomly positioned on the surface of a sphere (radius 5 m), con-
centric with the vantage point of the observer. This sphere rotated at 5◦/s
about a vertical axis through the vantage point or was stationary. For the fo-
cus carrying flow field, or target flow, the dots were randomly positioned in a
volume 15.1 m wide, 15.1 m high, and 9.3 m deep. This volume was centered
on a point 5.35 m straight ahead of the observer. Here, the dot motion sim-
ulated observer translation along, or rotation about, one of 25 motion axes
that were evenly spaced in a 20◦× 20◦ square area, centered on the fixation
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direction. In the rotary OFI experiments, the spin rate varied between 0.02
and 0.28 Hz. In the radial OFI, the magnitude of the simulated translation
speeds ranged from 1.13 to 11.3 m/s. The retinal dot speeds caused by these
ego-speeds are exemplified in Figure 2.2D. For the rotary flow (dashed line),
the speed of a dot is determined by the product of the spin rate and the sine
of the dot’s eccentricity. In the radial flow fields, the dot speed additionally
depends on the simulated depth of the dot in the scene. The dot speed as
a function of eccentricity at five different depths is shown in Figure 2.2D,
with solid gray lines of varying width. The mean dot speed at a given eccen-
tricity is approximately equal to the speed of a dot at three-quarters of the
furthest simulated distance in the scene (7.5 m line in Figure 2.2D). Dots that,
due to forward or backward observer translation, passed through the near
or far side of the volume were wrapped to the other side of the volume and
were assigned new random horizontal and vertical coordinates. Because of
this, the dot density was constant during the trial, irrespective of whether the
simulated observer motion was forward or backward.
2.2.3 Experimental procedure
Subjects were seated 104 cm in front of the center of the screen. Their head
position was stabilized by means of a bite bar. At the start of each exper-
iment, the participants were familiarized with the stimulus and the task by
performing a number of practice trials. Each trial consisted of an animation
and a pointing phase, the onsets of which were accompanied by auditory
cues. A trial started with the animation phase in which the two transpar-
ent optic flow displays were simultaneously shown. Subjects were instructed
to maintain fixation on the central fixation square and to locate the focus
of the target flow. After 1.33 s, the flow fields were removed and a pointer
(a 0.5◦ square) appeared centrally on the screen. The subjects were asked
to align this pointer with the remembered focus position with a computer
mouse while maintaining fixation. A mouse click confirmed the position and,
after a delay of 107 ms, started the next trial. Rotary and radial target flow
fields were shown in separate sessions.
2.3 Results
2.3.1 Two-dimensional illusory focus shifts in radial and ro-
tary flow
We measured horizontal and vertical localization errors of the focus of radial
and rotary target flow under influence of transparently superimposed inducer
flow. In these optic flow illusion (OFI) experiments, one speed of focus car-
rying target flow was used. Target flow speed in the radial OFI corresponded
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Figure 2.2: Stimuli consisted of a flow field of horizontally moving dots, or inducer
(A), that transparently overlapped either a rotary (B) or a radial target flow field (C).
Flow fields were created by simulating rotary and translational observer movements
within a scene of dots: a constant yaw of 5◦/s in panel A, a pure roll at 0.056 Hz in
panel B, and a straight ahead translation at 1.9 m/s in panel C. Note that from the
vantage point of the observer, the curved trajectories in panel A resulted in a uniform
retinal flow field. In panel D the retinal velocities of the dots in these three flow fields
are shown as a function of eccentricity. The inducer speed is constant across the
visual field (solid black line). The retinal speeds in the rotary (dashed black line) and
radial (gray lines) flow fields increased with eccentricity. In the radial flow fields,
the retinal velocity of a dot decreased with increasing simulated distance from the
observer. These distances ranged from 0.7 (thickest gray line) to 10 m (thinnest gray
line).
to a simulated ego-translation of 3.75 m/s. In the rotary OFI, the target flow
simulated a 0.08-Hz roll. Figure 2.3 is an example of the data of one subject in
the rotary flow condition (top row: clockwise flow, bottom row: counterclock-
wise flow). In these plots, markers represent the mean positional judgments
made per veridical focus location. Marker shade indicates the inducer condi-
tion: white for leftward, gray for static, and black for rightward flow. Error
bars represent standard deviations. The horizontal and vertical coordinates
of the real and indicated focus positions were analyzed separately (left col-
umn: vertical; right column: horizontal). As can be read from the vertical
offsets between the data points of the three inducer conditions, the motion
of the inducer influenced focus position judgments. The horizontal inducer
evoked about 3◦ of vertical shift of the perceived location of the focus for
clockwise (Figure 2.3A) and counterclockwise (Figure 2.3C) flow. These shifts
were up or down, depending on the direction of the inducer and on the direc-
tion of rotation of the target flow. These results are in accordance with the
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Figure 2.3: Data of one subject (JD) in the optic flow illusion experiment with rotary
target flow. The mean vertical (left column) and horizontal (right column) coordi-
nates of the perceived focus position are plotted against the real coordinates of the
focus. Error bars indicate standard deviations. Three inducers were used: right-
wards (black), static (gray), and leftwards (white). Circular arrows indicate target
flow rotation direction. Vertical shifts could be observed (left column). The focus of
clockwise flow appeared higher when the inducer moved rightwards and lower when
the inducer moved leftward (A). The vertical shift directions were reversed when the
target flow rotated counterclockwise (C). Horizontal shifts were also observed (right
column). These were always in the direction of the inducer.
pursuit compensation and motion induction accounts of the OFI (Figure 2.1
‘Induced shift’). However, as can be seen in Figures 2.3B and 2.3D, perceptual
shifts also occurred in the horizontal direction. These ~1.5◦ shifts were al-
ways in the direction of the unidirectional inducer, regardless of the sign of
the rotation, as predicted by the motion capture account (Figure 2.1 ‘Captured
shift’).
A more formal quantification of the illusory focus shifts in this experiment
was achieved by least squares fitting the following planar regression model
to the real and indicated focus locations (separately for the horizontal and
vertical coordinates):
Li = α+ βLr + γV . (2.1)
Here, Li is the location that the observer indicated, Lr is the real focus loca-
tion, and V is the speed of the inducer. This plane was fit separately to the
subsets of (unaveraged) data corresponding to each panel in Figure 2.3. The
fit lines in each panel in Figure 2.3 correspond to cross sections of this plane
at 5, 0, and −5◦/s inducer speeds V used in this experiment.
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Figure 2.4: Horizontal (X) and vertical (Y) shifts of the foci of contracting and expand-
ing flow fields (right column) and clockwise and counterclockwise flow (left column)
per subject with 95% confidence intervals. Positive shift values in the X shift panels
(A and B) indicate shifts in the inducer direction. In the Y shift panels (C and D)
positive values indicate shifts at an angle of 90◦ in the counterclockwise direction
with respect to the inducer direction. Note that the abscissas in panels B and C are
negative. (A) In the rotary OFI, significant horizontal shifts could be observed in the
direction of the inducer in all six observers. Mean shifts (indicated with dashed lines)
were 1.60◦ for CW and 1.54◦ for CCW. (C) Significant vertical shifts were also observed
in all observers, means were 4.00◦ for CW and −3.48◦ for CCW flow. (B) The focus
of expanding and contracting flow shifted horizontally in all eleven participants. The
shift of the FOE (mean 3.67◦) was significantly larger than the shift magnitude of the
FOC (mean −1.37◦) in all subjects. (D) Vertical shifts were negligible. Data highlighted
with thicker lines are from one observer (JD). This subject’s data in panels A and C
correspond to the data shown in Figure 2.3.
All illusory shift values and error ranges that are presented throughout
this paper are the estimates and 95% confidence bounds of γ, obtained by
fitting Equation (2.1), multiplied with the magnitude of the inducer speed V
used in the experiment in question. The direction of the shift is indicated by
the sign. In the horizontal direction, a positive value signifies that the shift
was in the direction of the inducer, and a negative value signifies that the
shift was opposite to the inducer direction. In the vertical direction, positive
values signify shifts in a direction 90◦ away from the inducer direction in
the counterclockwise direction. Negative vertical shifts are directed 90◦ away
from the inducer direction in the clockwise direction.
The results of five naive subjects and an author that participated in the ro-
tary OFI experiment are shown in the left column of Figure 2.4. Illusory focus
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shifts could be observed in all of them, both in the horizontal (Figure 2.4A)
and in the vertical (Figure 2.4C) direction. Of these six subjects, the mean hor-
izontal shift was 1.60◦ for the focus of clockwise (FOCW) flow and 1.54◦ for
the focus of counterclockwise (FOCCW) flow. These shifts were statistically
significant per subject because zero shift falls outside all 95% confidence in-
tervals. Significant vertical shifts (Figure 2.4C) were also observed: the mean
FOCW shift was 4.00◦; the mean FOCCW shift was −3.48◦. A negative verti-
cal shift means that the focus shifted downward when the inducer moved to
the right and up when the inducer moved to the left. Shifts did not differ
significantly between the FOCW and the FOCCW conditions (two-sided sign
test: horizontal p = 1, n = 6; vertical p = 0.39, n = 6). Mean per subject
ratio between horizontal and vertical shifts in this experiment was 42% ± 8%
standard deviation.
Ten naive subjects and an author participated in the radial OFI experi-
ment. The horizontal focus shifts are shown in Figure 2.4B. The FOE shifted
in the direction of the inducer, and the FOC shifted in the opposite direction.
Interestingly, the magnitudes of the FOE shifts were significantly larger than
those of the FOC shift (two-sided sign test: p < 0.001, n = 11). The mean FOE
shift was 3.67◦; the mean FOC shift was 1.37◦. Vertical focus shifts were neg-
ligible in the radial OFI (Figure 2.4D). Note that in this radial OFI experiment,
more data are available on the horizontal than on the vertical shifts. Seven
subjects took part in an experiment that only required horizontal localization
of the FOCs and FOEs (by means of a mouse pointer that was a vertical line
spanning the height of the screen) instead of the two-dimensional localization
employed in the rest of this study.
Summarizing the results thus far, we found both induced shifts and cap-
tured shifts. This was most clearly demonstrated by the rotary OFI. Here, the
focus shifted both vertically, as predicted by the pursuit compensation and
motion induction accounts, and in the direction of the horizontal inducer
flow, as expected on the basis of motion capture. In the radial OFI, we also
found induced shifts and captured shifts. As predicted by the pursuit com-
pensation and motion induction accounts, the FOE shifted in, and the FOC
shifted opposite the inducer direction. However, the finding that the mag-
nitudes of the FOE shifts were larger than the magnitudes of the FOC shifts
suggests that this induced shift was offset by an additional component of
shift in the direction predicted by motion capture. For a comparison of in-
duced shifts and captured shifts in rotary and radial flow, see Appendix A.
2.3.2 Effect of target flow speed
Having identified the captured shift as a novel component of the OFI, we
wondered how this component would be influenced by the speed of the target
flow. Hence, two-dimensional shifts of radial and rotary target flow foci were
measured with two naive subjects (AH and JF) and an author (JD) using a
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range of target flow speeds.
In the rotary OFI experiment, the spin rates ranged from 0.02 to 0.28 Hz.
In the radial OFI experiment, the simulated heading speeds ranged from 1.13
to 11.3 m/s. The inducer speed was 5, 0, or −5◦/s. As shown in Figure 2.5, the
horizontal and the vertical shifts in degrees (obtained by fitting Equation (2.1)
to the pointing data and multiplication of γ and absolute V ) varied with the
speed of the target flow.
In the rotary OFI (Figure 2.5A), vertical shifts (diamonds) were observed
over the range of spin rates used. The vertical shifts were largest when the
target flow speed was low, reaching almost ±15◦ in subjects AH and JF. At the
highest absolute spin rates (0.28 Hz) the shifts were negligibly small. The sign
of the shift depended on the rotation direction. The focus of clockwise flow
shifted up with the rightward inducer and down with the leftward inducer
present. The shift directions were reversed in the counterclockwise flow con-
dition. These “vertical shift as a function of target speed” data were fit with
the hyperbolic function
Y = ay + byR−1 , (2.2)
where Y is the vertical shift and R is the spin rate. This function reflects
the idea of vector subtraction of the unidirectional flow from the rotary flow
because as R increases, the magnitude of the rotary vectors increasingly out-
weighs the uniform flow field vectors, resulting in small vertical shifts Y . At
near zero spin rates R, Y grows asymptotically to plus and minus infinity.
This is no problem because the flow field has no focus when the spin rate is
zero.
The horizontal shifts (circles in Figure 2.5A) were positive across the range
of spin rates used in all subjects, meaning that they were in the direction
of the inducer in both the clockwise and the counterclockwise rotary flow
conditions. Here too, the shifts were largest (typically about 3◦) at low target
flow speeds. We fitted these data with the function
X = ax + bx
∣∣∣R−1∣∣∣ . (2.3)
The dependence on absolute R reflects the horizontal shift’s independence
of the direction of rotation. This function also captures the observed dimin-
ishing of the horizontal shifts at high spin rates and the increase at lower
rates.
Parameter values, with 95% confidence intervals, for the fits to the vertical
and horizontal shifts in the rotary flow condition are shown in Figure 2.5C.
The vertical offset ay was negligible in all observers. And although the hori-
zontal offset ax ranged from about one half to one degree, it was significant
in one subject (JD) only. On the other hand, the spin rate term parameters
by and bx were significantly non-zero in all observers, emphasizing the in-
fluence of target flow speed on both the vertical and the horizontal illusory
focus shifts in the rotary OFI.
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Figure 2.5: Effects of target flow speed on horizontal (#) and vertical (3) focus shifts
in the rotary (A) and radial OFI (B) in three participants (rows). The horizontal axes
represent the speed of the target flow, i.e., spin rate in rotary flow (Hz), and simulated
translation speed in radial flow (m/s). Positive horizontal focus shifts are in the
inducer direction. Positive vertical shifts are at an angle of 90◦ (counterclockwise)
with respect to the inducer direction. Each shift is collected with inducer speeds 5, 0
and −5◦/s. In the rotary OFI (A), horizontal inducer motion caused vertical shifts (3)
in all subjects. These shifts were positive in CW and negative in CCW flow. Horizontal
shifts (#) were also observed for all participants. Shifts in all directions were greatest
at low target flow speeds. (C) Parameters obtained by fitting Equation (2.2) to the
vertical shifts and Equation (2.3) to the horizontal shifts. Parameters by and bx
from the spin rate R term are significantly non-zero for all participants, whereas the
offsets ay and ax are significantly non-zero in only one case, i.e., both horizontal
and vertical shifts depend on target flow speed in the rotary OFI. In the radial OFI
(B) no vertical shifts occurred (). Horizontal shifts, however, did occur (#). Shifts
were again largest at low target flow speeds. Offset cx is significantly non-zero for all
participants (D), meaning that the FOE shifted more than the FOC. The dashed line in
B is Equation (2.5) fitted to the horizontal shift of the radial foci, see Appendix A. Bars
per parameter in C and D correspond, from left to right, to participants AH, JF, and
JD. All error bars are 95% confidence intervals. The filled black markers correspond
to the data in Figure 2.3.
Next, we measured the illusory focus shifts in the radial OFI (Figure 2.5B).
We found that shifts were only observed in the horizontal direction, and that
the focus of contraction (FOC) shifted less than the focus of expansion (FOE).
Vertical offsets were analyzed by fitting the function
Y = cy + dyT−1 ,
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where T denotes translation speed in m/s. The values obtained for cy and dy
are negligibly small in all three subjects (Figure 2.5D), which indicates that no
mislocalization occurred in the vertical direction. The horizontal offsets were
fitted with the function
X = cx + dxT−1 .
We found large values of dx indicating that observers experienced large illu-
sory shifts, especially in slowly contracting and expanding flow fields. (Note
that the magnitudes of the gain parameters d and b cannot be compared di-
rectly, see Appendix A.) Interestingly, the values of cx are significantly greater
than zero in all three observers (mean 1.06◦ ± 0.12◦ SEM). This shows that the
illusory FOE shifts were, on average, 1.06◦ larger than the illusory FOC shifts
over the range of speeds used in our experiment.
In summary, the results in Figure 2.5 show that both the induced shift and
the captured shift depend on target flow speed. The lower the target flow
speed, the larger the shifts. Concerning the shift direction, the induced shift
direction depends on the sign of the target flow. In contrast, the direction of
the captured shift is identical in clockwise, counterclockwise, expanding, and
contracting flow.
2.3.3 Effect of target fuzziness
It has been shown that the magnitude of the motion capture effect increases
with increasing target fuzziness (Murakami, 1999; Murakami & Shimojo, 1993;
Ramachandran, 1987). We hypothesized that the increase of captured shift
we found with decreasing target flow speeds (Section 2.3.2) is related to the
concomitant increase of target fuzziness. To test this hypothesis, we reana-
lyzed the data of the target flow speeds experiment (Figure 2.5). We defined
target fuzziness as the standard deviation σ of the residuals of a linear fit to
the real and indicated position data obtained in the trials in which the inducer
was static. Large σ means imprecise localization of the focus of flow: fuzzy
targets. The results are shown in Figure 2.6.
First, we established that with increasing absolute target flow speed, target
fuzziness decreased, as expressed by an elevated target localization precision
in our subjects. This is shown for the radial OFI in Figure 2.6A and for the
rotary OFI in Figure 2.6B.
Second, we analyzed the relation between the captured shifts and the tar-
get fuzziness (Figure 2.6C). In the rotary OFI, the captured shift is defined
simply as the horizontal components of the observed mislocalization. In the
radial OFI, the captured shift is the difference between the magnitudes of the
FOE shift and the FOC shift divided by two. As is shown, the magnitudes
of the captured shifts correlated positively with target fuzziness σ . Linear
regression showed that per degree fuzziness increase, the captured shift in-
creased about two-thirds of a degree in the rotary OFI, and about one-third of
a degree in the radial OFI.
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Figure 2.6: Relation between target fuzziness and captured shift. The fuzziness of
the foci of radial (A) and rotary (B) flow is defined as the standard deviation σ of lo-
calization residuals in the static inducer condition. In all three subjects, σ decreased
with increasing absolute target flow speed. This means that the focus of faster target
flow was more precisely localized. (C) The captured shifts in the rotary and radial
OFI increased with target fuzziness. In the rotary flow condition (black markers), the
captured shift is defined as the horizontal mislocalization. In the radial flow condi-
tion (gray markers), the captured shift is defined as the difference between FOE and
FOC shift magnitudes divided by two. Fits are regressions with offset a and slope b.
These results confirm that the shift in the direction of the inducer is mo-
tion capture-like in the sense that its magnitude increases with increasing
target fuzziness.
2.3.4 Effects of presentation duration and inducer speed
To investigate the temporal properties of the induced shift and the captured
shift, a naive subject (WP) and an author (JD) participated in an additional ro-
tary OFI experiment with variable presentation durations in the range of 0.33
to 5.33 s (Figure 2.7A). The inducer speed was 5, 0, or −5◦/s. The spin rate of
the target flow in this experiment was 0.08 Hz. Only rotary, not radial, target
flow was used because the induced shift and captured shift are most clearly
discernible in this condition as vertical and horizontal shifts, respectively.
The horizontal shift increased logarithmically over the range of presenta-
tion durations used, reaching 1.6◦ in subject JD and 4.2◦ in subject WP. On
the other hand, presentation duration did not have an effect on the vertical
shift of the focus. The vertical shifts remained more or less constant at on
average 2.7◦ in subject JD and 6.5◦ in subject WP.
It has been shown that the magnitude of the OFI increases with increasing
inducer speed (Duffy & Wurtz, 1993) before leveling off at even higher inducer
speeds (Pack & Mingolla, 1998). We wondered whether this holds true for
both the induced shift component and the captured shift component. With
the same subjects as in the presentation duration experiment, we investigated
the effect of inducer speed on the horizontal and vertical focus shifts using a
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Figure 2.7: The effect of stimulus duration (A) and inducer speed (B) on the magni-
tudes of the horizontal (#) and vertical (3) components of focus shift in the rotary
OFI. (A) In both subjects, stimulus duration had no effect on the vertical shifts over
the range of durations used. The horizontal shift, however, increased logarithmically
with stimulus duration. (B) Both the horizontal and the vertical shifts increased with
increasing inducer speed in both subjects, leveling off at higher speeds.
constant presentation duration of 1.33 s (Figure 2.7B). Spin rate was 0.08 Hz,
and the inducer speed ranged from 1 to 20◦/s. Both shift components show a
clear increase over this range, and both level off at higher inducer speeds.
2.3.5 Effect of eye movements
Although we instructed our subjects to fixate the stationary square at the cen-
ter of the screen and to avoid tracking of the moving dots, involuntary eye
movements might have occurred in our experiments. To confirm whether or
not eye movements could contribute or explain our results, we repeated the
rotary OFI experiment with three participants while recording their eye move-
ments. Oﬄine analysis showed that, although eye traces did differ slightly
amongst leftward, static, and rightward inducer conditions, the eye move-
ments did not correlate with the captured shift in any of the participants.
Details on these data and analyses can be found in Appendix B.
2.4 Discussion
We reproduced the optic flow illusion (OFI) in which the focus of an expand-
ing flow field appears shifted in the direction of a transparently superimposed
unidirectional flow field (Duffy & Wurtz, 1993). We then extended the OFI by
replacing the expansion pattern with contracting and rotary flow fields. This
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revealed that there are at least two sources of flow field transformation. On
the one hand, the foci of these flow fields shifted in the direction expected
on basis of the existing smooth pursuit compensation and motion induction
explanations of the OFI. On the other hand, a component of shift was ob-
served that was always in the direction of the horizontal inducer flow. In
the rotary OFI, this newly identified captured shift was separated from the
known induced shift effect because the captured shift was horizontal and the
induced shift was vertical. In the radial OFI, the effect could be observed as an
asymmetry between the magnitudes of the shifts of the foci of expansion and
contraction. However, although this asymmetry could be explained on the
basis of the isolated captured and induced shifts from the rotary flow con-
ditions (Appendix A) we cannot exclude other possible contributions to the
asymmetry. For example, the reduced shift of the focus of contraction might
have been caused by a reduced compensation for pursuit in contracting flow,
possibly because contracting flow is under natural locomotor behavior much
rarer than expanding flow. In addition, evidence exists for differential pro-
cessing of expanding and contracting flow in humans (e.g., Holliday & Meese,
2005; Lappe & Rauschecker, 1995b; Ptito et al., 2001), which may be related
to the observed asymmetry.
The captured shift could account for a substantial part of the total OFI
shift. For example, the captured shift magnitude was 42% of the induced
shift magnitude in the 0.08-Hz rotary OFI experiment on average per subject
(Figure 2.4). This component of the focus shift went unnoticed in other psy-
chophysical studies of the OFI that only used expanding target flow (Duffy &
Wurtz, 1993; Duijnhouwer et al., 2006; Grigo & Lappe, 1998). In one study
(Pack & Mingolla, 1998), a rotary target flow was used, and although not men-
tioned by the authors, a capture like shift of comparable magnitude can be
discerned in the results. Yet, as the authors used only clockwise flow, it is
impossible to establish from their data whether the direction of this shift
was independent of the direction of the target flow rotation. Thus, our study
for the first time provides a clear distinction between capture and induction
components of the optic flow illusion.
We further investigated the isolated induced shift and captured shift com-
ponents by manipulating the target flow speed, the inducer speed, and the
presentation duration. Manipulating the target flow speed had a clear effect
on the induced shift (Figure 2.5); the slower the target flow, the larger the
shift. This makes sense in terms of the smooth pursuit compensation ac-
count. Smooth pursuit, adding global motion to the retinal flow field, has the
greatest effect when the target flow field vectors are short. Therefore, with
slow target flow, the compensation needs to be stronger; hence more illusory
shift occurs in the slow-target OFI. It has been shown in flow sensitive neu-
rons in the medial superior temporal (MST) cortex area of the macaque that
compensation effects for real pursuit are indeed scaled to the speed of the
radial flow (Lee et al., 2007).
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Manipulating the target flow speed had a similar effect on the captured
shift as on the induced shift (Figure 2.5); the slower the target flow, the larger
the shift. This increase at lower target speeds could be explained by taking
into account that the focus of the target flow becomes fuzzier at low flow
speeds. We found clear relations between target flow speeds and localiza-
tion uncertainty on the one hand, and between localization uncertainty and
the captured shift on the other (Figure 2.6). Other studies have also found
positive correlations between target fuzziness and the strength of the motion
capture effect. Strongest motion capture has been found in target stimuli
with low luminance or color contrast, smaller size, and greater eccentricity
(Murakami, 1999; Murakami & Shimojo, 1993; Ramachandran, 1987). Targets
that by manipulation of these parameters ranged from fuzzy to distinct al-
lowed a gradual change from motion capture to motion induction (Murakami,
1999; Murakami & Shimojo, 1993). Likewise, the illusion that the station-
ary edges of random dot kinematograms (Ramachandran & Anstis, 1990) and
moving Gabors (De Valois & De Valois, 1991) shift in the direction of the stim-
uli’s internal motion was optimal when those edges were least conspicuous,
e.g., when they were hidden in a surround of static dots or under a luminance
envelope (Chung et al., 2007). Our results show that the OFI stimulus pro-
vides an additional method of manipulating target fuzziness by means of the
target flow speed.
Increasing the inducer speed had similar effects on the induced shift and
the captured shift (Figure 2.7B). Both shifts showed a saturating increase with
increasing inducer speed, similar to the inducer speed dependence of the
expansion OFI found in a previous study (Pack & Mingolla, 1998).
Manipulation of the stimulus duration, however, revealed different tempo-
ral properties of the induced shift and the captured shift (Figure 2.7A). Ma-
nipulating the stimulus duration (0.33–5.33 s) did not have an effect on the
magnitude of the induced shift (Figure 2.7A). One might have expected such
an effect when the buildup of pursuit compensation or motion induction is
ongoing. The absence of an effect of stimulus duration implies short buildup
times of motion induction and pursuit compensation relative to the shortest
presentation duration used in our experiment. However, the literature on the
buildup times of local motion induction and smooth pursuit compensation is
mixed. Local motion induction might indeed be very fast, as it has been shown
psychophysically (Tadin et al., 2006) and electrophysiologically (Perge et al.,
2005a) that the surround modulates the response of center-surround motion
detectors after a delay of only about 16 ms. However, a related illusion known
as motion repulsion, the illusory overestimation of acute angles between the
directions of two transparently superimposed unidirectional flow fields (e.g.,
Marshak & Sekuler, 1979), has been shown to increase over a range of pre-
sentations durations similar to the ones used in Figure 2.7A (Rauber & Treue,
1999). Since motion repulsion is thought to be related to center-surround
motion interactions (e.g., Hiris & Blake, 1996; Marshak & Sekuler, 1979) and
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since applying motion repulsion to any location within the OFI stimuli quali-
tatively explains the induced shift, these findings seem incongruous with the
lack of effect of stimulus duration on induced shift reported here. However,
the buildup of motion repulsion in the study of Rauber and Treue (1999)
might have been due to local motion adaptation, which may have had a less
prominent role in our experiments because of the relatively low dot density
used.
In terms of pursuit compensation, the finding that the Filehne (1922) illu-
sion (the illusory motion of a dot in total darkness attributed to incomplete
compensation for the eye movements of the observer) disappears after about
200–300 ms (de Graaf & Wertheim, 1988; Mack & Herman, 1978) seems to
match the constant induced shift over the range of stimulus durations used
in our experiment (0.33–5.33 s). However, others have shown that the level of
pursuit compensation can continue to rise for at least a second (Souman et al.,
2005). Moreover, it is important to note that these durations were found for
extraretinal compensation during real pursuit. To our knowledge, no study
has quantified the latency of pursuit compensation based on purely retinal
signals.
As opposed to the induced shift, manipulating the stimulus duration did
have a clear effect on the captured shift. The captured shift increased with
increasing stimulus duration and saturated at longer presentation times. The
increase with longer durations matches the idea that the target drift is caused
by motion capture instead of a fixed magnitude, quasi-instantaneous shift.
2.4.1 Comparison of stimuli with previous studies
Apart from the additional contracting and rotary flow conditions, the OFI
stimuli used in this study differed in a number of ways from those used by
Duffy and Wurtz (1993) and other studies of the OFI.
First, in all experiments in this study, a fixation dot was permanently vis-
ible at the center of the screen. This is different from most previous studies,
which lacked a fixation dot during the stimulus presentation intervals (Grigo
& Lappe, 1998; Pack & Mingolla, 1998; Royden & Conti, 2003). The station-
ary fixation marker might have had a detrimental effect on the illusory shift.
Since a stationary fixation marker provides visual evidence against ongoing
pursuit, it may counteract a pursuit-compensation mechanism. However, the
induced shifts reported here are of the same order of magnitude as in previ-
ous studies, supporting an earlier claim (Duffy & Wurtz, 1993) that fixation
does not influence the illusory shift much.
Second, our inducer flow stimulus was constructed by simulating an eye-
rotation within a sphere of dots. This resulted in curved dot trajectories on
the display and a unidirectional flow field on the retina of the observer. In
contrast, the inducers in previous OFI studies (Duffy & Wurtz, 1993; Grigo &
Lappe, 1998; Pack & Mingolla, 1998; Royden & Conti, 2003) consisted of dots
33
2.4. Discussion
moving with unidirectional velocity on the display, in effect simulating side-
ways observer translation along a frontoparallel plane. Physical differences
between stimuli constructed in these alternative ways are most clearly visible
in the periphery of large field stimuli, such as used in our experiment (Fig-
ure 2.2A). Since it has been suggested that these differences can be used by
human observers as cues to decompose combined translational and rotational
flow (Grigo & Lappe, 1999), we chose to use the rotational flow inducer as to
maximize a potential contribution of an eye rotation compensation mecha-
nism to the OFI (Duijnhouwer et al., 2006).
Finally, in previous studies the target flow was a frontoparallel plane of
dots moving at speeds that scaled linearly with eccentricity. In contrast, our
radial stimuli were created by simulating observer translation through a cloud
of dots. Dots were wrapped to the far side of the cloud when they came
nearer than 0.7 m to the observer in the expansion condition. In the con-
traction condition, the dots were wrapped to the near side of the cloud when
they exceeded a distance of 10 m away from the observer. Thus, the dot den-
sity was kept constant around both the focus of expansion and the focus of
contraction, an issue that needs special consideration in studies comparing
expanding and contracting flow (cf. Clifford et al., 1999). An additional result
of adding depth to the scene is that, in the radial flow conditions, dots at
identical eccentricities could have different speeds (motion parallax). Given
the importance of motion parallax in heading tasks that require decomposi-
tion of rotational and translational flow (Rieger & Toet, 1985; Royden et al.,
1994) it is interesting to note that the OFI does also occur in radial target flow
with simulated depth in the scene. However, because motion parallax was
absent in the rotary flow conditions (flow due to rotation around the vantage
point is invariant for depth in the scene) the comparison between the illusory
shifts observed in radial and rotary flow was more complicated than it would
have been had no depth been simulated (Appendix A).
2.4.2 The mechanism of the captured shift
The effects of target fuzziness on the magnitude of the captured shift and
the saturation of captured shift with increasing speed and stimulus duration
suggest that the target is dislodged by the inducer and drifts along with it
up to the limits set by the distinctness (as a reciprocal of fuzziness) of the
target. More mechanistically speaking, the captured shift might be related to
the dynamic spatial remapping of receptive fields that are tuned to our target
flow fields.
Neurons tuned to radial and rotary flow have been found in many cor-
tical areas, most notably in the medial superior temporal (MST) area of the
macaque (e.g., Duffy & Wurtz, 1991a; Graziano et al., 1994; Saito et al., 1986;
Tanaka et al., 1986) and humans (Dukelow et al., 2001; Goossens et al., 2006;
Greenlee, 2000; Peuskens et al., 2001; Rutschmann et al., 2000). Efference
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copies of oculomotor signals that might be used to shift the receptive fields
have been observed in MST (e.g., Goossens et al., 2006; Newsome et al., 1988).
Presumably, the inducer in the OFI stimulates pursuit eye movement neurons,
found for example in the frontal eye field (FEF; Gottlieb et al., 1993, 1994;
MacAvoy et al., 1991; Tian & Lynch, 1996a, 1996b), a cortical area that has
been shown to project onto MST (Stanton et al., 1995). Although the stimuli
in our experiment were viewed with static eyes (Appendix B), the activity of
neurons in the FEF might have been enough to trigger the dynamic receptive
field shifts. A similar dynamic field shift due to subthreshold oculomotor
signals has been found in macaque V4 and has been related to covert spa-
tial attention shifts (Moore & Armstrong, 2003; Moore & Fallah, 2004; Schall,
2004; Thompson et al., 2005). Motion capture has also been related to atten-
tive tracking (Culham & Cavanagh, 1994), and shifting receptive fields might
functionally underpin this idea.
Regarding the saturating increase of the captured shift as a function of
target fuzziness, we speculate that the shift is related to neural units with dy-
namic tuning properties. Models of such dynamic tuning rely on gain-fields,
i.e., multiplicative interactions between extraretinal or reafferent pursuit sig-
nals and visual receptive fields (e.g., Beintema & Van den Berg, 1998; Zipser &
Andersen, 1988). The inducer motion presented to a stationary eye causes a
mismatch between visual motion and eye movement related dynamic shifts.
This mismatch may be perceptually valid within the bounds set by the preci-
sion of the representation of the focus. Our measure of target fuzziness (σ )
suggests that the focus of optic flow is represented at a coarser scale as σ
increases (cf. the relation between diffusion and spatial scale in Koenderink,
1984). When the scale of the gain-fields in the Beintema and Van den Berg
(1998) model is increased the limit for dynamic shifting also increases. Thus,
a captured shift caused by dynamic tuning may increase as σ increases until
it is limited at the largest receptive field scale.
2.4.3 Conclusion
We conclude that the OFI is a combination of at least two separate effects,
namely, an induced shift, which presumably is caused by pursuit compen-
sation and/or motion induction, and a captured shift, which may be caused
by an interaction of the motion signal of the inducer and the position sig-
nal of the focus. The captured shift magnitude was typically 42% of the in-
duced shift magnitude observed in our experiments. Computational models
of the OFI (Hanada, 2005; Lappe & Duffy, 1999; Lappe & Grigo, 1999; Lappe
& Rauschecker, 1995a; Royden & Conti, 2003) have been developed without
the captured shift component in mind and have been tested with expanding
patterns of motion only. The experimental results presented in this study
provide new constraints on these models. Therefore, it might prove inter-
esting to see how these models respond to the rotary and contracting flow
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stimuli used in our experiments. Possibly, the captured shift will appear as
an emergent property in one or more of them. Or perhaps the models and
the data can be reconciled by modifications to the models that are potentially
informative of how the visual system integrates motion and position infor-
mation.
2.5 Appendix A
2.5.1 Comparison of radial and rotary focus shifts
In the rotary OFI experiment, the induced shift was perpendicular to the in-
ducer, and the captured shift was parallel to the inducer. In the radial OFI
experiment, however, the induced shift and captured shift were parallel and
discernible only as a difference in the magnitude of the FOE and FOC shifts.
We can qualitatively explain this shift magnitude difference because the cap-
tured shift, being always in the direction of the inducer, adds to the induced
shift of the FOE (that is also in the direction of the inducer) and opposes the
induced shift of the FOC (that is opposite the inducer).
This idea can be tested more quantitatively by reanalyzing the data of the
target flow speed experiment (Figure 2.5). If the differences between FOE and
FOC shift magnitudes in the radial target flow speed experiment are indeed
the result of the same captured shifts that are manifest as horizontal shifts
in the rotary target flow speed experiment, we would expect that the horizon-
tal shifts of the radial foci can be predicted by the sum of the individual fits
to the horizontal and vertical rotary focus shifts. However, this comparison
is complicated by the fact that the spin rate and translation speed axes in
Figure 2.5 are not directly comparable. Because of the depth in the virtual en-
vironment of dots, the simulated egospeed (in m/s) translates into a mixture
of dot speeds at any given visual direction with dots at greater distances from
the observer having lower dot speeds than nearer dots (motion parallax). The
simulated spin rate (in Hz), on the other hand, translates into a dot speed
profile that has a single, linear relation with eccentricity. This difference is
illustrated in Figure 2.2D. In matching the illusory shifts in the radial and
rotary conditions, the problem is that the relative contributions of near and
distant dots to the radial OFI are unknown.
The data does, however, allow for a qualitative consistency check of this
prediction. We summed Equations (2.2) and (2.3), the two fits to the horizon-
tal and vertical shifts of the rotary flow, yielding
X = ay + byR−1 + ax + bx
∣∣∣R−1∣∣∣ . (2.4)
To deal with the problem of moving from the domain of spin rates to transla-
tion speeds, as explained in the previous paragraph, we substituted the spin
rate R by the translation speed T multiplied by a scaling factor k (in m−1)
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resulting in
X = ay + by(kT)−1 + ax + bx
∣∣∣(kT)−1∣∣∣ . (2.5)
We then fitted this summation model to the horizontal shifts in the radial
target flow experiments, keeping parameters ay , by , ax , and bx fixed at the
values obtained in fitting the focus shift data with Equations (2.2) and (2.3),
and k as the only free parameter. These fits are shown in Figure 2.5B as
dashed lines. The model fitted the observed horizontal shifts well (mean r 2
across subjects was 0.97). The fitted k-values were 0.030, 0.034, and 0.025 for
subjects AH, JD, and JF (mean 0.029). This means that the horizontal shifts
in a radial OFI at, for example, an ego-translation speed of 1.9 m/s were equal
to the sum of the horizontal and vertical shifts in the rotary OFI when the
spin rate was 1.9 m/s × 0.029 m−1 = 0.056 Hz. The spin rate and the trans-
lation speed of this example were used in making the flow field pictograms
in Figures 2.2B and 2.2C. As shown in the corresponding speed profile plot
in Figure 2.2D, the retinal dot speeds in the 0.056-Hz rotation stimulus are
equal to the retinal dot speeds in the 1.9-m/s translation condition of dots
at an intermediate distance of about 5 meters from the observer. Note that
the mean distance of the visible subset of dots in the volume of dots was
about 7.5 meters. That our subjects appear to have judged the focus position
on these nearer than average dots seems plausible: these dots moved faster
and thus conveyed clearer information on the location of the focus. We think
this comparison suggests that the observed difference between FOC and FOE
shifts result from the same effect that caused the horizontal shifts in the
rotary OFI.
2.6 Appendix B
2.6.1 Eye movements control experiment
Large field moving stimuli, such as the inducer stimuli used in this study, are
known to evoke involuntary optokinetic nystagmus (OKN), reflexive eye move-
ments alternating between short pursuit phases and saccades in the opposite
direction. Recently, OKN has been shown to cause systematic localization er-
rors (Kaminiarz et al., 2007; Tozzi et al., 2007). Although the targets in those
studies were brief flashes, a similar phenomenon might occur when localiz-
ing persistent targets such as the flow field foci used in this study. Could
the focus shifts be explained by involuntary eye movements that our sub-
jects might have made, despite instructions to avoid tracking of the moving
dots and maintain fixation? To test this possibility, we repeated the rotary
OFI experiment with two naive subjects (WP and GT) and an author (JD) while
recording the movements of their left eyes at a sample rate of 500 Hz with a
video eye tracker (Eyelink II; SR Research, Ltd.). Experimental conditions were
identical to the first experiment in this paper (Figures 2.3 and 2.4A,C).
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The control experiment comprised a 9-point Eyelink calibration sequence,
followed by 300 trials of clockwise and counterclockwise flow at 0.08 Hz. The
inducer moved at ±5◦/s or was static. Every tenth trial the subjects fixated a
calibration dot, which was used oﬄine to recalibrate the Eyelink signal. These
thirty calibration trials were not used for further analysis. Gaze traces were
analyzed over the stimulus interval (1.33 s). The first sample of the trace
was defined as being at zero degrees eccentricity. Trials in which the gaze
trace exceeded 2.5◦ in the horizontal or vertical direction from the fixation
dot were discarded. This occurred, averaged over our three subjects, in 5% of
the trials and was mostly due to eye blinks.
Of the localization data of the remaining trials, the horizontal and vertical
focus shifts were analyzed by means of fitting the planar regression model
Equation (2.1). To obtain single values for the horizontal and vertical shifts,
the counterclockwise flow condition was analyzed as if the target spun clock-
wise. This was achieved by taking the additive inverse of the veridical and
indicated vertical coordinates during counterclockwise flow. The horizontal
shift (X) and vertical shift (Y) values thus obtained are shown in Figure 2.8A.
Significant horizontal (captured) and vertical (induced) shifts could be ob-
served in all three observers and are comparable to the shifts presented in
Figures 2.3 and 2.4A,C.
In Figure 2.8B, the mean horizontal and vertical gaze traces across trials
are plotted for the leftward (dashed), static (gray), and rightward (solid) in-
ducer conditions. Visual inspection of the individual (per trial) gaze traces
did not reveal any OKN, which would have resulted in a marked pattern of
smooth pursuit phases in the direction of the inducer alternated by rapid
saccades back to the fixation dot. However, further statistical analysis in
which we reduced each individual gaze trace to a single value (mean gaze po-
sition over the course of the trial) revealed that the population of horizontal
trace means recorded during leftward and rightward inducer flow were sig-
nificantly different in two out of three subjects (Wilcoxon rank sum test, see
Figure 2.8B for p-values). However, the absolute differences between mean
gaze traces (indicated with thick lines in Figure 2.8B) are of a much smaller
magnitude than the captured shifts observed (Figure 2.8A). Moreover, as is
shown in Figure 2.8C, correlating the per trial trace means with the per trial
focus-mislocalizations revealed no significant correlation between the hori-
zontal eye position and the horizontal focus shifts in any of our subjects.
For this correlation, only the trials with a moving inducer were used (hence
the lower n-values in Figure 2.8C compared to Figures 2.8A and 2.8B), and
clockwise and counterclockwise flow trial data were made congruent (as de-
scribed in the previous paragraph). For completeness, the correlations be-
tween the vertical eye positions and the vertical focus shifts are shown in the
right column of Figure 2.8C. We conclude from this control experiment that
the horizontal captured shifts reported in this study were not related to eye
movements.
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Figure 2.8: Relation between eye movements and the horizontal (X) and vertical (Y)
focus shifts observed in three subjects for the rotary target flow experiment. The ex-
perimental settings were identical to the experiments of Figure 2.3 and Figure 2.4A,C.
(A) The X and Y focus shifts observed in this control. These shifts are comparable to
those in Figures 2.3 and 2.4A,C. (B) The mean X and Y gaze positions of three sub-
jects (rows) from the onset to the end of each trial. Dashed, gray, and solid traces
correspond to the means across trials with leftward, static, and rightward inducer
motion, respectively. For statistical analysis, each trial’s trace was summarized as
the mean gaze position over the stimulus presentation interval. The populations
of trace means were significantly different between leftward and rightward inducer
conditions in two of the three observers (Wilcoxon rank sum test, see panel B for
p-values). However, the correlograms (C) show that the trace means and focus local-
ization errors per trial were uncorrelated, except for one subject (WP) who showed a
significant correlation between vertical eye movements and vertical biases (induced
shift). We conclude that the horizontal (captured) shifts reported in this study are
not related to eye movements.
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CHAPTER 3
Temporal integration of focus position
signal during compensation for pursuit in
optic flow
Abstract — Observer translation results in optic flow that specifies heading.
Concurrent smooth pursuit causes distortion of the retinal flow pattern for
which the visual system compensates. The distortion and its perceptual com-
pensation are usually modeled in terms of instantaneous velocities. How-
ever, apart from adding a velocity to the flow field, pursuit also incrementally
changes the direction of gaze. The effect of gaze displacement on optic flow
perception has received little attention. Here we separated the effects of ve-
locity and gaze displacement by measuring the perceived two-dimensional
focus position of rotating optic flow patterns during pursuit. Such stimuli
are useful in the current context because they are affected in orthogonal
directions by pursuit velocity and gaze displacement. As expected, the in-
stantaneous pursuit velocity shifted the perceived focus orthogonally to the
pursuit direction. Additionally, the focus was mislocalized in the direction
of the pursuit. Experiments that manipulated the presentation duration, flow
speed, and uncertainty of the focus location supported the idea that the lat-
ter component of mislocalization resulted from temporal integration of the
retinal trajectory of the focus. Finally, a comparison of the shift magnitudes
obtained in conditions with and without pursuit (but with similar retinal stim-
ulation) suggested that the compensation for both effects uses extraretinal
information.
3.1 Introduction
Forward locomotion results in an expanding pattern of optic flow of which the
focus coincides with one’s direction of motion (Gibson, 1950). When smooth
pursuit eye movements are made at the same time, this one-to-one relation
between focus position and heading direction disappears. The rotational ve-
locity of the eye adds a component of motion to the optic flow field that shifts
the focus of expansion in the direction of pursuit. We call this the velocity
summation effect because it depends on the sum of the instantaneous ve-
locities in the flow field and that caused by the pursuit (Figure 3.1). Human
observers accurately estimate their simulated heading direction from displays
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Figure 3.1: Two separate effects of smooth pursuit on optic flow. The instantaneous
velocity field of optic flow that is viewed during smooth pursuit appears warped on
the retina because of the addition of retinal slip velocity. We call this the velocity
summation effect of smooth pursuit. This effect shifts the focus of the flow field
(indicated with an ‘F’) in a direction that depends on the type of flow, e.g., in the
direction of the pursuit for expansion and orthogonal to the pursuit for rotation. In
addition, the pursuit displaces the gaze over time (grayscale coding), which results in
a drift of the pattern over the retina. This gaze displacement effect of pursuit is in
the same direction for all types of optic flow.
of optic flow, even while making concurrent smooth pursuit eye movements
(reviewed in: Lappe et al., 1999; Warren, 1998). This suggests that the visual
system compensates for the effects of smooth pursuit.
Many mechanisms of heading detection from optic flow during smooth
pursuit have been proposed (for a review see Hildreth & Royden, 1998). These
can be distinguished by the source of information that is used to estimate the
pursuit component of the flow: purely retinal information such as motion
parallax, i.e., the relative retinal motion of elements at different depths (e.g.,
Gibson & Carmichael, 1966; Longuet-Higgins & Prazdny, 1980; Rieger & Law-
ton, 1985); extraretinal information about the eye movement, such as corol-
lary discharge (e.g., Banks et al., 1996; Royden et al., 1994); or a combination
of retinal and extraretinal information (e.g., Beintema & Van den Berg, 1998;
Lappe, 1998).
Common to these explanations is the use of the instantaneous velocity
field as visual input, thus ignoring that during pursuit any world-fixed tar-
get (be it an optic flow field focus or otherwise) drifts over the retina with
the same speed but opposite to the pursuit. Because the magnitude of this
drift increases over the course of the pursuit, contrary to that of the ve-
locity summation effect, we call this drift the gaze displacement effect Fig-
ure 3.1. Van den Berg (1999) showed that incremental gaze displacement
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indeed leads to mislocalization of the focus of expanding optic flow in the di-
rection of the smooth pursuit, i.e., opposite the direction of the retinal focus
drift. He hypothesized that the mislocalization resulted from underestimat-
ing the amount of retinal focus drift. This underestimation was consistent
with either a processing lag (latency) or a temporal integration of the position
signal on the order of half a second.
In the present study, we expand on those findings using a novel method
that allows us to directly measure the velocity summation and the gaze dis-
placement components of focus mislocalization. We will use this to inves-
tigate the roles of retinal and extraretinal information in the compensation
and investigate whether a processing lag or temporal integration underlies
the mislocalization resulting from gaze displacement.
We performed a focus localization experiment in which not only expand-
ing patterns were shown during smooth pursuit but also contracting and
rotating ones. Rotating patterns are particularly interesting in this context
because the instantaneous shifts that result from velocity summation are or-
thogonal to the pursuit direction (Bradley et al., 1996; Duijnhouwer et al.,
2008; Pack & Mingolla, 1998). In contrast, the incremental effect of gaze dis-
placement is parallel to the pursuit direction for all types of flow pattern. We
found a pattern of localization errors that was consistent with roles of both
the velocity summation and the gaze displacement effects.
To establish that mislocalization in the direction of pursuit was indeed
due to gaze displacement, we varied the presentation duration of rotational
optic flow patterns (Experiment 2). Because prolonged pursuit results in more
gaze displacement, we predicted that localization errors in the direction of
the pursuit would increase with increasing stimulus duration. Conversely,
increasing the flow speed (Experiment 3) should decrease the vertical mis-
localization because it reduces the relative impact of the pursuit velocity on
the retinal flow field. In addition, the hypothetical duration dependence of the
mislocalization in the direction of pursuit in rotational flow may shed light on
the distinction between lag and temporal integration mechanisms proposed
by Van den Berg (1999). With increasing presentation duration, a pure lag
would result in a linear increase of mislocalization followed by a marked ceil-
ing at presentation durations exceeding the lag. The temporal integration
hypothesis, on the other hand, predicts a shallower increase as a function of
presentation duration with a more gradual saturation. As a further test of
the temporal integration mechanism, we added motion noise to the stimuli
(Experiment 4). We reasoned that since the visual system needs more integra-
tion time when the signal is noisy (e.g., Huk & Shadlen, 2005), increasing the
noise level should increase the component of mislocalization in the direction
of pursuit if that component is indeed due to temporal integration.
In summary, we found that the velocity summation and the gaze displace-
ment effects of smooth pursuit both give rise to separate components of fo-
cus mislocalization. The magnitudes of these errors suggest that the brain
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partially compensates for both these effects of pursuit on optic flow. Finally,
we argue that the mislocalization resulting from the gaze displacement effect
is consistent with temporal integration.
3.2 Methods
3.2.1 Observers
A total of six observers participated in the experiments. Five were unaware
of the purpose of the study, one was an author. Two were female, four were
male. Their age range was 20 to 36 years. All were right handed and had
normal or corrected-to-normal vision.
3.2.2 Visual stimuli
The visual stimuli (Figure 3.2) were generated with Neurostim, in-house writ-
ten software that uses OpenGL for rendering. The software ran on a Pentium 4
PC with an ATI Radeon X550 video card that produced luminance calibrated
14-bit grayscale images using a Bits++ device (Cambridge Research Systems)
on a 19.8 W cathode-ray tube display (Sony GDM-C520) in 1024×768 pixels at
120 frames/s mode. The viewing distance was 57 cm. No lighting other than
the monitor screen was present in the room.
We programmed the optic flow stimuli as follows. One thousand nine
hundred dots were randomly positioned on a square plane (the ‘canvas’) that
was viewed by the OpenGL camera at a distance at which the width and height
of the canvas were 44◦ (on average 1 dot per degree2). The dots were gray
(5.0 cd/m2) on a black background (0.3 cd/m2) and had a diameter of 5 pixels,
corresponding to 0.20◦ diameter at the center of the screen. OpenGL’s anti-
aliasing was used for all rendering.
Flow was created by updating the position of the dots on the canvas at
frame rate. We used four types of flow fields: expansion (EXP), contraction
(CON), clockwise rotation (CW), and counterclockwise rotation (CCW). The
speed distributions of these flow fields were identical, but the local motion
directions differed (in steps of 90◦ in ‘spiral space’ (Graziano et al., 1994) go-
ing from EXP to CCW to CON to CW). The local flow speed increased linearly
from the focus of the optic flow field outward. This speed was 5◦/s at 3.78◦
from the focus unless stated otherwise. For rotating flow, this corresponds to
0.21 cycles per second; for radial flow, this corresponds to moving at 2.8 m/s
toward or away from a wall of dots positioned 5 m in front of the observer.
On each trial, the focus of the optic flow pattern was located at a random
position within a square 7◦× 7◦ region at the center of the canvas. The dots
had asynchronous limited lifetimes of thirty frames (250 ms) before being
randomly repositioned in the canvas. To minimize the decrease (increase) of
dot density near the focus of EXP (CON) over the course of a presentation,
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Pursuit phase (begin)
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Pursuit phase (continued)
Optic flow phase (begin)
C
Pursuit phase (end)
Optic flow phase (end)
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Pointing phase
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Real pursuit Simulated pursuit
Figure 3.2: Schematic of a real pursuit trial (left column) and a simulated pursuit
trial (right column) with rightward pursuit and clockwise optic flow. The following
sequence of events was used in all real pursuit trials. (A) The fixation marker and
the stimulus appeared concentrically at the left side of the screen. (B) After fixating
for 0.5 s, the fixation marker and the stimulus aperture accelerated linearly toward
the center of the screen for 0.5 s, reaching a top speed of 5◦/s. (C) The rotation of
the optic flow pattern typically started 0.25 s after the pursuit target had reached
top-speed. (This onset delay was variable in Experiment 2.) (D) The pursuit and the
optic flow continued until the fixation marker and the aperture reached the center of
the screen. The constant speed pursuit phase lasted 1 s (1.5 s in Experiment 2). (E)
The observer indicated the final perceived location of the optic flow field focus with
a mouse. In the simulated pursuit condition, the fixation marker and stimulus were
always at the screen center, but the dots moved such as to create an almost identical
retinal stimulation as during real pursuit.
not the starting positions but the halfway points of all dot trajectories were
uniform-randomly distributed over the canvas.
We presented the stimuli in two ways: during real pursuit and during
simulated pursuit. In the real pursuit conditions, a fixation marker (a gray
30 cd/m2 annulus with an outer diameter of 0.59◦ and an inner diameter of
0.20◦) moved at 5◦/s toward its final position at the center of the screen. In the
simulated pursuit conditions, the fixation marker was always displayed at the
center of the screen, and the optic flow field shifted with 5◦/s toward its final
position at the center of the screen. This shift was implemented by rotating
the OpenGL camera around its vertical axis and projecting its image onto the
physical screen. At the end of each trial, the observer’s gaze was directed
straight ahead and the canvas had a frontoparallel orientation. Any response
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differences found between the real and simulated pursuit conditions would
suggest an influence of extraretinal factors, because the retinal stimulation in
both conditions is identical except for imperfections in pursuit and fixation
performance, and for the fact that in the periphery the dim edges of the
monitor were moving on the retina in the real but not in the simulated pursuit
condition.
An important point is that not all dots on the canvas were visible. A cir-
cular aperture of 25◦ diameter that was centered on the fixation marker oc-
cluded all but about 500 dots. Thus, the aperture of the visual stimulus was
always fixed in retinal coordinates and centered on the foveae in all conditions
and over the course of a trial. This means that the focus moved within the
stimulus aperture during real and simulated pursuits. In the real pursuit con-
dition, the focus was static on the physical monitor screen and with respect
to the stabilized head of the observer. In the simulated pursuit condition,
the focus moved at the simulated pursuit speed in retinal and world-centric
coordinates.
3.2.3 Procedure and stimulus timing
Observers were seated in front of the center of the screen and used a bite bar
for stability. Viewing was binocular and both eyes were tracked using an in-
frared video system (Eyelink II, S.R. Research) at 500 samples/s. An observer
started a trial by fixating within 1.0◦ of the fixation marker that was on the
left or right of the screen in real pursuit conditions, or at the center of the
screen in simulated pursuit conditions. In a real pursuit condition, the fixa-
tion marker remained stationary for 0.5 s before moving toward the center of
screen, accelerating linearly for 500 ms to 5◦/s, and then continuing at that
speed for either 1 or 1.5 s depending on the experiment. The pursuit phase
ended when the fixation marker stopped at the center of the screen. The
same timing was used in the simulated pursuit conditions, but the fixation
marker was always at the center of the screen. One hundred milliseconds
after the pursuit phase, a gray circular pointer (0.27◦ diameter; 30 cd/m2 lu-
minance) appeared at the center of the screen. The observers were instructed
to align this pointer with the remembered final focus location using a com-
puter mouse. A mouse key press ended the trial. The observers were required
to maintain gaze within 1.0◦ from the fixation marker from the moment they
fixated it at the beginning of the trial to the moment they clicked the mouse,
otherwise the trial was aborted and the data discarded.
The stimulus dots were visible throughout the trial. During most of each
trial, the dots remained static on the canvas until they jumped to a new lo-
cation at the end of their 250-ms lifetime. Note that dots that were static
on the canvas still moved on the screen and on the retina when the OpenGL
camera or the fixation dot moved relative to the canvas. Only during the final
part of the pursuit phase, during the optic flow phase, did the dots move over
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the canvas according to the trial’s optic flow settings. The optic flow phase
ended at the same moment the fixation marker stopped moving. The optic
flow phase ranged from 500 to 1250 ms in Experiment 2 and was 750 ms
in all other experiments. During the part of the pursuit phase that preceded
the optic flow phase, the stimulus dots swept uniformly across the retina in
the direction opposite to the pursuit, both in the real and in the simulated
pursuit conditions. During the final phase, the response phase, the dots were
stationary on the canvas (and the retina) for the duration of their lifetime.
Keeping the dot stimulus visible throughout the trial prevented abrupt global
luminance changes, thus minimizing pupil reflexes that the eye tracker could
spuriously register as shifts of gaze.
3.2.4 Data analysis
Trials in which saccades occurred during the optic flow phase were discarded.
Eye movements were considered saccades if the speed exceeded 22◦/s and the
acceleration was more than 4000◦/s2. For each remaining real pursuit trial,
the speed of the performed pursuit was determined. This was done by fitting
a line to the horizontal coordinates of the gaze trace of each eye over the
interval corresponding to the optic flow phase and averaging the slopes of
both fits. (We performed all analyses in this study also without discarding
trials with saccades, and by removing the saccades from the eye traces prior
to determining the pursuit gain. All three methods yielded highly similar
results.)
We analyzed the horizontal (X) and vertical (Y) components of the focus
localization responses separately (Figure 3.3). To quantify the effect of pur-
suit on focus localization, we performed multiple linear regression on the
data by least squares fitting. The dependent variable of this regression was
the “indicated focus X (Y) position”. The two independent variables were “real
focus X (Y) position” (i.e., the final position of the focus on the screen with-
out the eye velocity vectors added in) and “performed pursuit speed”. In the
simulated pursuit trials, we set the speed of the performed pursuit to the
simulated pursuit speed (always ±5◦/s). We used the slope of the regression
plane in the “performed pursuit speed” direction as the measure of the effect
of pursuit on locating the focus. X and Y localization errors presented in this
paper are defined as the coefficients of these slopes multiplied by the mean
of the absolute “performed pursuit speed” values used in the regression.
In Experiments 2, 3, and 4, we used CW and CCW flows, but results are
presented as if the flow was always CW. To achieve this, we first applied
linear regressions as described above to the CW and CCW separately and sub-
tracted the constant terms yielded by these regressions from the localization
responses. Thus, pursuit unspecific response biases were removed from the
data. Then, the CCW data set was transformed by multiplying the vertical
coordinates of the response and the veridical focus by minus one. Finally, the
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Figure 3.3: Example of focus localization data (observer JT’s counterclockwise optic
flow with real pursuit condition of Experiment 1). The left panel shows the horizontal
(X) coordinates of the real (abscissa) and indicated (ordinate) focus position; the right
panel shows the vertical (Y) coordinates. Data obtained during rightward pursuit
are shown in gray and leftward pursuit in black. The vertical distances between the
regression lines show that large systematic mislocalization occurred in both the X
and Y directions.
data were pooled and analyzed with the multiple linear regression method.
3.3 Results
Across all experiments and subjects, we recorded a minimum number of
47 successful responses for use in a single regression as described in Sec-
tion 3.2.4. The median number was 94 for the conditions with simulated pur-
suit and 124 for those with real pursuit. In most runs of the experiments, we
included more real pursuit than simulated pursuit conditions to compensate
for the higher saccade rejection rate during real pursuit. The oﬄine rejection
rate was 59% (SD 17) during real pursuit and 25% (SD 11) for simulated pur-
suit. Note that this rate applies to trials that were brought to completion and
does not include trials that were aborted online because of incorrect pursuit
or blinks. As an example, the regressions shown in Figure 3.3 were based on
the X and Y components of 125 responses.
3.3.1 Experiment 1: Locating the focus of EXP, CON, CW, and
CCW
We asked whether both the velocity summation and the gaze displacement
effect play a role in locating the focus of optic flow patterns. To answer this
question, we presented EXP, CON, CW, and CCW patterns to six observers. In
48
Chapter 3. Temporal integration of focus position signal
terms of the vector sum of instantaneous velocities, viewing these patterns
during pursuit shifts the focus in different directions for each of these four
patterns: in the direction of the pursuit for EXP; in the direction opposite the
pursuit in CON; and orthogonal the pursuit in CW and CCW. The retinal drift
of the focus resulting from the gaze displacement effect is always opposite to
the pursuit direction for all four flow types.
The mean focus localization errors for six subjects are shown in Figure 3.4.
The data for leftward and rightward pursuit were pooled and analyzed as if
pursuit was always to the right (positive X direction). All participants showed
similar patterns of mislocalization that bear the signatures of both the ve-
locity summation and the gaze displacement effects. As predicted by the
velocity summation effect, the mislocalization was in different directions for
EXP, CON, CW, and CCW. The effect of gaze displacement was most clearly
visible in the CW and CCW data, which were not only shifted up and down
as predicted by the velocity summation effect but also parallel to the pur-
suit. More specifically, the mean horizontal mislocalization of the center of
rotation across observers was 0.88◦ (SD 0.39) with real pursuit (one-sample
t11 = 7.74; p < 0.001) and 1.24◦ (SD 0.27) with simulated pursuit (one-sample
t11 = 15.9; p < 0.001). These shifts in the direction of (simulated) pursuit are
consistent with a perceptual underestimation of the amount of retinal focus
drift due to (simulated) incremental gaze displacement (Van den Berg, 1999).
However, the gaze displacement effect seems to also have played a role in the
EXP and CON data: pooled over real and simulated pursuits, the magnitude of
the X-mislocalization in CON (2.10◦, SD 0.47) was smaller than in EXP (2.71◦,
SD 0.61; paired t11 = 3.62; p = 0.004). We interpret this to be the result of
the gaze displacement effect causing mislocalization in the pursuit direction,
thus counteracting the velocity summation effect in CON and adding up to it
in EXP.
Finally, comparing the differences in 2D-mislocalization magnitudes for
simulated (3.05◦, SD 0.62) and real (2.45◦, SD 0.53) pursuits revealed that
the world-centric focus location was more accurately indicated with real pur-
suit (paired t23 = 7.02; p < 0.001). This suggests that extraretinal signals
played a role in compensating for the effect of smooth pursuit on localiza-
tion. However, it should be noted that these differences can at least be par-
tially explained by the reduced pursuit gain in the real pursuit (group mean
0.93, SD 0.05) compared to that of the simulated pursuit conditions (1 by
definition). This issue will be addressed in Section 3.3.5.
3.3.2 Experiment 2: The effect of optic flow phase duration
Experiment 1 showed that when viewed during pursuit, the focus of CW and
CCW was systematically mislocalized in both the horizontal and the vertical
directions. We wished to establish that the focus mislocalization in the direc-
tion of smooth pursuit indeed resulted from the incremental gaze displace-
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Figure 3.4: Mislocalization of the focus of expanding (EXP), contracting (CON), clock-
wise (CW), and counterclockwise (CCW) optic flow after seeing it during real (black)
and simulated (gray) smooth pursuits (plotted as if pursuit were always to the right).
This resulted in a similar pattern of horizontal (X) and vertical (Y) mislocalizations for
six observers (mean and SEM are shown). The pattern is consistent with concurrent
contributions from the velocity summation and the gaze displacement effects. The
velocity summation effect made the focus of EXP shift in the direction of pursuit; that
of CON in the opposite direction; and those of CW and CCW up and down. Dashed
lines indicate each flow type’s baseline velocity summation effect for real (black) and
simulated (gray) pursuits (see Section 3.3.5). In addition, underestimating the focus
drift resulting from incremental gaze displacement caused mislocalization in the pur-
suit direction for all flow types, hence the marked horizontal shifts for CW and CCW
and the more subtle mislocalization magnitude asymmetry in EXP and CON.
ment effect. To this end, we varied the duration of the optic flow phase. The
mislocalization resulting from gaze displacement is expected to increase with
longer presentations because gaze displacement increases over time, unless
the mislocalization is already at ceiling level at the low end of the duration
range. The velocity summation effect, being instantaneous, should be imper-
vious to this manipulation.
We presented stimuli similar to the ones used in Experiment 1 to five sub-
jects. Here, only CW and CCW stimuli were used because in rotating flow the
velocity summation and the gaze displacement effects were most easily sep-
arated as they work in orthogonal directions, i.e., respectively, in the X and
Y directions. The optic flow phase durations lasted for the final 0.5, 0.75,
1.0, and 1.25 s of the pursuit phase interval, which was 1.5 s for all trials.
Saccades occurring during the final 1.25 s of the pursuit phase lead to oﬄine
rejection of the trial.
Figure 3.5 shows the mean X-mislocalization (left panel) and Y-mislocaliza-
tion (right panel) across observers. Data obtained with real pursuit are black;
data obtained with simulated pursuit are gray. We found that, indeed, X-mis-
localization increased with presentation duration and the Y-mislocalization
did not. More specifically, we used a least squares method to fit lines to the
aggregate, non-averaged data of the five observers. The resulting slope and
offset values are shown in Figure 3.5 with 95% confidence intervals. The con-
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Figure 3.5: Results of Experiment 2. The horizontal (X, left panel) and vertical (Y,
right panel) mislocalizations of the focus of rotating optic flow, after viewing it during
smooth pursuit, as a function of optic flow phase duration. The data were pooled to
represent the effect of rightward pursuit on clockwise optic flow and averaged over
five subjects. Positive X means rightward; positive Y means up. Black represents the
real pursuit condition, and gray represents the simulated pursuit condition. Error
bars are SEM. We fitted lines with slope a and offset b to these data (solid lines). The
fit parameters, shown with 95% confidence intervals in the plots, indicate that X-mis-
localization increased with duration and Y-mislocalization did not. This is consistent
with the idea that X-mislocalization results from incremental gaze displacement and
Y-mislocalization from instantaneous velocity summation. Dashed lines indicate the
retinal focus shift due to velocity summation (see Section 3.3.5).
fidence intervals of the X-mislocalization slopes do not include zero, whereas
those of the Y-mislocalization do. Furthermore, the confidence intervals of
the slopes for X and Y-mislocalizations do not overlap.
We ask why incremental gaze displacement leads to mislocalization in the
pursuit direction. Van den Berg (1999) reported a similar finding and found
that a perceptual lag of about half a second could explain his results. Such
a lag results in a perceptual underestimation of the retinal focus drift, thus
causing the mislocalization in the direction of pursuit. Those data did not
allow one to differentiate between a pure lag of the localization system (a
latency) and an integration of the optic flow information over a temporal win-
dow.
To test these two explanations with our data, we fit a pure lag and a tem-
poral integration model to our X-mislocalization as a function of duration
data. The pure lag was modeled as a linear increase of mislocalization with
duration followed by a constant mislocalization when the duration exceeded
the lag. This model had two parameters: the lag and the slope as a function of
duration. The alternative model integrated the retinal focus trajectory with a
leaky integrator that weighed recent locations more heavily than earlier loca-
tions (Krekelberg & Lappe, 2000; Roulston et al., 2006). This model also had
two parameters: the time constant of the exponentially decaying weighting
filter and a gain. Separate fits were made to the 20 data points obtained with
real pursuit and those obtained with simulated pursuit.
For the real pursuit data, the lag model had an initial slope of 1.11 ± 0.12
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degrees of mislocalization per second of stimulus duration, followed by a
constant mislocalization after 1.13 ± 0.19 s (ranges are 95% confidence in-
tervals). The r 2 value of this model was 0.769. The alternative, temporal
integration model had a gain of 1.66 ± 0.78 and a time constant of 0.45 ±
0.18 s. The r 2 value was 0.773. Fitting the lag model to the simulated pursuit
data resulted in a slope of 1.33 ± 0.46◦/s, a lag of 91.25 s (i.e., the mislocaliza-
tion did not level off within our range of durations), and an r 2 of 0.698. The
temporal integration model yielded a gain of 1.85 ± 1.06, a time constant of
0.50 ± 0.26 s, and an r 2 of 0.711.
Based on their relative fit quality in terms of sum of square residuals, we
cannot decide between the lag and temporal integration model, neither in the
real pursuit conditions (F19,19 = 1.017, p = 0.49) nor in the simulated pursuit
conditions (F19,19 = 1.048, p = 0.46). However, according to the lag model,
the visual system processes optic flow with an inconceivably long latency
of over a second. On the other hand, the temporal integration window had
a time constant of half a second. This seems more plausible and matches
earlier results of Van den Berg (1999) and integration time constants found
in the flashlag literature (Krekelberg & Lappe, 2000).
3.3.3 Experiment 3: The effect of optic flow speed
If the Y-mislocalization of the focus of rotation is the result of the velocity
summation effect, it relies on the relative speeds of the pursuit and the optic
flow. This predicts small mislocalizations when the optic flow speed is high
relative to the pursuit speed, i.e., when the local flow velocity that cancels
the pursuit is close to the focus, and vice versa. If the X-mislocalization,
on the other hand, stems from the gaze displacement effect, it depends on
the product of optic flow phase duration and pursuit speed and should be
invariant to optic flow speed.
To test these predictions, we performed an experiment similar to Exper-
iment 2 in which the optic flow speed was varied. Rotation rates were 0.11,
0.21, 0.42, 0.63, 0.84, 1.26, and 1.68 Hz, corresponding to a range of 0.66
to 10.56◦/s at a 1◦ distance from the focus. The group result of five sub-
jects is shown in Figure 3.6. As predicted, the observed Y-mislocalization
(right panel) decreased with increasing flow speed. This decline was roughly
the reciprocal of the optic flow speed, consistent with the velocity summa-
tion account, i.e., the data fit well with a straight line in log–log space. The
slope of this line was significantly negative, both for real pursuit (black) and
simulated pursuit (gray). The fit values with 95% confidence are shown in
Figure 3.6 However, the observed X-mislocalization (left panel) also showed a
significant decrease with increasing flow speed, contrary to the prediction of
invariance. In addition to this main trend, a reduction of the X-mislocaliza-
tion can be observed at the very low end of the speed range, giving rise to a
peak at a rotation rate of around 0.2 Hz.
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Figure 3.6: The effect of optic flow speed on X and Y-mislocalization, plotted with
the same graphical conventions as used in Figure 3.5. The logarithm of the Y-mis-
localization decreases linearly with the logarithm of the rotation rate, which was
expected on the basis of instantaneous velocity summation. However, a significantly
negative dependence of X-mislocalization on rotation rate was also found, which is
inconsistent with the idea that the X-mislocalization depends only on the magnitude
of the gaze displacement.
A potential explanation for the main trend, the reduction of X-mislocaliza-
tion with increasing flow speed, is that the center of a rapidly rotating optic
flow field is much more conspicuous than that of a slow one. In terms of
temporal integration as a means to increase sensitivity in the face of noisy
inputs (e.g., Huk & Shadlen, 2005), less integration time may be needed when
the perceptual uncertainty of the focus location is reduced, thus leading to
reduced underestimation of the distance the focus travelled over the retina
and, hence, reduced mislocalization.
To test this idea, we performed an additional analysis of the data from
Experiment 3. We defined target uncertainty as the standard deviation of the
residuals of the regression that was used to obtain the localization errors (as
described in Section 3.2.4). Figure 3.7A shows that horizontal target uncer-
tainty (HTU) decreased linearly with optic flow speed in log–log space for both
real and simulated pursuits. This means that the focus of faster rotating flow
was indeed more precisely located than that of slower optic flow. Next we
plotted X-mislocalization as a function of log HTU (Figure 3.7B). Using linear
regression, positive relations were found for real and simulated pursuits (the
95% confidence intervals of the slopes do not include zero). Apparently, larger
uncertainty about the focus location was accompanied by larger horizontal lo-
calization errors. This agrees with the idea that the gaze displacement effect
leads to mislocalization through a mechanism of temporal integration.
We think that the reduction of X-mislocalization at very low speeds was the
result of the focus being so unclear that subjects often resorted to guessing
its location. Because purely adventitious responses are not systematically
biased, localization errors were reduced. Consistent with this idea is that the
Y-mislocalization (Figure 3.6B) was also slightly reduced at the lowest rotation
rates.
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Figure 3.7: Additional analysis of the data of Experiment 3. (A) Increasing the rota-
tion rate of the optic flow stimulus decreased the horizontal target uncertainty (HTU),
showing a negative linear relation in log–log space. Data points are the average for
five subjects; error bars are SEM. (B) X-mislocalization increased linearly with the log-
arithm of HTU. Each data point represents one subject’s localization error obtained
at a single rotation speed. The results are similar for real (black) and simulated (gray)
pursuits. These observations link the dependence of X-mislocalization on optic flow
speed that was unexpectedly found in Experiment 3 (Figure 3.6, left panel) to target
uncertainty.
3.3.4 Experiment 4: The effect of stimulus uncertainty
In Experiment 3, we found a positive linear relation between the logarithm
of horizontal target uncertainty (HTU) and observed X-mislocalization. How-
ever, the variation in HTU depended on variation in optic flow speed. Thus, it
is possible that the decrease of the X-mislocalization magnitude with increas-
ing flow speed was caused by some unknown effect of flow speeds other than
a correlation with HTU. To circumvent this confound, we used a stimulus
scrambling method to more directly influence HTU while keeping the optic
flow speed similar for all conditions (Figure 3.8A). Each dot’s trajectory was
kept intact but was spatially offset within the stimulus aperture. The horizon-
tal offset of the ith stimulus dot was dxi = Ri cosAi and its vertical offset
was dyi = Ri sinAi, where Ai is a random value between 0 and 360◦ and Ri
is the square root of a random value between 0 and the square of Rmax. Thus,
the endpoints of the offset vectors (dx,dy) were uniformly distributed in a
circular area with radius Rmax. We used Rmax values of 0, 2, 4, and 8◦. To
compensate for the increase in task difficulty due to stimulus scrambling, a
relatively high rotating flow speed of 0.84 Hz (compared to 0.21 Hz in Experi-
ments 1 and 2) was used in all conditions. The HTU values in this experiment
were calculated on the basis of an additional non-pursuit condition in which
both the fixation marker and the focus position were stationary. The X and Y
localization errors resulting from real and simulated pursuits were obtained
as in the other experiments.
Figure 3.8B shows that the mean HTU and vertical target uncertainty (VTU)
of five subjects increased linearly with Rmax. Based on the idea that gaze
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Figure 3.8: Results of Experiment 4. (A) To test the idea that temporal integration
of the retinal focus trajectory leads to mislocalization, we scrambled the optic flow
by adding a random displacement to each dot’s trajectory. The focus positions con-
sistent with individual trajectories are indicated with gray dots. When the maximum
offset magnitude (Rmax) was zero (left panel), these positions overlapped with the
mean of all positions, i.e., the pattern’s global focus (indicated with an ‘F’). With large
Rmax (right panel), the spread was large but the global focus stayed in the same loca-
tion on average. (B) Increased levels of Rmax led to increased mean horizontal target
uncertainty (HTU; left panel) and vertical target uncertainty (VTU; right panel) across
five observers. (C) X-mislocalization increased with HTU (left panel). This is con-
sistent with the idea that noisier stimuli require longer temporal integration, which
leads to larger underestimation of the gaze displacement, which in turn explains the
increase of X-mislocalization. No significant effect of VTU (right panel) on Y-misloca-
lization found, which is consistent with the idea that Y-mislocalization results from
velocity summation. (Graphical conventions of C as in Figure 3.5.)
displacement causes mislocalization in the direction of pursuit by means of
temporal integration, and that uncertain targets require longer processing,
we expected X-mislocalization to increase with increasing HTU. This is what
55
3.3. Results
we found (Figure 3.8C, left panel). Both in the real and simulated pursuit con-
ditions, the X-mislocalization increased linearly with increasing HTU. Note
that although in the figure the HTU values on the horizontal axis are binned
in 0.25◦ bins for clarity of display, the lines were fit to the aggregate, non-
averaged X-mislocalization and nonbinned HTU of the five observers. For
completeness, the right panel of Figure 3.8C shows the relation between VTU
and vertical target mislocalization. No systematic bias of the velocity sum-
mation effect was expected with increasing VTU. Indeed, the slopes of the
lines fitted to these data were not significant (their 95% confidence intervals
included zero).
We conclude that the reduction of X-mislocalization with increasing optic
flow speed, which we found in Experiment 3, is related to target uncertainty
and not to some unknown effect of optic flow speed per se.
3.3.5 Compensation for the effects of smooth pursuit
It is interesting to compare localization errors obtained during real and sim-
ulated pursuits. Because the retinal stimulation was nearly identical in both
conditions, differences in mislocalization magnitudes implicate extraretinal
signals in the compensation for pursuit. Although in all experiments the
mean X and Y localization errors in the simulated pursuit conditions ex-
ceeded those of the corresponding real pursuit conditions, the descriptive
linear fits we applied did not reveal significant differences between the slopes
or the offsets of the lines. However, paired t-tests applied to the aggregate
data of all observers and experiments (Figure 3.9) showed that the X-mislo-
calization following real pursuit was smaller than in the corresponding simu-
lated pursuit conditions (paired t86 = 8.60, p < 0.001). The Y-mislocalization
was also smaller after real compared to simulated pursuit (paired t86 = 6.80,
p < 0.001).
However, as pointed out in Experiment 1, these differences were slightly
inflated by the fact that the gain of real pursuit was less than one (on aver-
age 0.94 (SD 0.036) across subjects and experiments). In other words, there
was less pursuit to compensate for. We corrected for ocular following per-
formance by dividing the localization errors of the real pursuit conditions
by their corresponding pursuit gains. Localization errors with real pursuit
remained significantly smaller (X: paired t86 = 6.19, p < 0.001; Y: paired
t86 = 4.66, p < 0.001). These results suggest that extraretinal signals were
used to compensate for the effects of both velocity summation and gaze dis-
placement.
Apart from comparing the localization errors obtained with real and sim-
ulated pursuits, it is possible to compare the errors caused by the velocity
summation effect to an absolute level that would occur if no compensation
took place. This level is simply the distance between the focus and the point
in the flow field that has equal speed but a direction opposite to the pur-
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Figure 3.9: Mean absolute horizontal (X, left panel) and vertical (Y, right panel) mislo-
calizations of the focus of rotation across all experiments and subjects. Both X and Y
localization errors were larger when the pursuit was simulated (gray markers) as op-
posed to real (solid black markers). This indicates that extraretinal information was
used to compensate for the effect of velocity summation as well as the effect of gaze
displacement. The same conclusion is reached in an alternative analysis that used an
idealized pursuit gain of 1 for the real pursuit condition (open markers). Error bars
indicate standard errors of the mean, n = 87; stars indicate paired t87, p < 0.001.
suit component of the retinal flow field. The predicted Y-mislocalization for
each condition is shown as dashed lines in Figures 3.4 to 3.6 and 3.8. The
gray lines correspond to the simulated pursuit conditions and the black line
to real pursuit. The offset between the lines are the result of differences in
pursuit gain. Expressed as a percentage of these predictions, and averaged
across all subjects, the four experiments, and the different duration, speed,
and noise conditions, the mislocalization magnitude for rotational flow was
62% (SD 19) during real pursuit and 71% (SD 20) during simulated pursuit.
This again shows that real pursuit yielded smaller errors (paired t86 = 5.43,
p < 0.001), but it also means that significant compensation did occur in the
simulated pursuit condition (one sided t87 = 13.74, p < 0.001). This finding
will be addressed in Section 3.4.
3.4 Discussion
3.4.1 Two components of shift
The visual system faces at least two separate challenges when estimating the
world-centric location of an optic flow field’s focus during smooth pursuit.
First, the velocity summation effect instantaneously shifts the focus in reti-
nal coordinates. Many models have been developed that address this issue
(Beintema & Van den Berg, 1998; Hildreth, 1992; Lappe & Rauschecker, 1994;
Perrone & Stone, 1994, 1998; Rieger & Lawton, 1985; Royden & Picone, 2007).
Second, the focus incrementally drifts across the retina opposite to the pur-
suit. Our results show that this second issue also leads to mislocalization,
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and suggest that temporal integration of the retinal trajectory of the focus
plays an important role in this effect.
We asked observers to locate the focus of expanding, contracting, and ro-
tating optic flow fields (Experiment 1) and found that the smallest errors were
made in contracting flow. This is counterintuitive because one might have ex-
pected compensation for pursuit to be strongest in expanding flow because
it results from the common mode of human locomotion. However, this find-
ing can be explained if one considers that the mislocalization resulting from
velocity summation and gaze displacement are in the same direction in ex-
panding, and in opposite directions in contracting optic flow. One problem
with this reasoning is that it predicts the asymmetry between the localiza-
tion errors observed with EXP and CON to be twice the size of the horizontal
shifts in the CW and CCW conditions, but we found a much smaller asymme-
try. We think this is explained by the finding from Experiments 3 and 4 that
the mislocalization due to gaze displacement was larger when the uncertainty
about the focus location was larger. In Experiment 1, after per subject nor-
malization of the HTUs of EXP, CON, CW, and CCW by division with the HTU
obtained with EXP, the median HTU index was 1.00 for radial flow and 1.28
for rotational flow (Mann-Whitney U = 133, n1 = n2 = 12, p < 0.001). Im-
proved motion discrimination in radial compared to rotational flow has been
reported earlier (Beardsley & Vaina, 2005).
Partial compensation for pursuit in rotating flow has been mentioned be-
fore in the context of human psychophysics (Bradley et al., 1996, their note
29), but only the component of mislocalization orthogonal to the pursuit (the
velocity summation direction) was measured. We show that significant mis-
localization occurred both orthogonal and parallel to the direction of hori-
zontal pursuit. The effect of stimulus duration on X-mislocalization and the
lack thereof on Y-mislocalization (Experiment 2) supports the idea that the
mislocalization parallel to the pursuit direction results from temporal inte-
gration. Increasing the stimulus speed (Experiment 3) strongly decreased the
mislocalization orthogonal to the pursuit in a way that matches the geometric
interpretation of the velocity summation effect.
Compensation for pursuit has been studied extensively in simulated head-
ing experiments using expanding flow. Heading judgments remain accurate
during real pursuit, presumably because the visual system uses extraretinal
eye position and velocity signals. Accurate heading estimates during simu-
lated pursuit have also been found, even though extraretinal signals in that
case indicate fixation. For this retinal compensation to work optimally, depth
cues need to be available (such as in ground plane and 3D cloud stimuli or
stimuli containing reference objects; Li & Warren, 2000; Royden et al., 1992;
Warren & Hannon, 1990; Warren et al., 2001) and the pursuit speed low (<1◦/s;
Royden et al., 1994). One reason depth cues help compensate is that the mo-
tion of distant elements is dominated by the pursuit and that of nearby dots
by the forward translation (e.g., Longuet-Higgins & Prazdny, 1980; Van den
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Berg & Brenner, 1994a, 1994b). In our experiments, we eliminated depth cues
by using a vertical plane of dots and we reduced the effectiveness of simu-
lated pursuit compensation by using a relatively high pursuit speed of 5◦/s.
However, we found only small differences between mislocalizations observed
during real and simulated pursuits, both in the X and Y directions.
Why was the compensation for simulated pursuit so similar to that ob-
served during real pursuit despite the lack of depth cues and the high pursuit
speed? Grigo and Lappe (1999) showed that purely visual compensation for
pursuit is possible in 2D stimuli using the cue that, during horizontal pur-
suit, the flow field lines curve outward in the far high and lower periphery.
However, the stimuli used in the present study were probably not sufficiently
large for this to play a role. Alternatively, the lateral motion may have caused
a motion aftereffect (reviews: Anstis et al., 1998; Mather et al., 2008) that
perceptually reduced the simulated pursuit component in the combined ro-
tational and simulated pursuit flow. However, the role of such an aftereffect
was probably limited by the random interleaving of leftward and rightward
pursuit conditions, which reduces buildup over time. Another possibility is
that the relatively strong compensation during simulated pursuit may have
resulted from the lateral motion of the stimulus dots that were visible prior
to the optic flow phase interval. This could trigger pursuit compensation be-
fore the onset of the optic flow stimulus by suppression of the optokinetic
nystagmus that is elicited by large field unidirectional motion (cf. Chaudhuri,
1991; Duffy & Wurtz, 1993; Freeman et al., 2003)
We found a level of compensation for real pursuit in expanding flow of
61% (SD 10) across the six observers in Experiment 1; 66% (SD 14) after nor-
malization for pursuit gains. This is low compared to the nearly perfect com-
pensation for real pursuit reported earlier (Banks et al., 1996; Royden et al.,
1992; Van den Berg, 1996; Warren & Hannon, 1990). This discrepancy pos-
sibly resulted from a number of stimulus properties that reduced the sense
of self-motion conveyed by our stimuli, which may have negatively impacted
the level of compensation. Our stimuli were small (so that they could move
with the pursuit without clipping at the screen edges), consisted of dots with
limited lifetimes (to minimize density differences across flow types), and had
comparatively low flow speed. Another difference with previous studies is
that the stimulus aperture was always centered on the fixation direction, also
during real pursuit. Finally, we did not instruct the observers to estimate their
heading direction but asked them to indicate the final perceived location of
the focus. The impact of task instructions on the perception of comparable
stimuli has been demonstrated (Li & Warren, 2004; Royden et al., 2006).
3.4.2 Temporal integration
We showed in Section 3.3.2 that the X-mislocalization in Experiment 2 is con-
sistent with temporal integration that weighs recent locations more heavily
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than earlier locations (Krekelberg & Lappe, 2000; Roulston et al., 2006). We
fitted such a leaky temporal integrator with an exponentially decaying weight-
ing filter to the X-mislocalization data of Experiment 2 and found that the
time constant of the filter was on the order of half a second.
While this temporal integration may seem long, it is consistent with esti-
mates of the time needed to locate the focus of expansion without pursuit,
which ranges from 228 to 430 ms (Crowell et al., 1990; Hooge et al., 1999; Te
Pas et al., 1998) or even up to 3 s (Burr & Santoro, 2001). Similarly, temporal
position integration of moving dots that were flashed on and off has been es-
timated to range from 100 ms to approximately 500 ms (Krekelberg & Lappe,
2000; Roulston et al., 2006). It also corresponds well to the heading stimulus
processing durations that ranged from 300 to 600 ms in the study of Van den
Berg (1999). In that study, it was impossible to determine whether the mislo-
calization due to the gaze displacement effect resulted from a pure delay of
the processing, or to a process of slow temporal integration. However, in the
present study we found that the X-mislocalization continued to increase well
beyond optic flow phase durations of half a second (Experiment 2), which fits
better with the idea of temporal integration with a time constant in the order
of half a second than with a pure delay of that duration.
The range of integration times can at least in part be attributed to the
uncertainty associated with the location of the object; as our Experiments 3
and 4 confirm, greater uncertainty is associated with longer integration times.
This might reflect a general strategy of the visual system to increase integra-
tion duration when visual signals are weaker (e.g., Huk & Shadlen, 2005).
3.4.3 Conclusion
The problem of heading detection during smooth pursuit is usually phrased
in terms of instantaneous velocities, i.e., the velocity summation effect. How-
ever, we found that the incremental retinal shift of the focus resulting from
pursuit also leads to focus mislocalization. This localization error was in the
direction of pursuit and occurred because of underestimation of the amount
of focus drift on the retina. The underestimation was consistent with tempo-
ral integration of the retinal trajectory of the focus. In this study, we found an
integration time constant of half a second and we presented evidence that this
duration increases with stimulus properties that increase target uncertainty,
such as low flow speed and added noise. Compensation for pursuit occurred
for both the velocity summation and the gaze displacement effects, especially
when extraretinal information could be used. Both effects of pursuit should
be taken into account in future experiments and models of heading detection
during smooth pursuit.
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Speed and direction response profiles of
neurons in macaque MT and MST show
modest constraint line tuning
Abstract — Several models of heading detection during smooth pursuit rely
on the assumption of local constraint line tuning to exist in large scale mo-
tion detection templates. A motion detector that exhibits pure constraint line
tuning responds maximally to any 2D-velocity in the set of vectors that can be
decomposed into the central, or classic, preferred velocity (the shortest vec-
tor that still yields the maximum response) and any vector orthogonal to that.
To test this assumption, we measured the firing rates of isolated neurons in
the middle temporal (MT) and medial superior temporal (MST) cortex areas
to random dot stimuli moving in a range of directions and speeds. We found
that as a function of 2D velocity, the pooled responses were best fit with a
2D Gaussian profile with a factor of elongation, orthogonal to the central pre-
ferred velocity, of roughly 1.5 for MST and 1.7 for MT. This means that MT
and MST cells are more sharply tuned for speed than they are for direction;
and that they indeed show some level of constraint line tuning. However, we
argue that the observed elongation is insufficient to achieve behavioral head-
ing discrimination accuracy on the order of 1–2 degrees as reported before.
4.1 Introduction
Optic flow is the visual motion pattern that emerges as one moves through
the environment. The direction of self-motion, or heading, can be estimated
from the optic flow field as it coincides with the direction of the point from
which the visual scene expands in a radial pattern of motion (Gibson, 1950).
However, heading estimation becomes more complex when the observer ro-
tates their eyes while moving forward, as occurs for example when the eyes
fixate a stationary object in the scene. Smooth pursuit eye movements re-
sult in coherent visual motion in the entire visual field that is superimposed
on the optic flow. The result is a displacement of the focus of expansion
with respect to the heading direction. To estimate heading from the flow
fields present on the retina, the visual system needs to distinguish between
the component of flow due to translational body movements and that due to
rotational eye movements. This is known as the rotation problem.
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Psychophysical studies have shown that human observers are able to com-
pensate for pursuit during heading detection tasks. In these studies, sub-
jects typically viewed large optic flow displays, and indicated the perceived
direction of their visually simulated heading. Even while making pursuit eye
movements, the heading estimates were within a modest error range of 1–2
degrees (Banks et al., 1996; Royden et al., 1994; Van den Berg, 1996; Warren &
Hannon, 1990). In complementary experiments observers did not move their
eyes, but were shown optic flow that included simulated eye rotations. Head-
ing estimates in this case were less accurate, but observers showed system-
atic compensation for the added rotational flow component, provided that
the simulated scene contained depth information.
Several computational models have been put forward to explain the neuro-
physiological underpinnings of this behavioral ability (reviews: Britten, 2008;
Lappe, 2000). These models are typically based on the properties of neurons
found in medial superior temporal (MST) area of the cerebral cortex. MST neu-
rons respond selectively to visual optic flow patterns (Duffy & Wurtz, 1991a,
1991b, 1995; Saito et al., 1986) and are tuned to the vestibular components
of self-motion (Angelaki et al., 2011; Gu et al., 2006; Page & Duffy, 2003) In-
terestingly, MST cell responses are modulated by efference copies of smooth
pursuit eye movement signals, which suggest their importance in solving the
rotation problem (Bradley et al., 1996; Bremmer et al., 1997; Chukoskie &
Movshon, 2009; Erickson & Thier, 1991; Inaba & Kawano, 2010; Page & Duffy,
1999). In addition, it has been suggested that MST partially compensates for
pursuit based on the purely retinal signature of the pursuit on the optic flow
field, i.e., the systematic distortions that occur when pursuit and heading are
simulated with a flow field that contains depth (Bremmer et al., 2010).
Area MST’s main visual input comes from middle temporal (MT) neurons,
which are tuned to unidirectional local motions (reviewed in Born & Bradley,
2005). In one class of models, the template models, MST-like cells receive
input from a mosaic of MT-like local motion detectors that corresponds to
the flow that would arise from a particular heading (Beintema & Van den Berg,
1998; Crowell, 1997; Perrone & Stone, 1994, 1998; Van den Berg & Beintema,
1997). The detected heading in these models corresponds to the position
of the most active template-neuron in a map of templates-neurons tuned to
different heading directions. A complication of this type of model is that an
extremely large number of templates are required to cover the combinatorial
explosion of heading parameters, eye rotations, and scene layouts.
In the velocity gain field model (Beintema & Van den Berg, 1998), the com-
bination space is reduced by the use of templates that uniquely pick up the
rotational component of flow. The activity of these rotation templates is used
to shift the peak of activity in a two-dimensional map of detectors that are
tuned to purely translational heading. The output of the model, perceived
heading, is the location of the activity peak in this map in a winner-takes-all
fashion. The magnitude of the shift of the peak is modulated by an extra-
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Constraint line
A B
H
Figure 4.1: (A) During simultaneous (forward) locomotion and (leftward) smooth pur-
suit, the global flow pattern on the retina (gray rectangle) is the vector sum (not
shown) of a translational component (white arrows) and a rotational component
(dashed black arrows). The focus of expansion of the translational component co-
incides with the heading direction (H). To recover H, the velocity gain field model
uses bi-circular motion templates, each tuned to a particular combination of heading
direction, pursuit direction, and pursuit speed. The bi-circular template for picking
up the effects of leftward pursuit during straight ahead heading (H) is shown in A
with solid black arrows. The full template would consist of many concentric cir-
cles, but only one is shown here for clarity of display. The bi-circular template is
invariant to the magnitude of the translational component and uniquely filters the
rotational component of flow. For this purpose a local constraint line tuning is used.
(B) Magnification of the local tuning in the gray circle in A. Responses are equal to
all possible image velocities (arrows) that fall on the line of constraint (dashed line).
The constraint line is perpendicular to the local direction of the bi-circular gradient.
The advantage of using a combination of global bi-circularity and local constraint line
tuning is that the same detector can be used for a large range of heading speeds, thus
reducing the required number of templates.
retinal pursuit velocity signal (cf. Perrone & Krauzlis, 2008), which is where
the velocity gain field model derives its name from. The templates that pick
up the rotational component of the optic flow field are structured such that all
local flow preferences are perpendicular to those in the corresponding pure
heading template. Because the heading templates have a radial structure,
their complementary rotation templates have a bi-circular structure (black
solid arrows in Figure 4.1A).
At the local level, motion velocities (i.e., the combination of speed and di-
rection) are sampled in a special way in this model. At each given point in the
bi-circular template, the sensitivity is equally strong to any stimulus velocity
that falls on the line of constraint that runs orthogonal to the local preferred
velocity (Figure 4.1B). As a result, the bi-circular detector is completely insen-
sitive to the radial optic flow that the corresponding pure heading detector
prefers, but does respond when a rotational component is added to the flow
field. Note that because of this specific local motion tuning, which we call
constraint line tuning, a bi-circular template perfectly matches the unidirec-
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tional flow that results from a pursuit eye movement made parallel to the di-
vision of the two circular halves (i.e, in the preferred pursuit direction of the
template). The speed gradients along the circles of the bi-circular template
(as can be observed in Figure 4.1A) make that the component of rotational
flow, that is uniform across the retina, falls on the line of constraint at each
location in the template. Thus, different pursuit speeds require bi-circular
templates with differently scaled local velocities. The advantage of templates
built in this way is that they are invariant to the magnitude of the translational
component of flow and scene layout. This invariance drastically reduces the
number of templates required to solve the rotation problem. Similar local
velocity tuning is used in Crowell’s (1997) implementation of the Perrone and
Stone (1994) template model.
The purpose of this study is to quantify local constraint line tuning in the
primate visual system and determine whether it’s strong enough to support
the velocity gain field model. If the bi-circular motion templates with local
constraint-line tuning are present in MST, as postulated by the velocity gain
field model, then stimulating the RF of these neurons with a small random
dot stimulus moving in a range of speeds and directions should result in a
ridge of activity that falls along the constraint-line in velocity space (Vx ×
Vy). This tuning could be constructed from the projection of an ensemble
of local motion detectors that occupy the same position in visual space and
individually do not exhibit constraint line tuning.
Alternatively, the local motion detectors that provide the input to the
bi-circular template cells could already be constraint-line tuned. Numerous
studies have demonstrated that MT neurons are tuned to speed and direction,
but speed tuning has typically only been measured in the preferred direction
of the neuron (as determined at one speed) thus leaving unanswered whether
perhaps the preferred speed increases at neighboring directions as required
for constraint line tuning (Felleman & Kaas, 1984; Krekelberg et al., 2006; La-
gae et al., 1993; Maunsell & Van Essen, 1983; Perrone & Thiele, 2001). Two
studies that did measure combinations of speed and direction did not find
such an interaction using a moving bar stimulus (Okamoto et al., 1999; Rod-
man & Albright, 1987). However, an interaction between speed and direction
consistent with constraint-line tuning was found in a few MT neurons when
a moving dot stimulus was used (Okamoto et al., 1999). We tested for con-
straint line tuning in MT units by presenting the same drifting random dot
stimuli used in MST that covered the entire MT receptive field.
4.2 Methods
4.2.1 Subjects
Two male rhesus macaques were used in this study. All housing, handling,
surgical, and recording procedures, as well as the experiments described in
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the paper, were approved by the Animal Use Committee (DEC) of Utrecht
University, and were in agreement with national and international guidelines.
To record from MT and MST neurons, the macaques were implanted with
a head holding device placed centrally on the skull and a recording cylinder
(Crist Instruments, Hagerstown, MD) that was placed over a craniotomy above
the left occipital lobe.
4.2.2 Single unit recordings
Extracellular single unit recordings were carried out using standard methods
as described previously (Perge et al., 2005b). In short, a parylene-insulated
tungsten microelectrode (0.5–2 MΩ impedance at 1000 Hz; FHC Inc., Bowdoin,
ME) was inserted through a hollow needle that punctured the dura mater, and
then brought into the proximity of a neuron using a servomechanism. The
electrical signal recorded with the electrode was amplified (BAK Electronics
Inc., Mt. Airy, MD), filtered at 24 dB/octave below 1000 Hz and above 2000
Hz, and digitized with a Micro1401 (CED, Cambridge, UK). These data were
stored along with synchronization pulses from the stimulus computer for
oﬄine analysis. In parallel, we loosely isolated the action potentials with a
window discriminator (BAK Electronics Inc., Mt. Airy, MD) for the purpose of
online analysis.
Cortical areas MT and MST were identified by the recording position and
depth, the transition between gray matter, white matter, and sulci along the
electrode track, and by functional properties. For MT, these were the preva-
lence of direction-selective units, the receptive field size according to eccen-
tricity, and the change of direction tuning along the electrode penetration.
Area MST was functionally identified by the prevalence of motion sensitive
neurons that had large receptive fields that could overlap the fixation point
and extend well into the ipsilateral visual hemifield.
4.2.3 Stimuli
Visual stimuli were generated with OpenGL on an Apple PowerMac G4 (1.25
GHz) and back projected (JVC DLA-S10) onto a translucent screen with a res-
olution of 1152 × 786 pixels at 75 Hz refresh rate. The display subtended
105◦×72◦ at a viewing distance of 58 cm.
During the experiment, the monkey was motivated with liquid rewards
to keep his gaze within a one degree radius from a red dot at the center of
screen. The rewards were given at 500 to 1000 ms intervals, independently
of the visual stimulation.
Full field optic flow stimuli, which drive MST and MT cells well, were pre-
sented while searching for a neuron by slowly lowering an electrode into the
cortex. In short, these screen filling neuron-search stimuli consisted of 756
white (46 cd/m2) anti-aliased dots on a dark (0.11 cd/m2) background with a
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diameter of 3 pixels, corresponding to 0.27◦ foveally. The dots moved as if
the observer rotated around or translated along an axis oriented in one of a
range of directions. This range was, in polar coordinates centered on the fixa-
tion point, 0◦ to 315◦ in steps of 45◦ by 0◦, 30◦, or, 90◦ eccentricity. Rotation
speed was ±120◦/s, translation speed was ±12 m/s through a cloud of dots
that ranged from 0.38 to 10 m in front of the monkey. Trials lasted 333 ms
and were presented in random order within a block (set of all rotation, speed,
and direction combinations). For efficiency, the trials were presented with-
out a blank interval. Dot positions were refreshed at the beginning of each
presentation.
Once a responsive neuron was isolated by positioning the electrode in
close proximity, the extent of the receptive field was estimated manually by
moving a slit of light across the visual field and listening to the neuron’s
response which was made audible in headphones. In case an MT neuron
was isolated, the constraint line stimulus was positioned congruently with
the estimated receptive field location. Otherwise, if an MST cell was being
recorded, the stimulus was placed on a responsive subregion of the receptive
field. The diameter of the constraint line stimulus in this case was typically
chosen to be 0.76 times the eccentricity of its center plus 4.6◦, corresponding
to the average MT receptive field size at that location (Raiguel et al., 1995).
The constraint line stimulus (Figure 4.2) consisted of a circular patch of
dots with a density of half a dot per square degree. Luminance and other dot
parameters were identical to the search stimulus. The dots moved within the
patch in any of 12 or 8 directions and at different speeds. The number of di-
rections was reduced from 12 to 8 when about one third of the first monkey’s
data was collected. The usual speed range at the start of a recording was 0,
16, and, 64◦/s. Speeds centered on the preferred speed as determined by au-
tomated online analysis were added to this list as the experiment ran. Speed
0◦/s in one nominal direction was always present in the speed settings range.
The stimulus set of all data presented in this paper contained at least 6 differ-
ent speeds including speed 0◦/s. Similar to the unit-search experiment, trials
were presented in random order within a block, dot positions were refreshed
at the beginning of a trial, and no blank was presented between trials. The
stimulus presentation duration was 333 ms. The stimulus was programmed
such that the dots moved at a constant speed over the surface of a virtual
sphere centered on the cyclopean eye of the monkey. This prevented the
perspective distortion of the aperture and dot velocity gradients that would
be apparent if the dot speed was constant and the aperture circular on the
screen, especially at large eccentricities.
4.2.4 Analysis
We isolated single and multi units from our analog electrode data using the
software package Spike2 version 5.12 (CED, Cambridge, UK). Next, we deter-
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Figure 4.2: The constraint line stimulus consisted of light dots inside a circular aper-
ture on a dark background. Per trial, the dots moved within the aperture in one of 12
or 8 evenly spaced directions and at one of a range of at least five different speeds.
The stimulus was positioned concentrically with the receptive field of an MT cell or
on a responsive area within an MST receptive field. The aperture typically had the
average size of MT receptive fields (Raiguel et al., 1995).
mined the response of each unit to the stimuli by determining the number of
spikes occurring within the time window of each presentation shifted by an
estimate of the latency of the unit. The latency was determined as follows.
We slid a 333 ms long time window from 15 to 150 ms after the appearance
of the stimulus on the screen with increments of 1 ms, and smoothed the
resulting temporal-offset vs. firing rate function with a 15 ms boxcar filter.
We defined the latency as the temporal-offset at which the responses across
the trials showed the largest variance. We reasoned that a large variance cor-
responds to the strongest velocity tuning. A similar method was employed
by Smith et al. (2005).
Thus, we obtained for each unit a data-set with three values per trial, i.e.,
the stimulus displacement in degrees per second in the horizontal (X) and
the vertical direction (Y ), and the observed firing rate (r ). We fitted these data
with a six-parameter model that centers a 2D Gaussian on the preferred speed
and direction of the neuron (Figure 4.3). This model is defined in the domain
(X′, Y ′) which is the velocity space (X, Y) rotated such that the X-axis aligns
with the estimated preferred direction (d) of the unit:[
X′
Y ′
]
=
[
cosd sind
− sind cosd
][
X
Y
]
We report d in units of degrees in this chapter. We obtained the tuning profile
P = G(X′, v,wv) G(Y ′,0, ewv)
as the product of two standard Gaussians functions G(x,µ,σ) where v repre-
sents the preferred speed of the neuron in degrees per second, w represents
the width of the 2D Gaussian parallel to the preferred direction expressed as
a fraction of v (Weber, 1846), and e represents the elongation of the 2D Gaus-
sian perpendicular to the preferred direction. Finally, we obtained the firing
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Figure 4.3: The six-parameter model used to fit the neural responses (grayscale) to
the horizontal (X) and vertical (Y ) stimulus speeds. The model was a 2D Gaussian
in velocity space with its center at the polar coordinates d (the preferred direction)
and v (the preferred speed). The width of the Gaussian in the preferred direction,
w, was expressed as a Weber fraction of v . The Gaussian width in the orthogonal
direction was defined as the product of e, w, and v . Larger e means more constraint
line tuning. Parameter b was an offset representing the baseline firing rate and a
was the amplitude of the Gaussian. The black contour line indicates one standard
deviation from the Gaussian center.
rate estimate R in spikes per second by normalization and scaling of P ,
R = a
(
P − Pmin
Pmax − Pmin
)
+ b
where b represents the baseline firing rate and a the amplitude of the 2D
Gaussian (excluding b), both in spikes per second.
We used Matlab’s (The Mathworks, Inc.) lsqcurvefit function (trust-
region-reflective algorithm) to find values and 95% confidence limits for these
coefficients that best fitted the unbinned data (one datum per trial) in the
least-squares sense. The preferred speed parameter v was constrained be-
tween 0 and 512◦/s, the scalar w between 0.01 and 50, the scalar e between
0.01 and 1000. The scaling parameters a and b were constrained between 0
and the maximum observed firing rate. The circular preferred direction pa-
rameter d was practically unbounded. In this study, we focus primarily on the
parameter e as it reflects the amount of constraint line tuning. Values larger
than one indicate that the unit is responsive to a set of velocities that fall on
the line of constraint whereas values of one and lower indicate that the unit
is not constraint line tuned.
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4.3 Results
We successfully recorded the velocity tuning of 42 MST and 23 MT units in
Monkey A, and 52 MST and 21 MT units in Monkey F. A recording was con-
sidered successful when, after fitting the six-parameter model, the 95% con-
fidence interval of the response amplitude parameter a did not include zero.
Figure 4.4 shows the responses of five representative units to our velocity
stimuli. The four columns from left to right show: (1) The response in spikes
per second (gray scale) as a function of stimulus direction and stimulus speed;
(2) The same data as a function of the horizontal (X) and vertical (Y ) compo-
nents of stimulus speed, i.e., velocity space; (3) The six-parameter model fits
to the velocity space data; (4) The residuals of the model fits. Per row, the
same gray scale limits are used in all panels except the residuals plot. For
the purpose of plotting the response profiles in the three rightmost panels in
each row we binned the responses elicited by the speed × motion direction
combinations in a rectangular 19×19 grid in velocity space. The fits captured
the data reasonably well, as evidenced by the mean r 2 value of 0.66 (SD 0.15)
across the 138 cells in our sample and the general lack of structure in the
residuals. A notable systematic deviation from the fits is that the measured
response profiles of some units curved on a circle of equal speed in velocity
space, whereas the fit profiles were by definition straight perpendicular to the
axis of preferred direction. This curvature is especially clear in row C and in
the additional high-e examples in Figure 4.8 (more on this in the “Discussion”,
Section 4.4).
Figure 4.5 shows the distributions of the fit estimates of the six-parameter
model across the population of MT units (top) and MST units (bottom). The
numbers in the panels and the black vertical lines indicate the mean values for
each parameter except preferred direction d because it is periodic. We used
the two-sided Wilcoxon rank sum test to see if the corresponding parameter
estimates for MT and MST stem from identical continuous distributions with
equal medians. This is very unlikely for the response amplitude parameter a
(p < 0.001) and the elongation parameter e (p = 0.009). No significant dif-
ference was observed between the other parameters. Applying t-tests on the
parameter distributions after logarithmic transformation to better approxi-
mate normality yielded similar results. Mean a was higher in MT (78 spikes/s,
SD 57) than in MST (39 spikes/s, SD 32). This may be related to the fact that
the MT units were driven with a stimulus that typically covered the entire
receptive field, whereas only a portion of the MST receptive fields was stimu-
lated. Mean e was slightly larger in MT (2.32, SD 1.15) compared to MST (1.79,
SD 0.64).
To further investigate the tuning of the MT and MST populations, we calcu-
lated the normalized and pooled velocity response profiles of the 44 MT and
94 MST units. The measured response profiles of the individual units were
normalized by fitting the six-parameter model and then aligning the preferred
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Figure 4.4: The velocity tuning of five example units (rows). The columns from left to
right show: (1) The response in spikes per second (gray scale) as a function of stimu-
lus direction and stimulus speed; (2) The same data as a function of the horizontal (X)
and vertical (Y ) components of stimulus speed, i.e., velocity space; (3) Six-parameter
model fits to the velocity space data; (4) Residuals of the model fits. (A) Monkey-A
MT: r 2=0.93, d=144, v=31, w=0.55, e=1.6, a=63, b=8. (B) Monkey-A MST: r 2=0.73,
d=65, v=66, w=0.47, e=1.8, a=29, b=11. (C) Monkey-F MST: r 2=0.89, d=207, v=121,
w=0.51, e=1.8, a=42, b=8. (D) Monkey-F MST: r 2=0.83, d=19, v=97, w=0.56, e=1.2,
a=16, b=5. (E) Monkey-F MT: r 2=0.88, d=94, v=132, w=0.47, e=2.0, a=83, b=12.
direction d with zero, dividing the stimulus speeds by v , subtracting b from
the firing rate and dividing the remainder by a. Figure 4.6 (left column) shows
the profiles of the median MT and MST population responses as a function of
velocity space (12× 12 bins) truncated at 2.5 times the normalized preferred
speed.
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Figure 4.5: Histograms of the fit estimates of the six-parameter model across the
population of MT units (top) and MST units (bottom). Black vertical lines indicate the
means.
We fitted the six-parameter model to the means of the median firing rates
across trials of each unit at the location of the bins. Not every unit had a
response at each bin, this occurred for example when the fastest speed pre-
sented to a unit was less than 2.5 its preferred speed. The fit to the MT popu-
lation yielded an r 2 of 0.80 and the following estimates with 95% confidence
intervals: d = −0.07±4.60, v = 1.11±0.07, w = 0.56±0.08, e = 1.70±0.26,
a = 0.84± 0.09, b = 0.02± 0.03. The fit to the MST population had an r 2 of
0.82 and d = −2.61± 4.26, v = 1.07± 0.06, w = 0.56± 0.07, e = 1.52± 0.22,
a = 0.76 ± 0.08, b = 0.01 ± 0.02. These estimates of e are slightly lower
than the mean of the e values obtained by fitting the response profiles of all
individual MT (e = 2.32, SD 1.15) and MST units (e = 1.96, SD 0.87). This re-
duction may be a result of binning the responses in a rectangular grid in the
normalized and pooled analysis as opposed to using the speed × direction
data points in the individual fits which occupy concentric circles. Because the
low-speed data points are more tightly clustered than the high-speed data
points, they end up in a smaller number of rectangular bins. This means that
they have a lower relative weight in the fit.
The 95% percent confidence intervals on the estimates for e in the pooled
MT and MST data comfortably exclude one, showing that the elongation pa-
rameter plays a meaningful role in explaining the variance of the data. To fur-
ther investigate the necessity of e in the six-parameter model we performed
alternative fits with a five-parameter model from which e was removed by fix-
ing it at unity. We used a likelihood ratio test to compare the residual sum
of squares of the full and reduced models while correcting for the different
number of parameters. The inclusion of e resulted in significantly better fits
for both the pooled normalized data of MT (F1,366 = 135.3, p < 0.001) and
MST (F1,378 = 102.8, p < 0.001).
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Figure 4.6: The response profiles of the normalized and pooled populations of (A)
44 MT and (B) 94 MST units recorded in two monkeys. Columns from left to right:
The response profiles in velocity space; The six-parameter model fits; The residuals
(MT r 2 = 0.80; MST r 2 = 0.82).
The preferred speed v in MT had a of mean 70.3◦/s (SD 55.1) which is
higher than the mean of around 32◦/s reported previously (Maunsell & Van
Essen, 1983; Rodman & Albright, 1987). This may be caused by our use of
Gaussian fits to the linear stimulus speed instead of to the log–speed as used
in many other studies (e.g., Krekelberg et al., 2006; Priebe et al., 2003). Gaus-
sian fits (linear or logarithmic) are not very good at capturing the sharply
peaked tuning that some MT neurons are known to exhibit, which can also
lead to overestimation (Perrone, 2006). In our sample, MST had similar pre-
ferred speeds to MT (mean 71.2◦/s, SD 48.5).
In the fit model, the width of the speed tuning is described with w, a We-
ber fraction of the magnitude of the preferred speed. Therefore, the tuning
width of speed in degrees/s is the product ofw and v . The mean width of the
speed tuning was 33.5◦/s (SD 24.5) in MT and 34.8◦/s (SD 22.3) in MST. The
tuning to stimulus direction in degrees is 2 arctan(ew). We found a mean
directional tuning width in MT of 91.2◦ (SD 25.8), which agrees well with pre-
vious estimates (e.g., Albright, 1984; Maunsell & Van Essen, 1983). In MST,
the directional width tuning was 78.9◦ (SD 17.3); sharper than in MT (t-test,
t136 = 3.30, p = 0.001).
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4.4 Discussion
The velocity gain field model (Beintema & Van den Berg, 1998) employs large
field motion detectors that combine a global bi-circular layout (Figure 4.1A)
with local constraint line tuning (Figure 4.1B). Because of these properties,
the detectors are able to pick up the visual effects of eye rotation while at
the same time be invariant to the radial component of optic flow (i.e., heading
speed). In the velocity gain field model, the constraint line tuning was com-
plete, i.e., the local velocity tuning was infinitely extended in the direction
perpendicular to the local gradient of the bi-circular field. Or, in terms of the
six-parameter model fit that we used in this study, the elongation parameter
e was infinite.
In this study we sought to determine e experimentally. By pooling the
normalized data of all MT units and then fitting the six-parameter model (Fig-
ure 4.6) we found an e-value of 1.70 with a 95% confidence interval of ±0.26.
For the MST population we found an e of 1.52±0.22. Plotting the responses as
a function of horizontal and vertical velocity instead of the more conventional
direction and speed diagrams makes the relative sensitivity of the neuron to
changes in stimulus speed and direction more apparent. In the conventional
plots (e.g., left column Figure 4.4), it is hard to compare the influence of a
change in direction on the firing rate (spikes/s per degree around a visible di-
rection) with the influence of a change in speed on the firing rate (spikes/s per
degree of visible angle/s) because they are in different units. However, from
the horizontal and vertical velocity diagrams in Figure 4.6 we can conclude
that MT and MST units are more sharply tuned to speed than they are to di-
rection, i.e., the gradient of the response (in spikes/s per degree/s) is stronger
over the line through the preferred velocity and the origin than over the circle
of equal speeds containing the preferred velocity.
It is important for the purpose of the present study to estimate whether
the amount of elongation e that we found is sufficient for the velocity gain
field model to achieve a realistic level of pursuit compensation. To this
end, we elaborated the velocity gain field model by implementing a Gaussian
weighting kernel along the line of constraint of the local velocity tuning of
which the width was controlled by a parameter E, similar to the parameter e
used in the six-parameter model fit. We simulated a 0.5 m/s heading through
a cloud of dots (depth range 0.5–3.73 m) while making 5◦/s pursuit eye move-
ments. Similar heading parameters were used in a psychophysical study (Roy-
den et al., 1992). Figure 4.7 shows the relation between E and the heading
error (under-compensation for real pursuit) predicted by the elaborated ve-
locity gain field model. Settings for the other parameters in the velocity gain
field model were (parameter names as in Beintema and Van den Berg (1998)):
Expansion template O0 = (1,0,0), i.e., preferred heading direction straight
ahead; Rotation + Translation templates Oz = (0,0, R); O−z = (0,0,−R); pre-
ferred rotation speed of the templates R = 5◦/s. The difference of template
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Figure 4.7: Heading error (i.e., under-compensation for pursuit) in the elaborated
velocity gain field (EVGF) model as a function of E, the amount of local constraint line
tuning. Pursuit-compensation starts to saturate at a realistic level from E > 3. The
vertical lines indicate the values of e observed in our pooled MT and MST samples.
This analysis suggests that e is not sufficient to support constraint line tuning as
proposed in the velocity gain field model.
activities η(Oz−O−z)/(2R) is the gain-field term that compensates for the ef-
fect of pursuit with speed η◦/s. The templates implemented motion parallax
scatter weighting through a function with σs = 2 (Beintema & Van den Berg,
1998, their Section 5).
We found that the heading error drops exponentially with increasing E,
and starts to level off at values of E > 3. This simulation shows that infinite
E, as assumed in the original velocity gain field model is not necessary for
robust pursuit compensation. However, it also demonstrates that the values
of e observed in the pooled MT and MST units (vertical lines in Figure 4.7) pro-
vide insufficient constraint line tuning to reduce heading errors by the model
sufficiently to match results from psychophysical studies. Thus neither the
tuning properties of MT neurons or the tuning properties of subregions of
MST neurons match the constraint line properties assumed in the gain field
model.
A mechanism as proposed in the velocity gain field model may operate
on the subset of units that have an e greater than 3. However, there are two
reasons why we believe our data do not support this. First, we found that 21%
of our MT sample met this criterion, compared to only 3% of our MST sample.
Examples of these responses are shown in Figure 4.8. The higher fraction of
high e (and higher mean e) in MT seems incompatible with an interpretation
of large e serving a role in pursuit compensation by means of MST-like large
scale motion templates. Second, the velocity tuning profiles with the high-
est e do not necessarily correspond to constraint line tuning. The response
profiles often show a curvature along lines of equal absolute speed. This is
reminiscent of the velocity tuning observed in so called S2 type MT cells, that
have a trough in the velocity tuning profile in the anti-preferred velocity (i.e.,
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inhibition of response by stimulus with opposite direction but equal absolute
speed of the most excitatory stimulus; Rodman & Albright, 1987). Moreover,
curvature of the response profile in velocity space is predicted by a model
that proposes that MT neurons contain subunits that are tuned to the primary
motion direction at a certain speed and off-axis directions with progressively
lower preferred speeds (Perrone, 2004; Perrone & Krauzlis, 2008). In line with
this, one would expect curvature in MST when a range of preferred directions
is present under the subfield stimulus, for example, for stimuli near the focus
of an RF tuned to radial optic flow. The fit-model used in the present study
does not have the explicit ability to capture this curvature, and instead seems
to have attempted to cover it by inflating e, resulting in some relatively poor
fits in Figure 4.8. It is an open question at this point to what extent the per-
formance of the velocity gain field model would be impacted from curvature
of the constraint line.
A number of other studies have reported on striate and extrastriate corti-
cal neurons that show velocity tuning to moving random dots that is compat-
ible with high values of e. Okamoto et al. (1999) proposed a model of pattern-
motion detection (Movshon et al., 1985) by MT neurons that predicted that,
when stimulated with a moving dot, pattern cells show a unimodal direction
tuning over the entire range of speeds, but component cells show a transition
from unimodal direction tuning at low speeds to bimodal direction tuning at
high speed, corresponding to a high e in our terminology. Six MT cells out
of 15 that were classified as component cells (out of a total sample of 35 MT
neurons) corroborated this prediction. Although specifics of the Okamoto
et al. (1999) model have been disputed (Perrone & Krauzlis, 2008) their data
strongly suggest that neurons with high e are component cells. Our paradigm
lacked an independent measure of pattern–component selectivity. However,
it has been reported that MST neurons are mostly pattern selective (60%) and
very rarely component selective (9%), whereas in MT, roughly equal portions
of pattern selective, component selective and unclassifiable units are found
(Khawaja et al., 2009; Movshon et al., 1985). This finding might explain why
we found a higher incidence of high e values in MT than in MST. The bifurca-
tions of the MT velocity tuning profiles in the Okamoto et al. (1999) study are
more dramatic than even our strongest examples (Figure 4.8). The most obvi-
ous differences between that study and the present one are the use of stimuli
consisting of a single dot and the use of anesthetized animals. Interestingly,
it has been shown that anesthesia can increase the number of component se-
lective responses and decrease the number of pattern selective responses in
MT (Pack et al., 2001). Very clear bifurcations at high speeds have also been
demonstrated in neurons located in cat areas 17 and 18 when stimulated with
moving random dot pattern (Crook, 1990; Hammond & Reck, 1980; Skottun et
al., 1994). Thus, taking our data and the literature together, the view emerges
that high e values become rarer going down the visual stream from V1 to
MT-component to MT-pattern to MST neurons, contrary to what would be ex-
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Figure 4.8: Four examples of the 12 units with e values greater than 3 (top four rows)
and the pooled and normalized average of those 12 neurons (bottom row). Columns
represent the data, fits and residuals as in Figure 4.4. The response profiles in C, D,
and E show slight bifurcations at high speed values in the speed-direction domain
(left panels), as is expected with high values of e. (A) Monkey-A MST: r 2=0.71, d=242,
v=68, w=0.34, e=3.76±0.80, a=25, b=13. (B) Monkey-F MST: r 2=0.65, d=315, v=112,
w=0.22, e=3.43±1.03, a=16, b=6. (C) Monkey-F MT: r 2=0.52, d=134, v=35.9, w=0.50,
e=4.57±1.62, a=23, b=12. (D) Monkey-A MT: r 2=0.71, d=243, v=8.43, w=0.80,
e=4.38±2.55, a=98, b=60. (E) Population: r 2=0.58, d=−0.53±4.78, v=0.95±0.07,
w=0.58±0.10, e=2.55±0.57, a=0.81±0.11, and b=0.05±0.04. Error ranges are 95%
confidence intervals.
pected if pursuit compensation in heading detection operates as proposed in
the velocity gain field model.
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Some studies show that unlike MT neurons, which are tuned to a specific
speed, i.e., their response drops for speeds slower and faster than the pre-
ferred speed, the firing rate of many MST cells increases sigmoidally with
stimulus speed (Inaba & Kawano, 2010; Tanaka & Saito, 1989) and recently a
model has been proposed that explains this transition from speed tuning to
speed coding (Perrone, 2012). In the present study, we found no significant
differences between the preferred speeds v in MT and MST or between the
speed tuning widths w in these areas. Tanaka and Saito (1989) used com-
plex flow stimuli (e.g., radial expansion) with a limited speed range. Inaba
and Kawano (2010) employed, like us, unidirectional flow stimuli with a large
range of speeds. One salient difference with the present study is the use
of large (80◦× 80◦) stimuli. We found MST peak firing rates of on average
39 spikes/s whereas the MST neurons in Inaba and Kawano (2010) saturated
at 100–150 spikes/s. If the sigmoidal saturation of the speed response curve
is somehow dependent on the total activity of the neuron, then the low output
generated by the small patches used in our study could have led to the speed
tuning apparent in our data. Another difference is that Inaba and Kawano
(2010) used continuous motion created by physically drifting the projection
of a random dot pattern whereas we used apparent motion. We increased
stimulus speed by increasing the frame to frame displacements of the dots,
meaning that the fraction of correlated dot pairs was reduced at high speeds.
The relatively small stimuli and low refresh rate of our projector (75 Hz) con-
tributed to this effect. Orban et al. (1995) using 100 Hz apparent motion
stimuli of typically 20◦× 20◦ also found (broad) speed tuning in MST, with
reduced firing rates at high speeds.
In conclusion, we found a significant elongation of the velocity tuning pro-
files along the axis orthogonal to the preferred motion direction of MT and
MST cells. This means that MT and MST cells are more sharply tuned to speed
than to direction. However, analysis of an elaboration of the velocity gain
field model presented in this study suggests that the observed elongation is
too modest to constitute sufficient local constraint line tuning to support the
velocity gain field model.
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General discussion
This thesis comprises four previously published papers on the rotation prob-
lem in self-motion perception. Apart from some superficial corrections1, the
papers have been included “as is”. This section provides a summary and gen-
eral discussion, and reviews the papers in the light of some insights that have
emerged since their publication, or that I was unaware of at the time.
The first three chapters are closely related; they are human psychophys-
ical studies that show a methodological progression from one study to the
next. In Chapter 1 we modified the so called “optic flow illusion” (OFI) to ad-
dress a long standing debate whether the mechanism of visual (as opposed to
extra-retinal) compensation for pursuit in heading detection is local or global
in nature. In the OFI the focus of an expanding pattern appears shifted in
the direction of overlapping unidirectional flow (Duffy & Wurtz, 1993). This
illusion is viewed with eyes fixed, but the unidirectional flow mimics the reti-
nal slip that is concomitant with pursuit. The perceptual shift of the focus
of expansion is thought to be a manifestation of the compensation for this
virtual pursuit. Mechanistically, this could occur at a local level. The array of
motion-vector differences between the elements of the expanding and unidi-
rectional patterns has a focus that is shifted in the direction of the uniform
flow, consistent with the OFI. This operation could be performed by center–
surround neurons in cortical area MT. The competing global explanation of
the OFI posits that the outputs of large scale motion detectors that register
retinal slip is used to negate the effects of pursuit on readout level of a pop-
ulation of global detectors that register heading. Neurons with RFs suitable
for this mechanism are found in area MST. In our experiment, we presented
the unidirectional flow on the right side of the visual field and the expanding
flow on the left with a dark strip of 15 degrees in between. We still found
significant OFI which supports the global explanation. The fact that MT RFs,
unlike those of MST, cross the vertical meridian of the visual field to a limited
extend lends further credence to the global account. However, because the
OFI was much stronger in a control condition in which both flow fields were
shown on the left we conclude that both local and global mechanisms play a
role.
The conclusion that global processes play a role in the distorting effects
that an optic flow field has on the perception of another motion has been
corroborated in a later study using a similar rationale (Warren & Rushton,
2009). These authors de-emphasize the role of optic flow in the guidance
of locomotion (Rushton et al., 1998, see “General introduction”) and explore
1“Beamer” is slang for a BMW vehicle, it does not mean “projector”.
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the role of optic flow processing in retrieving the relative 3D trajectories of
objects in the scene. They demonstrated that the trajectory of a single dot
moving in the upper half of the visual field appears tilted due to the presence
of an expanding flow field in the lower half in a way that is consistent with
perceptually removing the component of forward self-motion implied by the
expansion (Warren & Rushton, 2009).
In Chapter 2 we further studied the OFI and presented and tested a novel
explanation of the focus shift: motion capture of the focus by the overlapping
unidirectional flow. This explanation and the two existing explanations, pur-
suit compensation and motion induction, predict the same shift for expand-
ing flow. However, we found evidence for the motion capture hypothesis us-
ing rotary flow. As this result is focused on the OFI itself it has only indirect
bearing on this thesis’ central problem of pursuit compensation in heading
detection. Our decision to invest in this study was driven by our discovery
that the illusory focus-shift is much larger for expansion than for contraction,
which seemed to indicate that visual compensation for eye-rotation is best de-
veloped for expanding flow. This would correspond to the common mode of
human locomotion and be consistent with the high proportion of MST, VIP,
and STPa neurons that prefer expansion over other patterns of optic flow
(Anderson & Siegel, 1999; Duffy & Wurtz, 1991a; Graziano et al., 1994; Heuer
& Britten, 2004). This interpretation would also corroborate the conclusion
of Chapter 1 that the mechanism of the OFI is global in nature, because local
motion contrasts between the radial flow and inducing unidirectional flow are
of equal magnitude in the expanding and contracting flow conditions. How-
ever, insight from the additional rotary flow experiments suggests that the
asymmetry between the OFI in expanding and contracting optic flow is bet-
ter explained with motion capture. An interesting aspect of this finding is
that we for the first time demonstrate motion capture at the level of complex
flow patterns, an organizational level beyond visual primitives as contours
defined by brightness, hue, motion, and low level contrast illusions to which
demonstrations of motion capture were previously confined. Whereas those
primitives are already encoded in V1, complex flow is represented no sooner
than in extrastriate cortex area MST. Motion capture acting directly on the dot
primitives that constitute the optic flow patterns used in our stimuli would
also have resulted in shifts in the perceived focus position. However, our ad-
ditional finding that the magnitude of the motion capture effect depends on
the discernability of the focus precludes this alternative explanation.
In Chapter 3 we dissociated two effects of ocular tracking movements on
focus localization. Smooth pursuit adds a component of optic flow that in-
stantaneously warps the retinal flow field. This is the effect that current mod-
els of the rotation problem seek to negate. However, pursuit also causes the
focus to incrementally drift over the retina in an amount proportional to its
speed and duration. Once more, we used rotary optic flow stimuli. The in-
stantaneous shift of the focus is perpendicular to the pursuit direction in
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rotary flow, whereas the incremental focus drift is always opposite to the
pursuit. We showed that both effects of pursuit lead to systematic focus mis-
localization in simulated and real pursuit. Consistent with previous literature,
the instantaneous effect of pursuit was compensated more completely in real
than in simulated pursuit. Interestingly, the errors in the pursuit direction
resulting from the incremental drift were also smallest in real pursuit which
suggests a role of efference copy signals in the compensation for this novel
source of mislocalization. Finally, adding noise to the stimuli increased this
component of perceptual shift. Because noisier signal require longer inte-
gration, this finding suggests that temporal integration of the focus position
underlies the effect of incremental drift on localization. We estimated the in-
tegration time constant to be on the order of half a second in an experiment
in which we varied the duration of stimulus presentation and pursuit.
Incremental drift is not limited to foci of optic flow fields, but occurs for
any object that one may wish to localize during pursuit. Stationary, luminous
dots flashed during smooth pursuit are also mislocalized in the direction of
pursuit (Brenner et al., 2001; Hazelhoff & Wiersma, 1924). The error is largest
when the flashes are dim and brief (Mita et al., 1950). Longer flashes last-
ing 200 ms (and presumably longer) are localized veridically (Rotman et al.,
2005). Our finding that increasing the distinctness of the focus of rotary flow
increases accuracy is consistent with these effects of flash visibility, suggest-
ing a common mechanism.
The final data section, Chapter 4, is an electrophysiological study using
macaques. Macaques and humans have very similar behavioral sensitivities
to heading direction (e.g., Britten, 2008, his Figure 3), making both species
suitable models for one another. The advantage of the human model is that it
understands spoken instructions, allowing complex psychophysical tasks to
be implemented with relative ease. The macaque model has the benefit that it
is ethical to invasively study its cortical processes. The aim of Chapter 4 was
to specifically test a model of heading detection during smooth pursuit pro-
posed by Beintema and Van den Berg (1998). This model solves the rotation
problem using specialized rotational flow detectors. These templates, which
are based on known properties of MST neurons, are tuned to the direction of
pursuit through an extra-retinal input and have large RFs that filter the rota-
tional component of optic flow in the direction of preferred pursuit. Unique
to the model is that the rotational flow detector templates are globally orga-
nized as bi-circular patterns, i.e., the array of preferred directions is oriented
along two hemi-circles that are mirror-symmetric along the axis of preferred
eye-in-head rotation of the neuron. The total excitation of these rotational
flow detectors depends on the inner product of the optic flow field present
on the retina, and the array of preferred velocities in the template. This re-
sults in a property we call constraint line tuning, i.e., the template is equally
sensitive to any velocity vector that can be decomposed in the local bi-circular
flow vector and any orthogonal vector. These hypothetical properties render
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the templates invariant to the depth structure of the scene and the speed of
translational self-motion, thus minimizing the number of templates needed
to solve the rotation problem (cf. Perrone & Stone, 1994, 1998). We quanti-
fied the velocity tuning of isolated MT and MST neurons in macaques to test
the assumption of constraint line tuning. We found a hint of constraint line
tuning in both cortical areas but not to an extent that we deem sufficient to
support a solution to the rotation problem as proposed in the velocity gain
field model.
Gibson’s claim that optic flow serves a crucial role in the guidance of lo-
comotion, made over 60 years ago, has proven to be a fruitful framework
that has spawned an extensive field of research. (Or, at the very least, it
has provided a consistent narrative and venerable citation to dress up data
on heading estimation.) The four studies presented in this thesis are firmly
rooted in this tradition. Our findings do not close the book on the rotation
problem. However, they do provide some incremental improvements to our
understanding of it. We provided credence to the hypothesis that the pursuit
component of optic flow is detected globally (Chapter 1), discovered a high-
level variant of the motion capture illusion (Chapter 2), demonstrated the
effect of incremental gaze displacement on heading estimation (Chapter 3),
and constrained models of the rotation problem by quantifying fundamental
velocity tuning properties in motion sensitive cortical neurons (Chapter 4).
The compensation for the effect of eye rotation on heading detection is
an example of a solution to the general problem any organism faces that is
active and mobile. Behavior is guided by perception of the outside world, but
actions directly affect perception in return. How our brains deal with this
inherent feedback loop is a fascinating question that should be the focus of
research for years to come.
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Samenvatting (Dutch)
Grote delen van de hersenschors zijn gewijd aan het interpreteren van de
bewegende beelden die op onze netvliezen vallen wanneer we ons voortbewe-
gen. Dit belangrijke proces wordt bemoeilijkt wanneer we de ogen bewegen.
Dit voegt immers een beweging toe aan de reeds bewegende beelden op de
netvliezen. Wij voerden vier studies uit om te onderzoeken hoe het brein
deze twee bronnen van visuele beweging scheidt. Deze vier studies vormen
ieder een hoofdstuk in dit boek.
In Hoofdstuk 1 gingen we in op de vraag of de oplossing van het rotatie-
probleem, de decompositie van het visuele stroomveld in een translatiecom-
ponent (als gevolg van een rechtlijnige zelfbeweging) en een rotatiecompo-
nent (als gevolg van een gladde oogvolgbeweging), werkt op basis van bewe-
gingsdetectoren die informatie uit een klein of een groot deel van het visuele
veld betrekken. Neuronen in het hersengebied genaamd MT (middle tempo-
ral) functioneren als relatief kleine bewegingsdetectoren. Hersencellen in het
op MT volgende gebied, MST (medial superior temporal), hebben veel grotere
receptieve velden. Om dit te onderzoeken gebruikten we een visuele illusie.
Deze bestond uit twee overlappende velden van bewegende stipjes. De stip-
pen van het ene veld bewogen radieel van een centraal punt af, terwijl de
stipjes van het andere veld uniform één kant op gingen. Wanneer met dit
bekijkt dan lijkt het punt waar de radieel bewegende stippen vandaan komen,
het focus van expansie, verschoven in de richting van de uniforme beweging
(Duffy & Wurtz, 1993). Als verklaring voor deze illusie is geopperd dat het
brein de uniforme beweging ziet als een aanwijzing dat de ogen een gladde
oogvolgbeweging maken, en daarom het mechanisme activeert dat voor de
perceptuele compensatie van echte oogbewegingen nodig is. Wij vonden dat
zelfs als het uitdijende en het uniforme patroon afzonderlijk in de linker
en de rechter helft van het visuele veld worden vertoond, deze illusoire ver-
schuiving nog steeds optreedt, zij het in minderde mate. Dit toont aan dat
bewegingsdetectoren met grote receptieve velden een rol spelen in de illusie
van Duffy en Wurtz, wat suggereert dat ze ook een rol spelen bij het oplossen
van het rotatieprobleem onder natuurlijke omstandigheden.
In Hoofdstuk 2 onderzochten we nogmaals de Duffy en Wurtz illusie en
breidden haar uit door te meten wat het effect is van het uniforme stroom-
veld op contracterende en roterende stroomvelden in vergelijking met het ge-
bruikelijke expanderende stroomveld. We vonden dat de focussen van deze
verschillende stroomvelden ieder perceptueel een andere kant op schoven.
Dit was zoals verwacht op basis van de bestaande verklaring van de illusie
(zie hierboven). Echter, we vonden ook een gelijktijdig effect waarbij het focus
altijd met het uniforme stroomveld leek mee te drijven, ongeacht of het een
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expanderend, contracterend, of roterend stroomveld betrof. We stellen dat
deze nieuw ontdekte component van verschuiving verwant is aan een andere
klasse van illusies die bekend staat onder de naam ‘motion capture’. Een voor-
beeld van een oudere motion capture illusie bestaat uit een groen vakje op een
rode ondergrond met daar overheen geprojecteerd een veld van zijwaarts be-
wegende zwarte stipjes. Het groene vakje lijkt dan een stukje meegesleurd
te worden met de beweging (Ramachandran, 1987). Dit effect wordt versterkt
doordat het vakje en de ondergrond alleen in kleur verschillen, en niet in
helderheid. Deze ‘equiluminantie’ eigenschap bemoeilijkt in het algemeen
de positiebepaling van objecten. Consistent met dit gegeven is dat ons mo-
tion capture effect ook sterker werd naarmate we het focus minder duidelijk
maakten. Dit deden we door de trajecten van de stipjes waaruit de stroom-
velden bestonden, te verstoren. Een aardigheidje van deze ontdekking is dat
ons motion capture effect in een relatief hoog hersengebied moet plaatsvin-
den, zoals MST, omdat het brein pas de positie van het focus kan bepalen
nadat het eerst de ‘low-level’, lokale bewegingscomponenten heeft geanaly-
seerd.
In Hoofdstuk 3 ontwarden we twee gevolgen van oogvolgbewegingen waar
het brein rekening mee zou moeten houden bij het bepalen van zelfbewe-
gingsparameters uit visuele stroomvelden. Huidige modelen van het rotatie-
probleem beperken zich tot het verstorende effect van de instantane draai-
snelheid van het oog. Deze oogdraai-vector, wanneer opgeteld bij het zelfbe-
wegingsstroomveld, zorgt voor een onmiddelijke vervorming van het stroom-
veld op het netvlies. Echter, een oogdraaiing veroorzaakt ook een incre-
mentele verschuiving van het hele stroomveld over het netvlies waarvan de
mate triviaal afhangt van de duur van de oogbeweging. Het instantane effect
van oogdraaiing verschuift de focussen van expanderende, contracterende, en
linksom en rechtsom draaiende stroomvelden in unieke richtingen. Echter,
het incrementele effect werkt altijd dezelfde kant op: de projectie van het
focus op het netvlies schuift tegen de oogbeweging in. We vertoonden ex-
panderende, contracterende, en draaiende stroomvelden terwijl een proef-
persoon ofwel daadwerkelijk een gladde oogvolgbeweging maakte, ofwel de
ogen stil hield. In de condities met stilstaande ogen werd het stroomveld zo
over het scherm verschoven het netvlies op identieke wijze werd geprikkeld
als in de condities met bewegende ogen. De proefpersonen gaven met behulp
van een computermuis de uiteindelijke waargenomen positie van het focus
aan. We vonden dat zowel het klassieke instantane effect als het nieuwe in-
crementele effect van gladde oogvolgbewegingen leidden tot systematische
aanwijsfouten. Voorts vonden we dat beide typen fouten kleiner waren als
de ogen echt bewogen dan wanneer deze oogbeweging gesimuleerd was, wat
aantoont dat de visuele cortex bij de verdiscontering van beide effecten infor-
matie gebruikt die niet in de beelden op het netvlies besloten ligt, maar mo-
gelijk afkomstig is van hersengebieden die betrokken zijn bij de motorische
aansturing van de ogen.
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In Hoofdstuk 4, tenslotte, testten we een computermodel dat het rotatie-
probleem oplost met gespecialiseerde detectoren voor oogrotatie (Beintema
& Van den Berg, 1998). In dit model worden grote stroomveldsdetectoren ge-
bruikt die lokaal een afstemming op bewegingsrichting en –snelheid hebben
die we ‘constraint line tuning’ noemen. Dit houdt in dat de detectoren lokaal
niet enkel maximaal reageren op één specifieke combinatie van richting en
snelheid, de klassieke ‘voorkeursbeweging’, maar maximaal reageren op elke
bewegingsvector die ontleed kan worden in de voorkeursbewegingsvector en
een vector haaks daarop. Door deze eigenschap in de detectoren in te bouwen
reageren ze zeer specifiek op de componenten van de stroomvelden die het
gevolg zijn van gladde oogvolgbewegingen. Hierdoor kan het model efficient
en met weinig detectoren het rotatie probleem oplossen. Om te testen of het
in de hersenen ook zo werkt, onderzochten we twee makaken. We toonden
hen stimuli betaande uit stipjes die per presentatie met een bepaalde com-
binatie van snelheid en richting bewogen. Onderwijl maten we de respon-
sies van neuronen in MT en MST. We vonden enige evidentie voor constraint
line tuning in deze hersencellen, wat zich openbaarde in lichtelijk uitgerekte
responsie-profielen in de ruimte opgespannen door de bewegingsrichtingen
en –snelheden van de stimuli, haaks op de klassieke voorkeursbeweging. Maar
na de empirisch gevonden mate van contraint line tuning in het model te
hebben ingebouwd, achtten we haar niet voldoende om het rotatieprobleem
op te lossen zoals voorgesteld in het model.
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