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Abstract
The term summary, of a statement or of an account, comprises the chief points or the sum and 
substance of the matter. Moreover, a summary is expected to be comprehensive yet brief and 
readable. Therefore, there is a necessity to verify how close a summary is to the chief or key 
points in the source text; and verification is closely related to evaluation. This forms the main 
focus of this thesis: can a summary be evaluated by computers? In other words, we have 
developed an automatic evaluation procedure based on a metric which could provide summary 
evaluation without human assistance. The metrics used in the evaluation of summaries are 
discussed and a novel framework, which includes two metrics, for summary evaluation, is 
presented. The first metric is based on a known and powerful statistical test, the goodness-of-fit 
test, and has been used in several applications. The second metric is derived from three common 
metrics used to evaluate NLP systems, namely precision, recall and f-measure. The combination 
of these two metrics is intended to allow one to assess the quality of summaries quickly, cheaply 
and without the need of human intervention, minimising though, the role of subjective judgment 
and bias.
Key words: Summary, summary evaluation, natural language processing, automatic text 
summarisation
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Glossary of Terms*
From Wikipedia^ the free online encyclopedia.
Abstract: a summary, at least some of whose material is not present in the original document.
Ad hoc: concerned with a particular or specific end or purpose.
Anaphora: word which refers to, or is a substitute for, a preceding word or group of words; e.g. ‘If an 
incendiary bomb drops next to you, don’t lose your head. Put it in a bucket and cover it with sand.’
Bond: a strong link between sentences based on a threshold number.
Bond threshold: a criterial number o f links for considering two sentences as bonded.
Cognates: words that have a common origin; or coming naturally from the same root, or representing the 
same original word, with differences due to subsequent separate phonetic development.
Computational Linguistics: branch of computer science devoted to the analysis o f language by 
computational means.
Content bearing word: word which has lexical meaning, such as nouns, verbs and adjectives.
Corpus (plural Corpora): a collection o f texts or documents.
Corpus Linguistics: major discipline which makes use of computers for the analysis o f language data.
Dangling anaphora: anaphora included in a summary without its referent being included.
Dynamic programming: a method for reducing the runtime of algorithms using optimal solutions o f  
subproblems that can be used to find the optimal solution o f the overall problem.
Extract: a summary consisting entirely of material copied from the input.
Generic summary: a summary aimed at a particular, usually broad, readership community.
Graph: a set o f dots called vertices (or nodes) connected by lines called edges (or arcs).
Hashtable: a data structure that associates keys with values. It works by transforming the key using a hash 
function into a hash, i.e. a number that the hash table uses to locate the desired value.
Harmonic mean: an information retrieval performance measure which combines precision and recall.
Indicative summary: a summary used to identify the main topics in the source text.
Information retrieval (IR): branch of computer science which studies the retrieval o f information from a 
collection o f written documents, usually expressed in natural language.
 ^ See http://en.wikipedia.org/wiki/Main_Page
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Informative summary: a summary that conveys the important information in the source text.
Layer: in neural networks, a group of nodes arranged in place or places conceived as having depth.
Link: a repetition o f an item in two separate sentences.
Longest common subsequence: the problem of finding a subsequence o f maximum length between two or 
more strings.
Memoization: literally means "to put in memory" and is derived from the Latin word memorandum, which 
means what must be remembered.
Morpheme: the smallest meaningful morphological unit o f language, one that caimot be analysed into 
smaller forms.
n-gram: consecutive sequences o f n characters; i.e. any substring o f length n.
Natural Language Processing (or NLP): branch o f computational linguistics devoted to the analysis o f
naturally-occurring language.
Neural network: an interconnected group o f nodes (or neurons). The term most often is referred to 
artificial neural networks (ANN) or neural nets for short.
Null hypothesis: in statistics, it is a hypothesis that is presumed true until statistical evidence in the form of a 
hypothesis test indicates otherwise. The formulation of the null hypothesis is a vital step in statistical significance 
testing.
p-value: expresses the probability of observing a sample as extreme (or more so) when the null-hypothesis is true. The 
smaller the p-value the more untenable the null hypothesis. When the p-value is below to a predetermined cut-off point, 
known as the significance level (formally expressed as the alpha a-level), it is termed significant.
Paraphrase: An expression in other words, usually fuller and clearer, o f the sense o f any passage or text; a 
free rendering or amplification of a passage.
Precison: an information retrieval performance measure that quantifies the fraction o f retrieved documents 
which are known to be relevant.
Recall: an information retrieval performance measure that quantifies the fraction o f known relevant 
documents which were effectively retrieved.
Regular expression: general pattern that allows the expression of alternative strings, repetitions and 
concatenations o f substrings.
Sketchy script: a data structure consisting o f a set o f templates for extracting information from news stories 
and presenting it in the form o f a summary.
Stemming: a technique which reduces words to their grammatical roots.
Stopwords: words which occur frequently in a text or document, e.g. articles, prepositions and 
conjunctions. Also called stoplist.
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String: any sequence of alphanumeric characters (e.g. letters, numbers, spaces, tabs, and punctuations). 
Informally a word, phrase, sentence, etc.
String matching: the problem of finding occurrence(s) o f a pattern string within another string or body of  
text.
Summary: a concise representation of a source text capturing the main points o f the text, and acting as 
surrogate.
Tautological sentence: a sentence characterised by involving the same notion in different words or 
repeating the same sense in different words; e.g. ‘a begiimer who has just started’.
Thesaurus: a data structure composed o f (a) a pre-compiled list o f important words in a given domain and 
(b) for each word in this list, a list o f related words (i.e. synonyms).
Token: an atomic element within a string.
Tokenise: tokenising is the operation o f splitting up a string o f characters into a set o f tokens.
User-focused summary: a summary tailored to the requirements of a particular user or group o f users. Also 
called topic-focused summary.
Vector model: a classical model of document retrieval based on representing documents and queries as 
vectors in «-dimensional space.
Webpages: a ‘page’ o f the World Wide Web with hypertext links to enable navigation from one page or 
section to another.
Website: a collection o f webpages accessible on the Internet.
Word: the fundamental building block or unit o f language.
X lll
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Chapter 1
1 Introduction
For the purposes of this investigation, we begin by considering a definition of ‘evaluation’. For us 
evaluation is a process where certain procedures are applied in order to obtain valid and reliable 
evidence on the manner and extent to which specific activities produce the measured results [77]. 
This definition considers evaluation from the social science point of view, but is potentially 
applicable to automatic text summarisation (ATS).
Two key elements can be derived from this definition as shown in Figure 1.1, namely algorithm 
and outcome. The application of certain procedures can be thought as an algorithm, which is a 
finite set of procedures or instructions for accomplishing some task. The measured results 
produced by the application of certain procedures are in fact, the outcome of the evaluation 
process.
Evaluation Process
Procedures
Application Measured Results
Algorithm Outcome
Figure 1.1: Evaluation Process
This means that the evaluation process should describe and implement an algorithm which will be 
used by an evaluator; this activity will result in an outcome. Putting it into the ATS context, the 
algorithm provides means for assessing the level of the quality of a summary in relation to its
Chapter 1. Introduction
original text, and the outcome is a score that will represent this level of quality of the summary 
under test. In general terms, the evaluation will produce a metric that will allow one to say “the 
quality of this summary is good or not”.
The evaluation process when applied to ATS is not a straightforward one. Research on summary 
evaluation has tried to respond to a fundamental but complex question: what constitutes a good 
summary? For instance, Sparck Jones [90] used the example shown in Figure 1.2 to illustrate the 
complexity of the problem. The Input text (i) was a nonsense paragraph about ‘wombats’. There 
were four candidate summaries as Output {Oa -  Od).
I :
The tests were conducted on a thousand wombats. They showed half preferred 
shredded wheat, half rice crispies.
Oa: Wombats have no cereal preferences.
Ob: Wombats will eat breakfast cereals.
Oc: Wombats are like people.
Od: Huge test on wombats.
Figure 1.2; Automatic summarisation example (adapted from Sparck Jones [90], page 41)
Furthermore, she argues [90]:
Given the example input text. I, shown [above], there are no 
independent reasons for regarding any one of the output 
summaries Oa -  Od as superior to the others, though they are 
quite different; and it is hard to exclude any as less legitimate 
through relying on world knowledge not directly conveyed by 
the text, since there is no requirement -  or indeed, possibility 
in general -  of delivering quality summaries without this. 
(p.41)
This typifies the ATS investigations over the last few decades, a continuum of growing number of 
publications dealing with summary evaluation issues, including: accuracy; the need for additional 
knowledge to make sense of the summary; and whether the summary conveys the message of the 
original text.
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1.1 Motivation
There has been much debate in the automatic text summarisation literature regarding appropriate 
evaluation metrics for measuring the quality of summaries. The most obvious reason why the 
study of summary evaluation remains alive is that it is an interesting research area in its own right, 
and it continues to pose new questions to researchers. A series of conferences like Text Retrieval 
Conferences (TREC) [97], Message Understanding Conferences (MUC) [13], TIPSTER 
SUMMAC Text Summarisation Evaluation [51], Document Understanding Conference (DUC) 
[22], and Text Summarisation Challenge (TSC) [26], have attested the importance of ATS and the 
evaluation of the quality of the summaries produced automatically.
The main difficulty in evaluating a summarisation system is that there is not as yet, a clear 
definition for what constitutes a good summary. Another difficulty related to summary evaluation 
comes from the fact that each text can have more than one correct summary as may be seen in the 
work of Edmundson [24], Hand [31] and Paice [66].
The majority of evaluation methods developed so far have depended on human intervention, and 
therefore have the drawbacks of being time consuming and expensive.
On the other hand, if a researcher, for example, needs an evaluation method which is fast and is 
not influenced by human error or subjectivity, an automatic evaluation method could be the 
answer. Many approaches have been developed on this topic, using a variety of metrics such as 
sentence recall, sentence ranking, content-based, and so on (e.g. Donaway et a l{2 \\\ Radev et al 
[74]; Saggion et al [79]).
1.2 Aims
The major aim of the present study is the development of an automatic evaluation procedure. We 
have attempted to develop a procedure taking into account two points. First, the procedure should 
be based on a metric which could provide summary evaluation without human assistance. Second, 
it should be based on insights derived from research in summary evaluation, statistics and natural 
language processing (NLP). The research question we would like to address is: can a summary be 
evaluated by computers, or in other words, automatically? We will experiment with a variety of 
performance metrics and evaluation methods to establish whether automatic procedures may be 
used to evaluate the content of a summary, quickly, cheaply and without the need of human 
intervention.
To sum up, the specific aims of the present investigation are:
a) To experiment with a variety of performance metrics and/or evaluation methods;
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b) To develop and implement an automatic method which will aid in the evaluation process.
1.3 Contribution
This thesis claims to make three contributions to the field of automatic text summarisation. It 
establishes that:
• The development and demonstration of a metric which complements the role of subjective 
judgement in summary evaluation;
• The evaluation of a summary need not be based only on arbitrary criteria such as relevance, 
comprehensibility, readability, legibility, accuracy, usefulness, and suitability; rather it can 
draw on specific principles derived from considerations of similarity. Furthermore, the 
evaluation can be carried out automatically;
• Lexical cohesion in general, and repetition in particular, used as summarisation techniques are 
important in providing good results in terms of acceptable summaries or abridgements of full 
texts.
1.4 Organisation of the Thesis
The thesis is organised in five chapters. After this Introduction (Chapter 1), Chapter 2 reviews the 
most important approaches to summarisation which we have addressed as we began to try to solve 
the issue of automatic evaluation. It also surveys studies which have dealt with summary 
evaluation, and metrics developed therein. Chapter 3 describes the development of our evaluation 
procedure, and the implementation of a computational framework. Chapter 4 describes a series of 
test experiments, based on texts provided by the Reuters Financial News Service, which helped us 
to understand the performance of the summary evaluation metric we have developed. Finally, 
Chapter 5 presents a discussion of the outcomes of the present study, concludes with a general 
assessment of the achievement of the aims set out in Chapter 1, and considers what directions 
could be followed in future work.
The first step was to consider previous approaches to the challenge and problem we have set 
ourselves.
Chapter 2. Literature Review
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2 Literature Review
2.1 Introduction
The focus of this study is to examine how a computer-generated summary can be evaluated 
automatically. In this chapter we will first present the main approaches that have been used in 
automatic summarisation over the last four decades and after discussing those approaches we will 
focus on summary evaluation.
It is not an exhaustive survey because there are many similar methods but many of them represent 
theoretical proposals; therefore, only those that were implemented and potentially represent a 
notable and interesting advance on previous work have been described.
However, it is convenient before the survey, to present a distinction between extracting and 
abstracting methods. An ‘extract’ is a summary which contains important passages, sentences or 
phrases from the source document. In contrast, an ‘abstract’ is a summary which may or may not 
contain words in common with the source document.
As we will see in the review, the majority of the approaches use extracting methods in order to 
create the summaries. We agree with Hahn and Mani [29] when they argue about it:
“Extraction approaches are easy to adapt to larger sources.
Because they are limited to the extraction of passages, 
sentences, or phrases, however, the resulting summaries may 
be incoherent. Abstraction approaches, on the other hand, 
provide more sophisticated summaries, which often contain 
material that enriches the source content.” (p.33)
2.2 Automatic Summarisation
There are, basically speaking, five main approaches to summarisation: (i) frequency-based 
summarisation', (ii) sentences/clauses selection', (iii) discourse structure analysis', (iv) script- 
based analysis', and (v) textual cohesion summarisation.
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2.2.1 Frequency-based Summarisation (F-BS)
The main idea here is to identify concepts that are central to the text. If one assumes that key 
terms represent the main concepts then observing the frequency with which they occur in the 
source text will help in the identification of these concepts. In other words, the F-BS system 
counts the number of times individual terms occur or are salient in the text.
Luhn was amongst the first to report a system for summarising a text [49]. For Luhn it was 
important to extract sentences with ‘pertinent information’ (p. 159). These key sentences perhaps 
comprise the subject matter of the article; he termed the collection of the key sentences an ‘auto­
abstract’. He used a statistical calculation, which is derived from word frequency and distribution, 
to compute a relative measure of significance for words and sentences. The sentences with a high 
score were extracted to make part of the ‘auto-abstract’.
Nearly four decades later, Preston and Williams [72] developed a sentence-extraction 
summarising system called NETSUMM using a method similar to that of Luhn’s experiments 
which uses word occurrence to select important sentences. This system was developed at Bristish 
Telecommunications (BT) Laboratories and incorporates an interactive facility which allows the 
user to choose longer or shorter summaries at will, varying from a single sentence to whole text. 
According to the authors, they tested and evaluated NETSUMM and concluded that ‘abridgement 
of typically only 5% of [an] original article will contain roughly 70% of the information in an 
author-written abstract, while a 25% abridgement contains essentially all the information in the 
abstract’. However, it is not clear how this evaluation was carried out.
Brandow, Mitze and Rau [9] have developed a system called ANES (Automatic News Extraction 
System) which the authors claim performs domain-independent summarisation of news 
documents. In ANES, the process for summary generation comprises two major constituents: 
statistical selection of ‘signature words’, and sentence selection. To determine the ‘signature 
words’ (p.677), the widely used information retrieval metric -  term-frequency times inverse 
document frequency {tf ’^ idf for short) was used, where:
term frequency  -  -  log | (Aar term appears in the document | .
\  number o f  terms in the document J  ^ '
inversedocumen, frequency = U f  = l o g / ------------number o f docunuMsinlhecoUec,ion---------------'|
ynumber o f  documents in the collection containing that term J '
According to the authors, this formula ‘has the desirable attributes that low corpus frequency 
words have higher weights; increasing the frequency in a document increases the weight of a 
word. This identifies the words in a document that are relatively unique (hence, signature) to that
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document’ (p.678). The second constituent of the formula is sentence selection; the sentences 
chosen are these which contain information relating to the main ideas through weighting based on 
the signature word list, i.e. for each selected sentence a weight is assigned which is the sum of the 
weights of ‘signature words’ in that sentence.
Aone and his colleagues [3] described a trainable summarisation system called DIMSUM, which 
combines techniques from information extraction and corpus-based statistical NLP. DIMSUM 
contains a graphical user interface (GUI) which is composed of two parts: the summarisation 
server and the summarisation client, which were termed by the authors ‘readily available on-line 
resources’. In fact, those ‘resources’ consisted of a kind of a sophisticated summary browser 
allowing a user to view the source text with important names and keywords, highlighted, as well 
as the selected summary text. The first part (the summarisation server) works by extracting 
features from a document using various NLP techniques (e.g. compound words extraction, proper 
names extraction, and morphological analysis) and uses them in combination to produce sentence 
extracts. The second part (the summarisation client) gives end users the possibility of customising 
their preferences and multiple views of generated summaries through the GUI. In fact, DIMSUM 
selects the sentences for the summary based upon sentence scores. The t f id f  value (score) is 
calculated and assigned for every token in a document. The average of the scores of the tokens in 
a sentence is calculated to produce the score of that sentence. After every sentence is assigned a 
score, the system chooses the top n highest scoring sentences for the summary.
Hovy and Lyn [34] created a text summarisation system (SUMMARIST) in order to provide 
extracts for English and other languages. SUMMARIST combines a mixture of IR and statistical 
techniques with ‘symbolic world knowledge’ [from Wordnet Thesaurus [58] and similar 
resources]. It includes several summarisation modules based on the extraction of salient concepts 
from a text. After the extraction, these concepts are generalised in order to obtain higher-level 
unifying concepts. The ‘concepts’ mentioned by the authors are words extracted with weights 
assigned according to a t f id f  -  type score and also according to their location in the text. The 
Wordnet use here is to supply a kind of lexical hierarchy which is used in generalising concepts.
2.2.2 Cue words/phrases Selection
This approach is based on the assumption that the probable importance of a sentence to be in a 
summary is affected by the presence of words which convey the subject matter of the document to 
the reader.
Edmundson [24] performed a comparative study using four different sentence selection methods: 
(i) the keyword-frequency method, an approach similar to Luhn’s; (ii) the title-keyword method, 
in which sentences are selected if they contain words which appear in the title or section headings;
7
Chapter 2. Literature Review
(iii) the location method, in which sentences are selected according to their position in the text; 
and (iv) the cue method, in which the sentences are selected or rejected whether or not they are 
included in a set list of cue words created previously by the author. The list contains words 
selected from the texts used in the experiments. Edmundson’s results are interesting. He found 
that the keyword-frequency method was the least effective of the four, followed by the title- 
keyword, the cue word method and the location method.
A modified version of a previous work done by Rush, Salvador and Zamora [76] resulted in a 
summarisation system called ADAM (Automatic Document Abstracting Method) [71]. This 
system also uses the cue method and a word control list (WCL), which is a set of words and 
phrases with associated semantic weights, created by the authors. The most interesting feature of 
the ADAM system is the use of the cue words for sentence rejection rather than selection. 
According to the examples provided by the paper, the results were ‘functionally adequate’.
Paice [65] focused his work on indicator phrases, i.e. phrases which ‘explicitly state that the 
sentences containing them have something important to say about the subject matter or the 
“message” of the document’. Examples of indicator phrases are, for instance: ‘Our studies 
indicate that . . . ’, ‘Our purpose here is to discuss . . . ’, ‘In this paper we show that . . . ’. He 
developed a set of templates containing hundreds of possible phrases. The key purpose of this 
work is to produce summaries using different selections of indicator phrases.
The work of Kupiec, Pedersen and Chen [42] resulted in a trainable summarisation program 
grounded within a statistical framework. They used a Bayesian classifier which takes each 
sentence and calculates its probability of being included in the summary (i.e. extracts). Kupiec et 
al have had access to a set of training texts comprising the abstracts of each of the texts as well. 
Using the training set, the authors first automatically computed a one-to-one sentence match 
between a sentence in the source and a sentence in the abstract based on a vocabulary overlap 
measure. The matching of sentences is classified according to the authors: as a ‘direct match’, 
where the summary sentence and source sentence are identical or can be considered to have the 
same content; and a ‘direct join’, which was computed by hand, and occurs when two or more 
sentences from the source text appear to have the same content as a single summary sentence. 
Kupiec et al found that location (beginning, middle or end) was the most effective individual 
feature, amongst others, which include cue phrase and sentence length.
2.2.3 Discourse Structure Analysis
The methods described in this section use discourse theories in order to produce a representation 
of the source discourse structure in the text. There are several theories about discourse structure, 
such as rhetorical structure theory (RST) (Mann and Thompson [52]) or Hobb’s coherence
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relations [32]. The latter became a popular discourse theory in the 1980’s and has been used for 
summarisation as well.
Miike, Itoh, Ono and Sumita [57] constructed a prototype Japanese full-text retrieval system, 
BREVIDOC (Broadcatching System with an Essence Viewer for Retrieved Documents), that 
analyses a document structure and generates an abstract. The generation of the abstracts is carried 
out interactively, that is, a user can specify an area within the text for abstraction and control its 
size. The abstract generation is based on rhetorical relations among sentences that are extracted by 
analysing a document structure. According to the authors, abstract generation enables the user to 
skim through each of the retrieved documents and judge efficiently whether it is really required or 
not. They performed a preliminary experiment which showed that this function is effective. In 
their report they discuss a test on technical papers from Toshiba Review and editorials of the 
Asahi newspaper where an abstract of 24% of the length of the source text included 51% of 
sentences previously identified as ‘key sentences’ by hand.
Marcu [54] described a discourse-based summarisation program which was used to determine the 
concepts of rhetorical analysis and nuclearity in a text. The nuclearity is the relationship between 
two text units or segments, where one segment is ancillary to the other. The nucleus is more 
central to the writer’s goals; the satellites are less central, and tend to enhance the function of the 
nucleus. Marcu’s program produces the rhetorical structure in form of a tree and selects the 
textual units that are most salient in that text. His system was evaluated by independent judges 
who rated the textual units according to their importance. In all, three outputs were evaluated, 
namely, his summariser extract, a random extract and the summariser included in Microsoft 
Office 97. Precision and recall of the most important units were computed. Marcu claims his 
summariser ‘outperforms both the random and the commercial summariser.’
Teufel and Moens [91] have presented an extension of the work presented by Kupiec et al [42] -  
(section 2.2.2), to address the discourse structure of the abstracts. They described the 
summarisation process in two stages: extraction of sentences and identification of the rhetorical 
roles for each sentence extracted. These stages use Bayesian classifiers as in Kupiec et al. When 
evaluating the sentence extraction, the summariser led to a performance of 54.4% precision. For 
the second stage, the identification of rhetorical roles, the best performance was 56.3% precision. 
In short, their method is reasonably robust and technically feasible.
2.2.4 Script-based Analysis
The systems and methods described here attempt to obtain from a text certain predefined types of 
information, using information extraction methods. These ‘predefined types of information’ are
Chapter 2. Literature Review
called scripts, i.e. a kind of a specialised scheme which identifies stereotypical and common 
situations in a domain of interest. This will be explained further below.
Gerald DeJong [20] developed a newspaper-skimming program (FRUMP -  Fast Reading 
Understanding and Memory Program), during a Yale Artificial Intelligence Project, in order to 
skim and summarise news articles. FRUMP uses a data structure called sketchy script which has 
the function of organising its knowledge about the world. In fact, each sketchy script is a kind of 
repository of events that can occur in a given situation (e.g. earthquakes and labour strikes). 
According to the author, FRUMP contains a repertoire of 60 sketchy scripts. The events in the 
script were represented at the semantic level, using a semantic representation called Conceptual 
Dependency developed by Schank [84]. This representation is used to represent scripts, events, 
word semantics and the semantics of sentences. The FRUMP working process is described as 
follows: FRUMP reads the news story, processes it and has the ability to understand the main 
thrust of that story while ignoring less-important details. FRUMP was evaluated in a realistic 
situation: it was connected for six days to a news wire service, summarising the incoming stories 
which it was able to match to one of its sketchy scripts. If an appropriate script was selected, then 
relevant summaries (extracts) were produced. However, if  the script selection was inappropriate, 
the summaries were considered confusing. The main limitation of this approach is the fact that the 
system will not extend easily to new situations, i.e. articles about topics that had not been pre- 
coded in scripts will not have a summary.
Rau, Jacobs and Zemik [75] have also developed a script-based summariser and information 
extraction system called SCISOR (System for Conceptual Information Summarization, 
Organization and Retrieval), which operates only in a specific-domain, e.g. texts about corporate 
mergers and acquisitions. Some interesting aspects of this system are the identification of 
important concepts in the domain and the abstract production using “canned text” (i.e. NL 
generation using templates). The authors do not mention any tests results; they just affirmed: ‘in 
recent tests, SCISOR has constructed partial interpretations of a few days’ worth of stories taken 
directly from an online news service, and answered simple questions about them’, (p.427).
2.2.5 Textual Cohesion Summarisation
Textual cohesion summarisation is grounded in notions about text cohesion and coherence, 
proposed by Halliday and Hasan [30], which involve relations between words, and determine how 
tightly connected a text is.
The work of Skorochod’ko [88] showed that the most natural way to represent cohesion in text is 
a graph representation, where nodes are the text elements (e.g words, sentences), and the edges 
are, in fact links between these elements. Skorochod’ko pointed out that the text representation, in
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form of graphs, and its topology reveal the salience of information of the text. Based on this idea, 
he proposed the notion of graph connectivity assumption (i.e. nodes connected to many other 
nodes are likely to carry salient information).
Salton, Allan, Buckley and Singhal [80] developed a system called SMART which is a 
combination of two approaches: text summarisation and an information retrieval system. They 
used the graph concept and visualisation of textual cohesion for text passage retrieval and 
summarisation. Using a tfidf-typQ formula, summaries are constructed not only by sentence 
extraction, but also paragraph extraction. The use of this method has good implications, according 
to the authors; one is that the paragraphs contain more words, and consequently the summaries 
tend to be more coherent.
In his book investigating Cohesion in text, Hoey [33] described methods of summarisation which 
use cohesion links between sentences such as repetition, synonymy, superordinates and 
hyponyms. Benbrahim and Ahmad [8] developed a system called TELE-PATTAN^, which deals 
with these categories of lexical cohesion. The text is represented by a graph-like structure 
proposed by Skorochod’ko [88], and can be inspected by the user. The summarisation module of 
TELE-PATTAN also categorises sentences according to their cohesive function (e.g. topic- 
opening, topic-closing and topic-central).
A summariser system was presented by Barzilay and Elhadad [5], which has a function to identify 
lexical chains, i.e. sequences of related words in the source text. Their system uses many 
knowledge sources, namely the WordNet thesaurus [58], a part-of-speech tagger, a shallow parser 
in order to identify nominal groups, and a segmentation algorithm. Basically, the summarisation 
proceeds in four steps: the original text is segmented, lexical chains are constructed, the strong 
chains are identified and significant sentences are extracted. The experiment results indicate that 
the quality of the summaries appears reasonable.
Silber and McCoy [87] developed a summarisation tool in order to summarise large documents, 
using a more efficient implementation of lexical chain extraction. In fact, this work is an 
extension of Barzilay and Elhadad’s work because is a linear time version of their lexical chaining 
algorithm, with some modifications in order to reduce its runtime. They carried out experiments 
using the corpus used by Barzilay and Elhadad [5], just to compare the performances of both 
algorithms and concluded that their tool produced same results.
TELE-PATTAN stands for Texts and Lexical Patterns Analysis
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Textual cohesion has been the basis of our summariser -  SummariserPort [62], which is an 
extension or natural evolution of the work of Benbrahim and Ahmad [8]. Our system will be 
explained further in section 3.2.2.
2.3 Summary Evaluation
There has been a growing interest in summary evaluation in the past several years. As this is the 
focus of this study, some studies in terms of evaluation will be described.
An interesting classification regarding summary evaluation was proposed by Tucker [92]. He 
suggested four approaches, namely: direct evaluation; target-based evaluation; task-based 
evaluation and automatic evaluation. These are discussed below.
2.3.1 Direct Evaluation
In this approach, people, following some guidelines, look at the summaries and decide directly 
whether they are ‘good’ or not.
Earl [23], developed a program which produced summaries by sentence extraction. The 
evaluation process did not consider the overall acceptability of the summaries. Instead, each 
sentence in each extract was considered either to be ‘worthy of extracting’ or ‘not worthy of 
extracting’. She created an algorithm to choose the sentences based on a percentage score, i.e. the 
proportion of sentences that were acceptable. Four chapters from a technical book were used as 
the text corpus for all the experiments and, according to the author, the criteria of relevance and 
comprehensibility was adopted. She pointed out that the results were ‘very encouraging’.
Brandow, Mitze and Rau [9] designed and implemented a summarisation system called ANES, 
which performs domain-independent summarisation of news documents. The evaluation of ANES 
involved generating summaries (extracts) of 60, 150 and 250 words for a text corpus of 250 
newspaper stories. These summaries were then compared to those generated by a system called 
‘Searchable Lead’ -  a commercial product by Mead Data Central. The evaluation process was 
executed by experienced news analysts using content and readability criteria as guidelines. Each 
summary was read and judged by the analysts with the corresponding source text. The authors 
concluded that the ‘most surprising result of the experiment was the adequacy of producing 
summaries consisting only of the first sentences in a story’.
In order to be able to assess the quality of summaries more precisely, Minel, Nugier and Fiat [59] 
described two protocols -  FAN and MLUCE. The FAN protocol deals with legibility of a 
summary independently from the source text. Two judges read 27 abstracts and assessed them 
counting the presence of dangling anaphora, tautological sentences, and the overall legibility (as
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being very bad, mediocre, good or very good). There was very little variation in assessment 
between the judges, reported the authors. The MLUCE protocol deals with the summary content 
and the use of it. Two applications were selected using MLUCE: allowing the reader to decide 
whether to read the source text and, helping the reader to write a synthesis of the source text. This 
experiment lasted a total of eight months. Comparing the results between the two protocols, very 
little convergence was shown, argued the authors.
2.3.2 Target-based Evaluation
For target-based evaluation, a person reads the source text and produces a summary {target) from 
it. Then summaries to be evaluated are compared with the target, measuring how close they are to 
the target.
DeJong [20] described two evaluations of FRUMP, in each of which the system was run in real 
time on 120 UPI (United Press International) news stories. In one experiment, the system ran for a 
day, using 48 out of 60 sketchy scripts. For the second experiment, FRUMP ran for six days, but 
used only 7 out of 60 sketchy scripts. In both experiments, the stories were classified according to 
whether the system processed them correctly or not. On both evaluations, FRUMP could 
understand some of the 120 stories. According to the author, the results suggested that FRUMP 
often produced relevant summaries (extracts) when an appropriate script was selected. However, 
some confusing summaries were produced due to failures in the script selection.
Paice and Jones [67] proposed a method that focused on concept identification rather than 
sentence extraction. They classified these concepts as focal and non-focal. For a corpus, they used 
54 research papers in the area of the crop agriculture. Percentages of the focal and non-focal 
concepts in the source text were calculated to verify whether they were included in the summary. 
In fact, they measured the summary's coverage (hit rate) of these concepts in terms of Correct, 
Incorrect, and Missing. The authors found that the success hit rate for the focal concept was 
higher than the non-focal concept.
Johnson, Paice, Black and Neal [36] outlined an interesting approach to evaluation. A template 
was created which reflected the discourse structure of the text. It was divided into sections (e.g. 
aim, methods and findings) and was used to identify concepts in the text. To each concept a 
numerical score was assigned indicating their relative importance. The metric used to check the 
quality of a summary was simply the sum of the scores of concepts included in the summary 
(abstract). Johnson and his colleagues concluded that, 'our objectives have been m e t... [However,] 
much [work] remains to be done' (p.232,236).
Miike, Itoh, Ono and Sumita [57] developed a prototype of a Japanese-language summarisation 
system named BREVIDOC. The evaluation carried out used 90 technical papers from the monthly
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Toshiba Review and editorials from the Asahi newspaper. The researchers chose key sentences 
which they thought should be included in the summary (the target). Their system produced 
summaries (abstracts) of these documents in lengths of 24% and 30%, and the percentage each 
key sentence covered, was calculated. The coverage of the key sentences was 51% for summaries 
at 24% length and 41% for summaries at 30% length.
From a professionally produced abstract which contained sentences from an original document 
selected by ‘inspiration’ (c.l88 technical papers), Kupiec, Pedersen and Chen [42] used a 
combination of automatic and manual techniques to classify sentences in the manual abstracts. 
Two measures were introduced: (1) the fraction of summary sentences which are faithfully 
reproduced by the summariser; (2) the fraction of all matchable sentences that were selected. 
Their summariser was trained and evaluated with these 2 measures. The authors reported that the 
results were in agreement with Edmundson [24], but suggested that their combination of cue 
phrases, location information and sentence-length scores, produced more accurate results.
Salton, Singhal, Mitra and Buckley [82] selected 50 articles from the Funk and Wagnalls 
Encyclopedia. For each document, two summaries (extracts) were constructed manually by 
choosing two individuals who identified the most important paragraphs in the article. The 
measure used to check the system’s performance was the amount of overlap between the 
automatic and the manual summaries. The degree of overlapping was classified in four different 
ways: optimistic where the target selected was the manual extract which had the most overlap 
with the automatic one; pessimistic where the target selected was the manual extract which had 
the least overlap with the automatic one; intersection where the target was selected by taking the 
paragraphs contained in both manual extracts; and union where the target was selected by taking 
all paragraphs contained in either of the manual extracts. Salton et al pointed out that: ‘in view of 
the fact that extracts generated by two humans for the same article are surprisingly dissimilar, the 
performance of the automatic text summarization methods is acceptable’. In other words, the 
overlap between the two manual extracts was, on average, 46%. The evaluation measures for 
automatic extraction methods were on average: 46% for optimistic, 31% for pessimistic, 47% for 
intersection and 55% for union.
Lin and Hovy [45] have discussed manual and automatic evaluations using data from the 
Document Understanding Conference 2001 (DUC 2001). For each document or document set (c. 
600 documents), one human summary (extract) was created as the ‘ideal’ model. Then assessors, 
who created the ‘ideal’ summary, did pairwise comparisons between their summaries and the 
system-generated summaries. They used the Summary Evaluation Environment (SEE) 2.0 [43] to 
support the evaluation process. Lin and Hovy observed that inter-human agreement was low, 
which means that using a single model as reference summary is not adequate. Another
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observation was the relative performance of the systems in terms of rankings: the performance 
changes when the instability of human judgement is considered.
2.3.3 Task-based Evaluation
The approaches discussed so far, namely direct and target-based evaluations have a significant 
problem: if one needs the summaries produced by these approaches, will these summaries be 
helpful in a determined situation? This is the characteristic of task-based evaluation: rather than 
attempt to evaluate the qualities of the summaries directly, the approach measures the ability of 
users to perform some task for which the summaries ought to help these users. One particular area 
where this kind of evaluation is appropriate is information retrieval.
Hand [31], working for the TIPSTER Phase m  (which includes MUC and TREC), proposed a 
‘formal, large-scale, multiple task, multiple system evaluation’ -  TIPSTER SUMMAC Text 
Summarization Evaluation. As a text corpus, it used 1000 documents containing newspaper 
articles and belonging to TREC test collections. Hand pointed out that the evaluation of text 
summarisation would ‘be task-based, judging the utility of a summary to a particular task’. Two 
tasks were suggested: subject categorisation which evaluated generic summaries; and the other, 
adhoc retrieval which evaluated user-directed summaries. For the first task, participants received 
the documents and produced indicative and neutral summaries from them. For the second task 
they received the documents and the queries used; thus they had the opportunity to produce 
indicative summaries focused on the query topic. For both tasks, ‘professional information 
analysts’ read the summaries and documents and categorised or judged the summaries’ relevance, 
as appropriate. In TIPSTER SUMMAC’s concluding report [51], it was pointed out: ‘SUMMAC 
has established definitively in a large-scale evaluation that automatic text summarization is very 
effective in relevance assessment tasks’.
2.3.4 Automatic Evaluation
The automatic evaluation approach tries to automate the process of summary evaluation in order, 
for example, to reduce the cost of other evaluation approaches. The summaries are processed 
automatically to assess to what degree the criteria are met (e.g. accuracy, usefulness, suitability, 
and so on).
Lin and Hovy [46] applied an automatic summary evaluation using the accumulative n-granf 
matching scores to verify the correlation between automatic evaluation and direct (human)
 ^ n-gram: consecutive sequences of n characters. However it will be used to mean a sequence o f n words 
throughout this thesis.
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evaluation. Using 600 newswire articles from DUC 2001 collection set in their experiment, they 
found that the n-gram statistics are a good automatic scoring metric because the system 
consistently correlated highly with human assessments. More discussion about this study will be 
given in sections 2.4.4 and 2.4.6.
Pastra and Saggion [69] used a weighted average of similar length phrase matches (n-grams) as a 
metric to evaluate their summaries (see section 2.4.5 for further details of this metric). Part of a 
corpus {Hong Kong Newspaper Corpus), consisting of English and Chinese texts, and containing 
translations of each other was used for this experiment. From this corpus, the researchers have 
used only three document clusters, each consisting of ten documents in English. The documents 
of each cluster were assessed by three judges providing a score on a scale from 0 to 10, and 
expressing how important the sentence was for the topic of the cluster, which is, in fact, the utility 
judgement. Summaries for each document were produced based on the utility judgement given by 
the judges and represented the ‘gold standard’ or reference for the experiment. Also, the 
documents were summarised automatically (extracts) by a summarisation module within the 
GATE architecture [19], at five different compression rates: 10%, 20%, 30%, 40% and 50% (i.e. 
candidate summaries). They had run the metric comparing the reference summaries with the 
candidate summaries. From the preliminary results obtained, the authors concluded that:
i) in order to obtain reliable results, the metric should be performed over system generated 
summaries using multiple references rather than a single reference;
ii) running this metric ‘... over system generated summaries at multiple compression rates and 
estimating the average rank of each system might yield consistent and reliable results even 
with a single reference summary and therefore compensate for lack of multiple reference 
summaries’;
iii) their work needs to be scaled considerably.
Ahmad, Vrusias and Oliveira [2] trained and tested a Kohonen Self Organising Feature Map 
(SOFM), using 102 Reuters news-wires texts with 1000 cycles. After this phase, the summaries 
(extracts) of the same 102 texts were assigned over the trained SOFM and checked to see if  they 
were in the same position as their original full text. The central idea is: if  the summaries occupy a 
similar position, there is an indication that they are ‘good’, that is; the summaries contain the chief 
points of the texts. In their experiment, the authors reported that just over 81% of the summaries 
occupied the same coordinates on the map as their full text. This experiment is also described in 
more detail in section 4.3.5.
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2.4 Evaluation Metrics
As we said earlier, an astonishing amount of attention has been devoted to the summary 
evaluation problem. The number of systems described in the earlier sections gives us an idea of 
the considerable amount of practical effort expended on this matter to date. As a consequence, 
dozens of measures of effectiveness and performance have been proposed in the literature. What 
follows is an exploratory description of these measures or metrics.
2.4.1 ‘Similarity = Quality’ or ‘Similarity ^  Quality’?
Similarity is an intricate concept which has been widely argued and discussed in many fields, 
such as information theory [17], psychology [94] and linguistics [25]. In natural language 
processing it has also been widely used. Clough [15], for example, pointed out that text similarity 
is measured using a basic assumption: ‘the greater the similarity (or fewer the differences) 
between texts; the more likely it is that a relationship of some kind exits between them’ (p. 17). In 
fact, the task here is to compute some kind of similarity score which indicates the probable 
existence of a particular relationship between the texts.
Under this assumption, the following reasoning will be used: we want to detect if  there is 
coincidence between a pair of texts, e.g. the full text and the summary. If the degree of 
coincidence is high, we will assume that they are similar; as a consequence, the quality of the 
summary is a measure of the degree in which the summary and the original text are similar. To 
express this in another way: the similarity score or the evaluation metric quantifies how similar 
two texts are in providing an estimation of the goodness of this similarity.
2.4.2 Information Retrieval-based Metrics
Information Retrieval (IR) research studies the retrieval of information from a collection of 
written documents, usually expressed in natural language. In order to measure the retrieval 
performance (effectiveness) of computer systems designed to extract these documents from a 
data-base following a user’s query, two metrics have been used, namely precision and recall.
Precision and Recall were defined in the context of IR [4], [81], [95], but are used in summary 
evaluation as well. Figure 2.1 taken from Baeza-Yates and Ribeiro-Neto [4] represents a set 
theory approach which defines these metrics.
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Figure 2.1: IR metrics precision and recall (Adapted from Baeza-Yates & Ribeiro-Neto [4], page 75)
Looking to Figure 2.1, they are defined as follows:
• Precision is the number of relevant documents returned by the system divided by the total 
number of documents retrieved by the system.
Precision  = P  =
|5|
\r \ (3)
Recall is the number of relevant documents returned by the system divided by the total 
number of relevant document in the corpus.
R ecall — R =
Is
(4)
Some alternative measures were proposed over the years. As an example, a single measure which 
combines precision and recall into a single score was attempted. One such measure is F- 
measure, which is the harmonic mean of recall and precision [95]. It is computed as
=
+ 1 |x i?x P
(5)
where is a weighting factor which assigns different relative importance to precision and recall. 
In other words, f  is a parameter which quantifies the P/R ratio relating to a user who assigns j3 
times as much importance to recall as precision. If =1, we will have:
F
2 x P x P  
R + P
(6)
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One can argue that precision measures how many of the answers that you get are right; and recall 
measures how many right answers you get. Findings in IR experiments show that there is usually 
a trade-off between them, i.e. as the precision of the system improves the recall gets worse and 
vice-versa. Hence, systems reports achieving 100% precision and recall are very rare.
As can be seen, precision and recall are very easy to calculate, making them motivating and 
attractive for many researchers. In text summarisation in general, they are used when a summary 
is compared against a target summary, i.e. a gold standard, thus calculating the accuracy of this 
comparison (see section 2.3.2). Donaway et al [21], for example, slightly modified the formulas:
Precision = — (7)
K
Recall = —  (8)
M
"  (9)
where M is the number of sentences in a document, J  is the number of sentences a summary has in 
common with the document, and K  is the number of sentences in a summary to be evaluated.
There are some examples of IR-based metrics applications. These include the work of Jing, 
McKeown, Barzilay and Elhadad [35] who carried out an experiment to study the target-based 
evaluation method. In their results, they observed that the summary length affects the evaluation’s 
consistency. Another observation reported was about the use of these metrics. They claimed: 
‘...precision and recall are not the best measures for computing summary quality. This is due to 
the fact that a small change in the summary output (e.g. replacing 1 sentence with an equally good 
equivalent which happens not to match majority opinion [of the assessors]) can dramatically 
affect a system’s score’ (p.67).
Goldstein, Kantrowitz, Mittal and Carbonell [27] carried out an analysis of news-wire summaries 
generated through sentence selection. The sentences to be included in the summary were ranked 
according to a weighted score. In order to evaluate the quality of this selection, precision-recall 
and F-measure curves have been used. They also pointed out that two aspects must be taken into 
account when dealing with evaluation of summarisation systems, namely the compression ratios 
and the characteristics of the document set.
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2.4.3 Statistical-based Metrics
Kappa is a statistical evaluation metric [86] which is widely accepted in the field of content 
analysis [41], [99]. Furthermore, Carletta [11] argued for the adoption of this measure in the area 
of discourse and dialogue analysis as a reliability measure.
Kappa is a coefficient of agreement and is defined by the formula [86]:
where P(A) is the proportion of times that the judges agree and P(E) is the proportion of times that 
we would expect them to agree by chance. A" = 0 when there is no agreement other than that 
which would be expected by chance. K = \  when there is total agreement.
It appears that with Kappa it is possible to measure the agreement between subjects by counting 
the proportion of times they agree or disagree on a decision.
One can ask: how Kappa can be applied in summary evaluation? Kappa has been used in 
TIPSTER SUMMAC evaluation [51]. Mani and his colleagues asked four subjects to assess, 
without given explicit criteria, how acceptable summaries were. They reported the Kappa 
computation as: “construct a table with a row for each document, and two columns, one indicating 
how many judges marked the document relevant, and the second indicating how many marked it 
irrelevant. The proportion of documents assigned to the category (relevant/irrelevant) is 
C.
p  ; = 7  T, where C, is the total for column /, N  is the number of documents and k  is the
‘ { Nxk )
number of judges. The expected proportion of agreement on category j  is p^,, assuming subjects
assign documents to categories at random. P(E) is thus the sum of the expected proportion of 
agreement on relevant and the expected agreement on irrelevant.” (p. 19).
According to the Mani et al, only on 36% of the data, was there unanimous agreement amongst 
these four subjects, which resulted in a Kappa coefficient of 0.24. They concluded based on the 
experimental results, that there was a large disagreement amongst these four subjects overall.
Another relevant work in text summarisation which employs this metric is shown by Radev, 
Teufel, Saggion, Lam, Blitzer, Qi, Çelebi, Liu and Drabek [73]. In this paper they presented a 
large-scale meta-evaluation using a huge corpus consisting of: a) 100 million automatic 
summaries in English and Chinese; b) 10,000 manual extracts and abstracts; and c) 200 Million 
automatic document and summary retrievals using 20 queries. Performing extensive experiments, 
they concluded that Kappa offers significant advantages over precision and recall.
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2.4.4 Content-based Metrics
These metrics measure the similarity of the content of two texts: a reference text and a candidate 
text at a more fine-grained level than just sentences [73].
The first metric, Cosine, belongs to a class of measures of semantic similarity and is best 
conceptualized as a measure of vector similarity. For example, if  we want to calculate the 
semantic similarity between two words, we need to represent them as vectors in a multi­
dimensional space, the so-called vector space model.
The vector space model is the most widely used information retrieval model [83], [81]. 
Documents and queries are expressed using a vector whose components are all the possible index 
terms (0- Each index term has an associated weight that indicates the importance of the index 
term in the document (or query). In other words, the document dj and the query q are represented 
as t-dimensional vectors. Figure 2.2 shows documents and queries in a three dimensional space.
à I
Figure 2.2: Vector representation of words and queries in a 3D space
Basically the idea here is to observe the closeness between the documents and the query, i.e. the 
most relevant documents for a specific query are those which are represented by the vectors 
closest to the query. The closeness is computed by just choosing the documents which have the 
smallest angle with the query vector.
As we said earlier. Cosine is a measure of vector similarity. This means that in the vector space 
model, in order to evaluate the degree of similarity of a document dj with regard to the query q, 
we compute the correlation between the two vectors. This calculation is performed by the cosine 
of the angle between these two vectors (i.e. dj and q) using the following formula:
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QOs{d:,q) =
d r q i=\ '
(11)
Let us give an example of this calculation. In Figure 2.3 we show a vector space with two 
dimensions. The entities represented in the space are the query q represented by the vector (0.4,
0.8), and two documents di and d2  with the following coordinates: (0.8, 0.3), and (0.2, 0.7) 
respectively. Applying the formula, we will have:
cos
cos
, (0-S>^0-4^(0-3x0.8)
Vo.8^+0.3^ xVo.4^+0.8^ ■^'7641
(rf„g) = c o s (g ,)=  , (0-2x0-4)+(0-7x0-8)
Vo.2^+0.7^ xVo.4^+0.8^
The results show that document d2  is most similar to query q.
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Figure 2.3: Example of vector space in 2D representation
Cosine is applied in summary evaluation by evaluating the quality of a summary considering its 
similarity with the full document. It is called content-based metric because it considers the 
similarity of the content of the summary to the content of the full document. The metric gives the 
cosine of the angle between the two documents, i.e. full text and summary. Documents with high 
cosine similarity are deemed to be similar.
We will now describe two relevant studies which used the cosine metric.
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Firstly, Donaway, Drummey and Mather [21] employed this metric in order to compare it with 
traditional ones; that is, precision and recall metrics. They used fifteen documents from the 
TREC collection. Four expert judges have been asked to create extract summaries {ground truths) 
for each of the documents. Each ground truth summary should contain as many sentences as 
necessary to be an ‘ideal’ summary. Those sentences were selected by the judges. Donaway and 
his colleagues compared automatically generated summaries against the ideal ground truths 
summaries using the metrics described above and produced a ranking of the summaries based on 
the metric’s score. They reported that content-based metrics (i.e. cosine) resulted in a high 
correlation between rankings in comparison to precision-recall metrics.
Secondly, interested in a comparative evaluation of evaluation measures for summarisation, 
Saggion, Radev, Teufel and Lam [78] presented a framework which assesses summaries in 
English and Chinese using three content-based metrics, namely, cosine, word overlap (i.e. 
unigram/bigram), and longest common subsequence (see the following metrics descriptions in this 
section). They pointed out that these metrics have advantages over precision-recall metrics.
Another metric is n-gram'* matching. A-gram is one of the oldest and most useful tools in 
language processing. It is a model of word prediction which was first proposed by Andrei 
Audreyevich Markov, a Russian mathematician, in 1913 [55]. Markov developed what are now 
called Markov chains {bigrams and trigrams^) in order to predict if  an upcoming letter in a text 
novel of Pushkin called ‘Eugene Onyegin’ was a consonant (C) or a vowel (V). He classified 
twenty thousand letters as C or V and calculated whether the probability of a bigram or trigram 
for a given letter could be a vowel given the previous one or two letters.
Before continuing with n-gram ’s definition and description, let us explain why this model or 
approach is one of the most useful tools. The task of guessing the next word is fundamental in 
areas like hand-writing recognition, speech recognition, statistical machine translation and 
spelling error detection [37].
An n-gram model uses the previous n -1 words to predict the next one. The task of predicting the 
next word can be formulated as a probability function P:
However, a problem appears here. It is not easy to calculate the probability of a word given a long 
sequence of preceding words. Imagine, for example, if we had to count the number of times every
Gram is a Greek word which means letter 
 ^ We intend to use the Latin/Greek number prefix. So, for us Rzgram = 2-gram; Tngram = 3-gram and 
Tetragrdm or Quadrigmm = 4-gram.
23
Chapter 2. Literature Review
word occurs following every long string. This problem is resolved making a simplification or in 
other words, an assumption: we consider the probability of a word given only the single previous 
word (i.e. a 6/gram model). This assumption is called a Markov assumption, where we assume 
that we can predict the probability of some future unit without looking too far into the past. By 
generalising the process, we have:
• 6/gram: looks one word behind: first order Markov model
• /r/gram: looks two words behind: second order Markov model
• n-gram: looks n -  1 words behind: n -  order Markov model
To illustrate this point we will discuss an example taken from Jurafsky and Martin [37], where a 
speech-understanding system called Berkeley Restaurant is used. In this system, users ask 
questions about restaurants in Berkeley, California, and the system displays appropriate 
information from a database which contains information about local restaurants. Here is an 
example of a user query:
I  want to eat British food.
Following Jurafsky and Martin [37], Table 2.1 shows a sample of the bigram probabilities for 
words that can follow the word eat and other bigram probabilities. Those words were taken from 
the sentences spoken by the users.
Table 2.1: A sample of bigram probabilities (adapted from Jurafsky and Martin [37], page 199)
eat on 0.16 eat Thai 0.03
eat some 0.06 eat breakfast 0.03
eat lunch 0.06 eat in 0.02
eat dinner 0.05 eat Chinese 0.02
eat at 0.04 eat Mexican 0.02
eat a 0.04 eat tomorrow 0.01
eat Indian 0.04 eat dessert 0.007
eat today 0.03 eat British 0.001
<s> I 0.25 I want 0.32
want to 0.65 to eat 0.26
British food 0.60
The calculation of the probability for the user query is carried out by multiplying the appropriate 
bigram probabilities as follows (<s> is a special word which means “start of sentence” or 
beginning of the text):
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P(I want to eat British food) = P(I | < s  >) P(want 11) P(to | want) P(eat | to) f  (British | eat) P(food | British)
= 0.25 * 0.32 * 0.65 * 0.26 * 0.001 * 0.60 
= 0.000008
As mentioned earlier, an n-gram probability is the conditional probability of a word given the 
previous n -  1 words. Sometimes some n-grams are missing, which suggests that there is an 
occurrence of a number of cases of zero probability, reflecting the data sparseness. Manning and 
Schutze [53] justify this problem saying that ‘while a few words are common, the vast majority of 
words are very uncommon -  and longer n-grams involving them are thus much rarer again’ 
(p. 198). The sparseness of the data is mainly the result of the limited size of the corpus.
Several techniques were developed in order to assign non-zero probability to these zero 
probability n-grams. This task, which is called smoothing, provides a better way of estimating 
some of the zero-probability and low-probability n-grams and assigning them non-zero values 
[37]. Commonly-used smoothing algorithms include: Katz’s Backing-off [38]; Good-Turing 
Discounting [28]; Witten-Bell Discounting [6], [100] and Deleted Interpolation [12].
According to Lin and Och [48], n-gram based metrics have been in use for automatic evaluation 
of Machine Translation (MT), resulting in BLEU [68] and NIST [60] scores.
BLEU (described in section 2.4.5.) is a precision based metric [68] and is based on the notion that 
there may be several “perfect” translations of a given source sentence; following the same idea, 
there may also be several equally good summaries for a single source document. Lin and Hovy 
[46] used a similar concept to automatic summary evaluation. They have used accumulative n- 
gram matching scores computed automatically between ideal summaries and system generated 
summaries as a performance metric indicator. In their experiments Lin and Hovy have found that 
the n-gram co-occurrence metric correlated highly and positively with human evaluations. Solely 
for comparison purposes, a BLEU score was also applied to the same experiment. However, they 
concluded that the application of BLEU evaluation procedures did not give good results.
Carrying out an in-depth study, Lin [44] introduced a package called ROUGE^, which stands for 
Recall-Oriented Understudy for Gisting Evaluation. ROUGE, in contrast to BLEU, is, as the name 
suggests, a recall based metric. The package contains four different metrics, namely ROUGE-N 
{N-gram Co-occurrence Statistics), ROUGE-L (Longest Common Subsequence), ROUGE-W 
(Weighted Longest Common Subsequence) and ROUGE-S (Skip-bigram Co-occurrence 
Statistics). The first three have been used as official metrics in DUC 2004, a large scale
® There is the ROUGE web site which can be found in http://www.isi.edu/~cyl/ROUGE
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summarisation evaluation conference sponsored by NIST (National Institute of Standards and 
Technology). Following his intuition that ROUGE scores should correlate highly with human 
scores, Lin [44] computed the correlation between those two scores using DUG 2001, DUG 2002 
and DUG 2003 evaluation data, which contain human judgements. He concluded that ROUGE 
metrics can be used in automatic summary evaluation, especially in single document 
summarisation tasks.
Due to the importance and relevance BLEU and ROUGE have in the context of this study, it is 
perhaps important to discuss the two metrics in some detail.
2.4.5 The BLEU metric
This metric was proposed as a method of automatic MT evaluation by Papineni, Roukos, Ward 
and Zhu [68]. According to the authors: ‘the closer a machine translation is to a professional 
human translation; the better it is’ (p.l). Basically, two elements are considered in this context, 
namely, a reference translation and a candidate translation. The main task is then to compare n- 
grams of the candidate with the n-grams of the reference translation and count the number of 
matches; the more the matches, the better the candidate translation. Also, the matches have two 
features such as: they are position-independent and for simplicity reasons, as pointed out by the 
authors, only unigram matches are computed.
BLEU as defined by Papineni et al [68], is a precision-based metric; or a "modified n-gram 
precision" (p.2), as they call it, and it is computed as follows:
Y j Z  Count (n-gram)
_  C e  {Candidates} n-gram e C  . .
^  y ]  Count{n-gram)
C e {Candidates} n-gram e C
where CountcUp {n-gram) is the maximum number of n-grams co-occurring in a candidate 
translation and a reference translation, and Count{n-gram) is the number of n-grams in the 
candidate translation.
The reason why BLEU is a precision-based metric is explained by the authors as follows: in the 
formula above, the denominator is always the number of n-grams in the candidate translation 
instead of the reference(s). This causes a problem in computing recall as illustrated by the 
following example given by Papineni et al in their paper (p.5):
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Candidate 1: I always invariably perpetually do.
Candidate 2: I always do.
Reference 1: I always do.
Reference 2: I invariably do.
Reference 3; I perpetually do.
As we can see, Candidate 1 recalls more words from the references, but it is not a good 
translation. Thus, recall computed over the set of all reference words is not a good measure.
In order to prevent very short translations that try to maximize their precision scores, BLEU 
includes a brevity penalty {BP)\
BP =
e
_i I I iK (14)
where \c\ is the length of the candidate translation and |r| is the length of the reference translation.
BP is an exponential multiplicative factor that only penalizes candidates shorter than their 
reference translations. In other words, it favours candidate translations with sizes similar to 
references.
Finally, the BLEU metric is computed as follows:
BLEU  = BP ‘ exp ' (15)
V n = \ J
where N  is the length of n-grams and is a weighting factor^.
Looking at the formula, first the geometric average of the modified n-gram precisions -  is 
computed, using n-grams up to length N and positive weights w„ summing to one; and then the 
result is multiplied by the brevity penalty factor explained above.
2.4.6 The ROUGE metric
ROUGE is a package used to evaluate summaries, and was proposed by Lin [46], [44]. It includes 
several automatic evaluation methods that measure the similarity between summaries, namely, 
ROUGE-N, ROUGE-L, ROUGE-W and ROUGE-S. We will describe each of them in the 
following paragraphs.
 ^Papineni et al used N=4 and w„=l/N.
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ROUGE-N {N-gram Co-occurrence Statistics) is an n-gram recall-based metric between a 
candidate summary and a set of reference summaries, and is computed as follows:
T>nTTr<r? \T  S e  {reference summaries} gram „eSK U U U L -N --^ ---------------J ---------------------------------- (16)
2 j  ^ C o u n t[ g r a m J
S 6 {reference summaries} gram„ e S
where n is the length of the n-gram; gram„ is the number of n-grams co-occurring in a candidate 
summary and a set of reference summaries; and Countmatch(gJ^ cim„) is the maximum number of n- 
grams co-occurring in a candidate summary and a set of reference summaries.
Looking at the formula above, especially in the denominator, we see that it contains the total sum 
of the number of n-grams occurring in the reference summary. ROUGE scores computed are 
recall-based, whereas BLEU (described in section 2.4.5), is a precision-based metric; BLEU’s 
denominator is always the number of n-grams in the candidate translation rather than the 
reference(s).
ROUGE-N can also be calculated when one uses multiple references. If this is the case, a pairwise 
summary level ROUGE-N between a candidate summary s and every reference, r,-, in the 
reference set is computed. As result, the maximum of pairwise summary-level ROUGE-N scores 
as the final multiple reference ROUGE-N score is taken. This can be expressed as:
ROUGE-N^^n^ = argmax. RO U G E-N {r^,s) (17)
ROUGE-L (Longest Common Subsequence) is based on a string matching problem of finding 
the longest common subsequence (LCS) of two strings [16]. The LCS formal definition is as 
follows:
A  sequence is ?i\\stX  = (xjjXj , .. .,x ^ ) , (e.g. (A ,G ,C ,G ,T ,A ,G ));  or a list Y  =
(e.g. (G ,T ,C ,A ,G ,A )\
Ksubsequence ofX is an ordered sublist o f ( e . g . h o w e v e r ,  not (T,C,G)).
A  common subsequence of two sequences X  and 7  is a subsequence of both of them (e.g. 
(G,C,A} or (G,C,G,A) or {G,T,A,G) or {G,C,A,G)).
The LCS, or longest common subsequence of X  and Y  is their longest possible common 
subsequence. In the example, since no common subsequence of length 5 exists there are 3 LCS's: 
(G,C,G,A) or (G,T,A,G) or {G,C,A,G).
LCS has applications in several fields, such as:
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• Molecular biology: where DNA sequences (genes) can be represented as sequences of four 
letters ACGT, for example, corresponding to the four submolecules forming DNA. One way 
of computing how similar two sequences are is to find the length of their longest common 
subsequence.
• File comparison: in the Unix operating system there is a program called "diff', which is used 
to compare two different versions of the same file, and to determine what changes have been 
made to the file. The program works by finding a longest common subsequence of the lines of 
the two files; any line in the subsequence has not been changed, so what it displays is the 
remaining set of lines that have changed. In this case each line of a file is a single complicated 
character in a string.
• Lexicon construction for translation: Melamed [56] used LCS in identifying cognate 
candidates during construction of N-best translation lexicon from parallel text (i.e. bitext). In 
order to measure the cognateness between a pair of words, he calculated the ratio between the 
length of their longest (not necessarily contiguous) common subsequence and the length of 
the longer word, which he called LCSR {Longest Common Subsequence Ratio). Melamed 
[56] used as an example words in French and English, e.g. gouvernement (French), which is 
12 characters long, has 10 characters that appear in the same order in government (English). 
Thus, the LCSR for these two words is 10/12.
• Automatic summarisation evaluation: Saggion, Radev, Teufel and Lam [78] proposed a 
framework for evaluating summaries in English and Chinese using a normalized pairwise 
LCS in order to compare the similarity between the sentences of two texts using the following 
formula:
2 X lcs{X, Y) = len(x)+len  (t ) -  edit^. {X, Y), (18)
where X  and Y  are the sequences; lcs(X, Y) is the longest common subsequence between X  and 
7; len(X) and len(Y) are the length of string X  and 7, respectively; and editdi(X,Y) is the 
minimum number of deletions and insertions needed to transform into 7  [18].
ROUGE-L is applied in two different levels: sentence-level and summary-level. For details, 
please refer to Lin [44].
Sentence-Level
Here a sentence of a summary is viewed as a sequence of words and the argument is that the 
longer the LCS of two summary sentences is, the more similar the two summaries are. Thus, in
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order to estimate the similarity between a reference summary X  of length m and a candidate 
summary Y  of length n, a LCS-based F-measure which is ROUGE-L, is defined as follows:
In section 2.4.2 we pointed out that F-measure combines precision and recall into a single metric 
and for the specific case of = \ represents their harmonic mean. Consequently, the composite 
factors (i.e. LCS-based recall and LCS-based precision) are:
m
L C ^  C T
n
where LCS(X,Y) is the length of the longest common subsequence between X  and Y, and is a 
weighting factor which assigns different relative importance to precision and recall. In other 
words, y? is a parameter which quantifies the P/R ratio relating to a user who assigns p  times as 
much importance to recall than precision. In DUC, /5-^  oo, i.e. ^ is set to a very big number. For 
that reason, only is considered. Note that when A  = Y, R0UGE-L=1; and whenLCS{X,Y) = 0,
i.e. there is nothing in common between A  and 7, ROUGE-L=0.
Summary-Level
Analogously, when LCS-based F-measure metric is applied to summary-level, the union LCS 
matches between a reference summary sentence (r,), and every candidate summary sentence {cj) is 
taken. So, the computation of the summary-level LCS-based F-measure, given a reference 
summary of u sentences containing a total of m words and a candidate summary of v sentences 
containing a total of n words, is:
Ÿ L C S S r ^ .C )
P,cs = — m
Ÿ L C s ^ i n , c )
P , .= —
(22)
(23)
(24)
R u .+ P ‘P,les
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where LCS^^ (r,-, C) is the LCS score of the union longest common subsequence between reference 
sentence r,- and candidate summary C. Yet again, /? is set to a very big number in DUC, and only 
Rics is considered.
For example, if r, = Wj W2  W3  W4  Ws, and C contains two sentences: C\ = Wj W2  Wg w? Wg
and C2  -  W] W3  Wg Wç Wj, then the longest common subsequence of r/ and C\ is “w; w /' and the 
longest common subsequence of r,- and C2  is “wy W3  w / \  The union longest common subsequence 
of r/. Cl, and C2 is “wy W2  W3  w /’ and LCS^ (r,-, C) = 4/5.
ROUGE-W (Weighted Longest Common Subsequence)
This metric has the function to improve the LCS when there are consecutive matches like 
(example extracted from Lin [44]):
Let A  = (^  5  C D  E  F  G} be a reference sequence.
Let Y ^ = { A P Q D H  I  K]  and = {^ 4 iT R AT C /  D} be two candidate sequences.
If we compute ROUGE-L, 7y and Y2  will have the same score. Because 7y has consecutive 
matches, 7y will be chosen. A question arises: how to choose 7y rather than 13? This can be 
resolved by a technique called dynamic programming [16].
The basic idea of this technique is to solve a problem using the following three-step process:
1. Break down the problem into smaller subproblems;
2. Solve these problems optimally using this three-step process recursively;
3. Use these optimal solutions to construct an optimal solution for the original problem.
The subproblems are, themselves, solved by dividing them into sub-subproblems, and so on, until 
we reach some simple case that is easy to solve. In each breaking down step the solutions to 
problems we have already solved should be saved (i.e., stored). Then, if  we need to solve the 
same problem later, we can retrieve and use our already-computed solution. This approach is 
called memoization. If we are sure we won't need a particular solution anymore, we can throw it 
away to save space.
Lin [44] applied dynamic programming using a bi-dimensional array c^ which ends at word x, of 
X  and word yj of Y, in order to store (memoize) the length of consecutive matches encountered so 
far, and called it weighted LCS (WLCS). A variable k  has been used to indicate the length of the
An algorithm for ROUGE-W is shown in Lin’s paper [44], page 5
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current consecutive matches ending at words x,- and yj. Thus, like in ROUGE-L, an F-measure 
metric based on WLCS can be computed as follows, given a sequence X  of length m and a 
sequence Y of length n:
d^ wlcs ~ f
d^wlcs - f
-1
. f{">)
w l c s { x , y )  
/ ( ”) ,
(25)
(26)
d^ wlcs
w lcs (27)
where/ '*  is the inverse function oîfifi) = (Lin preferred to use a close inverse form in order to
normalize the final ROUGE-W score: f~^{k) = k'^);  y? is a weighting factor which assigns 
different relative importance to precision and recall.
ROUGE-W is then the WLCS-based F-measure, shown above. Using the equation above in the 
example given in the beginning of this metric explanation, the ROUGE-W scores for the 
sequences Yj and Y2  are 0.571 and 0.286 respectively. Consequently, Yj would be ranked higher 
than Y2  using WLCS.
ROUGE-S (Skip-Bigram Co-Occurrence Statistics)
Gappy bigrams or Skip-bigrams are pairs of words in any sentence order, which allow gaps. Skip- 
bigram co-occurrence statistics measure the overlap of skip-bigrams between a candidate 
summary and a set of reference summaries. The following example, taken from Lin’s paper [44], 
illustrates how the metric works. Supposing that Sj is the reference summary sentence, and S2 , S3  
and S4  are the candidate summary sentences:
5 1 .  police killed the gunman
52 . police kill the gunman
53 . the gunman kill police
54 . the gunman police killed
In this case, each sentence has a combination of C^^ = 6  skip-bigrams; that is.
^ c U
4! 4! 24
 ^ 2 !x (4 -2 )!  (2!x2!) 4
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S] skip-bigrams: ^police killed’’, '’'‘police thé”, "‘police gunman”, "killed the”, "killed gunman”, 
"the gunman”) = 6
52  skip-bigram matches with Sp {"police the”, "police gunman”, "the gunman”) = 3
53  skip-bigram match with Sp {"the gunman”) = 1
54 skip-bigram matches with Sp {"the gunman”, "police killed’) = 2
Assuming that A  is a reference summary and 7  is a candidate summary, the skip-bigram-hdiSQd F- 
measure is computed as follows:
SKIP2{X,Y)
C(«,2) •
<29,
C{n,2) ’
(1 + ^  )R,I^ P2 PskipET _  \ sk ip ! /"jm
^  n2 p  ’
^ s k i p l  ^  P  ^ s k i p l
where SKIP2{X,Y) is the number of skip-bigram matches between X  and Y, ^  controls the relative 
importance of Pskip2  and Rskip2 , and C is the combination function.
Considering the four sentences example taken from Lin [44], with /3 = 1 and Sj as the reference 
summary, the ROUGE-S score for S2  is 0.5; S3  is 0.167; and S4  is 0.333. Hence, S2  is better than S3  
and S4, and S4 is better than S3. Based on this figures, Lin affirmed:
‘This result is more intuitive than using BLEU-2 and ROUGE-L.
One advantage of skip-bigram vs. BLEU is that it does not 
require consecutive matches but is still sensitive to word order.
Comparing skip-bigram with LCS, skip-bigram counts all in- 
order matching word pairs while LCS only counts one longest 
common subsequence’, (p.6).
Sometimes some spurious matches like "the the” or "o f in”, can appear and might be counted as 
valid matches. To avoid these matches, the maximum skip distance, dsup, can be limited between 
two in-order words that are allowed to form a skip-bigram. For example, if dskip is set to 0 then 
ROUGE-S is equal to the bigram overlap F-measure. If dsUp is set to 4 then only word pairs of at 
most 4 words distant can form skip-bigrams.
The skip distance can be adjusted by counting the skip-bigram matches, SKIP2{X,Y), within the 
maximum skip distance, and replacing the denominator C{m,2) of Rskip2  equation; and C{n,2) of
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Pskip2  equation, with the actual numbers of within distance skip-bigrams from the reference and the 
candidate respectively. ROUGE-S with the maximum skip distance of N is called ROUGE-SN.
ROUGE-SU (Extension of ROUGE-S)
ROUGE-S presents a problem; no credit is given to a candidate sentence if  it does not have any 
word pair co-occurring with its reference. Let us consider the following example, taken from 
Lin[44]:
S5 , gunman the killed police
In this case, the ROUGE-S score for this sentence is zero. Observing well, S5  is the exact reverse 
of Si and there is no skip-bigram match between them. In order to avoid this, ROUGE-S can be 
extended with the addition of unigram as counting unit. This extended version is then called 
ROUGE-SU.
2.5 Towards a Synthesis
The groundwork for this thesis has now been established. We have reviewed approaches 
regarding automatic summarisation, summary evaluation, and also evaluation metrics which have 
been used so far. Nevertheless, some comments about this review must be made.
In relation to automatic summarisation, and in spite of differences in focus, the majority of 
approaches which have been reviewed here can be categorised either as sentence extraction or 
hybrid application using statistical analysis and/or corpus analysis. The first group is more 
numerous because it incorporates important features such as word frequency, word position, cue 
phrases, rhetorical analysis, and lexical cohesion analysis. This can perhaps explain why these 
approaches have been widely used in several commercial summarisation systems today. In 
Chapter 3 we will describe our summarisation method which fits into the sentence extraction 
group.
The second group is based on the computation of statistical methods in order to determine which 
sentences will compose the summary. In fact, it is considered hybrid because it makes use of the 
first group approaches plus the statistics, and additionally explores the issue of domain specific 
techniques through corpus analysis.
In terms of summary evaluation, following a categorisation given by Tucker [92], we have 
reviewed four categories, namely, direct evaluation, target-based evaluation, task-based 
evaluation and automatic evaluation. These categories revealed several challenging problems 
which provided some insights, and are discussed below.
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Firstly, if one wants to carry out a large-scale evaluation where human experts are required to 
make judgements of a large number of summaries, and if one is expecting to obtain meaningful 
results, this will have, as consequence, an increasing of the cost. In Test Experiment 1 (section 
4.3.1), a small-scale evaluation has been designed and has shown the impracticability of these 
issues.
Secondly, target-based comparison is based on the assumption that the target ideally should 
contain some underlying qualities such as coherence, readability, and representativeness. This is 
not the possible; and it has pointed out by Tucker [92] :
“... not all desirable properties of a summary can be captured in a 
target. Whereas criteria of importance or representativeness can be 
approximated as, say, coverage of key sentences or concepts, it is 
difficult to see how one could do something similar for criteria of 
cohesiveness or clarity. So typically, target-based comparison 
evaluation is restricted to issues of summary content, not its 
expression.” (p. 55)
Thirdly, for summaries evaluated in a real life situation, a clearly set out task has to be created in 
order to model this situation. However, it is not easy to create such tasks and put them into an 
experiment, because the task design can be biased towards genre, length of text or a particular 
summarisation technology; this must be avoided. Also, it is complicated to design a task 
according to the users’ or application’s needs. In section 3.2.3, we have reported the assessment of 
our summarisation method by DUC (2003, 2004) experts and systems. In that section, we can see 
how carefully the tasks were planned and designed.
In conclusion, several issues need to be resolved when one wants to evaluate summaries. The 
review has suggested that if  we could completely automate the process of summary evaluation, 
making it cheaper and faster while retaining some of the advantages of the approaches discussed 
in section 2.3, progress will be achieved; this has motivated our thesis.
The evaluation metrics reviewed in section 2.4 show a constant preoccupation amongst 
researchers in evaluating their summarisation systems. The great diversity indicates the 
importance that has been given to this topic. We can classify the metrics in two broad categories: 
classical metrics and modem metrics.
The classical metrics (Recall, Precision, Kappa and Cosine) have been used extensively over the 
last four decades. Even though these metrics had their origins in IR and statistics, they could 
perfectly be adapted to the summarisation field due to the facility of computerized 
implementation. They can be considered as standard. The very frequent use of these metrics has 
shown that researchers wanted to judge the performance of their systems, and to do so, focused 
their efforts on improving the systems.
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The modem metrics, n-gram based metrics, originated from a concept conceived in 1913 by 
Markov [55]; and currently they have been used widely in MT and Summary Evaluation, 
indicating, a central trend.
BLEU, for example, proposed in a seminal paper by Papineni et al [68], has as main objective to 
help in automatic evaluation of MT. However, BLEU can be extended to other areas, as the author 
argues: “...we believe that our approach of using the n-gram similarity of a candidate to a set of 
references has wider applicability than MT; for example, it could be extended to the evaluation of 
natural language generation and summarisation systems.” (p.9, italics added). In Chapter 4 we 
report an experiment comparing our metric’s performance with BLEU.
Finally, ROUGE [44], the metric which has been adopted by the summarisation research 
community. In fact, ROUGE is an adaptation of BLEU’s concept -  the "best match length”, 
which is the reference translation length most similar to the candidate translation. In a similar 
vein, Lin and Hovy [46], and later Lin [44] implemented the concept: the more similar a summary 
made by a computer is to a human expert summary, the better it is.
In the next chapter, we will thoroughly describe our automatic evaluation metric -  VERT, which 
has some motivations derived from BLEU and ROUGE.
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Chapter 3
3 Method
3.1 Introduction
The aim of this chapter is twofold. First, it describes the summarisation method which has been 
implemented and used in our experiments (Section 3.2). Second, it proposes and gives a detailed 
description of two evaluation metrics developed by ourselves as part of our research (Section 3.3).
3.2 Summarisation Method
A text can be defined as a collection of sentences. However, some questions come to mind: how 
does a collection of sentences fit together? Are there some linguistic phenomena that create the 
unity of a text? Do these phenomena bind a text into a harmonious unit?
Linguists have argued that there are several linguistic devices working together to produce and 
convey the sense of unity in a text. One of these devices is cohesion. In fact, cohesion is a kind of 
‘glue’ that holds a text together.
Halliday and Hasan [30] pointed out that there are two kinds of cohesion -  syntactic cohesion: 
which uses grammatical constructions or certain parts-of-speech, and lexical cohesion: which uses 
lexical relationships amongst words and phrases. Table 3.1 below show these cohesive devices.
Lexical cohesion is defined by Halliday and Hasan [30] as ‘selecting the same lexical item twice, 
or selecting two that are closely related’ (p. 12). There two points to note here:
i) it appears that cohesion focuses on how repetition is manifested across sentences;
ii) cohesion is closely related to repetition (reiteration), and therefore it implies that it is possible 
to study lexical cohesion by simply studying repetition.
Halliday and Hasan introduced two important concepts: tie: ‘a single instance of cohesion’ (p.3); 
and texture: the property of ‘being a text’ (p.2). In other words, for Halliday and Hasan, the 
organisation of text (which is texture) is composed of relationships amongst items in the text. 
Some of these relationships are semantic, some are grammatical and are referred to as cohesive 
ties.
37
Chapter 3. Method
Another important work which is fundamental to this study is that of Hoey [33]. Hoey has studied 
the ways in which a text is organised. He has argued that lexical repetition is the principal means 
of explicitly marking cohesion in a non-narrative text. He stressed, using the Halliday and 
Hasan’s example texts, that the most dominant type of cohesion in English is lexical cohesion 
(over of 40% of the ties are lexical).
Table 3.1: Classes according to Halliday and Hasan study [30]
Repetition A lexical item is repeated
Reiteration
Synonymy The relationship between lexical items which have the same meaning
Lexical
Cohesion
Antonymy The relation between a term which is the opposite of another
Hyponymy The relationship which obtains between specific and general lexical items, such that the former is included in the latter
Meronymy The relationship which obtains between parts and wholes
Equivalence (e.g. you be the patient. I’ll be the doctor)
Collocation Naming (e.g. the dog was called Mimi; they named the dog Fluffy)
Semblance (e.g. all my pleasures are like yesterdays)
Substitution
Refers to the process of replacing one expression by another 
(e.g. D id Susie finish her homework in time? - I  don't think so).
Syntactic Ellipsis
Designates the process of substituting something by nothing 
(e.g. How many potatoes do you want. Sir? -  Four [], p lease).
Cohesion
Reference Implies that the information is to be retrieved through the reference item is the referential meaning (personal pronouns, demonstratives and comparatives)
Conjunction
Covers the use of adjunct-like elements to mark the semantic relationships 
(e.g. He d idn ’t study much. Nevertheless, he passed  a ll his exams).
Hoey [33] categorises repetition into different lexical types, namely simple and complex 
repetition; and simple and complex paraphrase, which is shown in Table 3.2; he extended 
Halliday and Hasan’s notion of ties -  the manner in which words in a text are tied together so as 
the text has a cohesive field, and proposed two key notions to establish the number o f connections 
between sentences. The first key notion is links -  which occur whenever there is a repetition of an 
item in two separate sentences. He preferred the term link because it indicates multidirectionality. 
He also argues against using the term tie because it includes certain kinds of cohesion devices 
which do not count towards links (e.g. conjunctions, collocation). To illustrate the concept of
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links, we shall examine the example in the Figure 3.1 which is an excerpt from a financial news 
file'® collected from Reuters’ Website".
Table 3.2: Hoey’s categories of lexical repetition [33]
Simple
Repetition
two identical items (e.g. b e a r-b e a r) or two similar items whose difference is ‘entirely explicable in 
terms of a closed grammatical paradigm’ (e.g. bears (N) -  bears (N)) (p.53)
Complex
Repetition
which results from two items sharing a lexical morpheme but differing with respect to other morphemes 
or grammatical function (e.g. human (N) -  human (Adj.), dampness -  damp)
Simple
Paraphrase
two different items of the same grammatical class which are ‘interchangeable in the context’ (p.69) and 
‘whenever a lexical item may substitute for another without loss or gain in specificity and with no 
discernible change in meaning’, (p.62). (e.g. sedated -  tranquillised)
Complex
Paraphrase
two different items of the same or different grammatical class; this is restricted to three situations:
a) antonyms which do not share a lexical morpheme (e.g. hot -  cold);
b) two items one of which ‘is a complex repetition of the other, and also a simple paraphrase (or 
antonym) of a third’ (p.64). (e.g. a complex paraphrase is recorded for "finance' (V) and "funds' (N) if 
a simple paraphrase has been recorded for "finance' (V) and "fund' (V), and a complex repetition has 
been recorded for "fund' (V) and "funds' (N);
c) when there is the possibility of substituting an item for another (for instance, a complex paraphrase is 
recorded between "record' and "discotheque' if  "record' can be replaced with "disc'.
Sentence 22:
stock added 83 cents to
Sentence 14: ____ —----------- $65.49.
"For the sto^ T narket this move
was so deeply^iscoîlntçd tîïàlrF4o^^
think it will h a v e \ major in^àctlk
Sentence 41: \
^^''^^entence35L^_^ \
Lucent, the most active ^ c k  on the New  
York Stock Exchange, skidded 47 cents to 
$4.31, after falling to a low at $4.30.
Flagging^^sf^k markets kept 
activity and n e w ^ o c k  offerings 
wane, the firm said.
merger 
on the
Figure 3.1: Links between ’stock’ and ’markets’ across sentences
Text title: U.S. stocks hold some gains. Collected from Reuters’ Website on 20 March 2002. 
Reuters’ Website: http://www.reuters.co.uk
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The other key notion is bond. A bond is established whenever there is an above-average degree of 
linkage between two sentences. It can be defined as ‘a connection between any two sentences by 
virtue of there being a sufficient number of links between them’ (p.91). Normally, three links 
constitute a bond. Hoey stresses that the number of links which constitute a bond is relative to the 
type of text and to the average number of links in the text (p.91), but the least number of links is 
three ‘because of the greater likelihood of two repetitions occurring in a pair of sentences by 
chance’ (p. 190). For example, the two sentences in the Figure 3.2 are bonded by four links.
16. In other news, Hewlett-Packard said preliminary estimates show ed^areholders  had approved its 
purchase of Compnq CoT^uter — a resultTmcaafinned b y w ^ ^ f f ic ia ls .
18. In a related vote, Compaq sharenolders are expected on WedneSdaydoMck the deal, catapultiiig^P 
into contention against International Business Machines for the title o f No. 1 computer company.
Figure 3.2: Example of bouded seuteuces (see footuote uo. 10)
Hoey suggested a mode of representation of the links using what he called the repetition matrix. 
In other words, the links between pairs of sentences due to the repetition of a specific item can be 
represented in the form of a matrix, where the row and column indexes are the sentence numbers, 
and the elements (cells) the number of links between the sentences. The rows represent links with 
subsequent sentences, the columns links with previous sentences. An extract of the link matrix for 
the news-wire text mentioned above is presented in Figure 3.3 below. It shows that, for instance, 
sentence 3 has 1 /wA: with sentences 16 and 18; and shares no links with sentences 4 to 15. On the 
other hand, sentence 18 has 4 links with sentence 20, 3 links with sentence 19, and so forth.
Analysis of such a matrix reveals a considerable variation in the number of links between 
sentences. The majority of elements of the matrix are demonstrating an absence of common terms 
between the sentences. There are, however, some sentences connected by an appreciable number 
of links and these are the ones we want to retain for an abridgement of the text according to 
Hoey’s approach [33].
As we said earlier, when two sentences have an above-average number of links, they are said to 
form a bond. Hoey went on to suggest that the cut-off point for bond information, link threshold, 
should depend on the length and type of text but should never be less than 3 links to avoid 
accidental repetition. A link matrix can, therefore, give rise to a bond matrix, a table of Is and Os, 
denoting either an existence or an absence of bonds between the sentences. Figure 3.4 is the bond 
matrix correspondent to the link matrix of Figure 3.3 for a link threshold of 3.
40
i j 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20
01 2 1 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
02 4 5 1 2 0 1 0 0 0 0 2 0 0 2 0 1 0 0
03 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0
04 2 1 1 2 0 0 0 0 0 0 2 0 0 0 0 0
05 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
06 0 1 0 0 0 0 0 0 0 0 0 0 0 0
07 1 0 0 0 0 0 0 1 0 0 0 0 0
08 0 0 0 0 0 0 2 0 0 0 0 0
09 0 0 0 0 0 0 0 0 0 0 0
10 1 1 0 0 0 0 0 0 0 0
11 2 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0
16 0 0 0 0
17 0 2 0
18 3 4
19 5
20
Figure 3.3: An extract (one quarter) from a 42x42 link matrix of a text entitled ‘U.S. stocks hold some 
gains’ (20®’ March 2002). Only the upper part is represented because the matrix is symmetric
The bonds number can lead to the study of sentences classification. A first classification is 
between central and marginal sentences. The former are sentences which have a high number of 
bonds, being according to Hoey [33] ‘the most bonded sentences’ in the text (p.265). Marginal 
sentences are ‘sentences that form no bonds or, for some texts, few bonds’ (p.267).
The sentences in a text can be further classified as topic-opening and topic-closing sentences. A 
sentence is topic-opening if it bonds with more subsequent than preceding sentences, and it is 
topic-closing if it bonds more times with preceding sentences.
Our study also makes use of these mentioned terms, namely and margma/ sentences.
Within the central category, fqpfc-qpeMmg and fqpzc-c/oj'mg sentences are singled out. However, 
the sentences with the highest total number of bonds are called ‘mojf sentences. Hence,
for us the term cew/ra/ is a superordinate term for and
bonded' sentences.
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i j 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20
01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
02 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
03 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
05 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
06 0 0 0 0 0 0 0 0 0 0 0 0 0 0
07 0 0 0 0 0 0 0 0 0 0 0 0 0
08 0 0 0 0 0 0 0 0 0 0 0 0
09 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0
14 0 0 0 0 0 0
15 0 0 0 0 0
16 0 0 0 0
17 0 0 0
18 1 1
19 1
20
Figure 3.4: The bond matrix corresponding to the link matrix of Figure 3.3 with link threshold = 3
3.2.1 Hoey’s Algorithm
Hoey [33] has included in his book a detailed flowchart that deals with the ‘computation’ of links 
and bonds produced by repetition and paraphrase. What we have done is to formalise Hoey’s 
flowchart, by way of a pseudo-code. Such sentence selection can be implemented readily; indeed, 
that is what we have achieved ourselves. The pseudo-code of the algorithm Make-Summary, is 
shown in Figure 3.5 below.
Also, a more detailed description regarding some elements of our algorithm must be done at this 
point. The Input to our system is formed by two files:
FT: the full text formed by a set o f  sentences (i.e. F T  = , . . .  } )
CW: the stop list file formed by a set of closed-class words (i.e. CW
The Output to our system is a hashtable called W H T  that defines a map which holds an array of 
values against each key (a word w»). Each elem ent o f  this array contains the frequency o f  a word 
and each index o f  this array corresponds to a sentence w hich the word Wm occurs.
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Algorithm Make-Summary-
Input : FT  =  //the full text formed by a set of sentences
CW =  jjWi //the stop list file (closed-class words)
Output: WHT =  //the hashtable called WHT
begin
//read FT and tokenise it in words 
while not end of FT do
read FT //each sentence at the time
tokenise sentence //the words are stored in WHT
end while
//excludes words from stop list in WHT 
for i <- 1 to n do
read //read word from CW
if Wi contains then /  /  WHT = . . ,W ^ ^  CW = . . ,W ^ ^
remove w^  / /  WHT — CW (difference between 2 sets)
endif 
endfor
//create link matrix 
card (pmr)
//create bond matrix
thresh <- 3
for i <- 1 to n do
for j <- i+1 to n do
bond[i][j] <- int(min(thresh, link[i][j]) / thresh) 
endfor 
endfor 
end Make-Summary
procedure card (word)
Input word, a hashtable 
Output link, the matrix
begin
/* traverse the hashtable word */ 
for i <— 1 to end of word do
/* put the values of the key w± in a temporary array */
tempArray <- get Wi
for j <- 1 to end of tempArray do
wordArray [i] [j] <- tempArray [j] 
endfor 
endfor
/* define the links */
link <- e m p t y - a r r a y
for i <— 1 to end of wordArray do
for j <- 1 to end of wordArray do
for jj <- j+1 to end of wordArray do
xaux < r- wordArray [i] [j] * wordArray [i] [jj] 
if xaux > 0 then 
yaux <- 1 
else
yaux <- 0 
endif
link [j] [jj] <- link [j] [jj] + yaux 
xaux <- 0 
endfor 
endfor 
endfor 
end card
Figure 3.5: Pseudo code for the Hoey’s algorithm
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The table 3.3 below illustrates WHT.
Table 3.3: WHT -  the hashtable used in the algorithm
WHT Hashtable
key
value
0 1 2 n
Wi /o /l ' f l f l
Wz fo /l" f t fn
w„ /o /," f l fn
The implementation of the algorithm Make-Summary resulted in our system, which will be 
explained in the next section.
3.2.2 SummariserPort Program
SumrnariserPort has been developed from a prototype text-processing program called TELE- 
P ATT AN [7]. It was written in Java and the summariser module represents a computer 
implementation of two of Hoey’s four categories of lexical repetition, namely Simple Repetition 
and Complex Repetition (section 3.2). The architecture of SummariserPort is shown in Figure 3.6 
below, and the modules outlined in Figure 3.6 are described below.
T e x t  F i l e
Parser
M o r p h o l o g i c a l
P a t t e  rn s 
E x t r a c t o  r
O u t p u t
S t a t i s t i c a l  
In f o  rm a t i o  n 
( B o n d s ,  L i n  k s )
T e x t
Figure 3.6: The Architecture of SummariserPort
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Parser. This module starts by reading the text file and segmenting it into sentences and words. 
We used a Java class designed specifically to parse natural language into words and sentences. It 
is called Breaklterator. Features included: (1) it has a built-in knowledge of punctuation rules; (2) 
it does not require any special mark-up.
Patterns Extractor. This module performs the first category (simple repetition). It is based on a 
pattern-matching operation in order to pick up instances of it. Strings of characters that are 
identical are registered and counted as lexical links between sentences. As this module for 
analysing text is based on the repetition of lexical, i.e. open class words only, our program 
includes an optional file of closed class words and other non-lexical items, such as pronouns, 
prepositions, determiners, articles, conjunctions, some adverbs, which are excluded from forming 
links. This is called the stop list.
Morphological Rules. In this module the second category of Hoey’s [33] approach is performed. 
The instances of complex repetition are looked up by means of a list of derivational suffixes 
encoded into the program. For the English language, the program contains 75 morphology 
conditions that lead to approximately 2,500 possible relations among words. Such complex 
repetition is counted as links.
Output. This module produces the results. Two files are generated: a ‘summary file’ and a 
‘moreinfo file’. The former contains the whole text and a summary of that text. The latter contains 
statistical information about the processing: for example, link matrix; bond matrix; a histogram 
with number of occurrences of each link; total number of sentences, words and links; list of 
sentences grouped into categories of topic-opening, topic-closing and central and the word 
frequency list.
Due to our concern in relation to evaluation, we have thought that our system needed to be 
assessed. The next section deals with this issue.
3.2.3 Evaluation of SummariserPort: DUC Evaluation
Our system participated in two DUC editions, namely DUG 2003 and DUG 2004. We will report 
the SummariserPort's performance in the next paragraphs.
First, a brief explanation of the DUG’s role in 2001 and 2002 will be given. DUG is a series of 
conferences sponsored by TIDES (DARPA^^’s Translingual Information Detection, Extraction 
and Summarization Program) and is conducted by NIST, which focuses on summarisation and the
DARPA stands for Defense Advanced Research Projects Agency
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evaluations of summarisation systems. In 2000, a road map was implemented, focusing on a plan 
for summary evaluation in a long-term, in order to stimulate further progress in the area and also 
to enable researchers to participate in large-scale experiments.
In DUC 2001, fifteen groups participated in the evaluation of generic summaries of newspaper 
and news wire data. Various levels of compression were tested, with both single and multiple 
documents (30 sets of around 10 documents per set) being evaluated. Ten human judges examined 
the summaries having as criteria coverage and readability. They used a software called SEE 
(Summary Evaluation Environment) [43], developed at ISI/USC (Information Sciences 
Institute/University of Southern California).
In DUC 2002, seventeen groups participated with summaries created automatically by their 
systems at four compressions levels for each document within the set. These summaries were then 
evaluated by humans for content coverage and readability against summaries created manually by 
NIST.
DUG 2003
Firstly, the data, tasks, criteria and software adopted will be a briefly described.
DUC 2003 used documents from TDT (Topic Detection and Tracking) and TREC collections, 
described below:
a) 30 TREC document clusters
These clusters were chosen by NIST assessors and contained documents related to topics of 
interest to them. Each cluster contained, on average, ten documents. The collections had the 
following composition: AP newswire (1998-2000); New York Times newswire (1998-2000); 
and Xinhua News Agency (English version) (1996-2000).
For each document, NIST assessors created a very short summary (~10 words). Also, they 
created a focused short summary ( - 1 0 0  words) of each cluster, designed to reflect a viewpoint 
defined by the assessor.
b) 30 TDT document clusters
These clusters were also chosen by NIST assessors and had 30 TDT topics or events or 
timespans and a subset for each of these topics/events/timespans. The average number of 
documents was ten, and they came from the collections mentioned above.
Again, NIST assessors have been given the TDT topic and created a very short summary (-10 
words) of each document and a short summary of each cluster. These summaries were not 
focused in any particular way beyond by the documents and the topic.
c) 30 TREC Novelty Track document clusters
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NIST staff chose 30 TREC Novelty Track question topics and a subset of the documents 
TREC assessors found relevant to each topic. Each subset contained on average 22 
documents. These documents came from the following collections with their own taggings: 
Financial Times of London, 1991-1994; Federal Register, 1994; FBIS, 1996; and Los Angeles 
Times 1989-1990.
For each cluster, NIST assessors created a focused short summary (-100 words), which was 
designed to answer the question posed by the TREC topic.
The tasks were:
a) Task 1 - Very short summaries: using the 30 TDT clusters and the 30 TREC clusters, create a 
very short summary ( - 1 0  words) for each document.
b) Task 2 - Short summaries focused by events: using the 30 TDT clusters, now, create a short 
summary (-100 words) of the cluster, given each document cluster and the associated TDT topic.
c) Task 3 - Short summaries focused by viewpoints: using the 30 TREC clusters, and for each 
document cluster and a viewpoint description given, create a short summary ( - 1 0 0  words) of the 
cluster from the point of view specified. This viewpoint description was a natural language string 
no larger than a sentence. It described the important facet(s) of the cluster the assessor has decided 
to include in the short summary. These facet(s) were represented in all but one of the documents 
in the cluster.
d) Task 4 - Short summaries in response to a question: using the 30 TREC Novelty Track 
clusters, then, for each document cluster, given a question and the set of sentences in each 
document considered relevant to the question, create a short summary ( - 1 0 0  words) of the cluster 
that answers the question. The set of sentences in each document that were considered relevant 
and novel were also made available.
NIST outlined three criteria for evaluating summaries produced by DUC 2003 participants:
a) Usefulness
This criterion comprises a set of rules or protocols which were assigned to the NIST assessors. 
NIST called it operational definition o f usefulness. What follows was extracted from the DUC’s 
website^^:
For each document within that set for which summaries are being judged, the assessor will be 
presented with the document and all the submitted very short summaries of that document. The 
instructions to the assessor will include the following:
http://duc.nist.gOv/duc2003/tasks.html. Last visited: 08/07/2005
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“Imagine that to save time, rather than read through a set of complete documents in search of one 
of interest to you, you could first read a list of very short summaries of those documents and 
based on those summaries choose which documents to read in their entirety. 
It would of course be possible to create various very short summaries of a given document and 
some such summaries might be more helpful than others (e.g., tell you more about the content 
relevant to the subject, be easier to read, etc.) Your task is to help us understand how relatively 
helpful a number of very short summaries of the same document are. 
Please read all the following very short summaries of the document you have been given. Assume 
the document is one you should read. Grade each summary according to how useful you think it 
would be in getting you to choose the document: 0 (worst, of no use), 1, 2, 3, or 4 (best, as good 
as having the full document)."
b) Length-adjusted coverage
It is a criterion which measures how much of a model summary's content is expressed by a 
system-generated peer summary, but also considers the ability of a system to produce a summary 
shorter than the predefined target length. In other words, a metric which combines coverage and 
brevity.
Coverage (c) is defined by:
c = f r a c t io n  o f  m ode l's  meaning expressed  hy the p e e r  system
This fraction represents the assessors’ answers when comparing a model summary and peer 
summary, but using percentages as answers. Those percentages were:
0% 20% 40% 60% 80% 100%
Brevity (b) is defined by:
b = i f  a c tu a l  p e e r  len g th  > p r e d e f in e d  t a r g e t  len g th  then 
b = 0 
el se
b  = (p red efin ed  t a r g e t  len g th  - a c tu a l  p e e r  l e n g th ) /p r e - d e f in e d  t a r g e t  
len g th
where length is measured in words (number of whitespace-delimited strings)
The length-adjusted coverage is a weighted arithmetic mean of coverage and brevity (MLAC), 
ranging from [O.. . l ] , and expressed by the formula:
M LAC = a x c  + { l - a ) x b ,  (31)
where a controls the relative importance of coverage and brevity, and ranges from [O.. .l] 
According to NIST, two settings of a were used: 
a = \ (brevity does not matter)
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This case is for some groups which do not want to create summaries shorter than the targets, and 
should not be penalised for that.
fl = 2/3 (coverage is twice as important as brevity)
c) Responsiveness
This criterion was used only in Task 4 (short summaries in response to a question). Similarly in 
usefulness, NIST established an operational definition of responsiveness (extracted from DUC’s 
website '^*):
The assessor will be presented with a question (topic), all the submitted short summaries being 
judged for that question, and the relevant sentences from the set of documents being summarised. 
The instructions to the assessor will include the following:
“You have been given a question (topic), the relevant sentences from a document set, and a 
number of short summaries of those sentences - designed to answer the question. Some of the 
summaries may be more responsive (in form and content) to the question than others. Your task is 
to help us understand how relatively well each summary responds to the question. 
Read the question and all the associated short summaries. Consult the relevant sentences in the 
document set as needed. Then grade each summary according to how responsive it is to the 
question: 0 (worst, unresponsive), 1, 2, 3, or 4 (best, fully responsive).“
NIST assessors evaluated the summaries with SEE [43] -  a tool developed in Java in order to help 
to evaluate the quality of a document as compared to an ideal “template”. The assessor can 
indicate the following criteria: the quality (coherence), length, content coverage, grammaticality, 
and organisation of the document as a whole, and save the results, which can be reloaded and 
altered at any time. The system then computes the overlap between the original text and the model 
text as recall and precision scores. These and other statistics can be viewed at any time.
SummariserPort participated in two tasks: Task 1 and Task 2.
In Task 1, the 30 TDT clusters and the 30 TREC clusters have to be processed. For each 
document, a very short summary (approximately 10 words) was created by our system. Two 
assessors evaluated the summaries with SEE [43] using as evaluation criterion, the usefulness 
(e.g. 0 -  worst, of no use; 1,2, 3 or 4 -  best, as good as having the full document).
We then tallied, for each score value (i.e. 0,1,2,3 and 4), the number of scores our system had. 
The results were tabulated and are shown in Table 3.4 below.
http://duc.nist.gOv/duc2003/tasks.html. Last visited: 08/07/2005
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Table 3.4: SummariserPort’s Performance Results in Task 1
Usefulness
Score
Score
Counting
Score
Counting
(%)
0 40 3.56
1 359 31.94
2 512 45.55
3 186 16.55
4 27 2.40
Total 1124 100.00
Average
Score 1.83 20.00
As can be seen from Table 3.4 above, our system’s performance was encouraging. If we consider 
only the usefulness scores 2 and 3, SummariserPort was scored by NIST assessors more than 
60%. In relation to usefulness score 1, we had 359 occurrences. The reason for this high number 
might be due to the nature of our approach; SummariserPort is a sentence-based summarisation 
system. Thus, to produce a summary with only 10 words is a difficult task, specially if we 
consider that a sentence sometimes can have more than 1 0  words.
Task 2 was intended to produce short summaries focused by events. The 30 TDT clusters were 
used, and for each document cluster, a short summary (approximately 1 0 0  words) of the cluster 
was created. According to NIST, SEE [43] was executed using length-adjusted coverage as 
evaluation criterion. Table 3.5 shows the participants’ results. The SummariserPort's 
identification number is 25.
Table 3.5: SummariserPort's Performance Results in Task 2
SysID
Mean Length- 
Adjusted Coverage 
(MLAC)
Rank
1 0.36 1
7 0.18 8
8 0.10 14
9 0.21 5
10 0.11 12
13 0.24 3
15 0.11 13
17 0.22 4
18 0.18 9
21 0.20 6
22 0.19 7
24 0.18 10
25 0.15 11
26 0.25 2
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Looking at Table 3.5 above, our system achieved a satisfactory performance, considering the kind 
of adaptation we had to make. An adaptation was necessary because SummariserPort is not 
suitable for multi-document summarisation. Even so, we summarised each document of each 
cluster and concatenated them into one text as a cluster. Then that cluster was summarised by our 
program.
In order to test if the differences in length-coverage between the 14 systems were statistically 
significant, we used a paired-sample T-test. Amongst them (including ours), none is significantly 
better than the other even at significance level 0.05.
DUC 2004
In what follows, a brief description of data, task, criteria and software utilised will be done.
DUG 2004 used newswire documents from the TDT and TREC collections, like in DUG 2003. 
The data used were:
a) 50 TDT English document clusters (for tasks 1 & 2)
The documents were obtained from the AP newswire and New York Times newswire.
For the clusters creation, NIST staff chose 50 TDT topics/events/timespans and a subset of 
the documents TDT annotators found for each topic/event/timespan. Each subset contained on 
average 1 0  documents.
For the creation of manual summaries, NIST assessors created a very short summary (<= 75 
bytes'^) of each document and a short summary (<= 665 bytes) of each cluster. The manual 
summarisers were NOT given the TDT topic.
b) 25 TDT Arabic document clusters (for tasks 3 & 4)
The Arabic documents came from the ‘Agence France Press’ (AFP) Arabic Newswire (1998, 
2000-2001), and they were translated to English by two fully automatic machine translation 
(MT) systems -  IBM and ISI.
For the clusters creation, 13 from the 50 TDT topics above also have relevant documents in 
Arabic. These 13 were then supplemented with 12 new topics in the same style. Thus, 25 
topics in total and a subset of the documents TDT annotators found for each 
topic/event/timespan were used. Each subset contained 10 documents on average.
The length in bytes is defined in terms of characters, with whitespace and punctuation included.
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NIST assessors created a very short summary (~10 words) of each document and a short 
summary (~ 100 words) of each cluster in English. In both cases the summariser worked from 
professional translations to English of the original Arabic document(s).
c) 50 TREC English document clusters (for task 5)
The documents came from the following collections: AP newswire, 1998-2000; New York 
Times newswire, 1998-2000; and Xinhua News Agency (English version), 1996-2000.
For the clusters creation, NIST assessors chose 50 clusters of TREC documents such that all 
the documents in a given cluster provide at least part of the answer to a broad question the 
assessor formulated. The question was of the form "Who is X?", where X was the name of a 
person. Each subset contained 10 documents on average.
For the creation of manual summaries, NIST assessors created a focused short summary (<=
665 bytes) of each cluster, designed to answer the question defined by the assessor.
For each task, each participant group could submit up to 3 prioritised runs or results.
The tasks were:
a) Task 1 - Very short single-document summaries: using the 50 TDT English clusters, create a 
very short summary (<= 75 bytes) for each document.
b) Task 2 - Short multi-document summaries focused by TDT events: using the 50 TDT English
clusters, create a short summary (<= 665 bytes) for each document cluster.
c) Task 3 - Very short cross-lingual single-document summaries: two required runs plus one 
optional per group were possible.
• First run (required): given one or more automatic English translations of each document 
in the 25 TDT clusters, create a very short summary (<= 75 bytes) of the document in 
English. No other English documents can be used.
• Second run (required): given a manual English translation of each document in the 25 
TDT clusters, create a very short summary (<= 75 bytes) of the document in English. No 
other English documents can be used.
• Third run (optional): a run creating a summary using the MT output and any other 
documents from English sources, e.g., relevant documents for these 25 clusters provided 
by NIST.
d) Task 4 - Short cross-lingual multi-document summaries focused by TDT events 
Two required runs plus one optional per group were possible.
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• First run (required): given one or more automatic English translations of each document 
in the 25 TDT clusters, create a short summary (<= 665 bytes) of the cluster in English. 
No other English documents can be used.
• Second run (required): given a manual English translation of each document in the 25 
TDT clusters, create a short summary (<= 665 bytes) of the cluster in English. No other 
English documents can be used.
• Third run (optional): a run creating a summary using the MT output and any other 
documents from English sources, e.g., relevant documents for these 25 clusters provided 
by NIST.
e) Task 5 - Short summaries focused by questions: using the 50 TREC clusters, and for each 
document cluster given and a question of the form "Who is X?", where X is the name of a 
person or group of people, create a short summary (<= 665 bytes) of the cluster that responds 
to the question.
Evaluation in DUC 2004 was slightly different from DUC 2003:
The summaries in Tasks 1 to 4 were evaluated automatically using the metric ROUGE [44] (see 
section 2.4.6). The basic official ROUGE metrics for DUC 2004 were ROUGE-N (where N = 1- 
gram, 2-gram, 3-gram, 4-gram), ROUGE-L (longest common subsequence), and ROUGE-W 
(weighted longest common subsequence with a weighting of 1 . 2  on consecutive matches of length 
greater than 1 ).
The summaries in Task 5 were evaluated manually for quality and coverage (see DUG 2003 
metrics’ description) using SEE [43]. Additionally, NIST evaluated each summary for its 
responsiveness to the question. The instructions given to the assessors for judging relative 
responsiveness were: (extracted from DUC’s website^^).
“You have been given a question (Who is X?) and a file (R) containing a number of short 
summaries that contribute towards answering the question. Some of the summaries may be more 
responsive (in form and content) to the question than others. Your task is to help us understand 
how relatively well each summary responds to the question.
Read the question and all the associated short summaries. Then grade each summary according to 
how responsive it is to the question RELATIVE TO THE OTHERS:
0 1 2 3 4 (0 = worst, 4 = best)
Grade the summary by replacing the question mark at the beginning of the summary (?) with the 
appropriate score (0 through 4).”
http://duc.nist.gOv/duc2004/tasks.html. Last visited 08/07/2005
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In short, DUC 2004 had some innovations in relation to DUC 2003, such as:
• Tasks 3 and 4 were new in that they explored summarisation from noisy input produced by 
(Arabic to English) machine translation.
• Task 5 involved summaries focused by a question, representing a blend of the third and fourth 
tasks from DUC 2003.
• In terms of evaluation Tasks 1-4 were evaluated automatically, whereas in Task 5 the 
evaluation was carried out by humans and similarly to DUC 2003.
SummariserPort participated only in Task 1, with 3 prioritized runs (according to NIST 
instructions). The runs (our official peer code) were numbered 50, 51 and 52.
We ran SummariserPort 8  times. The reason for this is because we needed to obtain summaries no 
greater than the size limit (i.e. 75 bytes). For each time, we changed the configuration of our 
system in terms of summary length, and observed the average length. We then chose the best 3.
Table 3.6 below shows the rankings for Task 1 of our submissions amongst all other submissions 
(39 participants in total).
Table 3.6: Official rankings of our submissions for Task 1
SYSID 
(Peer Code)
Rankings
ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L ROUGE-W-1.2
50 17 10 10 10 13 11
51 20 11 11 12 15 14
52 14 8 9 11 7 6
From Table 3.6 we can see that on Task 1, our system (sysid: 52) had the best performance 
amongst our three submissions. Also, looking at the rankings, our system achieved promising 
results amongst the other systems (amongst top 10 in ROUGE-2, ROUGE-3, ROUGE-L and 
ROUGE-W-1.2). However, our system performed slightly poorly in ROUGE-1 and ROUGE-4.
To sum up, the conclusion we can draw from our participation in DUG 2004 is that our system 
performed quite well. The results show that our scores were consistently high for this task.
3.2.4 Discussion
A question arises: why have we chosen the linguistic cohesion approach? Several reasons have 
motivated this choice.
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Firstly, the works of Halliday and Hasan [30] and Michael Hoey [33], which have been taken up 
by other studies, give our research a strong theoretical support, and as consequence, help to 
corroborate our model as a valid approach.
Secondly, the work of Benbrahim and Ahmad [8 ], which is a computer implementation of Hoey’s 
work, represents the first stage of our study. Our summarisation system is a natural evolution of 
TELE-PATTAN [7].
Thirdly, we believe that our model, SummariserPort [62], a lexical cohesion-based summariser, 
emphasises the analysis of lexical cohesion in text, showing that the connectedness is a vital 
feature of a text. In addition, if lexical cohesion of a text is formed by semantic relationships 
amongst words, by using these related words, that ‘talk about’ the same thing, a computational 
model like ours can lead to the creation of an optimal summary.
Finally, a functional reason. The work of lexical cohesion has been researched in this department 
since 1994. This means that the Department of Computing at the University of Surrey contains a 
high level of expertise in this area of research.
3.3 Evaluation Methods Developed In This Study
After the discussion of the summarisation method which we have implemented and its evaluation, 
we now present a detailed description of our evaluation method. We have developed two 
methods: one deals with content bearing words in both the reference text and candidate 
summaries using correlation and statistics. The second deals with the matching between 
sentences, based again in content words using a graph theory method. This graph theory method, 
based on bipartite matching, leads to the well known precision and recall that form the basis of 
IR-metrics. The first method is called VERT-C (section 3.3.1) and the second is called VERT-F 
(section 3.3.2).
3.3.1 VERT-C: Chi-Square (%^) Statistics
This metric is based on the Chi-Square goodness-of-fit test. This test measures whether or not 
observed events in a data sample are close to those that would be expected if  the null hypothesis 
were true. The test evaluates the degree of correspondence between the observed and expected 
values, measuring then the f i t  of the model [70].
This test has been used extensively in text analysis [10]. Butler has described a number of 
instances where uses the ^  test to compare the similarity/dissimilarity between speech and text 
samples produced by different language users. A comparative study of literary styles of different 
authors based on the usage of orthographic markers of given categories of words, used the test.
55
Chapter 3. Method
The oft-repeated citation is of Church and Gale [14] where pairs of words in source and target 
texts were identified using the same test for a text of aligned corpora in source and target 
language. More recently Kilgarriff [39] has used the test to compare two corpora.
We have used the ^  test to measure similarity between a text and its surrogate summary, 
following the procedure proposed by Siegel and Castellan [8 6 ]:
We begin stating the null hypothesis {Ho): the summary is a good representation of its parent/full 
text, i.e. the distribution of content bearing words in the summary is the same as in its parent/full 
text; and the alternative hypothesis {Hi): the summary is not a good representation of its 
parent/full text, i.e. the distribution of content bearing words in the summary is different from its 
parent/full text.
After the hypotheses statement, the steps that we performed were:
1. Produce a word frequency list for a text and its summary.
2. Normalise the list to headwords by reducing all words when possible to their stems so that all 
lexical variants of a particular word are counted as a single word (e.g. analyse, analysed, 
analysing will be reduced to analys).
3. Arrange the data (observed frequencies) by using an array consisting of r rows and c columns 
called contingency table. See Figure 3.7 for an example. Generally speaking, the columns 
represent groups and each row represents a category of a measured variable. In our case, the 
contingency table will have two columns. One column for the full text (hereafter, FT) and 
other column for the summary (hereafter, SPIO, SP30, ABS). The rows {rj, r,-,..., r*) of the 
table contain the frequency of the keywords in the original document (column ci) and in the 
summary (column c )^.
4. Sum up cell frequencies across columns (see Figure 3.7).
5. ComputeE"; =n x p f  (i = \,2, . . . ,k ) ,  where n denotes the sample size in the summary andpi 
denotes the probability specified for the category in the null hypothesis and k  is the number 
of lexical words (stems). For example, the calculation for the word ambassador in the SPIO 
column will be as follows:
Expected Cell Frequency = 35*(5/57) = 3.1 
All the expected cell frequencies are calculated in this way (see Figure 3.7).
6 . Compute ' , where O represents the observed frequency and E  represents
the expected frequency.
7. Compute d f = number o f lexical words {stems) - 1.
8 . Compute the p-value at the selected level of significance (e.g. a  -  0.05).
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Document
Word FT SP10
0,{E,)
spiers 8 5 (4.9)
affairs 6 4 (3.7)
ambassador 5 3(3.1)
general 5 3(3.1)
state 4 2 (2.5)
political 4 3 (2.5)
director 3 3(1.8)
department 3 2(1.8)
undersecretary 3 1 (1.8)
Pakistan 2 2(1.2)
appoint 2 1 (1.2)
turkey 2 1 (1.2)
embassy 2 1 (1.2)
london 2 1 (1.2)
charge 2 1 (1.2)
bahamas 2 1 (1.2)
secretary 2 1 (1.2)
Total 57 35
Figure 3.7: An example of a contingency table
The algorithm for computing VERT-C is shown in Figure 3.8 below.
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Algorithm VERT-C 
Input F T , ST  
CW
Output F L , SL  
C onTab
v c h l
/ / f t  -  full text S T - summary text 
//stop list formed by closed-class words 
//hashtables containing the tokenised words 
//and the words frequencies
//the contingency table containing the frequencies 
//column 0 - frequencies of FL 
//column 1 - frequencies of SL  
//VERT-C score between FT and ST
begin
//text tokenisation 
while not end of FT do 
read FT
tokenise sentence 
end while
while not end of S T do 
read S T
tokenise sentence 
end while
//stop list words exclusion in FL 
//words stemming 
for i <— 1 to n do 
read wi 
if - Wi contains cwi then 
remove Wi 
endif
do the normalisation (stemming) of word Wj 
endfor
//stop list words exclusion in SL  
//words stemming 
for i 1 to n do 
read Wi 
if Wi contains cwi then 
remove w± 
endif
do the normalisation (stemming) of word Wi 
endfor
//prepare the contingency table 
for i <— 1 to n do
freqF f- frequency of Wi (FL) 
freqS <- frequency of Wi (SL)
ConTab [i] [1] <- freqF 
ConTab [i] [2] <- freqS 
endfor
//call the statistical method 
r •<— no. of elements in ConTab  
c <r- 2
df <- (r-1) * (c-1)
//VERT-C score computation 
vchi getChiSquareRi(ConTab, r, c, df)
//each sentence at the time 
//the words are stored in RL
//each sentence at the time 
//the words are stored in CL
//read word Wi from FL
//read word Wi from SL
//# of rows
//# of columns
//# of degrees of freedom
end
f u n c t i o n
df)
getChiSquareRi(ConTab[][], nrow, ncol,
TINY <- 1.0E-30D 
nnrow <— nrow 
nncol <- ncol 
sumrow[nrow] <- 0.0 
sumcol [ncol] <- 0.0 
sum <-0.0 
expectd <-0.0 
temp <- 0.0
//get the row totals 
f o r  i <— 1 to nrow do 
sumrow[i] <-0.0 
f o r  j <- 1 to ncol do
sumrow[i] <- sumrow[i] + ConTab[i][j] 
e n d f o r  
e n d f o r
//get the column totals 
for j <- 1 to ncol do 
sumcol[j] <-0.0 
for i <- 0 to nrow do
sumcol[j] <- sumcol[j] + C o n T a b [ i] [j] 
e n d f o r  
e n d fo r
//get the big total 
for i <— 1 to nrow do 
for j <— 1 to ncol do
sum <- sum + C onTab[±] [j] 
e n d f o r  
e n d f o r
//calcute the number of degrees of freedom
df <— nnrow * nncol - nnrow - nncol + 1
//do the chi-square sum
chisq <-0.0
for i <— 1 to nrow do
expectd <- sumcol[1]/sumcol[2]*ConTab [i] [1] 
temp <- ConTab[i][1] - expectd 
chisq <- chisq + (temp * temp) / (expectd) 
e n d f o r
//calculates VERT-C score 
if nnrow < nncol then 
mini] <— nnrow - 1 
e l s e
mini] <- nncol - 1 
e n d i f
return vc <- sqrt (chisq / (sum * mini] ) ) 
e n d f u n c t i o n
Figure 3.8: Pseudo code for VERT-C algorithm
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3.3.2 VERT-F: N-gram Matching
N-gram matching procedures are used typically in linguistic pattern recognition models and we 
have diseussed in Chapter 2 two major metries, (i.e. ROUGE and BLEU), that are based on n- 
gram matching. There is a eonsiderable interest in machine translation in this context when eross- 
lingual patterns between source and target translation are matehed to assess the effectiveness of a 
translation system.
Turian, Shen and Melamed [93], for instanee, proposed an interesting maehine translation 
evaluation procedure whieh inspired us in the development of VERT-F. The idea is based on the 
intersection of two texts'^ (the referenee and the eandidate) and what these texts have in common. 
A comparison is then earried out using a grid which shows the commonality between these two 
texts. In order to illustrate this eomparison, eonsider two texts:
Reference text : the man was seen by the dog
Candidate text: the dog saw the man
The common unigrams are: the, man, dog; and the bigrams are: the man, the dog.
This is shown in the bitext grid in Figure 3.9. If a word appears in the reference text and in the 
candidate text, there is a hit, represented as a bullet in Figure 3.9.
gH
"O
c:
u
man
the • •
saw
dog *
the • #
the man was seen by the dog
Reference Text
Figure 3.9: Bitext grid showing the relationship between a reference text (X axis) and its 
corresponding candidate text (Y axis).
Bitext is the employed term used by Turian et al.
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The first suggestion then would be to count the number of hits in the grid. However, there is a risk 
of double-counting, that is, words that appear more than once in both texts. See the word 'the' in 
Figure 3.9, for instance. In order to avoid double-counting, a subset of the hits is taken such that 
there are no hits in the same row or column. Double-counting is avoided through the use of the 
"maximum bipartite matching problem" (MBMP), which is discussed in graph theory [16], [63]. 
In graph theory, a bipartite graph is a special graph where the set of vertices can be divided into 
two disjoint sets with two vertices of the same set never sharing an edge. The problem is 
formalised as follows:
Definition. Let G={V, £ ) be a bipartite graph in which V can be partitioned into two sets F; 
and V2  such that V=Vi u  Fz- A matching M  on G is a subset of the edges of G such that each 
vertex in G is incident with no more than one edge in M. A  maximum matching is a perfect 
matching between vertices of G, that is, a subgraph which pairs every vertex with exactly one 
other vertex.
In order to illustrate the working of the MBMP, consider the following example adapted from 
[63]: five people have each won a holiday to one of five resorts -  Blaclq)ool, Cannes, Edinburgh, 
Paris and San Francisco. Of the winners, one will go only to UK, one will not go to France or 
Scotland, two will not go to UK and the fifth will go only to San Francisco. The bipartite graph 
representing the winners and their destinations is shown in Figure 3.10 below:
P1  T d  ) Blackpool
P2 ( r '  \  I Cannes
P3 C'mr mm Edinburgh
P4      { Paris
P5 SanFrancisco
Figure 3.10; A bipartite graph example
Let us suppose that one wants to determine whether it is possible for each winner to go to a 
different resort by finding a maximum bipartite matching in this graph. By visual inspection and
60
Chapter 3. Method
according to the definition given above, one maximum matching for this example is represented 
below’  ^(the thickened edges are a maximum matching). See Figure 3.11.
Blackpool
P2 Cannes
P3 Edinburgh
P4 Paris
San
FrandscoP5
Figure 3.11: Maximum matching example
The bitext grid for the candidate and reference text (see Figure 3.9) now can be represented using 
MBMP as in Figure 3.12.
Reference
Text
Candidate
Text
the the
dog
the
dog
Figure 3.12: Graph representation of the example shown in Figure 3.9
It is possible for there to be more than one maximum matching.
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From the definition of the '’maximum bipartite matching problem’, the maximum match size 
(MMS) of a bitext is the size of any maximum matching for that bitext. The MMS in Figure 3.12 
includes two vertices between the four instances for the nodes in the graph, together with one 
vertex each for man and dog nodes.
One can show that the MMS value divided by the length of the candidate text {€) or divided by 
the length of the reference text {R) will lead to the recall and precision metrics. Recall and 
precision are the most common metrics used to evaluate NLP systems ([81], [95]), as we 
described in section 2.4.2. According to Salton and McGill, and van Rijsbergen, when one 
compares a set of candidate items Y to a set of reference items X, we will have:
/  \  \XnY\  . X IXnYl
recall (T | Y j = —:—:— precision ( 7 1 X ) = — j—j—- (32)
X  y
Taking the idea of the intersection of a pair of texts described earlier, and applying the recall and 
precision definition to it, we will obtain, respectively:
recall {Candidate | Reference) = {Candidate, Reference) _
\Reference\
precision {Candidate | Reference) = (34)
We will use the f-measure, as our proposed metric, which is a combination of precision and recall:
^  _ (l + )x precision x recall 
P y. precision + recall
and for y0 = 1 we will have:
„  2  X precision x recall
F  =-Y~^------------------- ^  (36)
P [precision + recall)
In fact, f-measure is the harmonic mean of the recall and precision metrics. 
The algorithm for computing VERT-F is shown in Figure 3.13.
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Algorithm VERT-F
Input RT, CT //RT - reference text CT - candidate text
Output RL, CL //graph-like list containing tokenised words
HITS //list containing the matched hits between RL and CL
RUNS //list with contiguous sequences of matched words
f-score //VERT-F score between RT and CT
begin
end
//initialise some variables
exponent <- 1
prec <- 0;
reel <- 0;
f-score <- 0 ;
while not end of RT do
read RT //each sentence at the time
tokenise sentence //the words are stored in RL
end while
while not end of CT do
read CT //each sentence at the time
tokenise sentence //the words are stored in CL
end while
sizeX <— size of RL 
sizeY <— size of CL 
//search for the hits 
while not end of RL do 
read wordRL
while not end of CL do
read wordcL
if wordRL = wordcL then
Add (wordRL, wordo.) into HITS 
endif 
endwhile 
endwhile
//checking HITS to exclude double-counting
//i.e. computing the maximum bipartite matching problem
while not end of RL do
Choose word index fi e RL && fi e HITS
while (fi is not matched) && (CL has n o t-v is i ted -b y - f i  vertex) do 
Choose word index (Wj e CL) && (Wj e HITS) 
if (fi, Wj) 6 RUNS then
Add(fi, Wj) into RUNS 
Mark(fi,Wj) as match
else
Set Wj visited-by-fi
endif
endwhile
endwhile
//compute MMS
score <— getScore (exponent, min(sizeX, sizeY))
//compute VERT-F 
if sizeY != 0 then
prec <- score / sizeY 
endif
if sizeX != 0 then
rcl < - score / sizeX; 
endif
if (pro + rcl) > 0 then
f-score <- (2 * (prc * rcl) ) / (prc + rcl) ; 
endif
function getScore(exponent, maxHits) 
begin
len <- size of RUNS 
if len > maxHits then 
len <- maxHits 
endif
score <- power(len, exponent) 
return score 
end function
Figure 3.13: VERT-F algorithm
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3.4 A Computational Framework
We have implemented the two metrics described in the previous sections and incorporated them 
into a general framework. Our new automatic summary evaluation system is called VERT, 
Valuation using Enhanced Rationale Technique, comprises VERT-C (section 3.3.1) and VERT-F 
(section 3.3.2). The idea for the name is derived from two previous systems, namely BLEU^^ [6 8 ] 
and ROUGE'® [44].
VERT consists of two main components: a ‘Tokeniser’ for text pre-processing and selection of 
candidate terms for evaluation and an ‘Evaluator’ which processes the candidate terms according 
to the metric chosen by the user. There is also an additional component called ‘Auxiliary 
Modules’, which contains a ‘Stopword Remover’ and a ‘Stemmer’. Figure 3.14 below provides an 
overview of the VERT system architecture. Also in Figure 3.15 two screenshots of our 
computational framework are shown.
The first component, the ‘Tokeniser’, contains three modules:
• Sentence Boundary Identifier -  this module identifies sentences delimiters with the 
following regular expression pattern: [! | . | .” | .’ | ? ]"^
• Word Boundary Identifier -  similarly, this module also identifies any word delimited by the 
previous pattern. Some exceptions to this rule are applied in abbreviations, such as full stops 
in social titles (e.g. Rev., Prof., Gen.); in qualifications (e.g. Ph.D., M.D.); in place names 
(e.g. U.K., U.S.A.) and in initials for first and middle names (e.g. J. B. Clark)
• Word Frequency Counter -  this module collects and extracts the words or terms, updating 
their frequency counts.
In the second component, the ‘Evaluator’, the user chooses what metric (VERT-C or VERT-F) 
should be calculated.
Finally, the additional component -  ‘Auxiliary Modules’, comprises two modules:
• Stopword Remover -  this module identifies and eliminates frequently occurring words (the 
so-called closed class words), such as some verbs (e.g. he, have, should), conjunctions (e.g. 
and, because), pronouns (e.g. nobody, anybody) and determiners (e.g. the, alan).
• Stemmer -  this module reduces the terms to their root form. In order to accomplish this, the 
module makes use of morphological and derivational transformation rules. For example.
BLEU stands for BiLingual Evaluation Understudy
ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation
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plurals of nouns like cats -  cat, and derivational endings in verbs such as 'in g \ 'e s \ 's ’, 'ed \  
are transformed and/or removed.
/r
Input Text Files 
(Reference and Candidate )
Auxiliary Modules
stopw ord
Rem over
Stem m er
Tokeniser
S en ten ce  Boundary Identifier
mb
W ord Boundary Identifier
W ord F requency C ounter
Candidate Terms
Evaluator
VERT-C
VERT-F
Output Container with evaluation results
■mmis&ssi
ÜI
Figure 3.14: VERT System Architecture
65
Chapter 3. Method
ï ’ Valuation using Enhanced Rationale Technique (VERT) - v .1 .0
O  Panel 1 - Configuration
# ) Panel 2 - Input - Output
InpiM Output
Reference Summaries
B row se...
d04a_ft923 5089_001 
d04a_fl923-5267_001 
d04a_ft923-5797 001
Candidate Summaries
d04a_ft923 
d04a_ft923 
d04a_ft923 
d04a_ft923 
d 04ajt923  
d04a_ft923- 
d04a_ft923 
d04a_ft923 
d04a_ft923 
d04ajt923- 
d 04ajt923  
d04a_ft923 
d04a ft923
5089_00o
5089_00p
5089_00q
5089_00r
5089_00s
5089_00t
5089_00v
5089_00w
5089_00x
5089_00y
5089_00z
5267_00o
5267_00p
Evaluate Selected Save Results
Valuation using Enhanced Rationale Technique (VERT) - v .1 .0
0  Panel 1 - Configuration |
Panel 2 - Input - Output |
i Input 1 Output 1
Document Comparison 
d04a «923-5089 001 x ito ia  ft923-5089 OOo |
Precision
[...... ...........oigg:
Recall
........ 11
VERT-F 1 
U 35
d 04aj923-5089_6o i x d04a_ft923-5089_00p . 0.736 ...... ÔLGT1.......... 0.702 1 » ,
d 0 4 a'3'9 2 T s  0 8 C o  3-5G89_00q ..6.449 0.53: 0.436
d04aln923-5089_001 x d04a_ft923-508C00i........ ' 0.464 "" " 357 0.473
d o T a Y C C sO sC o 0 1 X d 0 4 a_ft9 2 3- 5 08 9_0 0 s.. " . . . . . . . T ...... 6.7 0.824
d04a_H923-5089_001 Xd04a_ft923-5089_00t .... 1. . . . . . . . . . . . . 0 .6Ï3 .. . . . . . . . . . 0.57 0.591
d04a «923-5089 001 xd04a «923-5089 OOv f 0.7 0.824
d04a_«923-5089_001 x d04a_«923-5089_00w 0.547 0.47 0.505
d04a «923-5089 001 xd04a «923-5089 OOx 0.195 0.Ï6 0.176
d04a_«923-5089_001 X d04a_«923-5089_00y 0.505 0.51 0.507
d04a_«923-5089_001 x d04a_«923-5089j0z 6368 .... 6.26 0 264
d04a «923-5267 001 xd04a «923-5267 OOo ... 6.74 ... "6.94 38
d04a_«923-5267_001 X d04a_«923-5267_00p 6.396' . . . . . . 6'.'4" ... 6.398
d04a_«923-5267_001 x d04a_«923-5267_00q 3 3 7 4 .... 6.43!. . . . . . . . . . . . . . . . . . 674
d04a_«923-5267_001 x d04a_«923-5267_00r 6.564 .. . . "6.62'. . . . . . . . . . . . . . . . . 6.59
d04a_«923-5267_001 x d04a_«923-5267_00s 1. . . . . . . . . . . . . 6.446 . . . . . . . . . . . . . . . . . 6"37'. . . . . . . . . . . . . . . 6.404
d04a” «923-5267 001 Xd04a «923-5267 OOt r  ' 0.693: 0.7 .... 0!G97
d04a_«923-5267_001 x d04a_«923-5267_00v 0.848 0.78: 6 3 i2
d04a_«923-5267_001 x d04a_«923-5267_00w 0 893 0.6 7 : 0.766
Id04a_«923-5267_001 x d04a_«923-5267_00x r  0 433 0.42 6.426
d04a_ft923-5267_001 x dÔ4a_«923-5267_o6y 0.871 .... 6774 .. . . . . . . . . . . . . . . . . 6.8 !
d04a_ft923-5267_001 x d04a_«923-S267_66z 0.567 ... . . . . . . . 6.5Ï ....67537
d04a_«923-5797_001 X d04a_«923-5797_00o "^[[98 ............T ... . . . . . . . . . . . . . 6.99 1
d04a_«923-5797_001 X d04a_«923-5797_00p 6 .769I .... 6773 .................... 67719 1
d04a_«923-5797_001 x d04a_«923-5797_00q 1 0.695 . . . . . . . . . . . . . . .6 .7T2
d04a '«923-5797 66Ï xd04a «923-5797 o'or : 0 784! ............._6.69_ . . . . . . . . . . . . . . . 6.734
Figure 3.15: Screenshots of VERT system
6 6
Chapter 3. Method
3.5 Conclusions
It is useful to provide a summary of the arguments which have been presented in this chapter, 
prior to ending it and changing to experimentation.
The method of summarisation, in part, determines or should be related to the method by which a 
summary, produced by the summarisation, is to be evaluated.
Our work on summarisation systems has been exclusively on sentence selection in the source text. 
Lexical cohesion was used as the basis for finding sentences that were deemed to be the key 
sentences in the text. The lexical cohesion devices used by the writers of a text, specifically 
repetition, is used to compute the ‘bonds’ between sentences -  ‘strongly’ bonded sentences then 
are used to construct a candidate summary that can be controlled in size by the bond strength.
We have been able to gain insight into the evaluation process by entering into two major 
document understanding conferences (DUC 2003, 2004), focussed on short summaries. The 
criteria for a summary being good and/or acceptable included: usefulness, length-adjusted 
coverage, responsiveness and quality. Our lexical cohesion based system performed well when 
evaluated using ROUGE Weighted Longest Common Subsequence (LCS) metric (ROUGE W- 
1.2) and in ROUGE Normalised Pairwise LCS: SummariserPort performed much better on the 
longer ROUGE n-gram sequence (where N > 1) than on unigram sequence matches.
This particular study has focussed, therefore, on the rederivation of sentence level common 
subsequence matching (VERT-F) based on graph theory and the framework developed for 
ROUGE [44].
This study has also looked at ‘content similarity’ by (a) identifying key terms in the summary and 
source text, and normalising those keywords (stemming, for example); (b) creating a contingency 
table comprising frequency of keywords in the source text documents and the ‘observed’ and 
‘expected’ frequency of the same keywords in the summary texts; and (c) ^  test was conducted 
and results computed at a given significance level.
Radev et al [73] suggest that precision and recall metrics can be used to evaluate summaries of 
various lengths produced by a summarisation system. This we have attempted to do with our 
VERT-F metric by using a maximum bipartite matching between the content words in the source 
and summary texts.
The VERT-C metric was developed to assess the extent by which there is a correlation between 
the source text terminology and that of a candidate summary text.
In short, the combination of these two metrics in our automatic summary evaluation system -  
VERT is intended to allow us to assess the quality of summaries quickly, cheaply and without the
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need of human intervention, thereby minimising the role of subjective judgment and bias. VERT’s 
development led to a number of tests in order to determine its effectiveness, which will be 
described in the next chapter.
68
Chapter 4. Experiments and Results
Chapter 4
4 Experiments and Results
4.1 Introduction
In the previous chapter we described the algorithms used in our automatic summary evaluation 
system -  VERT. In this chapter, it will be argued that there is no straightforward, obvious way of 
evaluating summaries, and therefore a number of attempts had to be made in that direction. These 
attempts are reported here as test experiments. Each test experiment revealed important aspects 
about the various ways in which a summary can be evaluated. In addition, the focus of this 
chapter is a report of the VERT system evaluation. The chapter ends with a summary of the 
results.
4.2 Data Set and Resources
Our text corpus is composed by financial news collected from the Reuters’ website'^ on a daily 
basis. It has 9,063 texts, comprising 3.63 Million words of text, published during Jan -  Dec 2002. 
The average length of the news is about 400 tokens. The Reuters Financial News Service typically 
covers topics such as; Company Outlooks, Company Results, Economic Indicators, Funds and 
Initial Public Offering News. The text corpus was created for testing an information extraction 
system being developed at the University of Surrey for identifying and quantifying financial 
market ‘sentiment’, under the auspices of the EU-IST Programme (GIDA"). We were involved in 
building a summariser for the IE system and had access to financial traders, support workers, and 
also to the Reuters website. The traders and workers also helped in evaluating our summaries.
4.3 Test Experiments
The question formulated by Hovy and Lin [34]: ‘How can we evaluate the quality of a 
summary?’, is an intriguing one. Indeed, because there is no straightforward, obvious way of 
evaluating summaries, a number of attempts were made prior to deciding which summary
Reuters’ Website: http://www.reuters.co.uk 
"  GIDA: Generic Information-based Decision Assistant. Project no. IST-2000-31123.
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evaluation procedure was adopted; these are presented in sections 4.3.1, 4.3.2 and 4.3.3. It was 
necessary to undertake preliminary research in order to estimate the plausibility of using different 
approaches and/or metrics for summary assessment. This preliminary stage of the investigation 
comprised a series of test experiments, each designed to address a specific issue related to 
evaluation. Treating this phase of the research project as a set of test experiments enabled us to 
develop the necessary tools and the knowledge needed for devising the new evaluation metrics 
(VERT-C and VERT-F).
4.3.1 Test Experiment 1: Direct Evaluation
DataSet and Method
The subjectivity issue when an individual is dealing with summary evaluation is problematic. 
Mani [50], for example, pointed out that one of the serious challenges in evaluating summaries is 
the lack of agreement amongst humans. For this reason, the first issue that we needed to tackle 
was to see how human evaluation worked for assessing summaries. To this end, we decided to try 
out one of Tucker’s categories [92] -  direct evaluation, as described in section 2.3.1, as a test 
experiment.
We consider the following aspects relevant to the evaluation process: (a) the inclusion of the 
essential information; (b) the inclusion of non-essential information and (c) the readability of the 
summaries. For us, it seemed best to experiment with the inclusion of all ‘relevant’ information as 
the reference criterion.
We have randomly chosen 5 texts files from the corpus mentioned in section 4.2. They represent 
daily newswires texts, and can be described as illustrating the genre of financial news. The source 
texts used in this experiment are reproduced in Appendix A. Each of these files was summarised 
by our system already described in section 3.2.1 -  SummariserPort. The length of the summaries 
was 1 0 % of the original/full text.
To study peoples’ behaviour when assessing summaries, we created a questionnaire divided into 2 
parts, which is demonstrated in Figure 4.1. Our evaluation procedure was performed in 2 phases. 
In the first phase 5 PhD students of the Department of Computing at the University of Surrey, 
Guildford, England, read each text with its corresponding summary, and then responded to the 
questionnaire depicted in Figure 4.1.
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P art A
W hich o f  the five summaries is the best in terms o f  
capturing the key topics in its original?
W hy?
P art B
Rank the summaries from the worst to the best
W hy?
Figure 4.1: Excerpt from the Questionnaire
Results
We then tabulated the results which can be seen in Table 4.1 and Table 4.2:
Table 4.1: Part A of the Questionnaire -  UniS
Which of the five summaries is the best of capturing 
the key topics in its original?
Si S3 S4 S5
Student 1 X
Student 2 X
Student 3 X
Student 4 X
Student 5 X
Table 4.2: Part B of the Questionnaire -  UniS
Rank the summaries from the worst to the best, 
(rating scale 1 = best to 5 = worst)
s, s% S3 S4 S5
Student 1 1 3 2 4 5
Student 2 1 3 2 4 5
Student 3 3 1 2 4 5
Student 4 4 2 3 5 1
Student 5 1 3 2 4 5
Average 2 2.4 2.2 4.2 4.2
71
Chapter 4. Experiments and Results
In the second phase, 4 traders who work in JRC, part of the GIDA Consortium -  Germany, a 
financial market company, responded to the same questionnaire. The results also were tabulated in 
the following tables (Table 4.3 and 4.4).
Table 4.3; Part A of the Questionnaire -  JRC
Which of the five summaries is the best of capturing the 
key topics in its original?
Si S2 S3 S4 S5
Trader 1 X
Trader 2 X
Trader 3 X
Trader 4 X
Table 4.4: Part B of the Questionnaire -  JRC
Rank the summaries from the worst to the best 
(rating scale 1 = best to 5 = worst)
Si Sz S3 S4 S5
Trader 1 1 3 5 4 2
Trader 2 3 4 5 1 2
Trader 3 5 2 1 3 4
Trader 4 1 3 5 4 2
Average 2.5 3 4 3 2.5
Looking at all the tables above, we can see clearly the subjectivity of evaluation. All the 
individuals judged differently, yet traders 1 and 4 judged the same and students 1, 2 and 5 judged 
the same as well.
However, during the tabulating process some new information appeared. The traders emphasised 
the number of sentences which were missing or redundant. We tabulated this information in Table 
4.5.
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Table 4.5: Missing Sentences (-) / Redundant Sentences (+)
Si Sz S3 S4 Ss
Trader 1 -7 +6, +9
Trader 2 -12,-17 -2,+15
Trader 3 -2, -7,-10 +6, +9
Trader 4 -7 -17 -1, -2, +6, +9
Looking at this table we see that there is a laek of 3 sentences in summary Si, 2 sentences in 
summary 8 % and 2 sentences in summary S4. For us the inclusion of essential information is very 
important and forms the basis for evaluating our criteria, as we pointed out earlier. Therefore, to 
improve the criteria and in order to get a more ‘balanced’ content information, we believe that we 
needed to increase the length of the summaries to 30% of the original text.
4.3.2 Lessons Learnt
The main question which the present test experiment addressed was to see whether human 
evaluation could in principle be used for assessing summaries. At first glance, this seems the most 
obvious way to evaluate a summary: look at the summaries and decide whether they are good or 
not. However, as it has been seen, there was not much consensus amongst the participants. 
Indeed, humans tend not to agree very well on what constitutes a good summary. Moreover, if a 
person reads a summary for the second time, he or she will interpret it in a different context, 
perhaps ‘because their knowledge has changed, and/or their needs may have changed in the 
meantime’, as was pointed out by Spark Jones [89].
Also, another practical problem exists: to carry out a large-scale evaluation of this kind is costly, 
because it requires readers (who have to be experts) to make many time-consuming judgements of 
individual summaries, which will further increase the cost. As an example, over 3,000 hours of 
human effort was required for the DUC 2003 [64].
Thus, to overcome these problems, a decision was taken to try to perform a more efficient 
evaluation procedure which complemented human judgements. This was the main motivation for 
test experiment 2 , which is described in the following section.
4.3.3 Test Experiment 2: Task-based Evaluation
In the previous test experiment a human evaluation procedure was presented. The procedure was 
based on the application of one of Tucker’s categories [92], namely direct evaluation. Test 
experiment 1 also concluded that the procedure seemed to be usable for evaluating summaries due 
to its straightforwardness; however, it was only applied to a small-scale test. Nevertheless, some
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problems were addressed in the actual implementation of the evaluation procedure, namely 
subjectivity, expensive and time-consumption if carried out in large-scale. As our main intention 
is large-seale, there was a need for a further test experiment in which a new kind of evaluation 
procedure eould be carried out which did not include direct judgement. This led to following 
Tucker’s categorisation [92] of task-based evaluation.
The name given to this type of evaluation experiment is a Question & Answer Game (Q&A). The 
Q&A task measures how accurate summaries are in answering questions. In other words, a 
summary can be more accurate if it correctly answers a higher percentage of the questions that 
represent the main aspects of the topic.
The TIPSTER SUMMAC Text Summarisation Evaluation [51] contained a pilot test of the Q&A 
game. Phase IQ of TIPSTER, (which includes the MUG and the TREC), included an extensive 
task-based evaluation of summarising systems, the so-called SUMMAC evaluation. According to 
Mani [51], the goals of the SUMMAC evaluation were, ‘to judge individual summarisation 
systems in terms of their usefulness in specific summarisation tasks, to gain a better understanding 
of the issues involved in building and evaluating summarisation systems, and to guide the 
direction of the research to requirements of real world tasks’. Four evaluation tasks were used in 
order to address the goals of the evaluation:
• The adhoc task -  for each document, indicative user-focused summaries were produced, 
which then were used to determine the relevance of the document to a query.
• The categorisation task -  indicative generie summaries were used to assign a document to a 
category.
• The question-answering task -  informative user-focused summaries were used to answer a set 
of questions.
• The acceptability task -  the measure of the overall aeceptability of the summaries in relation 
with the full text. In this task the human judges were asked to read the full text and the 
computer-generated summary and indicate if they consider the summary acceptable.
Thus, the main goal of this test experiment was to measure the accuracy of a summary in 
answering questions in relation to the full text. This required a methodology for constructing 
questions, constructing answers, and scoring summaries against the answers. To score our system 
performance, the passage (i.e. sentence) representing the answer is compared against the 
summary. In other words, the accuracy of our summarisation system is related to how many of the 
eorrect passages are recalled.
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Data Set and Method
We have used 5 news wire financial texts collected randomly from the corpus described in section 
4.2. Each of these files were summarised by SummariserPort with a 10% length.
Next, we asked six people working at the Department of Computing at the University of Surrey, 
to look at the full texts and create some questions related to the important content. We then 
produced a questionnaire, which is shown in Figure 4.2. The texts used in this experiment are in 
Appendix B.
Taking advantage of the presence of enthusiastie partieipants at the Departmental Seminar of the 
Department of Computing of the University of Surrey, firstly, we asked 15 testers to try to answer 
the questions three times in succession:
i) without having read either the full texts or the summaries;
ii) after having read the summaries;
iii) after having read the full texts.
1. FTSE seen up after U.S. rally.
a) Which direction is the FTSE predicted to go?
b) Why did US shares rally?
c) When are leading shares expected to kick off?
2. Shares rise after Wall St gains.
a) What did BA reveal?
b) How much higher was BT?
c) What can you say about Dow Jones?
3. Weak opening seen for FTSE.
a) Why could Chip designer ARM Holdings and other techs receive a boost?
b) What is seen as the reason why the FTSE 100 will drop?
c) What is the situation of the market shares of recorded music?
4. Gurus see stocks bouncing like golf ball.
a) What is the current market type?
b) Why did gold rally?
c) What is the difference between technical analysts and fundamental analysts?
5. More losses forecast for leading shares.
a) Which company is thought to make shares open low?
b) How the volume in the UK market was expected?
c) Which telecoms company is up for auction?
Figure 4.2: The questionnaire
We then computed for the three sets of answers the number of questions answered correctly for 
each round. The accuracy and quality of the summaries could be measured comparing the scores
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after reading the full texts and after the summaries. The closer the testers’ scores for the 
summaries are to their scores for the full texts, the better is the summary.
Results
Table 4.6 represents the results of this evaluation procedure.
Table 4.6: Results of the Q&A game -  where S = summaries; F = full texts
Ques
S
ion A 
F
Ques
S
tion B 
F
Quest
S
ion C 
F
Tot Corr 
Answ S
Tot Corr 
Answ F
Information
Retention
Text 1 14 15 11 15 15 15 40 45 88.9%
Text 2 13 15 0 15 15 15 28 45 62.2%
Text 3 13 15 10 15 15 15 38 45 84.4%
Text 4 15 15 13 15 12 15 40 45 88.9%
Text 5 13 15 11 15 10 15 34 45 75.6%
Average 80.0%
The last column of Table 4.6 gives us the information retention of the summaries, i.e. the 
percentage of correct answers {Tot Carr Answ S/Tot Carr Answ F). A chart representing this data 
is shown in Figure 4.3.
100 .0%
80.0%
60.0%
40.0%
20 .0%
II Summary 1 
n  Summary 2
□  Summary 3
□  Summary 4 
■  Summary 5
Figure 4.3: Chart representing the information retention of the summaries
As we can see the average of information retention was 80%. This indicates that our system 
produces summaries which contain most of the key information from the full texts.
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4.3.4 Lessons Learnt
The major goal for the present test experiment was to carry out a new kind of evaluation 
procedure which did not address the issues inherent to direct evaluation. In order to solve the 
aforementioned problems, we decided to conduct another experiment which employs the third 
Tucker’s category [92], namely task-based evaluation, and more specifically the Q&A game.
It should be stressed that the evaluation conducted on this experiment was very basic in nature. 
However, the experiment revealed that this sort of evaluation method is very useful because it 
assesses a summary in a real-life situation. Unfortunately, this evaluation method can present 
some difficulties:
• it takes long time;
• it generates issues such as background, mood and bias, if humans are involved;
• it makes the costs of the evaluation quite high, if carried out on a large scale.
TIPSTER SUMMAC, for example, given the number of participants, sixteen, lasted over a month. 
Furthermore, fifty-one professional analysts were involved in it [51]. However, the cost of task- 
based evaluations could be reduced if they did not involve so many people.
There may be potential tasks in real-life situations for which a summary is valuable and practical, 
but rather than being read by any particular person, it is required by another system or program in 
carrying out a task. Thus, if we could automate the process of summary evaluation, making it 
cheaper and faster, while retaining some of the advantages of a task-based evaluation, we could 
admit that progress had been made in this study. The goals of subsequent test experiments had 
then to include a fully automatic evaluation procedure.
4.3.5 Test Experiment 3: Automatic Evaluation
In general terms, test experiment 2 concluded with the need for a move towards full automation in 
the evaluation procedure. Hence, the general aim of the third test experiment was the development 
of a procedure which could replace the previous evaluation procedure avoiding any human 
intervention.
The evaluation procedure had to be designed so as to be able to cope with the constraints 
mentioned in the last two experiments. However, this stage of the research seemed an appropriate 
time to try to implement it. Therefore, the evaluation procedure, which was developed in this test 
experiment, focuses on developing a technique which can be applied to evaluate summaries 
automatically.
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In pursuing the goal of designing a new procedure for evaluation of summaries, some guidelines 
were followed. These are reported in the paragraphs which follow.
Inspired by the work of Ahmad, Vrusias and Ledford [1], which used a neural network in order to 
categorise texts, a new evaluation procedure was tried. This procedure is based on automatically 
categorising a set of full texts into clusters on a 2-D map. Summaries of all full texts are then 
categorised using the same algorithm that was used to classify the full texts. If the summary of a 
text and its parent text occupy proximate positions on the 2-D map then we have a good summary; 
otherwise not.
In order to perform this categorisation, we have used a neural network, the unsupervised self- 
organising feature map (SOFM), developed by Teuvo Kohonen [40], for mapping an 72- 
dimensional vector representing a full text onto a 2-D feature map. The map leams the salient 
features of each of the texts and assigns the text a mnemonic position on the map. Following the 
training steps, we 'test' the effectiveness of the map in two ways. First, a set of full-text vectors, 
not in the training set, is used to test whether they occupy places already occupied by similar text 
vectors (based on human judgment). The second test is to access whether a summary vector has 
the same coordinates on the 2-D map as its parent. This test is perhaps a better test as to whether 
the network has learned the salient features of the text collection.
Starting from a corpus of texts, which is divided into a training set and a testing test, 72- 
dimensional vectors are created to represent each text document. Training vectors for texts usually 
comprise high-salience keywords and the salience is computed automatically [1 ]; salience in our 
case is related to a measure of frequency of the term. The salience of all words within the text 
corpus is computed and the most salient words are selected as being representative to that corpus. 
The components of the vectors represent the absence or presence of key terms; or in more 
sophisticated cases, the degree of absence or presence of the keywords. Keywords can be chosen 
objectively in the sense that the choice is based on the frequency of the keyword in the collection 
of full texts being categorised and the frequency compared with that of the words in a reference 
corpus.
We have trained and tested a SOFM for categorising 102 news wires from the corpus mentioned 
on section 4.2. The news wires were classified by Reuters into 5 classes (see Table 4.7): 
Corporate/Industrial, Economics, Government/Social, Stock Market, and General (Entertainment, 
Culture, Art, etc.). The information about the classes was NOT included in the training vector or 
in the testing vectors. The training vector comprised a set of keywords derived automatically from 
comparing the distribution of the content words in the news wires with that of the distribution of 
the same words in the British National Corpus (BNC). The Kohonen Map was trained over 1,000 
cycles with only 83 randomly selected news wires and the tests were then performed with the
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remaining 19 news wires. The 102 texts were summarised by our program -  SummariserPort 
(section 3.2.1).
Table 4.7: Reuters Categories
Corporate / Industrial
T Economics
Government / Social
Stock Market
% General (Entertainment, Culture, Art, etc.)
The trained Kohonen Map is shown in Figure 4.4. Note that there are 4 distinct areas comprising a 
set of news items that belong to the same topic; topics are indicated by ieons. Those areas 
representing the categories were drawn by hand on the SOFM. The initial test using 19 of the 
remaining 102 texts shows a good ‘fit’: over 75% of the texts were aecurately classified in that the 
representing test vector occupied the same space as the training text and both were assigned the 
same topic by Reuters. Figure 4.5 shows the results of the initial testing.
An important issue relates to how good the clusters generated from the output map are. This is 
very important, as clearly delineated clusters are more likely to give better results. In order to 
measure the effectiveness of the clustering created from the training process, we used a statistical 
variation of Fisher’s Linear Discriminant Rule -  Q-value [1]. This metric is used to quantify the 
discrimination ability of different clusters. A higher Q-value shows that the clusters are well 
distinguished and well-formed, whereas a lower Q-value shows worse clustering partition. The 
full text documents have a Q-value of 0.41, and a good cluster is defined by the high intensity of 
the elass within documents and the high separation of the class from the other classes. A high Q- 
value does not necessarily mean that the network will classify documents better than a low Q- 
value, but there are more chances in a well-clustered map to classify an input more accurately.
The Kohonen feature map, trained and tested using the 102 financial texts, was then used to 
'recognise' the summaries of each of the texts. This recognition is similar to the testing phase of 
any feature map or indeed any neural computing system.
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Figure 4.4: A Kohonen SOFM for categorising Figure 4.5: A Kohonen SOFM showing the test
83 texts from a set of 102 texts after 1000 cycles 
of training
data on red
Each summary was represented as an «-dimensional vector -  each of the dimensions was the 
salient word extracted from all the summaries (and by comparison with the distribution of the 
word in the BNC). The presence or absence of the salient terms in a summary is represented by 1 
or 0 respectively. Each of the summary's vectors is then presented to the full-text map (as in 
Figure 4.4). If the summary vector is assigned to the same position as the one occupied by the full 
text on the map, then, for us, the summary comprises the 'chief points' of the text. Figure 4.6 
shows how the map recognises the summaries.
Just over 81% of summaries occupied the same coordinates on the map as their parent text. Given 
that the map can classify 75% of the full text correctly, the minimum number of good summaries 
is about 61%. The remaining proportion of summaries has only missed their parent by a small 
error. Figure 4.6 shows the results of the cross-categorisation. As we can see, the graph shows the 
high degree of overlapping between the summaries and their original full text.
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Figure 4.6: The output map of a SOFM network trained on full texts (rhombuses) and their 
respective summaries tested on the map (squares)
In summary, this third experiment has presented a consistent procedure for categorizing a set of 
full texts and at the same time, evaluating the 'goodness' of their summaries. The notion of salient 
words, words that are characteristic of a group of texts, has been used, for representing a text: this 
applies to the full texts as it does to the summaries. The salient words are not chosen by a human 
rather these words are identified again by the salience attached to them in a 'representative' corpus 
(the BNC).
4.3.6 Lessons Learnt
The goal of this test experiment was to develop an automated procedure which could replace 
summary evaluation that relies on human assistance. This goal was accomplished since the 
performance levels of the results of this procedure were satisfactory.
The guidelines set initially for the development of an automatic evaluation procedure have been 
followed. As mentioned earlier, the procedure provides for an automatic categorisation of a set of 
full texts into clusters on a 2-D map through a kind of neural network known as Kohonen SOFM. 
The summaries of all full texts are then categorised using the same algorithm that was used to 
classify the full texts. If the summary of a text and its parent text occupy either similar or identical 
positions on the 2-D map then it presupposes that we have a good summary; otherwise not.
At this stage of research, we had two alternatives to choose from. The first would have been to try 
to improve the procedure developed for test experiment 3 by changing some of the components of 
the procedure. The key component of the procedure was the choice of salient words which will 
compose the training vector. The performance of the procedure crucially depends on this 
component, and so it would appear that if a substantial change were to be made in the procedure.
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it would have to include choosing a different set of salient words. However, this choice is carried 
out manually and it became apparent that it would be unrealistic in relation to the aim and scope 
of this experiment.
The second alternative would have been to devise a new procedure. Despite the level of difficulty 
involved in trying to improve the procedure presented in test experiment 3, this is a more realistic 
possibility. Importantly, in devising a new procedure, insights from all test experiments can be 
utilised. Thus, the choice of devising a new procedure, instead of adapting the previous ones, 
embraces the use of the knowledge gained by developing the previous procedures and thus 
presents itself as a better alternative.
Since the improvements mentioned earlier could not reach a realistic possibility, a new evaluation 
procedure was devised. This was presented in details in Chapter 3, when we described our 
proposed automatic evaluation procedure. In the next section, we report the experiments to 
evaluate VERT’s performance; or in other words, the evaluation of evaluation procedure.
4.4 VERT Experiments: a fully automatic approach
The major goal of the experiment reported in this section, is to investigate the performance of a 
new procedure for summary evaluation, VERT, described in Chapter 3. In addition, the evaluation 
procedure must not depend on human intervention; it should be carried out automatically. This is 
essential because the major aim of the research is to investigate a new method to evaluate 
summaries, which would not be viable if the analysis was manual.
For us, the efficacy of an automatic evaluation metric must be assessed through correlation 
comparison between the automatic metric scores and human scores. This means that the automatic 
scores should correlate highly with human scores [44]. If they do correlate, we can affirm that the 
automatic metric can be used to evaluate summaries. We believe that this criterion forms the 
fundamental ‘ground-truth’ for the evaluation of our two metrics (VERT-C and VERT-F). As 
Mani [50] argues:
There are a number of considerations that need to be kept in mind 
when using automatic comparison measures. Even when passages are 
extracted, there are task-specific considerations that will warrant a 
human comparison of the machine summary against the reference 
summary. Luckily, there is a way around this dilemma. Ideally, one 
would compare the machine summaries against the reference 
summaries by hand, and then correlate it with a measure based on 
automatic scoring. If the automatic scoring correlates with the manual 
method, it can then be used as a substitute for it on this task, (p.233)
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4.4.1 Data Set
The data used in order to evaluate VERT are not the same as for the previous Test Experiments 1, 
2 and 3 (i.e. Reuters data). We have decided to use DUC data, because such a corpus contains 3 
years of human judgements, and this would make our efficacy assessment possible and feasible. 
In what follows, general information about DUC data will be provided.
DUG 2001
60 reference sets were produced by NIST, i.e. 30 for training and 30 for testing. Each set 
contained documents, per-document summaries, and multi-document summaries, with sets 
defined by different types of criteria such as event sets, opinion sets, and so on. The document 
sets used data from the TREC disks used in the question-answering track in TREC-9. Specifically 
these include: Wall Street Journal 1987-1992; AP newswire 1989-1990; San Jose Mercury News 
1991; Financial Times 1991-1994; LA Times from disk 5; and FBIS from disk 5.
In addition, each set had on average 1 0  documents and each document was at least 1 0  sentences 
long, but had no maximum length. For each document there was a summary of the approximate 
length of 100 words. Also, there were four multi-document summaries for each set, namely, 400, 
200, 100 and 50 word summaries produced from the 400 words summary.
DUG 2002
For 2002, NIST produced 60 reference sets. Each set contained documents, single-document 
abstracts, and multi-document abstracts and extracts, with sets defined by different types of 
criteria such as event sets, biographical sets, and so on. The document sets contained data from 
the TREC disks used in the question-answering track in TREC-9, such as: Wall Street Journal 
1987-1992; AP newswire 1989-1990; San Jose Mercury News 1991; Financial Times 1991-1994; 
LA Times from disk 5; and FBIS from disk 5.
Each set had an average of 10 documents. The documents were at least 10 sentences long, but had 
no maximum length. Each document had a single-document abstract, with an approximate length 
of 100 words. Additionally, there were four multi-document abstracts for each set. A 200-word 
abstract was produced first, and then a 100-word, a 50-word, and a 10-word abstract. The 200-, 
100-, and 50-word abstracts were written in complete sentences, and the 10-word abstract, in the 
form of a headline. Finally, each set had 2 multi-document extracts, a 400-word extract produced 
first, and then a 200-word extract from it. Each extract consisted of some subset of the sentences 
in the document set.
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,23DUC 2003'
DUC 2003 used documents from the TDT and TREC collections. Specifically, these included:
a) 30 TREC document clusters
NIST assessors chose 30 clusters of TREC documents related to subjects of interest to them. 
Each subset contained on average 10 documents. The documents came from the following 
collections: AP newswire, 1998-2000; New York Times newswire, 1998-2000; Xinhua News 
Agency (English version), 1996-2000.
b) 30 TDT document clusters
NIST assessors chose 30 TDT topics/events/timespans and a subset of the documents TDT 
annotators found for each topic/event/timespan. Each subset contained on average 10 
documents, and the documents came from the same collections identified above.
c) 30 TREC Novelty track document clusters
NIST staff chose 30 TREC Novelty Track question topics and a subset of the documents 
TREC assessors found relevant to each topic. Each subset contained on average 22 
documents. The documents came from the following collections: Financial Times of London, 
1991-1994; Federal Register, 1994; FBIS, 1996; Los Angeles Times 1989-1990.
From DUC data we have used the following corpus for this study:
• Summaries of single documents of about 100 words for DUC 2001 and DUC 2002. In total, 
15 systems submitted 3,304 summaries for DUC 2001. For DUC 2002, 17 systems submitted 
7,359 summaries.
• Very short summaries of single documents of about 10 words for DUC 2003, where 14 
systems submitted in total 8,050 summaries.
4.4.2 Evaluation of Evaluation: Methods and Results
We pointed out in the beginning of section 4.4 that the assessment of an automatic evaluation 
metric should be carried out through correlation analysis. In the statistical literature, this type of 
analysis makes use of measures of correlation, which are, according to Sheskin [85], ‘descriptive 
statistical measures that represent the degree of relationship between two or more variables’. 
These descriptive measures are known as correlation coefficients. Those coefficients, when 
calculated, produce a value within the range of -1 to +1. If a value of +1 is obtained, there is a
^  Section 3.2.3 contains a detailed description of DUC 2003 (p.42)
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perfect positive correlation; if a value o f - 1  is obtained, there is a perfect negative correlation, and 
a value of zero indicates no correlation at all. This range (-1 to +1), in fact, denotes the strength of 
the relationship between the two variables.
A question arises at this point: is it possible to determine if one metric is “better” than another 
through correlation analysis? In other words, how to proceed in comparative evaluations, like 
ROUGE versus VERT, for instance? In comparative evaluations we believe that the answer is 
ranking correlation [96], [98]. What we mean is the rankings produced by a particular scoring 
method (an evaluation metric, in our context) are more important than the scores themselves. This 
insight is given by Kendall’s Tau ( t)  correlation coefficient [85]. Kendall’s t  calculates the 
“distance” between two rankings as the minimum number of pairwise adjacent swaps necessary to 
convert one ranking into the other. The “distance” value, which is normalised by the number of 
items being ranked, is the correlation coefficient. In other words, Kendall’s t  depends on the 
number of inversions in the rank order of one variable when the other variable is ranked in order. 
If the correlation is 1.0, we have two identical rankings; if  it is -1.0, we have a correlation 
between a ranking and its perfect inverse; and if it is 0 .0 , there is no correlation.
We then computed, for each set of DUC data (i.e. 2001, 2002 and 2003), the Kendall’s t  
correlation coefficient. This correlation coefficient was computed between the systems’ average 
VERT-C and VERT-F scores, and their respective mean coverage scores as assigned by NIST 
assessors. The mean coverage scores were assigned by human judges where they examined the 
percentage of content overlap between a manual summary and the candidate summary using 
Summary Evaluation Environment^'^ developed by the University of Southern California’s 
Information Sciences Institute.
Table 4.8 shows the Kendall’s t  correlation coefficient of VERT-C and VERT-F scores versus 
human judgements on DUC 2001 and 2002 data, which consist of single summaries of 100 words, 
and also on DUC 2003 data, which consist of very short summaries of 10 words.
Table 4.8: Kendall’s r correlation coefficient of VERT scores versus human scores for DUG 2001,
2002 and 2003 data
DUG VERT-G vs Humans VERT-F vs Humans
2001 0.78 0.91
2002 0.52 0.89
2003 0.59 0.95
24 SEE is available at http://www.isi.edu/~cyFSEE
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As can be seen in Table 4.8, VERT-F achieved a good correlation with human scores compared to 
VERT-C. A possible explanation for the difference in terms of performance between VERT-C 
and VERT-F is due to the difference of the approaches. VERT-F is based on the matching of all 
words between a reference text and a candidate text; that is, each text is split in clauses (a word is 
the minimum clause in this case), and the matching is carried out. On the other hand, VERT-C is 
word frequency based, that is, only the most frequent words in the reference and in the candidate 
text are considered in the calculation, resulting then, in less similarity.
One might ask: what about the comparative evaluations? What about ROUGE and BLEU against 
VERT? Similarly, we computed Kendall’s r  between ROUGE, BLEU and human scores. These 
values are shown in Table 4.9 below.
Table 4.9: Kendall’s Tcorrelation coefficient of BLEU and ROUGE scores versus human scores for
DUG data
DUG BLEU vs Human ROUGE vs Human
2001 0.64 0.85
2002 0.54 0.99
2003 0.05 0.97
We decided to put all the results into a chart in order to illustrate better the metrics performances. 
Looking at Figure 4.7, we observe that the best performance was achieved by ROUGE, which 
outperforms our metric VERT-C, and BLEU. On the other hand, VERT-F and ROUGE 
comparatively presented almost the same performance. BLEU showed the poorest performance 
amongst the other metrics. These results also highlight the achievement of our proposed metric 
VERT; or more specifically VERT-F.
M etrics Com parison
□ DUG 2001K en d a ll's  Tau 0 .5
DUG 2002
□ DUG 2003
VERT-G VERT-F BLEU ROUGE 
M etrics
Figure 4.7: Comparative Chart
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4.4.3 Lessons Learnt
The previous section has presented the results of the main study into automatic summary 
evaluation. The need for this investigation was justified on the grounds that it would be necessary 
to test the performance of VERT in order to verify its reliability. In this manner, a more 
comprehensive investigation into the power of our evaluation procedure was carried out. The 
investigation relied on correlation analysis.
The outcomes of the experiment reported in section 4.4 indicated that VERT-F performed better 
than VERT-C for DUC 2001, DUC 2002 and DUC 2003 data due to the difference between the 
approaches. Furthermore, we also found a high and positive statistically significant correlation 
between VERT scores and human scores. This can be considered as a significant achievement 
because three years of human evaluation data have been used to perform the correlation analysis.
Also, we found it worthwhile to use these existing metrics (BLEU and ROUGE), as baselines for 
a comparative evaluation because ranking correlation presents itself as an interesting method due 
to its strong statistical background. We plotted the Kendall’s r  correlation coefficients for BLEU, 
ROUGE and VERT against human scores produced in DUC 2001, DUC 2002 and DUC 2003. 
The results suggest that VERT-F can be used as a reliable summary evaluation metric, since it 
presented performance results similar to ROUGE, which is the official metric utilised by NIST in 
two editions of DUC (2004 and 2005).
4.5 Brief Conclusion
The previous section (4.4) has presented the experiments conducted in order to test VERT’s 
performance.
We have utilised correlation analysis, a kind of statistical investigation which makes use of 
correlation coefficients. These coefficients quantify the degree of relationship between two or 
more variables. Kendall’s r  correlation coefficient has been used. The outcomes of the experiment 
revealed that VERT-F outperformed VERT-C due to a difference between the rationales of the 
methods. The rationale behind VERT-F is based on the matching of all words (n-gram matching) 
contained in the reference and the candidate text, and the rationale behind VERT-C is based on 
choosing only content words, i.e. the most frequent words in the reference and the candidate text. 
We believe that VERT-C rationale tended to worsen its performance. Another finding from this 
experiment showed that VERT-F scores correlated highly and positively in relation to human 
scores, which can be considered a relevant attainment to this investigation.
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We also have found that doing a comparative evaluation (ranking correlation) amongst BLEU, 
ROUGE and VERT against human scores, ROUGE outperformed the other two. However, 
VERT-F had a similar performance in relation to ROUGE, the official metric used by NIST, and 
we therefore conclude that VERT-F can be considered as an automatic summary evaluation 
metric.
In conclusion, we believe that the notion of ranking correlation, that is, comparative evaluation, is 
central to summary evaluation research; or more specifically, evaluation of evaluation. Using, as 
background, a mature discipline like statistics, we can confirm that our evaluation experiments are 
significant and their results are consistent. Moreover, our work contributed to solid advance in the 
state of the art.
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Chapter 5
5 Conclusion
In this chapter an overview of the main findings obtained so far will be provided. The main 
findings will be discussed and compared with the aims declared in the Introduction. Also, some 
suggestions for further research are made.
First of all, however, a brief review of the work undertaken is provided.
In Chapter 1, the major aim of the investigation was outlined, namely the development of a novel 
automatic summary evaluation procedure. Initial thinking and information about the subject were 
discussed and expectations related to these questions were outlined.
In Chapter 2, firstly some studies pertinent to text summarisation were reviewed. Five main 
approaches were described: namely, frequency-based, sentences/clauses selection, discourse 
structure analysis, script-based analysis and textual cohesion. A number of methods that had been 
implemented and which were particularly relevant to this work were reviewed. Secondly, a 
description was provided of the major approaches to summary evaluation according to the 
classification proposed by Tucker [92]. Thirdly, a review of the most frequently used summary 
evaluation metrics was presented.
Chapter 3 described the development of a computational framework, which is, in fact, an 
automatic summary evaluation system called VERT. It was shown that VERT contains two kinds 
of metrics, namely VERT-C and VERT-F: VERT-C is based on a well known and powerful 
statistical test; and VERT-F is based on a graph theory that leads into precision and recall. 
Furthermore, the choice of methodology for producing the summaries was explained. The focus 
was on the concept of lexical cohesion. It was shown that in a text, words which are related 
(repeated) have a ‘connection power’ and therefore, this power is one of the strongest textual 
devices for producing cohesion. Our system prototype -  SummariserPort, is based on lexical 
cohesion and depends on the identification of relationships within a text that lead to an optimal 
summary creation.
In Chapter 4, three test experiments undertaken were elaborated. These experiments revealed 
some aspects about the way summaries can be assessed using different methods and/or metrics. 
Later in this chapter, the evaluation of VERT was reported. The chapter ends with a summary of 
the results.
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5.1 Discussions and Directions for Future Work
The implications of the results obtained in VERT system evaluation presented in this thesis are 
discussed in this section. Also, the directions in which this work can be taken forward are 
addressed.
The present study has some implications for the manner in which summaries can be evaluated 
automatically. The major finding is the confirmation that an automatic evaluation metric can be 
used for such a task: VERT-F is promising in that the statistics it produces has a high-level 
correlation with human judgments. VERT-C is less promising in this thesis. The correlation 
analysis mentioned above, determines the degree to which two variables co-vary (i.e., vary in 
relationship to one another). In other words, the analysis assesses the degree of relationship 
between two variables, in our case, the automatic metric score and human assigned score. If a 
good correlation is obtained, the use of automatic scores to predict corresponding human 
judgment scores may be undertaken. In this sense, the approach pursued in this investigation 
follows Lin’s approach [44]. This is evident by the emphasis placed throughout VERT experiment 
on assessing its efficacy and reliability in section 4.4.
Our investigation contributes to current research on summary evaluation metrics. In Chapter 2 we 
reviewed the main metrics which have been applied to the study of this topic. Three main threads 
were identified: studies which used IR-based metrics (i.Q. precision, recall, f-measure): Jing et al 
[35], and Goldstein et al [27]; studies which used Statistical-based metrics (i.e. Kappa): Radev et 
al [73], and Mani et a l[5 \\, and studies which approached content-based metrics (i.e. cosine, n- 
gram): Donaway et al [21], Saggion et al [78], Lin and Hovy [46] and Lin [44]. With VERT, the 
summarisation research community can apply a valuable resource in order to evaluate their 
systems.
The results of the present research also suggest a complement to automatic evaluation of MT, like 
BLEU [6 8 ], and NIST [60] which is a variant of BLEU and ROUGE [47]. In the latter, Lin 
described two new evaluation methods for machine translation. Based on empirical results and 
using eight MT systems’ outputs, their human assessment data, and the reference translations 
from the 2003 NIST Chinese MT Evaluation [61], he concluded that both methods correlate with 
human judgments very well in terms of adequacy and fluency. Therefore, having access to these 
high quality large-scale human judgments used by Lin, and which were very hard to obtain, future 
research can explore application of VERT in MT.
The present study has also stressed the importance of repetition in text, which is a type of 
manifestation of lexical cohesion. This agrees with Hoey [33], who showed how repetition creates 
unity in text. In Chapter 3 we have explained the development of an application of Hoey’s 
approach, called SummariserPort [62]. The performance achieved by our system proved to be
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encouraging in DUC scenario, which is a very important annual event focusing on summarisation 
and the evaluations of summarisation systems. This performance suggests that an alternative 
perspective to summarise texts is possible.
We believe that summary evaluation is a rich area for further study, where several improvements, 
expansions, reworkings and alternatives can be performed.
Firstly, paraphrase is a powerful cohesion device used frequently by humans in text creation. 
When humans use such a device, different linguistic expressions are elicited for the same 
information. Consequently, knowledge about the linguistic variation or the variability of these 
linguistic expressions must be obtained. To do so, we believe that a development of a thesaurus- 
based module which will deal with paraphrasing options is a possible avenue for future research. 
Furthermore, the consideration and inclusion of this module has the potential for better correlation 
with human judgments, because it will examine and estimate the degree of difference between the 
reference text and the candidate text in more detail.
Secondly, as mentioned above (p.89), another interesting possibility would be that VERT can be 
viewed as a possible alternative to automatic evaluation of MT. Therefore, subsequent research 
could look at this issue.
Finally, there are other corpora to investigate. It would be worthwhile, for example, to use VERT 
in different domains such as scientific papers, for example.
5.2 Afterword
As stated in the introduction (section 1.2, p.3), the major aim of the study reported in this thesis 
was to develop an automatic evaluation metric with two fundamental characteristics: 1) it should 
be based on a new metric which could provide summary evaluation without human assistance; 2) 
it should borrow insights from research in summary evaluation, statistics and natural language 
processing (NLP), so that it could make a contribution to these fields. A major characteristic of 
the analysis of the evaluation metric development was that it was carried out from various points 
of view. Because of this, several lessons could be drawn:
• Direct evaluation is straightforward, but only if applied in small scale;
• Task-based evaluation is very useful because it assesses a summary in a real-life situation, but 
it takes long time and generates issues such as background, mood and bias when humans are 
involved;
• A neural network known as Kohonen SOFM can be used as a consistent automatic procedure 
for evaluating summaries. However, one of the main components of this procedure is the
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choice of salient words, which is carried out manually, and the procedure’s performance 
depends crucially on this component. This was revealed to be unrealistic in relation to the aim 
of this study.
Moreover, the final analysis was performed automatically.
The key achievements of the present study are:
• Summarisation techniques developed by Benbrahim and Ahmad [8] were used. We have re­
implemented their system in a modem, web-related programming language -  Java;
• An abstract model of Hoey [33] was developed and presented in a pseudo-code algorithm 
(Figure 3.5);
• A series of experiments with humans were conducted and conclusions were drawn about our 
summarisation system -  SummariserPort [62];
• Summaries produced by our program were submitted to DUC 2003 and 2004 and 
SummariserPort performed moderately well;
• A neural computing method was developed and tested against streaming news from Reuters;
• Evaluation metrics have been assessed, especially the most recently developed ROUGE and 
BLEU methods;
• A ranking correlation-based method was carried out and relates to the relevance correlation 
methods reported by Radev et al\l?>\,
• A novel computational framework based on n-gram matching technique has been developed 
and presented (Figures 3.14 and 3.15);
• Key result obtained was: comparison with performance scores given by human scores and 
VERT-C and VERT-F (Tables 4.8 and 4.9) using three years of DUC data (2001, 2002, 
2003).
In summary, the study reported in this thesis has managed to develop a computer-implemented 
automatic procedure for assessing summaries, following insights from statistics and NLP, and 
therefore the main aims of the thesis have been achieved. The two specific aims were also 
attained:
• A variety of evaluation techniques was experimented with, both manual and automatic.
• Specific and specialized computer software was developed exclusively to help in the 
assessment of the summaries.
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Finally, automatic summary evaluation is still in its infancy. Although it is a science and an art, it 
is nevertheless still limited. General advances in this field will therefore require increasingly 
efficient and robust methods of automatic assessment; in general terms, this growth of activity and 
interest will be welcomed. It will be essential for the progress and health of summarisation, in 
both intellectual and practical terms.
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Appendix A
This appendix contains the five texts and their respective summaries used in Test Experiment 1 
(cf. section 4.3.1).
*** ORIGINAL TEXT Di
[1] Telecoms and techs lead FTSE higher.
[2] Leading shares have edged higher in early trade, boosted by gains in technology 
stocks in response to a Wall Street rally and positive expectations for the economic 
outlook.
[3] British Airways surged 6.1 percent to 226p ahead of the release of its December 
traffic data and after KLM Royal Dutch Airlines said its traffic grew in December 
compared with November.
[4] BA releases its traffic figures at 2.14 p.m.
[5] Its passenger traffic fell for the tenth consecutive month in November, but 
December's short-haul business is expected to have benefited from Christmas holiday 
traffic.
[6] The benchmark FTSE 100 index added 8.6 points or 0.16 percent to 5,327.4 by 8.23 
a.m., having climbed 100 points on Thursday to a four-week closing high.
[7] "The Nasdaq was particularly strong for the second day running and there is a 
perception that the biggest gains and returns on equity will be in the technology sector", 
said Financial Spreads trader Tom Hougaard.
[8] Chip designer ARM Holdings jumped 4.8 percent on top of Thursday's near 10 
percent surge as a Nasdaq rally added to optimism generated by data showing a rise in 
global chip sales in November.
[9] Elsewhere among technology shares, Logica rose 2.7 percent, Marconi climbed 3.5 
percent and Misys added 3.3 percent, while the techMARK index of technology shares 
climbed 1.3 percent to 1,557.3.
[10] The telecoms sector provided 10 points of index upside, with mobile phone 
heavyweight Vodafone climbing 1.5 percent and BT Group up 1.3 percent.
[11] Drugs group AstraZeneca slipped 0.2 percent to 3,158p after noting on Thursday it 
does not have exclusive rights to a patent covering its top-selling ulcer drug Prilosec, 
further opening the door to generic competition.
*** SUMMARY Si
[6] The benchmark FTSE 100 index added 8.6 points or 0.16 percent to 5,327.4 by 8.23 
a.m., having climbed 100 points on Thursday to a four-week closing high.
[9] Elsewhere among technology shares, Logica rose 2.7 percent, Marconi climbed 3.5 
percent and Misys added 3.3 percent, while the techMARK index of technology shares 
climbed 1.3 percent to 1,557.3.
[10] The telecoms sector provided 10 points of index upside, with mobile phone 
heavyweight Vodafone climbing 1.5 percent and BT Group up 1.3 percent.
*** ORIGINAL TEXT D
[1] Oxford St recovery aids Selfridges.
[2] Upmarket department store Selfridges says sales recovered at its famed flagship 
store on London's Oxford Street during Christmas but that deep discounting will cut 
margins.
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[3] The store had been suffering from depressed tourist numbers following September 
1 1 .
[4] Around 20 percent of its customers are usually from overseas, with Americans 
making up four percent.
[5] Strong Christmas trade led to a one percent increase in sales at Oxford Street in the 
second half to date, and encouraged analysts to upgrade profit forecasts as they had 
already factored in the loss of margin.
[6] Chief Executive Vittorio Radice said he expects a satisfactory outcome for the year 
as a whole.
[7] "Everyone downgraded after September 11 which flattened tourist numbers," said 
Nathan Cockrell at Credit Suisse First Boston.
[8] "But it has not turned out nearly as badly as expected".
[9] Sales for the six weeks of the Christmas and winter sale period ended January 5 were 
up six percent at Oxford Street.
[10] For the second half to date, which only has four weeks left to run, total sales rose 
three percent, boosted by a 21 percent increase at the group's newer Manchester store.
[11] UPGRADES FOLLOW.
[12] CSFB has a strong buy recommendation on the stock, which fell 25 percent 
following September 11 and which has not yet clawed back those losses.
[13] Cockrell is upgrading his full year earnings forecast by around five percent to 43.6 
million pounds, just above the current consensus of 43.0 million.
[14] Oxford Street contributed 1.5 million pounds of that upgrade and the remainder 
came from better than expected sales in Manchester.
[15] Selfridges said its traditional January discounts had achieved record sales at Oxford 
Street but the deep discounts needed to clear excess autumn stock will mean own-bought 
margin for the second half is cut by more than one percentage point.
[16] Shares in the company slipped 0.6 percent in early Thursday trade to 314.3 pence.
[17] In the last six months the stock has underperformed its peer group by 18 percent 
and it is now trading at a discount to the sector, on a low multiple of 15.8 times this 
year's expected earnings.
[18] The company is set to open two new stores in Manchester and Birmingham in the 
next couple of years and sees potential to eventually have eight across the UK.
*** SUMMARY 0 2
[2] Upmarket department store Selfridges says sales recovered at its famed flagship 
store on London's Oxford Street during Christmas but that deep discounting will cut 
margins.
[5] Strong Christmas trade led to a one percent increase in sales at Oxford Street in the 
second half to date, and encouraged analysts to upgrade profit forecasts as they had 
already factored in the loss of margin.
[9] Sales for the six weeks of the Christmas and winter sale period ended January 5 were 
up six percent at Oxford Street.
[14] Oxford Street contributed 1.5 million pounds of that upgrade and the remainder 
came from better than expected sales in Manchester.
[15] Selfridges said its traditional January discounts had achieved record sales at Oxford 
Street but the deep discounts needed to clear excess autumn stock will mean own-bought 
margin for the second half is cut by more than one percentage point.
*** ORIGINAL TEXT D
[1] Lloyd's of London looks at dropping Names.
[2] Global insurance market Lloyd's of London will unveil proposals for sweeping 
changes in the way the market is funded on Thursday — which could end its reliance on 
the personal wealth of individual investors known as Names.
[3] The 300-year-old market launched a "root and branch" review last year, using 
consultants Bain & Co, to help it compete more effectively against other insurance 
centres such as Bermuda.
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[4] Lloyd's has already made major changes after a string of catastrophes nearly 
bankrupted the market in the 1980s.
[5] Since then there has been a dramatic fall in the number of Names investing in it.
[6] The number of Names has fallen from 34,000 in the early 1990s to 2,490 now.
[7] Names have to pledge their entire wealth to back Lloyd's insurance risks and were 
traditionally the backbone of the market, but these days the bulk of the market's capital 
comes from companies.
[8] A Lloyd's spokesman said the review, led by Lloyd's Chairman Sax Riley, would 
look at all aspects of the way the market operates, including capital and structure.
[9] Riley's review committee will submit its proposals to the Lloyd's governing council 
on Thursday, which will kick off a consultation with all the market's members and other 
interested parties, including regulators.
[10] Lloyd's is facing its biggest ever single loss from the September 11 attacks on the 
World Trade Centre, which it has estimated at 1.9 billion pounds.
[11] But rising insurance premiums in the wake of the disaster have attracted more 
money into Lloyd's, as investors seek to participate in the insurance market upturn.
[12] This year Lloyd's expects to do a record 12.3 billion pounds of insurance business, 
an increase of 1.3 billion over last year.
[13] But some industry commentators say Lloyd's could have pulled in more capital if it 
had modernised some of its more antiquated practices.
[14] These include a three-year accounting system and a lengthy accreditation process, 
which makes it costly to do business in the market.
[15] Some insurance industry commentators see its complicated structure as a deterrent 
to new members.
[16] The review could lead to changes in Lloyd's accounting system.
[17] It currently reports results three years in arrears, but its 108 syndicates, mini­
insurance companies, are organised as annual ventures.
[18] NAMES' DAYS NUMBERED?.
[19] And the proposals could mean the end of era for the Names, who traditionally came 
from Britain's landed gentry, seeking high returns as well as the prestige of being a 
member of an elite club of wealthy individuals who invested in Lloyd's.
[20] The Queen Mother is an honorary Name and has presided over some glittering 
social functions at Lloyd's.
[21] Many of the remaining Names have hung on despite the market's rollercoaster 
performance, including its near ruin in the 1980s from losses from natural disasters and 
huge asbestos-related illness claims.
[22] But there have been tensions between Names and the corporate members, which 
include some large insurance companies.
[23] Some of them want the market to modernise, and fast.
[24] The Names could be phased out over time.
[25] They can already convert to individual corporate members -  so-called Name Cos — 
trading with limited liability.
*** SUMMARY S-
[1] Lloyd's of London looks at dropping Names.
[2] Global insurance market Lloyd's of London will unveil proposals for sweeping 
changes in the way the market is funded on Thursday — which could end its reliance on 
the personal wealth of individual investors known as Names.
[7] Names have to pledge their entire wealth to back Lloyd's insurance risks and were 
traditionally the backbone of the market, but these days the bulk of the market's capital 
comes from companies.
[8] A Lloyd's spokesman said the review, led by Lloyd's Chairman Sax Riley, would 
look at all aspects of the way the market operates, including capital and structure.
[9] Riley's review committee will submit its proposals to the Lloyd's governing council 
on Thursday, which will kick off a consultation with all the market's members and other 
interested parties, including regulators.
[11] But rising insurance premiums in the wake of the disaster have attracted more 
money into Lloyd's, as investors seek to participate in the insurance market upturn.
[12] This year Lloyd's expects to do a record 12.3 billion pounds of insurance business, 
an increase of 1.3 billion over last year.
[19] And the proposals could mean the end of era for the Names, who traditionally came 
from Britain's landed gentry, seeking high returns as well as the prestige of being a 
member of an elite club of wealthy individuals who invested in Lloyd's.
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*** ORIGINAL TEXT D
[1] FTSE gains on strong techs.
[2] Leading shares have advanced this morning as Vodafone led telecom and technology 
stocks higher after overnight Nasdaq gains and in anticipation o f results from cellphone 
maker Nokia.
[3] Software firm Autonomy was an early standout feature on Thursday, surging 10.5 
percent after reporting profits at the higher end o f analysts' expectations and saying it 
believed its market had begun to turn.
[4] Nokia rose four percent amid rising optimism over the group's prospects.
[5] Investors were likely to maintain a cautious stance ahead o f testimony from U.S.
[6] Federal Reserve Chairman Alan Greenspan later in the day, dealers said.
[7] The blue-chip index added 14.7 points or 0.28 percent to 5,195.3 in early trading, 
after climbing 31 points to the highest close in nearly two weeks on Wednesday.
[8] "We look to be moving a bit better with some follow through from buying yesterday.
[9] Eyes are on the results from Nokia and on the testimony from Greenspan later 
today", said one dealer.
[10] Nokia's fourth-quarter figures are due at 10 a.m.
[11] Vodafone provided six points o f upside to the main index, rising 1.3 percent to 160- 
3/4 pence.
[12] Elsewhere in the sector, mm02 added 1.2 percent.
[13] Underpinning the firmer tone was the 2.1 percent gain for the tech-heavy Nasdaq 
composite on Wednesday.
[14] Chip designer ARM added 2.3 percent, Logica rose 1.1 percent.
[15] Among other technology shares, software group Misys added 3.6 percent as it 
reported first-half profits in line with market forecasts and said it was cautiously 
optimistic on the second-half outlook.
[16] Debt-laden telecoms equipment maker Marconi bounced 5.8 percent to 27-1/2 
pence as worries subsided in the wake o f its 16 percent fall on Wednesday amid worries 
that restructuring talks might hit pitfalls.
*** SUMMARY S.
[3] Software firm Autonomy was an early standout feature on Thursday, surging 10.5 
percent after reporting profits at the higher end o f analysts' expectations and saying it 
believed its market had begun to turn.
[6] Federal Reserve Chairman Alan Greenspan later in the day, dealers said.
[9] Eyes are on the results from Nokia and on the testimony from Greenspan later 
today", said one dealer.
[15] Among other technology shares, software group Misys added 3.6 percent as it 
reported first-half profits in line with market forecasts and said it was cautiously 
optimistic on the second-half outlook.
*** ORIGINAL TEXT D
[1] Phone giants sue Turkish Telsim family.
[2] Finland's Nokia and Motorola, the world's two largest mobile telephone makers, 
have filed a joint lawsuit charging the owners o f Telsim, Turkey's No. 2 wireless carrier, 
with fraud under U.S. anti-racketeering laws.
[3] The two handset makers filed the suit, which seeks the recovery o f  about $3 billion 
(2.1 billion pounds) in loans plus damages, in U.S.
[4] District Court in New York.
[5] It charges that Telsim's owners, the Uzan family, intentionally defrauded the two 
companies in violation o f the U.S.
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[6] Racketeer Influenced and Corrupt Organisations, or RICO, statute.
[7] The Uzan family could not be reached for comment.
[8] The suit was filed against Kemal Uzan, four children including Telsim Chairman 
Hakan Uzan and board member Cem Uzan, three Uzan-controlled firms and an 
individual close to the family.
[9] "We are taking the unusual step o f jointly filing this action because it is clear to both 
companies that the Uzans had no intention o f dealing in good faith with us in an effort to 
resolve this situation". Motorola's general counsel, Peter Lawson, said in a statement.
[10] "This action is in recognition that this is not a normal commercial dispute between 
private parties — it is, rather, a premeditated and unlawful attempt by the Uzans to rob 
both Motorola and Nokia o f our assets", he added.
[11] The RICO statute was designed to eliminate organised crime and racketeering in 
legitimate businesses operating across state lines.
[12] Over the years, RICO cases have encompassed illegal activities related to 
enterprises affecting interstate or foreign commerce.
[13] PRESSURE ON TURKISH GOVERNMENT.
[14] Bear Steams analyst Wojtek Uzdelewicz said the lawsuit was more to put pressure 
on the Turkish government and did not mean much to investors as the process will be 
long and the companies had already taken reserves for the loans.
[15] He added Motorola is not likely to get back anything close to $2 billion.
[16] Nokia and Motorola last year hired a U.S.-based private investigator, Kroll 
Associates, to look into the assets o f the Uzan family, whose wealth was estimated last 
year at $1.6 billion.
[17] The Uzan family last year ranked fifth in a published list o f Turkish billionaires.
[18] Hakan Uzan said last year his family was prepared to pay some o f the money owed, 
followed by the remainder after a grace period to allow the struggling Turkish economy 
to recover.
[19] To boost sales in the past few years. Motorola, Nokia, Sweden's Ericsson and other 
major technology companies have loaned money to customers in an approach called 
vendor financing.
[20] The practice was especially aggressive in emerging markets such as Turkey, China 
and Latin America, where growth prospects seemed bright.
[21] Companies loaned their customers the money to buy products from them, a practice 
that backfired as business slowed and many smaller customers defaulted on payments.
[22] Motorola disclosed late last year that about $2 billion o f its $2.7 billion outstanding 
in vendor financing at the end o f September was related to Telsim, which has repaid 
$170 million.
[23] Motorola has since tightened its customer financing policies.
[24] The suit alleges 13 separate counts o f wrongdoing, including four counts o f  
criminal activity in violation o f RICO, Motorola and Nokia said.
[25] The RICO counts allege members o f the Uzan family as well as others tied to the 
Uzans entered into loan arrangements with Motorola and Nokia that they had no 
intention o f ever paying back.
[26] The companies said Motorola seeks more than $2 billion in compensatory damages, 
while Nokia seeks more than $700 million.
[27] They also want unspecified punitive damages, as well as triple damages under four 
counts relating to RICO.
[28] They are also asking the court to restore the value o f their loans.
[29] They said the Uzan family devalued their stakes in Telsim by two-thirds by diluting 
the shares held as collateral for the loans and designating them as nonvoting shares.
[30] A Motorola spokesman said the Uzans have extensive U.S. real estate holdings, but 
declined to say whether the Chicago area-based firm would push for those assets to be 
seized.
[31] Motorola and Nokia charge that the Uzans used deals that allowed them to shift 
assets from Telsim, in which Motorola and Nokia have a pledged stock interest, to other 
Uzan entities over which Motorola and Nokia have no interest.
[32] The companies said the Uzans took action that will allow the transfer o f Telsim 
assets to a Turkish foundation, making it more difficult for creditors to receive loan 
repayment.
[33] Motorola and Nokia said the Uzans extorted and intimidated the handset makers' 
executives to avoid their debts, "including issuing threats, filing baseless criminal 
charges in Turkey... and hacking into Motorola's computer system".
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* * *  SUMMARY S;
[2] Finland's Nokia and Motorola, the world's two largest mobile telephone makers, 
have filed a joint lawsuit charging the owners o f Telsim, Turkey's No. 2 wireless carrier, 
with fraud under U.S. anti-racketeering laws.
[10] "This action is in recognition that this is not a normal commercial dispute between 
private parties — it is, rather, a premeditated and unlawful attempt by the Uzans to rob 
both Motorola and Nokia o f our assets", he added.
[16] Nokia and Motorola last year hired a U.S.-based private investigator, Kroll 
Associates, to look into the assets o f the Uzan family, whose wealth was estimated last 
year at $1.6 billion.
[19] To boost sales in the past few years. Motorola, Nokia, Sweden's Ericsson and other 
major technology companies have loaned money to customers in an approach called 
vendor financing.
[25] The RICO counts allege members o f the Uzan family as well as others tied to the 
Uzans entered into loan arrangements with Motorola and Nokia that they had no 
intention o f ever paying back.
[26] The companies said Motorola seeks more than $2 billion in compensatory damages, 
while Nokia seeks more than $700 million.
[31] Motorola and Nokia charge that the Uzans used deals that allowed them to shift 
assets from Telsim, in which Motorola and Nokia have a pledged stock interest, to other 
Uzan entities over which Motorola and Nokia have no interest.
[32] The companies said the Uzans took action that will allow the transfer o f Telsim 
assets to a Turkish foundation, making it more difficult for creditors to receive loan 
repayment.
[33] Motorola and Nokia said the Uzans extorted and intimidated the handset makers' 
executives to avoid their debts, "including issuing threats, filing baseless criminal 
charges in Turkey... and hacking into Motorola's computer system".
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Appendix B
This appendix contains the five texts and their respective summaries used in Test Experiment 2 
(cf. section 4.3.3).
*** ORIGINAL TEXT 
[ 1 ] FTSE seen up after U. S. rally.
[2] Leading shares are expected to kick off May with a slim gain after a rally by U.S. 
shares, although activity is expected to be subdued due to holidays across Europe.
[3] The steady tone could be aided by results from electricity company Scottish Power 
that, though down, were at the upper end o f the range o f expectations, while hotel and 
leisure company Whitbread and discount fashion retailer Matalan also made upbeat 
comments.
[4] Financial bookmakers forecast the FTSE 100 benchmark index would open five to 
10 points higher at just above 5,170 points after the index added 11.7 points to end at
5,165.6 on Tuesday.
[5] "It's mainly been a relief rally from oversold conditions," said Steve Hatton, analyst 
at online brokerage Deal4Free.
[6] Hatton said the FTSE had found technical support around 5,130-5,136 points, while 
he pegged chart resistance around 5,215-5,225.
[7] Oil heavyweight BP underpinned Tuesday's small rise in the FTSE with a three 
percent gain after solid results and an upbeat outlook soothed fears about tough industry 
conditions.
[8] Rival Shell is likely to attract attention prior to its quarterly results on Thursday, 
although dealers said the sector could ease back after oil prices dipped late on Tuesday 
after U.S. crude inventories made a surprise surge.
[9] Dealers said the overall tone should be positive, after U.S. shares were boosted as 
growing manufacturing activity and resilient consumer confidence revived hopes o f an 
economic turnaround.
[10] The Dow Jones industrial average rallied 126 points on Tuesday, or 1.3 percent, to
9,946, holding on to the bulk o f its 140-point gain at the time of the London market's 
close.
[11] The technology-loaded Nasdaq Composite Index climbed 31 points to 1,688.
[12] "Market activists clearly felt that the U.S. markets were oversold and they leapt in 
yesterday for some bargain basement material," said David Buik at Cantor Index.
[13] But the London market could suffer from the absence o f many European investors.
[14] Most European markets are closed on Wednesday due to the May Day holiday.
[15] MATALAN UPBEAT.
[16] Scottish Power reported a full-year pre-tax profit o f 567 million pounds, at the top 
end o f the forecast range o f 530-570 million pounds.
[17] It said a good recovery was underway, particularly in the United States.
[18] Miner BHP Billiton reported a third-quarter net profit o f $406 million (270 million 
pounds) and said it was still concerned about the strength o f recovery.
[19] Elsewhere, Whitbread reported an underlying 7.6 percent rise in annual profits and 
said its new financial year had got off to a promising start.
[20] And Matalan could give a lift to retailers after saying full-year profits grew 30 
percent and current trade remains strong.
[21] Later in the day Shire Pharmaceuticals releases quarterly results, after it warned in 
February that generic competition to its top selling hyperactivity drug Adderall could 
wipe out growth this year.
[22] Heavyweight pharmaceuticals company GlaxoSmithKline is expected to dip as its 
shares go ex-dividend.
[23] GSK is paying a nine pence dividend.
[24] Centrica and Rentokil Initial are the other FTSE stocks to go ex-dividend.
[25] Media stocks are likely to remain in the spotlight after ITV Digital, the joint 
venture between Granada and Carlton Communications, switched off its pay TV 
channels on Tuesday, abandoning its fight for survival because it could not pay its bills 
or find a buyer for the business.
107
Appendix B
*** SUMMARY
[1] FTSE seen up after U.S. rally.
[2] Leading shares are expected to kick off May with a slim gain after a rally by U.S. 
shares, although activity is expected to be subdued due to holidays across Europe.
[3] The steady tone could be aided by results from electricity company Scottish Power 
that, though down, were at the upper end o f the range o f expectations, while hotel and 
leisure company Whitbread and discount fashion retailer Matalan also made upbeat 
comments.
[4] Financial bookmakers forecast the FTSE 100 benchmark index would open five to 
10 points higher at just above 5,170 points after the index added 11.7 points to end at
5,165.6 on Tuesday.
[5] "It's mainly been a relief rally from oversold conditions," said Steve Hatton, analyst 
at online brokerage Deal4Free.
[6] Hatton said the FTSE had found technical support around 5,130-5,136 points, while 
he pegged chart resistance around 5,215-5,225.
[8] Rival Shell is likely to attract attention prior to its quarterly results on Thursday, 
although dealers said the sector could ease back after oil prices dipped late on Tuesday 
after U.S. crude inventories made a surprise surge.
[9] Dealers said the overall tone should be positive, after U.S. shares were boosted as 
growing manufacturing activity and resilient consumer confidence revived hopes o f an 
economic turnaround.
[10] The Dow Jones industrial average rallied 126 points on Tuesday, or 1.3 percent, to
9,946, holding on to the bulk o f its 140-point gain at the time o f the London market's 
close.
[16] Scottish Power reported a full-year pre-tax profit o f 567 million pounds, at the top 
end o f the forecast range o f 530-570 million pounds.
[18] Miner BHP Billiton reported a third-quarter net profit o f $406 million (270 million 
pounds) and said it was still concerned about the strength o f recovery.
[21] Later in the day Shire Pharmaceuticals releases quarterly results, after it warned in 
February that generic competition to its top selling hyperactivity drug Adderall could 
wipe out growth this year.
[23] GSK is paying a nine pence dividend.
[24] Centrica and Rentokil Initial are the other FTSE stocks to go ex-dividend.
[25] Media stocks are likely to remain in the spotlight after ITV Digital, the joint 
venture between Granada and Carlton Communications, switched off its pay TV 
channels on Tuesday, abandoning its fight for survival because it could not pay its bills 
or find a buyer for the business.
*** ORIGINAL TEXT
[1] Shares rise after Wall St gains.
[2] Leading shares climbed after gains on Wall Street and with British Airways rising 
three percent after revealing better-than-expected results.
[3] Gains were capped in early Monday trade on Britain's FTSE 100 index as weaker 
U.S. stock index futures signalled a drab start for New York.
[4] BA, Europe's largest airline, was up 7-1/4 pence at 242-3/4p after news o f a pre-tax 
loss o f 200 million pounds in the year to March 31, its first loss since being privatised 
15 years ago but well below forecasts for a 306-million-pound loss.
[5] The blue-chip index rose 19.8 points or 0.38 percent to 5,237.8 by 0825 a.m, having 
dropped 30.5 points or 0.6 percent on Friday.
[6] "The British Airways results were better-than-expected and that has given us a bit of 
a boost," said one dealer.
[7] Drugs giant AstraZeneca rose one percent after a report that its experimental cancer 
drug Iressa shrinks the tumours in advanced lung cancer patients and improves their 
symptoms.
[8] Irish pharmaceuticals company Elan climbed 3.1 percent after an industry source 
said on Sunday that it is considering a major share buyback programme and 
restructuring measures as it attempts to bounce back from recent troubles.
[9] Mobile phone handset maker Filtronic fell 6.8 percent after saying it expected total 
sales in the second half o f the financial year to have declined slightly from the first half 
amid difficult market conditions.
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[10] Alternative telecoms operator COLT Telecom tacked on 5.2 percent to 50-1/2 
pence after the Independent on Sunday said BT was mulling a one billion pound bid for 
the company.
[11] BT was 0.4 percent higher.
[12] Telecoms generally were firm, with mm 02 up 2.2 percent.
[13] On Wall Street, stocks rose as an upbeat outlook from the computer-chip sector 
and strong results from Dell Computer drove the technology-loaded Nasdaq to its largest 
weekly jump in more than a year.
[14] Nasdaq rose 11 points, having been down two points when the London market 
closed.
[15] The blue-chip Dow Jones industrial average rose 64 points, compared with a loss 
o f 28 points at the end o f UK trading.
*** SUMMARY
[1] Shares rise after Wall St gains.
[2] Leading shares climbed after gains on Wall Street and with British Airways rising 
three percent after revealing better-than-expected results.
[4] BA, Europe's largest airline, was up 7-1/4 pence at 242-3/4p after news o f a pre-tax 
loss o f 200 million pounds in the year to March 31, its first loss since being privatised 
15 years ago but well below forecasts for a 306-million-pound loss.
[6] "The British Airways results were better-than-expected and that has given us a bit o f  
a boost," said one dealer.
[9] Mobile phone handset maker Filtronic fell 6.8 percent after saying it expected total 
sales in the second half o f the financial year to have declined slightly from the first half 
amid difficult market conditions.
[10] Alternative telecoms operator COLT Telecom tacked on 5.2 percent to 50-1/2 
pence after the Independent on Sunday said BT was mulling a one billion pound bid for 
the company.
[13] On Wall Street, stocks rose as an upbeat outlook from the computer-chip sector 
and strong results from Dell Computer drove the technology-loaded Nasdaq to its largest 
weekly jump in more than a year.
[15] The blue-chip Dow Jones industrial average rose 64 points, compared with a loss 
o f 28 points at the end o f UK trading.
*** ORIGINAL TEXT 
[ 1 ] Weak opening seen for FTSE.
[2] The FTSE 100 index is set to lose a little ground at today's opening after Wall Street 
added to losses overnight, and is seen struggling to find the impetus to move much 
within its long-term range.
[3] Traders see the blue chip index initially losing a handful o f points from Monday's 
10-point lower close o f 5,208.1, continuing to be preoccupied about the economic 
outlook and the prospect for à turnaround in company fortunes.
[4] Traders said a 124-point fall in the Dow Jones industrial average on Monday should 
have a muted impact because the U.S. index had been showing a three-digit loss by the 
end o f the London day -  one o f the quietest sessions so far this year.
[5] Wall Street was preoccupied by weakness in a key gauge o f economic activity and 
worries that the United States could face another attack by al Qaeda.
[6] "After the Dow drop off yesterday we're looking for the index to go down about five 
points.
[7] The Dow futures are off again this morning, but they're a bit above their lows which 
is a good indication that the FTSE can hold relatively steady," said a trader at an online 
brokerage.
[8] Full year pre-tax profit from Marks & Spencer came in at 646.7 million pounds, 
beating consensus estimates at 630 million and at the upper end o f a 625-650 million 
range.
[9] Dealers said the continuing turnaround in fortunes for the retailer was likely to help 
its shares move up from Monday's closing price o f 410-1/2 pence.
[10] "I don't know if  the Marks figures will give the market a push but they should help 
their own shares," said a trader.
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[11] The high street retailer also said it was paying a final dividend o f 5.8 pence a share 
and said its clothing buying margin was up three percentage points over the past 12 
months.
[12] Music giant EMI brought in year adjusted pre-tax profit o f 153.3 million pounds, 
squeezing above forecasts o f 150 million pounds.
[13] Early indications showed the shares edging just above their closing price o f 290- 
1/2 pence.
[14] EMI said the global market share for recorded music fell 0.7 percent to 13.4 
percent but said restructuring plans for the operation were on track and that it expected 
substantial improvement in operating performance in the year ahead.
[15] Elsewhere power producer International Power beat analysts' forecasts for its first 
quarter earnings growth, while catering group Compass said first half pre-tax profit was 
258 million pounds, at the upper end o f a 250-260 million pound forecast range.
[16] The company also issued a confident outlook for growth and margin improvement.
[17] Mobile phone giant Vodafone will draw a spotlight after a report in the Financial 
Times that it will discuss whether it should write down the value o f larger acquisitions it 
made on a European buying spree at a board meeting today.
[18] Chip designer ARM Holdings and other techs could receive a boost after Chartered 
Semiconductor, the world's number three contract chip maker, raised its revenue 
estimate and cut its second quarter loss forecast.
*** SUMMARY
[3] Traders see the blue chip index initially losing a handful of points from Monday's 
10-point lower close o f 5,208.1, continuing to be preoccupied about the economic 
outlook and the prospect for a turnaround in company fortunes.
[4] Traders said a 124-point fall in the Dow Jones industrial average on Monday should 
have a muted impact because the U.S. index had been showing a three-digit loss by the 
end o f the London day — one o f the quietest sessions so far this year.
[6] "After the Dow drop off yesterday we're looking for the index to go down about five 
points.
[8] Full year pre-tax profit from Marks & Spencer came in at 646.7 million pounds, 
beating consensus estimates at 630 million and at the upper end o f a 625-650 million 
range.
[9] Dealers said the continuing turnaround in fortunes for the retailer was likely to help 
its shares move up from Monday's closing price o f 410-1/2 pence.
[11] The high street retailer also said it was paying a final dividend o f 5.8 pence a share 
and said its clothing buying margin was up three percentage points over the past 12 
months.
[12] Music giant EMI brought in year adjusted pre-tax profit of 153.3 million pounds, 
squeezing above forecasts o f 150 million pounds.
[13] Early indications showed the shares edging just above their closing price o f 290- 
1/2 pence.
[14] EMI said the global market share for recorded music fell 0.7 percent to 13.4 
percent but said restructuring plans for the operation were on track and that it expected 
substantial improvement in operating performance in the year ahead.
[15] Elsewhere power producer International Power beat analysts' forecasts for its first 
quarter earnings growth, while catering group Compass said first half pre-tax profit was 
258 million pounds, at the upper end o f a 250-260 million pound forecast range.
[18] Chip designer ARM Holdings and other techs could receive a boost after Chartered 
Semiconductor, the world's number three contract chip maker, raised its revenue 
estimate and cut its second quarter loss forecast.
*** ORIGINAL TEXT
[1] Gurus see stocks bouncing like golf ball.
[2] Wonder what's in store for Wall Street?
[3] Climb up to the top o f the Empire State Building and drop a golf ball onto the street 
below.
[4] The ball likely will bounce back up three-quarters o f the height o f the famed New  
York City skyscraper before hitting the sidewalk again and bouncing repeatedly, each 
time rising to a level slightly below where it was before.
[5] This, roughly, is the shape the stock market is likely to take in coming years: A Big 
Bad Bear market punctuated by Little Rebounding Bull markets, according to an elite
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group o f Wall Street technical analysts interviewed at a recent convention in Jupiter, 
Florida.
[6] Technical analysts study the price action o f stocks, looking for chart patterns to plot 
market moves.
[7] In contrast, fundamental analysts look at earnings, economic indicators and interest 
rates to predict what will happen next to stocks.
[8] "In secular (long-term) bear markets, you will have cyclical bull markets," said Phil 
Roth o f Miller, Tabak & Co, during the Market Technicians Association's annual 
powwow.
[9] "We are essentially in a market like the mid 1970s to mid 1980s.
[10] We were not in a secular bull market, but you had short-lived bull markets."
[11] The tech wizards voiced a growing bullishness on gold, which hit a 23-month high 
at $322.80 an ounce on Thursday in New York.
[12] The charts show bullion bottomed out last year after a 20-year bear market, many 
technicians said.
[13] "Gold bottomed and is in a bull market," Robin Griffiths, chief technical strategist 
at HSBC, told Reuters.
[14] "It was in a secular downtrend, but has turned.
[15] Commodities generally turned, real assets are becoming more valuable than paper 
assets."
[16] This week, gold rallied as more violence around the globe grabbed headlines.
[17] On Thursday, COMEX gold for June delivery jumped $4.50 to close at $322.80, a 
23-month high, after waves o f headlines about more violence in Israel, a stand-off 
between nuclear powers India and Pakistan, and renewed fears o f more terror attacks 
against the United States.
[18] DON'T RIDE REBOUND BULL TOO LONG.
[19] Miller Tabak's Roth said the Nasdaq Composite Index's March 2000 peak above
5,100 is a multiyear cycle top.
[20] "It will last for years and years, like the top o f the Japanese market," Roth said, 
referring to Japan's weather-beaten Nikkei average, stuck in a vicious bear market since 
topping out just shy o f 39,000 in 1989.
[21] But the beleaguered Nasdaq, which closed on Thursday at 1,697.63, may rebound 
near term, says a study by Ian Notley o f Yelton Fiscal Inc.
[22] Jonathan Arter, who stood in for Notley and presented his paper at the Florida 
meeting, said: "We believe the potential for a bounce is terrific."
[23] He called such a rally a "Rebound Bull."
[24] The Nasdaq's drop o f more than 70 percent from top to bottom — sinking to about
1,387 in the week after the Sept. 11 attacks — results in stock-price action "like dropping 
a golf ball off o f the Empire State Building," Arter said.
[25] "It will bounce back up when it hits the sidewalk, but it will not go all the way 
back to the top," Arter added.
[26] But he also had a warning for investors.
[27] "Don't trust the bull past two 'up' legs," he said.
[28] "We are not looking for up legs that will last 44 months."
[29] The rebound's duration?
[30] Probably a year to 18 months.
[31] NO PANIC SELLING.
[32] Investors should forget Wall Street's mantra o f "buy and hold" for now, said Paul 
Desmond, president o f Lowry's Reports Inc., a market timing service based in North 
Palm Beach, Florida.
[33] This approach will not work in a long-term bear market.
[34] "The 'buy and hold' philosophy says: 'Throw away your heavy coat.
[35] Don't worry about it ever getting cold again.'" he said.
[36] Desmond, who received the "Charles Dow Award o f 2002" at the convention for a 
research paper on identifying bear market bottoms, believes the market's final low has 
not been hit yet.
[37] That's because there's no confirmation from two indicators he uses — 90 percent 
Upside and 90 percent Downside Days.
[38] On a 90 percent Upside Day, points gained equal 90 percent or more o f points 
gained plus points lost, and upside volume equals 90 percent or more o f the sum o f 
upside plus downside volume.
[39] This is the "panic buying" needed for a new bull market.
[40] The reverse o f this is a 90 percent Downside Day, which indicates "panic selling."
[41] The selling after Sept. 11 never reached panic proportions found near almost all 
major market bottoms in the past 69 years, he said.
[42] Not a single 90 percent Down Day was recorded.
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[43] "In short, the final market bottom had not been seen in September 2001," Desmond 
said.
[44] Mike Ladd, senior portfolio manager at Kenn Stem & Associates in San Diego, 
said the broad S&P 500 Index may rise to about 1,236 by the end o f March 2003.
[45] But investors should expect smaller returns on average than those realised during 
the runaway market gains in the late 1990s, Ladd added.
[46] "One year the market may rally 12 percent and the following year it goes down," 
Ladd said..
[47] THERE'S GOLD IN THEM THAR HILLS.
[48] On Thursday, gold broke through key "resistance" at $320, a price where sellers 
have emerged in the past, driving prices lower.
[49] Technicians look for a clean break o f a resistance level for confirmation o f an 
uptrend.
[50] "It's not a roaring bull market, but that is a big change.
[51] It went from going down to not going down," said Roth, who has upside targets for 
bullion prices at $325 and $340.
[52] Gold, often used as a hedge against inflation, soared above $800 an ounce in the 
early 1980s, a period o f runaway inflation.
[53] In 2001, first in February and again in April, gold carved out a double bottom, 
forming a "W" shape when it fell to about $255 -  a sign chartists read as bullish, said 
Nina Cooper, a senior analyst at Elliot Wave International.
[54] Cooper thinks gold can stage a big rally to about $400, or half the all-time high, in 
coming years, making stocks such as Newmont Gold a good investment.
[55] But investors should buy on pullbacks since these are overextended now, she said.
[56] Cooper, who analyses market cycles, is a long-term bear on most other stocks.
[57] But she says it's not out o f the question to have a rally in a battered market to 
complete a cycle.
[58] Such a move could carry the Nasdaq 100 gauge o f Big Tech stocks, currently at 
about 1,260, back up to its high November and December highs at 1,730.
[59] The Dow Jones industrial average may rally back to its record high o f January 
2000 at about 11,720 and it may even overshoot that.
[60] But the completion o f the wave calls for the Dow, the dean o f market indexes, to 
fall to about 7,300 in coming years, she said.
[61] "A bouncing bull and a big bear give you a good image," Cooper told Reuters.
[62] "The Dow could go sideways to down for potentially another three years."
*** SUMMARY
[1] Gurus see stocks bouncing like golf ball.
[2] Wonder what's in store for Wall Street?
[3] Climb up to the top o f the Empire State Building and drop a golf ball onto the street 
below.
[4] The ball likely will bounce back up three-quarters o f the height o f the famed New  
York City skyscraper before hitting the sidewalk again and bouncing repeatedly, each 
time rising to a level slightly below where it was before.
[5] This, roughly, is the shape the stock market is likely to take in coming years: A Big 
Bad Bear market punctuated by Little Rebounding Bull markets, according to an elite 
group o f Wall Street technical analysts interviewed at a recent convention in Jupiter, 
Florida.
[6] Technical analysts study the price action o f stocks, looking for chart patterns to plot 
market moves.
[7] In contrast, fundamental analysts look at earnings, economic indicators and interest 
rates to predict what will happen next to stocks.
[8] "In secular (long-term) bear markets, you will have cyclical bull markets," said Phil 
Roth o f Miller, Tabak & Co, during the Market Technicians Association's annual 
powwow.
[9] "We are essentially in a market like the mid 1970s to mid 1980s.
[10] We were not in a secular bull market, but you had short-lived bull markets."
[11] The tech wizards voiced a growing bullishness on gold, which hit a 23-month high 
at $322.80 an ounce on Thursday in New York.
[12] The charts show bullion bottomed out last year after a 20-year bear market, many 
technicians said.
[13] "Gold bottomed and is in a bull market," Robin Griffiths, chief technical strategist 
at HSBC, told Reuters.
[14] "It was in a secular downtrend, but has turned.
[16] This week, gold rallied as more violence around the globe grabbed headlines.
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[17] On Thursday, COMEX gold for June delivery jumped $4.50 to close at $322.80, a 
23-month high, after waves o f headlines about more violence in Israel, a stand-off 
between nuclear powers India and Pakistan, and renewed fears o f more terror attacks 
against the United States.
[19] Miller Tabak's Roth said the Nasdaq Composite Index's March 2000 peak above
5,100 is a multiyear cycle top.
[20] "It will last for years and years, like the top o f the Japanese market," Roth said, 
referring to Japan's weather-beaten Nikkei average, stuck in a vicious bear market since 
topping out just shy o f 39,000 in 1989.
[24] The Nasdaq's drop o f more than 70 percent from top to bottom — sinking to about
1,387 in the week after the Sept. 11 attacks -  results in stock-price action "like dropping 
a golf ball off o f the Empire State Building," Arter said.
[25] "It will bounce back up when it hits the sidewalk, but it will not go all the way 
back to the top," Arter added.
[32] Investors should forget Wall Street's mantra o f "buy and hold" for now, said Paul 
Desmond, president o f Lowry's Reports Inc., a market timing service based in North 
Palm Beach, Florida.
[33] This approach will not work in a long-term bear market.
[36] Desmond, who received the "Charles Dow Award o f 2002" at the convention for a 
research paper on identifying bear market bottoms, believes the market's final low has 
not been hit yet.
[37] That's because there's no confirmation from two indicators he uses — 90 percent 
Upside and 90 percent Downside Days.
[38] On a 90 percent Upside Day, points gained equal 90 percent or more o f points 
gained plus points lost, and upside volume equals 90 percent or more o f the sum of 
upside plus downside volume.
[40] The reverse o f this is a 90 percent Downside Day, which indicates "panic selling."
[41] The selling after Sept. II never reached panic proportions found near almost all 
major market bottoms in the past 69 years, he said.
[43] "In short, the final market bottom had not been seen in September 2001," Desmond 
said.
[51] It went from going down to not going down," said Roth, who has upside targets for 
bullion prices at $325 and $340.
[52] Gold, often used as a hedge against inflation, soared above $800 an ounce in the 
early 1980s, a period o f runaway inflation.
[53] In 2001, first in February and again in April, gold carved out a double bottom, 
forming a "W" shape when it fell to about $255 -  a sign chartists read as bullish, said 
Nina Cooper, a senior analyst at Elliot Wave International.
[54] Cooper thinks gold can stage a big rally to about $400, or half the all-time high, in 
coming years, making stocks such as Newmont Gold a good investment.
[55] But investors should buy on pullbacks since these are overextended now, she said.
[56] Cooper, who analyses market cycles, is a long-term bear on most other stocks.
[57] But she says it's not out o f the question to have a rally in a battered market to 
complete a cycle.
[58] Such a move could carry the Nasdaq 100 gauge o f Big Tech stocks, currently at 
about 1,260, back up to its high November and December highs at 1,730.
[59] The Dow Jones industrial average may rally back to its record high o f January 
2000 at about 11,720 and it may even overshoot that.
[60] But the completion o f the wave calls for the Dow, the dean o f market indexes, to 
fall to about 7,300 in coming years, she said.
[61] "A bouncing bull and a big bear give you a good image," Cooper told Reuters.
[62] "The Dow could go sideways to down for potentially another three years."
*** ORIGINAL TEXT 
[ 1 ] More losses forecast for leading shares.
[2] Shares are expected to open slightly lower after plunging to three-month lows in the 
previous session, with drugs giant GlaxoSmithKline set to be a key feature once again.
[3] Financial bookmakers City Index and IG Index on Friday predicted the benchmark 
index dropping 10 points, while online brokerage Deal4Free.com forecast the market 
flat from Thursday's 5,040.8 close.
[4] "The picture is one o f caution...
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[5] We are also seeing a flow to treasuries away from equities...overall the risk is still to 
the downside," said Stephen Hatton ofDeal4Free.com.
[6] Volumes are expected to be thin ahead o f a long British holiday weekend.
[7] The UK share market is closed on Monday and Tuesday and with investors 
distracted by the start o f soccer's World Cup, the chances o f an attack on the 
psychological 5,000 level on the FTSE were seen as limited.
[8] "The market will focus on the U.S. and the data due later there today, like the 
University o f Michigan Sentiment's May index," said one dealer.
[9] This is due at 1345 GMT.
[10] Major FTSE player GlaxoSmithKline is likely to be under investor scrutiny again 
as speculation continued it may be interested in Bristol-Myers Squibb.
[11] GSK has held preliminary discussions with Bristol-Myers about the possibility o f a 
merger, a report in the New York Times quoted executives close to the talks as saying.
[12] This comes 10 days after finance chief John Coombe told investors that Bristol- 
Myers was on GSK's "radar screen".
[13] Glaxo's shares hit a 25-month trough on Thursday as Goldman Sachs, which 
advised on the merger that created the British-based group on December 2000 added its 
voice to a chorus o f downgrades.
[14] Wall Street extended its move into the red after the London close with the Dow  
Jones falling a little further, while flat U.S. futures early on Friday failed to act as a tonic 
for UK shares, which some technical analysts predict could revisit 4,700 soon.
[15] "Whilst we have argued that relatively cheap valuations and improving earnings 
momentum should allow European equities to outperform bonds and cash, the liquidity 
picture is not a clear positive support...
[16] IPOs in Europe are running at $14 billion (956 million pounds) for April and May - 
- double the run rate o f the first two months o f this year," said Credit Suisse First Boston 
strategists.
[17] TELECOMS TINKLE.
[18] Elsewhere, the two private equity groups battling to buy cash-starved UK telecoms 
group Energis may team up to make a single offer when the company takes final bids on 
Friday, an industry source said.
[19] Energis, driven to put itself up for auction after near ruin from an industry-wide 
slump, is expected to spend the weekend mulling final offers for its UK business before 
making an announcement early next week, this person said.
[20] While rival COLT Telecom Group has won a supply deal from Dutch telecoms 
firm KPN that might otherwise have gone to stricken KPNQwest, COLT said on 
Thursday.
[21] On the merger and acquisition front. Millennium & Copthome Hotels said on 
Friday it would offer S$1.30 per share in cash for the 15 percent o f Singapore-based 
Republic Hotels & Resorts it does not already own. ,
[22] Private equity firm Duke Street Capital said it had made an offer o f 80 pence per 
share for Esporta, valuing the British fitness club operator at about 133 million pounds.
[23] Oil stocks BP and Shell could take their cue from U.S. rival ExxonMobil, which 
fell overnight after oil prices dropped three percent after U.S. government and industry 
inventory data showed gasoline supplies rose more than expected and demand had 
dropped.
[24] Little is scheduled in UK Pic's corporate calendar in Friday with a trading 
statement expected from HSBC from its annual general meeting.
*** SUMMARY
[ 1 ] More losses forecast for leading shares.
[2] Shares are expected to open slightly lower after plunging to three-month lows in the 
previous session, with drugs giant GlaxoSmithKline set to be a key feature once again.
[3] Financial bookmakers City Index and IG Index on Friday predicted the benchmark 
index dropping 10 points, while online brokerage Deal4Free.com forecast the market 
flat from Thursday's 5,040.8 close.
[7] The UK share market is closed on Monday and Tuesday and with investors 
distracted by the start o f soccer's World Cup, the chances o f an attack on the 
psychological 5,000 level on the FTSE were seen as limited.
[14] Wall Street extended its move into the red after the London close with the Dow  
Jones falling a little further, while flat U.S. futures early on Friday failed to act as a tonic 
for UK shares, which some technical analysts predict could revisit 4,700 soon.
[17] TELECOMS TINKLE.
[18] Elsewhere, the two private equity groups battling to buy cash-starved UK telecoms 
group Energis may team up to make a single offer when the company takes final bids on 
Friday, an industry source said.
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[19] Energis, driven to put itself up for auction after near ruin from an industry-wide 
slump, is expected to spend the weekend mulling final offers for its UK business before 
making an announcement early next week, this person said.
[20] While rival COLT Telecom Group has won a supply deal from Dutch telecoms 
firm KPN that might otherwise have gone to stricken KPNQwest, COLT said on 
Thursday.
[21] On the merger and acquisition front. Millennium & Copthome Hotels said on 
Friday it would offer S$1.30 per share in cash for the 15 percent o f Singapore-based 
Republic Hotels & Resorts it does not already own.
[22] Private equity firm Duke Street Capital said it had made an offer o f 80 pence per 
share for Esporta, valuing the British fitness club operator at about 133 million pounds.
[23] Oil stocks BP and Shell could take their cue from U.S. rival ExxonMobil, which 
fell overnight after oil prices dropped three percent after U.S. government and industry 
inventory data showed gasoline supplies rose more than expected and demand had 
dropped.
[24] Little is scheduled in UK Pic's corporate calendar in Friday with a trading 
statement expected from HSBC from its annual general meeting.
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