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Application of Spontaneous Raman Scattering for Measurements of 
Thermal Non-Equilibrium in High-Speed Mixing and Combustion 
 
Heath Heinrich Reising, Ph.D. 
The University of Texas at Austin, 2017 
 
Supervisors:  Noel T. Clemens and Philip L. Varghese 
 
Mixing-induced vibrational non-equilibrium is studied in the turbulent shear layer 
between a high-speed jet and a surrounding hot-air coflow. The vibrational and rotational 
temperatures of N2 and O2 are determined by fitting measured spontaneous Raman 
scattering spectra to a model that allows for different equilibrium distributions of the 
vibrational and rotational states. The mixing of the jet fluid with the coflow gases occurs 
over microsecond time scales, which is sufficiently fast to induce vibrational non-
equilibrium in the mixture of hot and cold gases. I measured the non-equilibrium on the 
hot side of the shear layer, but not on the cold side where the vibrational population in the 
first hot band is negligible. The effect of fluctuating temperatures on the time-averaged 
Raman measurement was quantified using single-shot Rayleigh thermometry. The Raman 
scattering results were found to be insensitive to fluctuations except where the flame is 
present intermittently. It was also found that the measured non-equilibrium increases in 
the shear layer when N2 is removed from the jet fluid, indicating that the measurements 
average two competing processes that occur simultaneously at a molecular scale: 
vibrationally hot N2 cooled by the fast jet fluid and vibrationally cold jet fluid heated by a 
hot coflow. An interesting inference is that the averaging effect is always present, 
regardless of the measurement resolution. No measurable vibrational non-equilibrium is 
 vii 
found in the O2 molecules in the same non-reacting regions. This difference between 
species temperatures violates the two-temperature assumption often used in the modeling 
of high-temperature non-equilibrium flow. 
A new technique was developed to obtain spontaneous Raman scattering 
temperature measurements from a single laser pulse. This technique required the 
construction of a multiple-pass cell to obtain adequate scattered signal. Additionally, the 
pulse was stretched temporally with a system of partial reflectors and time-flight-delay 
ring cavities in order to reduce the peak power of the 1 J laser pulses. These 
measurements were found to be in agreement with the previous time-average results and 
allowed for measurement to be made near the fluctuating base of a lifted flame – a region 
where time-averaged measurements do not give meaningful results.  
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 1 
Chapter 1: Introduction 
Thermal non-equilibrium is inherent to hypersonic flight owing to the presence of 
aerothermal heating, chemical reactions and rapid changes in flow conditions. In 
particular, shocks, isentropic compressions and expansions, and viscous dissipation can 
lead to rapidly changing kinetic temperatures, which result in the transfer of energy into 
or out of vibrational states to maintain thermal equilibrium. If the rate of change of 
kinetic temperature outpaces the rate at which molecular collisions can exchange energy 
between modes, a local non-equilibrium state will be produced. While rotational-to-
translational (R-T) energy transfer may take only a few nanoseconds, vibrational-to-
translational (V-T) energy transfer timescales are on the order of microseconds to 
milliseconds [1]. Thermal non-equilibrium may play a particularly important role in 
hypersonic engines since the residence times of the gas inside the engine are particularly 
short. For example, it has been shown that vibrational non-equilibrium can have a 
significant impact on the overall performance of the combustor through alteration of the 
chemical reaction rates or the transport properties [2]. Thus, knowledge of the production 
and transport of vibrational non-equilibrium upstream and at the ignition site is of utmost 
importance to accurately determine the impact on combustor performance. 
1.1 – LITERATURE SURVEY 
The research described in this dissertation aims to provide insight into the 
complex interaction between turbulent mixing and finite-rate vibrational relaxation 
processes. Section 1.1.1.1 will focus on describing the physics that govern the relaxation 
of vibrational non-equilibrium. First, analytical models of the relaxation process are 
introduced, which indicate the overall trend in relaxation rate with temperature. Then, 
current state-of-the-art computational models are summarized, which move beyond the 
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simple geometry of the analytical models. Finally, non-equilibrium relaxation times from 
experiments and calculations are summarized for a variety of molecules relevant to the 
current study. Section 1.1.1.2 summarizes previous literature on experimental studies of 
vibrational non-equilibrium in various flows. 
Section 1.1.2 will provide background on the two scattering techniques used in 
this study. Spontaneous Raman scattering is utilized in order to record simultaneously the 
vibrational and rotational temperatures of the gas. This provides species-specific 
temperatures for diatomic species present in the oxidizer and fuel streams of the jet 
flame. Section 1.1.2.1 outlines the specifics of this technique, focusing on its use for 
thermometry. The use of Rayleigh scattering as a thermometric technique is also 
reviewed in Section 1.1.2.2. 
1.1.1 – Thermal Non-equilibrium 
This study focuses on non-equilibrium between vibrational and translational 
energy states that occurs without electronic excitation or molecular dissociation. This 
type of non-equilibrium is typical of moderate temperature (<2000 K) high-speed flows. 
While there are a large number of studies on non-equilibrium in atmospheric re-entry 
flows, these will not be considered for this study due to the difficulty in isolating the 
effects vibrational non-equilibrium processes from the dissociation and charged particle 
chemistry. 
1.1.1.1 – Non-equilibrium Relaxation Rates 
A system in thermal equilibrium is defined by having all its “parts” at the same 
temperature. For the moderate temperature flows of interest in this study, these “parts” 
are the translation, rotational, and vibrational modes of gaseous molecules. Any 
perturbation of a state from equilibrium will eventually be driven back to equilibrium by 
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molecular collisions. The rate at which this relaxation will occur is dependent on the 
dynamics of the collisions, which is discussed below. 
In the commonly used Born-Oppenheimer approximation of molecular collisions, 
electronic motions are assumed to be very rapid when compared with the nuclear motion. 
As a consequence, the electrons readjust with such speed to the alterations in the 
intermolecular field due to the collision that they do not experience any energy change. 
This process is then considered to be adiabatic in terms of electronic energy, as the 
collision does not transfer significant energy from the nuclear motions. This principle, 
known as Ehrenfest’s Adiabatic Principle, can be applied similarly to rotational and 
vibrational energy transfer.  Following the procedure in Clarke & McChesney [3], one 
can show that vibrational-translational interactions of typical diatomic molecules are 
expected to be nearly adiabatic at low temperatures with a trend to more energy transfer 
at higher temperatures and lower collision reduced mass. This is due to quasi-equilibrium 
being maintained between the collision partners due to the relatively long interaction time 
relative to the vibrational period of the oscillator. Conversely, rotation-translation energy 
transfer is expected to be a very efficient process for all diatomic molecules except 
cryogenic hydrogen due to the much smaller energy spacing of rotational levels (and 
therefore short rotational period when compared with the collision interaction time). 
Therefore, it takes only a few collisions for the energy transfer between modes for 
rotational-translational equilibration. Vibrational-translational equilibration, on the other 
hand, occurs on timescales many orders of magnitude longer. For all of the following 
analysis, rotational temperature will be assumed to be identical to the translational 
temperature. 
For diatomic molecules, the simplest model for vibrational motion is that of a 
“simile harmonic oscillator,” where each atom is attracted toward the equilibrium 
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position by a restoring force which is proportional to the displacement from equilibrium. 
In fact, diatomic molecules do behave much like harmonic oscillators for the lowest 
energy vibrational states [4]. The relaxation process of a system of harmonic oscillators 









where 𝜀𝑣 is the total vibrational energy, 𝜀𝑣,𝑒𝑞 is the equilibrium value of 𝜀𝑣, and 𝜏 is the 
relaxation time. This result does not imply that all transitions relax at the same rate, but 
that they may be grouped together by a macroscopic relaxation time for the entire 
vibrational energy mode. For anharmonic oscillators, master equation modeling, which 
solves the relaxation problem through a system of differential equations modeling each 
state-to-state transition, provides the most detailed results. In a series of papers, Montroll 
and Shuler showed that a system of anharmonic oscillators in an initial Boltzmann 
distribution can be represented accurately by a system of harmonic oscillators if the 
anharmonicity constants are small, as they are for most diatomic molecules [5]–[7]. It is 
important to note that this relaxation time is defined for vibrational energy, and not 
vibrational temperature. Temperature relaxation does not follow a simple exponential 
decay law, and therefore cannot be characterized by a simple relaxation time, except in 
the “acoustical” approximation where non-equilibrium is very weak so that the non-linear 
relation between vibrational energy and vibrational temperature can be linearized [8]. The 
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where the transition probability, 𝑃1,0, must be determined based on knowledge of the 
vibration-translation interaction, while the collision rate, 𝑍′, and number density, 𝑛, can 
be determined from kinetic theory [3]. 
The well-known Landau-Teller theory assumes a collinear interaction of 
molecules with an exponential repulsive interaction potential such that the probability of 
de-excitation is  





where 𝑃∗ is a steric factor that adjusts for the inherent error of the one-dimensional 
analysis, 𝐴 and 𝑠 are constants of the interaction potential, 𝑓 is the vibrational frequency, 
and 𝜗 is the collision velocity. When Eqn. 1.3 is integrated over a Maxwellian velocity 
distribution at a particular temperature, the result is shown in [8] to be 
 























where 𝑍0′ incorporates the steric factor, which is determined to be approximately 3 from 
comparison with experimental results, 𝜃𝑣 is the characteristic temperature of the 
vibration, and T is the local kinetic temperature. The 𝜀′ factor is a simplified 
representation of an energy-like term which depends on the “hardness” of the repulsive 
potential as well as the vibrational frequency. The parameter 
𝜀′
𝑘𝑇
 is essentially a measure 
of the efficiency of the energy transfer due to the collision, as it is a ratio of the collision 
duration to the vibrational period of the oscillator. This result illustrates the characteristic 
Landau-Teller temperature dependence of  
 τ ∝ 𝑇1 6⁄  𝑒𝑥𝑝(𝑇−1 3⁄ ), (0.5) 
(for 𝑇 ≪ 𝜃𝑣) which is commonly used to scale vibrational relaxation time data. This 
interaction acts at large molecular separations and therefore is weak, causing Landau-
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Teller results to have low transition probabilities due to the lack of an attractive 
component in the potential. 
Schwartz, Slawsky, and Herzfeld considered the same configuration as Landau 
and Teller, but used an interaction potential which was fitted from a Lennard-Jones 
potential instead of the purely exponential interaction [9],[10]. This analysis yields  
 
























which shows a similar form as the Landau-Teller result, but with additional correction 
terms in the exponent. The attractive Lennard-Jones constant is represented by 𝜀𝐿𝐽 and 𝑍 
contains a steric factor as well as other temperature-independent terms. The relaxation 
times of pure N2 and O2 are shown below in Figure 2.1. The relaxation time of N2 is 
longer than that of O2 due to larger vibrational energy level spacing. Both SSH and 
Landau-Teller methods show the same exp(𝑇−1 3⁄ ) dependence at high temperatures. 
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Figure 1.1: Calculated relaxation times for pure gases using SSH method 
These analytical results, while useful in showing general trends for relaxation 
time, are valid only for harmonic oscillators undergoing single-quantum transitions. They 
also require a steric factor to account for the error in the assumption of collinear 
collisions. More recent work by Adamovich and coworkers has applied a Forced 
Harmonic Oscillator (FHO) model to analyze vibrational energy transfer in molecular 
collisions [11].  This model does not require the assumption of Landau-Teller and SSH 
models and also shows good agreement with numerical results. This model, while too 
complex to be explained in detail here, is the state-of-the-art in analytical modeling of 
vibrational relaxation. 
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Modern computational power has opened up many new avenues for calculation of 
relaxation rates. Numerical quantum mechanical calculations of colliding harmonic 
oscillators have been performed using simple collinear collision geometries [12],[13]. 
These calculations provide a test case for more approximate methods, but do not provide 
useful values for 3D behavior without the addition of a steric factor, much like the 
analytic collinear models. More recent calculations have been performed for 3D 
geometries, but have focused on high energy collisions in re-entry flows, which are not 
relevant to this study [14].  Billing and coworkers developed a “semi-classical” 
calculation method by treating just the vibrational degree of freedom quantum 
mechanically and using a classical approach for the rotational and translational motion 
[15]. A Monte Carlo average is taken over a large set of randomly chosen trajectories to 
compute an average transition probability for a given initial energy state. These 
calculations require detailed knowledge of the potential energy surface for the colliding 
pair and have been carried out for a variety of molecules, but of most interest to this study 
are the results for N2-N2 collisions [16], O2-O2 collisions [17], and N2-O2 collisions [18].  
Many experiments have been carried out to quantify the relaxation time of 
different gas combinations. Most often, a shock tube is used to measure post-shock 
temperature decay, but little data is available at the relatively low temperatures relevant 
to the current study. A summary of relaxation rate values is provided in Table 1.1 for 
selected temperatures near 1000 K. It is obvious that the most abundant air constituent, 
N2, is very slow to relax, while O2 has much shorter relaxation times. The addition of 
water vapor to the flow is seen to significantly accelerate the relaxation of both N2 and 
O2. This is not predicted by SSH theory for V-T relaxation, indicating that interspecies V-
V energy transfer may be playing a role. Because V-T relaxation is very slow at these 
temperatures, the fastest path for the vibrational energy to relax may be through a V-V 
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exchange and V-T relaxation of the collision partner. H2O itself relaxes at a very short 
time on the order of tens of nanoseconds [19]; therefore, if the effective rate of N2-H2O 
V-V exchange is higher than that of N2 V-T relaxation, the vibrational energy will relax 
through the V-V-T process. In practice, the relaxation times reported in Table 1.1 are a 
combination of simple V-T relaxation and the V-V-T process. It is evident from Table 1.1 
that the V-V transfer between N2 and O2 is not as efficient as the N2-H2O and O2-H2O 
processes, due to the relatively similar relaxation times of rows 1 and 3. This inefficient 










𝑁2(𝑣) + 𝑁2 ↔ 𝑁2(𝑣 − 1) + 𝑁2 1.410
-3, 59.7×10-3 1020, 1000 [21], [22] 
𝑂2(𝑣) + 𝑂2 ↔ 𝑂2(𝑣 − 1) + 𝑂2 100×10
-6, 126×10-6 1000 [23] 
𝑁2(𝑣) + 𝑂2 ↔ 𝑁2(𝑣 − 1) + 𝑂2 1×10
-3 1000 [24] 
𝑁2(𝑣) + 𝐻2𝑂 ↔ 𝑁2(𝑣 − 1) + 𝐻2𝑂 5.6×10
-6, 8.5×10-6 1000, 993 [25],[26] 
𝑂2(𝑣) + 𝐻2𝑂 ↔ 𝑂2(𝑣 − 1) + 𝐻2𝑂 9×10
-6 1000 [27] 
Table 1.1: Summary of experimental data for vibrational relaxation times of several 
important species at 1 atm. 
This V-V-T process is especially important between N2 and CO2 due to a highly 
efficient resonant energy transfer. The asymmetric stretch vibrational mode of CO2 and 
N2 differ in energy by only 18 cm
–1. This small energy difference causes a strong 
coupling between the two modes and leads to a rapid V-V exchange[28],[29]. Figure 1.2 
illustrates these energy levels along with the stretching and bending modes of CO2. 
Owing to the more closely spaced energy levels available in its stretch-bend manifold, 
CO2 is able to transfer the excess vibrational energy more easily to the translational 
modes than N2. The V-V energy transfer between these intermediate modes and the 
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subsequent V-T relaxation from the (0110) mode occur much more readily than the large 
energy jump required to relax the v = 1 state of N2 [29]. This increase in relaxation rate is 
utilized in our experiments to perturb the relaxation process. If the non-equilibrium we 
measure is genuine, the addition of CO2 should manifest in our measurements as a 
reduction in the difference between vibrational and rotational temperature. 
 
Figure 1.2: Energy level diagram for the resonant vibrational energy transfer between N2 
and CO2 [30]. 
1.1.1.2 – Experimental Studies of Vibration Non-equilibrium 
Vibrational non-equilibrium has been studied in a vast array of flows.  For 
example, the effect of shock-generated non-equilibrium on hypersonic boundary layer 
transition to turbulence has been studied extensively in reflected shock tunnels [28]–[30]. 
In this series of studies, it was found that vibrational relaxation of CO2 attenuated the 
acoustic disturbances at frequencies that typically drive the transition process. Non-
equilibrium effects in shock tubes has been studied using planar laser-induced 
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fluorescence (PLIF) [31] and coherent anti-Stokes Raman spectroscopy (CARS) [32] for 
comparison with theoretical relaxation models. Furthermore, the extent of freestream 
non-equilibrium in shock tunnels has been studied using CARS [33],[34] and PLIF 
[35],[36]. In all four studies, non-equilibrium was found to be present in the tunnel 
freestream. Using CARS measurements the magnitude of non-equilibrium in a Mach 2 
heated blowdown tunnel was shown to vary strongly with the presence of water vapor, 
demonstrating the inherent difference between electrically-heated and vitiated supersonic 
facilities [37].  
Non-equilibrium has also been quantified using spontaneous Raman scattering in 
an arc jet, where vibrational temperature measurements were made axially along the 
nozzle axis and compared with analytical predictions [38]. The authors proposed a 
correction factor of 1.5 to the Landau-Teller relaxation time for flows where the 
vibrational temperature is higher than the translational temperature. This accelerated 
relaxation is consistent with the behavior found through analytical calculations, where it 
was determined that vibrational anharmonicity drives the accelerated relaxation [39]–
[41]. 
Plasma-generated non-equilibrium has been studied extensively due to its 
applications in combustion enhancement and flow control [42]. For example, the 
deposition of energy into vibrational modes and the subsequent relaxation process has 
been studied using spontaneous Raman scattering [43] and CARS [44]. The effect of non-
equilibrium plasmas on shock strength were studied for both wedge [45] and cone 
geometries [46]. Control of cylinder bow shock standoff distance [47] and airfoil 
separation point [48] has been demonstrated using plasma actuators. Furthermore, a study 
of plasma-driven non-equilibrium in a channel flow showed vibrational excitation of N2 
in room temperature air reduced the peak axial turbulence intensities, diminished large-
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scale structures, and accelerated turbulent kinetic energy decay rates with a trend toward 
stronger relaminarization at higher levels of non-equilibrium [49].  
The goal of the current work is to understand the interaction between a 
vibrationally-relaxing gas and turbulence in a shear layer. The only other study on 
vibrational non-equilibrium in two-stream mixing is reported by Frederickson et al. [50]. 
In this paper, the influence of CO2 injection on a non-equilibrium supersonic flow was 
characterized by observing the expansion wave angle behind a rearward step and making 
CARS measurements for vibrational temperature and species concentrations in the 
downstream shear layer. The expansion angle was shown to decrease with injection of 
CO2 and transverse traces across the downstream shear layer showed the local 
concentration of CO2 to be inversely correlated with vibrational temperature, implying a 
reduction in non-equilibrium due to the presence of CO2. 
1.1.2 – Laser Scattering Techniques 
The interaction between electromagnetic radiation and dielectric media is usually 
categorized into 3 types: absorption, emission, and scattering. Absorption is defined as 
the interaction of a photon with an atom or molecule that leaves it in a state of higher 
energy. Emission is the reverse process, where a photon is generated as the atom or 
molecule undergoes a transition from an excited state to a lower energy state. In the case 
of scattering, the atom/molecule is excited to a short-lived virtual state, which leaves the 
incident radiation as mostly transmitted through the medium without change. The small 
fraction of incident photons that are not transmitted are considered to be “scattered” by 
the medium. Both the polarization and intensity of the scattered light will depend on the 
direction of observation. Of the scattered photons, most will contain the same energy as 
the incident light, EI, with a small fraction having energies EI ± Em. This energy shift Em 
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is determined by the rotational, vibrational, and electronic properties of the scattering 
medium. This type of interaction is the focus of both of the laser-based techniques which 
are used in this dissertation. 
The radiant intensity generated by an oscillating dipole in a particular direction 
over a finite collection angle is given in [31] as  
 𝐼 =  
𝜋2𝑐𝜔4
2𝜖0






where 𝜃′ is the angle between the incident and scattered photons and 𝜑′ is the angle 
between the polarization of the incident photon and the scattering direction. The induced 
dipole moment, ?⃗? , in the medium is related to the incident electric field, ?⃗? , by the 
polarizability, 𝛼, via the relation 
 ?⃗? = 𝜖0 〈𝜓𝑓|𝛼|𝜓𝑖〉 ?⃗? , (0.8) 
where 𝜓𝑓and 𝜓𝑓 are the wave functions of the final and initial energy states of the 
molecule. In the case of a particular internal molecular mode, this polarizability can be 
expanded in a truncated Taylor series as a function of the molecular motion as 
 






where Q is the coordinate of motion, which can be characterized by harmonic motion at a 
natural frequency, 𝜔𝑣, which is a property of the molecule. If the incident radiation has a 
frequency of 𝜔0, the previous equations can be combined to form 
 
 









[cos(𝜔0 − 𝜔𝑣) 𝑡 + cos(𝜔0 + 𝜔𝑣) 𝑡] 
(0.10) 
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The first term represents scattered light at the incident frequency ω0 , while the second 
represents  scattered light at frequencies shifted from ω0 by the characteristic frequency 
ωv of the molecule. 
The light which is scattered without frequency (i.e. photon energy) change is said 
to be scattered “elastically”. This process is termed Rayleigh scattering. The inelastically 
scattered light is called spontaneous Raman scattering after C.V. Raman who first 
observed the process in 1928. Long [31] provides a deep background on the history of 
this technique and its early applications. Both scattering processes have wide applications 
as diagnostic techniques. The following sections will provide an overview of these two 
techniques as they relate to their use in the current study. 
1.1.2.1 – Spontaneous Raman Scattering 
Raman scattering from rotational and vibrational transitions are termed lines and 
bands, respectively. The lines or bands with energy less than the incident radiation are 
termed Stokes shifted and those with increased energy are termed anti-Stokes shifted. For 
rotational-vibrational spectra as will be used in this study, the vibrational state is denoted 
by the vibrational quantum number, 𝑣, and the rotational state by the nuclear angular 
momentum quantum number.  This quantum number is identified by the letter 𝑁, 
although the letter 𝐽 is used throughout the literature. This is because most molecules 
exist in a singlet ground electronic state, and thus they have a net electronic spin of 0. 
This makes the total angular momentum (𝐽) equal to the nuclear angular momentum (𝑁) 
and the distinction between these two numbers is ignored. This leads to the unfortunate 
convention of using 𝐽 instead of 𝑁 in the literature to denote rotational state in singlet 
electronic states. A notable exception to this is O2, which exists in a triplet ground 
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electronic state. Thus, 𝑁 ≠ 𝐽 and the typical notation is not applicable. A summary of 
transition labels for a singlet state molecule is given below in Table 1.2. 
 Stokes, ∆𝑣 =  +1,+2, +3, 𝑒𝑡𝑐.  Anti-Stokes, ∆𝑣 =  −1,−2,−3, 𝑒𝑡𝑐. 
Branch O P Q R S O P Q R S 
∆𝐽 −2 −1 0 +1 +2 −2 −1 0 +1 +2 
Table 1.2: Summary of spectroscopic line notation. 
The P and R branches are forbidden for spontaneous Raman scattering. For a 
harmonic oscillator, only ∆𝑣 = ±1 is allowed, but anharmonicity effects allow for the 
possibility of Raman scattering involving other transitions. Lines where the vibrational 
energy changes by more than a single quantum are referred to as overtone bands and are 
usually very faint relative to the fundamental transitions (∆𝑣 = ±1)  due to the nearly 
linear behavior of the polarizability near the equilibrium position [31]. 
In practice, the polarizability, 𝛼, is a tensor and is usually represented by a 
“polarizability ellipsoid”, which is a three-dimensional representation of the polarizability 
matrix. This ellipsoid can be defined by a maximum of 3 components: one along the bond 
axis and two at right angles to the bond direction. In the case of diatomic molecules, this 
is reduced to just two components due to the rotational symmetry about the bond axis. 
These are defined as 𝛼|| for the polarizability component along the bond axis, and 𝛼⊥ for 
the polarizability component orthogonal to it. 
Owing to the symmetry of the polarizability tensor (𝛼𝑖𝑗 = 𝛼𝑗𝑖), it may be 
represented by a pair of invariant quantities: the mean polarizability, 𝑎, and the 
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Each of these invariants can be expanded in a Taylor series with respect to a 
normal mode of molecular motion about an equilibrium value in the same fashion that the 
polarizability was expanded previously. This leads to equilibrium invariant values, 𝑎0 
and 𝛾0, and invariant derivatives, 𝑎
′ and 𝛾′. The equilibrium quantities are associated 
with Rayleigh scattering and rotational Raman scattering and the derivatives are used in 
vibrational and vibrational-rotational Raman scattering. In order to determine how these 
terms vary with vibrational motion (and thus the Raman activity of the vibration), one 











are positive [32]. This result can be generalized to all homonuclear diatomics [31].  
In order to account for molecules that are freely translating and rotating, the 
polarizabilities must be averaged over all orientations. As shown in Eqn. (0.7), the 
scattered intensity depends on the square of the polarizability, therefore the space-
averaged polarizability components are calculated as averages of the square of the 
polarizabilities. The expressions for the space-averaged quantities are given for each 
transition in Table 1.3. The 𝑏𝐽′,𝐽′′ terms are the Placzek-Teller coefficients, which are 







































Table 1.3: Space-averaged polarizability components for diatomic molecules [31]. 
For a typical 90° scattering experiment, let us define a set of space-fixed axes 
where ?̂?𝑧 is the direction of the incident laser, the laser beam is linearly polarized such 
that its electric field aligns with ?̂?𝑦, and the collection optics are aligned along ?̂?𝑥. The 
components of scattered signal polarized parallel and perpendicular to the scattering (x-z) 





= [(𝛼′𝑥𝑦)2̅̅ ̅̅ ̅̅ ̅̅ ̅ cos
2 𝜑 cos2 𝜃 + (𝛼′𝑦𝑦)2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ sin
2 𝜑 cos2 𝜃





2̅̅ ̅̅ ̅̅ ̅
= [(𝛼′𝑥𝑦)2̅̅ ̅̅ ̅̅ ̅̅ ̅ sin
2 𝜑 + (𝛼′𝑦𝑦)2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ cos
2 𝜑]𝐸𝑦
2. (0.14) 
Assuming that the vibrational and rotational state populations can be represented 
by Boltzmann distributions at characteristic temperatures 𝑇𝑉 and 𝑇𝑅, the previous 
expressions can be combined into a general relation for the spontaneous Raman scattering 
signal for a particular Stokes line: 
 


















where 𝐺 is a scaling constant which is set by the incident laser energy, 𝑄 is the internal 
partition function, 𝑔𝑠 is the weight accounting for the nuclear spin statistics, and Φ 
includes the square of the space-averaged polarizability tensor and the angular 
dependence [31],[34]. In practice, transition cross-sections and depolarization ratios are 
determined experimentally and the transition matrix elements are extracted from the data 
[35]. For N2 and O2, expressions for the polarizability tensor components given by 
Buldakov et al. [36]. 
The spectral location of each line can be determined from the difference in 
energies of the initial and final states of the molecule. For the diatomic species studied 
here, the anharmonic oscillator and nonrigid rotor model has an internal energy given by 
 
𝐸(𝑣, 𝐽) = 𝜔𝑒(𝑣 +
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+ [𝐵𝑒 − 𝛼𝑒(𝑣 +
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]  𝐽(𝐽 + 1)
− 𝐷𝑒𝐽
2(𝐽 + 1)2 
(0.16) 
where the molecular constants used are summarized below in Table 1.4.  
 
 𝜔𝑒 𝜔𝑒𝑥𝑒 𝜔𝑒𝑦𝑒 𝐵𝑒 𝛼𝑒 𝛾𝑒 𝐷𝑒 
N2 2358.57 14.324 –2.26×10-3 1.99824 0.07318 –3.3×10–3 –5.71×10–6 
O2 1580.39 12.112 0.0754
 1.4451 0.01523 –8.25×10–3 –4.835×10–6 
Table 1.4: Molecular constants for rotation and vibration in cm–1 [37],[38] 
The triplet ground state of molecular oxygen has an electronic spin which leads to 
each transition splitting into 3 lines having total angular momentum 𝐽 = {𝑁 − 1,𝑁,𝑁 +
1}. These triplets have been observed as a central J = N line with weaker side branches 
separated by approximately 2 cm–1 which were only detectable for 𝑁 < 11 [39]. Other 
studies of O2 Raman scattering have neglected this triplet contribution under specific 
conditions. At pressures greater than 500 Torr, the error induced by treating the O2 
ground state as a singlet state was found to show no appreciable difference in the analysis 
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of Q-branch collisional broadening, [40]. Similarly, Millot et al. computed the maximum 
pressure limit at which triplet splitting needed to be modeled for their analysis of 
collisional broadening in O2-N2 mixtures to be around 300 Torr [41]. Thus, for simplicity 
O2 is treated in this study in the same fashion as N2: as a molecule with a singlet ground 
electronic state. The spectral separation is small relative to instrument broadening 
function (discussed in detail in Appendix B). Therefore, whatever small contribution the 
𝐽 = 𝑁 − 1 and 𝐽 = 𝑁 + 1 lines may have is most likely not resolved from the stronger J 
= N line.  
There are many ways to determine temperature from Raman scattering data 
depending on the spectral coverage of the collection system. Extracting the intensity of 
transition peaks allows for the determination of gas temperature through the comparison 
of the vibrational fundamental and hot bands [42],[43] or by fitting a Boltzmann plot of 
the many rotational lines [42],[44]. The ratio of the Stokes to anti-Stokes Q-branch 
intensities can also be used to determine temperature [45],[46]. The “envelope” of the 
pure rotational bands has also been used with low resolution spectra to determine 
temperature in single-shot measurements [47]. Another method, which is used in 
conjunction with species detection, is to spectrally bin regions corresponding to 
vibrational bands of particular species. A library of expected signal in these Raman 
channels is predetermined for all possible conditions and experimental data are correlated 
with its nearest match [48]. 
There have been several recent studies that utilized a detailed fitting procedure on 
high resolution spectra. Sepman et al. performed detailed fits to Stokes vibrational spectra 
of N2, O2, CO2, CO, and H2O [49].  The spectra were collected from long integrations of 
4.8-24 kJ of incident laser energy to achieve adequate signal. Over the range of 400 K to 
2150 K, they deemed the temperatures measured from all species to be accurate to within 
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±100 K. Utsav and Varghese measured flame temperatures from detailed fits of Stokes 
vibration-rotational N2 scattering [34]. A pair of concave mirrors was used to create a 
multi-pass cell that repeatedly passed the incident laser through the probe volume to 
increase laser energy by about 20 times. They were able to successfully measure flame 
temperatures to within ±9 K from 600 J of incident energy. The current work expands 
upon their detailed fitting procedure by fitting for rotational and vibrational temperatures 
independently from Stokes vibrational spectra of N2 and O2. 
1.1.2.2 – Rayleigh Scattering 
Predicting the elastically scattered signal is considerably simpler than in the 
Raman scattering case. By space averaging the polarizability components to account for 
all possible molecular orientations, one obtains an effective polarizability term 
 𝛼𝑒𝑓𝑓







 , (0.18) 
where 𝑎 and 𝛾 are the mean polarizability and anisotropy defined previously and 𝜌𝑛 is a 
“depolarization factor” [50]. This depolarization factor can be substituted into Eqn. (0.7) 









2 sin2 𝜃 𝐼. (0.19) 
Eqn. (1.19) can also be written in the more common form in terms of index of 








4 sin2 𝜃 𝐼, (0.20) 
where 𝑛 is the index of refraction and 𝑁0 is number density at STP [51]. The total 
scattered energy from a single laser pulse of energy 𝐸𝑖 can be determined by integrating 
Eqn. 1.19 over the extent of the collection solid angle, 𝛺, and multiplying by the total 
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number of molecules irradiated. For relatively small collection solid angle where the sine 
term can be considered constant, the result becomes 




where ?̂? is the number density of the scattering medium, ℓ is the sampling extent along 
the laser beam propagation direction, and (
𝑑𝜎
𝑑𝛺
) is the differential cross section.  This 









and can be computed directly for pure gases or as a mole fraction weighted sum of the 
individual species within a mixture. 
Rayleigh scattering can be used to quantify mixing, measure number density, or 
measure temperature. Mixing is the simplest case. Since the last three terms in Eqn. 0.21 
are constant for a given imaging/excitation system, only the number density and 
scattering cross-section of the medium affects the collected signal. When two streams of 
different cross-sections are mixed, the intensity of the scattered signal will correspond to 
the proportion of each stream present in the scattering volume. Making these 
measurements quantitative is difficult as number density variations will also affect the 
collected signal. For number density or temperature measurements, information about the 
scattering cross-section must be known. The simplest solution is to probe a flow that has 
constant scattering cross-section since the Rayleigh scattering signal is directly 
proportional to local number density, n in this case.  If the scattering medium is also 
considered isobaric, the Rayleigh signal is inversely proportional to the local temperature. 







where the reference signal (Iref) is taken for a region of the flow at known temperature 
(𝑇𝑟𝑒𝑓). Before this calculation can be made, careful correction must be done to the 
aforementioned signals, 𝐼 and 𝐼𝑟𝑒𝑓, to correct for background scattering, laser intensity 
variations, and detector response [52]. 
The differential scattering cross-sections for Rayleigh scattering are of order a 
thousand times greater than those for vibrational Raman scattering. The higher signals 
generated by Rayleigh scattering allow for measurements to be made from a single laser 
shot of relatively low energy (hundreds of millijoules for atmospheric pressure 
conditions). This freezes the flow motion and provides snapshots of flow conditions. For 
a rapid enough laser repetition rate, this can be extended to make time-resolved flow 
measurements. In addition, modern high-energy lasers provide adequate signal for two-
dimensional measurements to be made by spreading the laser out into a sheet. 
The earliest use of Rayleigh scattering as a thermometric measurement in flames 
was by Dibble and Hollenbach [53], who used a carefully chosen fuel mixture that had 
the property that the Rayleigh scattering cross-section was approximately constant for all 
mixture fractions. They used a CW laser to obtain time series point measurements of 
temperature in turbulent jet flames. Their fuel mixture consisted of 62% H2 and 38% CH4 
(by mole). If the fuel is not designed such that the Rayleigh scattering cross section 
matches the oxidizer stream, simultaneous Raman scattering measurements can be used 
to determine gas composition and compute a Rayleigh cross-section [48],[54]–[57]. This 
technique is limited to line measurements since a spectrograph or polychromator is 
needed to collect the spectrally dispersed Raman signal. The constant cross-section 
technique and Raman scattering technique were compared in a turbulent flame study at 
DLR [58]. In this experiment, the fuel was chosen to be a mixture of 33.2% H2, 22.1% 
CH4, and 44.7% N2 (by mole) in order to match the Rayleigh cross-section of air. Using 
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the combined Raman/Rayleigh technique, it was shown that the error in assuming a 
constant cross-section for this fuel mixture introduces approximately 5% error. 
Rayleigh thermometry was extended to two-dimensional measurements in flames 
using a multipass cell consisting of two cylindrical reflectors to form a sheet from the 
repeated retro-reflection of the laser beam at a slight angular offset [59]. A similar 
multipass technique was used in combination with large laser energy to image Rayleigh 
and specific Raman transition signals to compute mixture fraction fields [60]. This type 
of multi-scalar technique has been applied to look at many turbulent flames using 
Rayleigh/CO-LIF [61],[62] and Rayleigh/Raman/OH-LIF [63] as well. Instead of making 
multiple simultaneous measurements to obtain mixture fraction in order to compute 
scalar dissipation rate, the thermal dissipation rate is commonly used as a surrogate. 
Thermal dissipation rate has been studied extensively using 2D Rayleigh scattering 
measurements of turbulent flames using the Dibble fuel mixture [64] and the DLR fuel 
mixture [65]. Using Taylor’s hypothesis to approximate spatial derivatives from time 
derivatives, high repetition rate time-series point measurements have also been used to 
estimate the thermal dissipation rate [66],[67]. Recently, Rayleigh thermometry 
measurements that are both high resolution and high repetition rate have been made with 
the use of a pulse-burst laser [68]. 
1.2 – CONTEXT OF THE PRESENT WORK 
Although vibrational non-equilibrium in shock-heated flows and plasma 
discharges has been extensively studied, turbulent mixing-induced thermal non-
equilibrium has received relatively little attention in the literature. In the current work, a 
new supersonic jet-in-coflow facility is used to study turbulence-induced vibrational non-
equilibrium of N2 and O2 gas in the axisymmetric shear layer region of the jet. This study 
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provides the first experimental observation of mixing producing vibrational non-
equilibrium in a high-speed jet shear layer. Because this flow configuration is of the same 
general configuration as fuel injection in a scramjet combustor, the production of non-
equilibrium in this flow implies that the same is true for the more extreme conditions in a 
scramjet. This could have a significant impact on engine efficiency and flame-holding. 
This work may also provide a useful data set for validation for CFD models which 
include vibrational non-equilibrium effects. 
The primary objective of this work is to expand the knowledge base related to 
mixing-induced vibrational non-equilibrium. To do so, laser measurement techniques 
(Raman and Rayleigh scattering) were applied to make independent measurements of the 
vibrational, rotational, and translational temperatures of the gas. The use of Raman and 
Rayleigh scattering as thermometric measurement techniques is not unique to this study. 
The novelty of the current work lies in the application of these laser techniques to 
quantify the mixing-induced non-equilibrium in this flow. The Raman scattering 
technique was first applied as a time-averaged measurement in order to obtain high 
signal-to-noise spectra for detailed fitting of the O-, Q-, and S-branches. These high 
fidelity spectra allowed for accurate vibrational and rotational temperatures to be 
obtained independently from spectral fitting.  With this technique, the production of 
thermal non-equilibrium within a turbulent mixing layer and the subsequent transport 
within the flow can be quantified. 
Another objective of this work was to expand the current capability of the 
spontaneous Raman scattering technique. The fitting code was updated to add the 
capability to make O2 temperature measurements in addition to N2. This was invaluable 
as it provided the opportunity to study the interspecies coupling of vibrational energy. 
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There is relatively little information  on this type of energy transfer in the temperature 
ranges explored in this work available in the literature. 
 Time-averaged Raman scattering measurements cannot be made in a region of 
large temperature fluctuations, owing to the non-linear weighting of the scattered 
intensity as a function of temperature. A method for measuring vibrational and rotational 
temperatures near the turbulent flame base was needed. A new single-shot measurement 
apparatus was conceived in order to expand the Raman measurement technique to 
measurements in this region. The use of single-shot spontaneous Raman spectra to obtain 
simultaneous measurements of vibrational and rotational temperatures is unique to this 
work. This new method also provided measurements which no longer required a 
secondary measurement for validation, as was needed with the time-averaged 
measurements, and, thus, simplified the process of interpreting results. 
1.3 – ORGANIZATION OF THIS DISSERTATION 
This document provides a somewhat chronological description of the complete 
body of work — from construction of a new flow facility, to the initial application of 
optical diagnostic measurements, and then improvements made upon those 
measurements. Chapter 2 begins by detailing the design and assembly of the jet facility 
which was constructed for these experiments. The next two chapters describe the 
implementation of Raman and Rayleigh scattering measurement techniques for the study 
of mixing-induced vibrational non-equilibrium. Time-average Raman measurements 
were implemented first and thus are presented in Chapter 3. These measurements 
provided a method for quantifying the vibrational non-equilibrium, but did require 
supplementary Rayleigh scattering measurements to quantify the bias induced in the 
Raman measurements by time-averaging over temperature fluctuations. A single-shot 
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Raman measurement technique was devised and implemented which circumvents several 
drawbacks of the time-averaged measurements. A description of this system and the 
conclusions gleaned from the single-shot measurements is given in Chapter 4. This 
chapter concludes with suggestions for future uses of this technique. Finally, 
supplementary information on the specifics of calibrating the Raman measurements, the 
Raman fitting code, and the design of the single-shot Raman measurement system is 
provided in the appendices that follow the main text, as well as a collection of 
photographs of the construction and operation of the experiments. 
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Chapter 2: Jet in Coflow Facility 
This chapter presents the design process and evolution of the flow facility used 
for the experiments described in later chapters. The turbulent mixing process generated 
by this facility serves as a simplified representation for the more complex flow 
environment in a practical scramjet combustor. In this flow, turbulence-induced 
vibrational non-equilibrium can be produced in a jet shear layer without the use of 
vitiation. This method for generating non-equilibrium avoids the addition of 
vibrationally-participating species that can complicate the vibrational relaxation process. 
The systems that control the operation of the facility and ensure its safe operation are also 
described. 
2.1 – FACILITY DESIGN AND CONTROL 
The facility used for these experiments was designed to provide a small 
axisymmetric jet in a high temperature air coflow. The facility was mostly constructed of  
Type 304 and 316 stainless steel to prevent rust and allow for high temperature operation. 
The jet and coflow exit to the ambient room air. The coflow air supply was driven by a 
250 W blower (Leister SILENCE) through a HEPA filter to remove the dust particles 
larger than 0.1 µm in order to facilitate the flow diagnostics. The resultant coflow exit 
velocity was less than 1 m/s. The jet gas was provided by compressed gas cylinders 
stored in standard K-size bottles. The center jet flow issues through a CNC-machined 
stainless nozzle, which can be replaced to provide different flow velocities. An overall 
schematic of the jet in coflow facility is shown below in Fig. 2.1. Translation of the entire 
assembly was provided by a NEMA 23 stepper motor and stepper motor driver 
(Intelligent Motion Systems MicroLYNX) driving a screw-driven linear slide (Lintech 
172618-CP0) for simple and precise (75 µm accuracy) scanning of the flow. Two 
 28 
custom-built “outrigger” shaft and bearing assemblies helped support and balance the 
weight of the facility on the translation stage.  The complete translation system is shown 
in detail in Fig. 2.2. 
 
Figure 2.1: Jet in coflow facility with coflow blower and translation system. 
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Figure 2.2: Translation system for jet facility with outer shaft slides. 
This facility differs from those used in some other jet-in-coflow studies [69],[70] 
in that this case the coflow is electrically heated. The advantage of electrical heating is 
that it does not alter the chemical composition of the gases, while a vitiated coflow would 
include combustion products that could significantly affect the vibrational relaxation 
process. The coflow air was heated by a pair of 15 kW electric-resistance flow-through 
heaters (Leister LE 10000 DFHT). The maximum temperature of the heating element is 
rated at 1200 K. Two type K thermocouples were inserted radially through the pipe wall 
75 mm above the heating elements to measure the temperature of the coflow in the 
settling chamber and allowed for feedback control of the heater power. The jet was 
similarly heated by a pair of 6 kW electric heaters (Sylvania F038825). The coflow 
section was also fitted with a series of perforated plates, honeycomb and screens to 
provide flow conditioning. The perforated plates (40% open area, 0.25” hole diameter) 
serve to provide a blockage at the heater outlets to evenly distribute the hot gas in the 
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chamber. The 1” thick welded honeycomb (Benecor, 3/16” cell size) breaks up the large-
scale eddies induced by the holes in the perforated plate. The final pair of screens (73% 
open area) reduce the scale of the turbulence further to  
Figure 2.3 shows two facility configurations used for the experiments presented in 
later chapters. Figure 2.3a shows the flow facility configuration for the air mixing studies, 
which consisted of a Mach 1.5 round jet, with an 8 mm exit diameter, and centered in a 
0.3 m diameter circular coflow chamber. For the reacting flow studies, a converging jet 
nozzle with an identical 8 mm exit diameter was installed. The contours of the two jet 
nozzle designs are illustrated below in Fig. 2.4. Additionally, for the reacting flow 
studies, a conical coflow shroud served as a nozzle, which reduced the coflow exit 
diameter to 100 mm. The reacting-flow configuration is illustrated below in Fig. 2.3b. 
The addition of the coflow shroud allowed for the placement of detector optics much 
closer to the measurement region without risk of overheating. Additionally, accelerating 
the coflow velocity reduces the computational cost of simulating this flow by reducing 
the disparity in between coflow and jet velocity. This increase in coflow velocity did not 
appreciably change the overall mixing layer behavior due to the coflow velocity being 
orders of magnitude slower than the jet.  
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(a) (b)                                                                   
Figure 2.3: Cross-section view of the jet-in-coflow facility. (a) air-air mixing 
configuration with Mach 1.5 nozzle installed, and (b) reacting-flow 
configuration with converging nozzle and coflow shroud. 
(a)              (b)  
Figure 2.4: Nozzle section views for (a) Mach 1.5 converging-diverging contour and (b) 
















Preheating the coflow air caused heating of the central jet components and thus 
ensuring a proper seal between components of the jet flow path was challenging. In the 
piping between the jet heaters and the portion of the facility shown in Fig. 2.3, all pipe 
threads were dressed with a high temperature liquid sealant (Copaltite) because Teflon 
tape was found to melt and burn due to the high temperatures involved. In the final 
portions of the flow path, a custom gasket design made of annealed oxygen-free copper 
was used to achieve a pressure seal which is insensitive to temperature and provides a 
flush inner surface to prevent disturbances to the boundary layer. Similarly to the coflow, 
flow conditioning elements were installed in the jet flow path. They consisted of a 
perforated plate (51% open area, 3/16” hole diameters), which broke up thermal 
boundary layers by inducing large-scale eddies, and a wire mesh screen (73% open area, 
0.057” openings), which reduced the broke down the eddies to reduce the turbulent scale 
and produce a spatially-uniform outflow conditions. A section view of the central jet 
components is presented in Fig. 2.5 below. 
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Figure 2.5: Section view of facility center body illustrating the jet flow conditioning 
location and copper gasket knife edge geometry. 
To evacuate the hot gas and combustion products generated by the facility, an 
overhead exhaust system was designed and installed in the laboratory. The exhaust 
system was designed around the requirements that: 
1. Sufficient room air be ingested with the facility gases such that the bulk gas 
temperature is reduced below the maximum temperature rating of the fan 
bearings. 
2. Velocity at the hood inlet is kept to a minimum to avoid altering the behavior of 
the jet flame. 
A conservative calculation of the maximum heat load generated by the facility was made 
based on complete combustion of the fuel contained in the jet. Figure 2.6 shows 
calculated exhaust gas bulk temperatures as a function of exhaust system flow rate for 
various levels of H2 content in a Mach 1.5 jet. Ultimately, a system flow rate of 120 
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m3/min was selected. The high-temperature blower model (Peerless BI-150) that was 
selected is rated for bulk gas temperatures up to 260 C. This allows for the jet to safely 
operate with H2 concentrations up to 80% by mole for the supersonic case and 100% for 
the subsonic nozzle. The chosen blower design was sized to provide the required flow 
rate of air through the 500 Pa of pressure drop in the 46 cm diameter ducting system at 
standard conditions. The blower was constructed for high-temperature service. A belt 
drive reduces the fan speed to 2475 RPM from the 3500 RPM speed of the 5 HP drive 
motor. A variable frequency drive was also installed to allow for the modulation of fan 
speed for use with future experiments with varying flow rate requirements. The 
1.37×1.68 m rectangular hood was sized to cover the entire range of the facility 
translation stage and keep the face velocity well below 1 m/s. An overall schematic of the 
laboratory is shown below in Fig. 2.7. Additional photographs of the actual exhaust 
system are presented in Appendix A. 
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Figure 2.6: Exhaust system bulk gas temperature for different exhaust fan flow rates and 
jet H2 concentrations in the Mach 1.5 nozzle. 
 
 
Figure 2.7: Isometric and side view of the building modification made to facilitate this 
experiment from top and isometric views. New ducting for this experiment 
is shown in red and new laser barrier walls are colored blue. 
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With the use of hydrogen as a fuel for this facility and the large flow capabilities 
of the supply system, care was taken to ensure that the exhaust system was working 
effectively. The concentration of combustible gases in the lab was monitored with a set of 
three gas sensors (Detcon FP424C). The signals from these sensors were tied into a 
central controller (Detcon 610A-FB), which provided a readout of the gas sensor readings 
and several relay outputs which switch state in the event that high combustible gas 
concentrations are detected. The system was set up to close a normally-closed valve in 
the combustible gas supply outside in the event that the sensors detected concentrations 
greater than 5% of the lower explosive limit. 
To control the operation of the facility, a custom LabVIEW program was 
developed. This program provided live monitoring of the facility conditions during 
operation and also stored relevant data for later use. In addition to the thermocouples 
installed in the jet and coflow supply lines for feedback control of heater power, 
thermocouples were also used to monitor the coflow temperature at the exit plane and the 
jet temperature in the plenum upstream of the nozzle. These values, as well as the power 
levels being supplied to the heaters were read into the PC using a National Instruments 
multifunction data acquisition (DAQ) device (PCIe-6321) and recorded to a text file for 
each run of the facility. The stagnation pressure in the jet-nozzle plenum was also 
measured using a pressure transducer (Cooper Instruments DPG1000DR) which was read 
by an analog voltage channel on a second National Instruments DAQ board (PCI-6110). 
This board was used in addition to the previously-mentioned board to isolate the 
acquisition of low voltage (millivolts) signals (thermocouples, Hall effect current 
sensors) from the high voltages (0-10 V) involved with the pressure transducer and flow 
controllers. 
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In addition to recording information about the run conditions, the LabVIEW 
program set the flow rate of jet gases and measurement location through control of the 
translation stage. The desired flow rate of each constituent gas sent by analog voltage 
from the PCI-6110 board to a differential pressure mass flow controller (Omega FMA-
2600A) where the flow rate was maintained by internal PID logic. The two modes of 
operation for this program are either in a feedback-control mode that maintains a constant 
jet-nozzle plenum pressure or a constant flow rate mode that sends a user-specified flow 
rate of each gas through the jet. Facility movement was controlled through RS-232 
communication between the PC and stepper motor controller. In some cases, the program 
monitored the state of the detector and automatically scanned through a preset list of 
measurement locations after each data acquisition. For increased safety for those running 
the experiment, the entire facility is controlled remotely from a 3 personal computers 
located in an adjacent room and monitored using IP surveillance cameras (model). The 
rooms were separated by a solid masonry wall between the operator and the experiment 
and also provides the ability to simultaneously monitor the state of the experiment, 
dictate facility conditions, and control the various cameras used for data acquisition. The 
digital output channels of the PCI-6110 DAQ board commanded a set of relays which 
allowed for rapid shutdown of the facility in an emergency. These relays were wired to, 
on command, cut the power supply to the jet and coflow heaters and close solenoid 
valves at both the hydrogen fuel supply outside and just upstream of the facility. The 
remote control station is pictured in Appendix A. 
2.2 – OPERATING CONDITIONS 
The nozzle exit diameter of 8 mm was selected as a balance between flow rate 
and spatial resolution requirement. A smaller jet requires less flow to reach the same exit 
 38 
conditions and therefore allows for a longer experimental run time. However, the jet 
should be large enough that the flow is well-resolved by the measurement techniques 
used. Figure 2.8 below shows calculations made to size the supersonic nozzle used in the 
air mixing experiments. The air flow rate required for various nozzle exit Mach numbers 
and the resulting facility run time from a single standard gas cylinder is plotted. The jet 
was unheated in the air mixing studies to maximize the temperature difference between 
coflow and jet and thus drive the largest possible non-equilibrium. Including time to 
allow jet flow to ramp-up to the set point and for temperatures to stabilize, a jet exit 
diameter greater than 8 mm was determined to consume gas too rapidly. The converging 
nozzle used for the fuel jet cases was sized to match the exit diameter of the supersonic 
nozzle. 
 
Figure 2.8: Jet flow rate for unheated air as a function of nozzle design Mach numbers for 
different exit diameters. 
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Two main fuel mixtures were used in the reacting flow studies presented in this 
dissertation: a H2/N2 mixture and a H2/CH4 mixture. The fuel jet conditions were selected 
such that the facility provided an autoigniting flame which reached a repeatable lift-off 
height. The lift-off height also was required to be short enough that the region 
downstream of the flame was within the scanning range of the laser measurements. This 
required the use of the jet heaters to raise the stagnation temperature of the jet. Owing to 
the much higher speed of sound of H2, the jet Mach number in either of these cases did 
not need to be supersonic. As will be discussed in depth in Ch. 3, the H2/CH4 mixture 
proportion is fixed to match the Rayleigh cross-section to air, and thus the operating 
parameters were constrained by the flame lift-off height requirements. In the case of the 
H2/N2 fuel, however, the mixture proportions could be varied. The fuel composition was 
used as an additional parameter when selecting run conditions that allowed for the jet 
velocity to be specified while meeting the stable flame requirements. Figure 2.9 shows 
the required flow rates, exit Mach number, and heat addition to reach a jet velocity which 
matches that of the Mach 1.5 air mixing conditions. With the use of this subsonic nozzle, 
it was observed that the jet did not self-ignite consistently when the total temperature was 
below 350 K. Additionally, it was found that H2 molar concentrations much below 60% 
did not readily ignite. This reduced the matrix of possible fuel jet conditions to the area 
outlined in red. 
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Figure 2.9: Facility requirements for an array of H2/N2 flow conditions which match air 
jet velocity: H2 flow (top left), N2 flow (top right), Mach number (bottom 
left), and heat addition (bottom right). 
In order to down-select a single condition for experimental study, an additional 
parameter was investigated: the N2 concentration in the jet. Owing to the species-specific 
nature of the Raman scattering phenomenon, measurements can only be made where the 
molecule being probed is present in sufficient quantity. Therefore, it is advantageous to 
select jet conditions which provide a density of N2 in the jet which approximately 
matches the coflow. Figure 2.10 shows the ratio of N2 number density in the jet to that in 
the coflow at 1000 K for the range of jet mixtures and temperatures presented in Fig. 2.9. 
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Ultimately, a mixture of 68% H2 and 32% N2 at a stagnation temperature of 550 K was 
chosen as the fuel jet condition which best balanced all of the requirements. 
 
Figure 2.10: Ratio of N2 number density in the jet to coflow for various H2/N2 fuel jet 
conditions. 
The maximum coflow temperature in this study was limited to 1000 K, which was 
the highest temperature at which the facility could be run for long periods of time without 
the sealants used catching fire. This temperature ceiling limits the magnitude of 
vibrational non-equilibrium which can be generated by this facility. Figure 2.11 shows 
the fractional population in excited vibrational states over the range of coflow 
temperatures up to the maximum rated temperature of the heaters. At 1000 K, only 3.5% 
of N2 and 10.5% of O2 molecules are in 𝑣 > 0 states. As mentioned in Section 2.1, other 
facilities use vitiation to obtain higher coflow temperatures, but the water vapor that 
would be introduced by the upstream combustion process renders such a design 
unsuitable for the current non-equilibrium study. Thus, this limitation on coflow 
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temperature must be tolerated for the current study, and the measurement techniques used 
in this dissertation must be sufficiently precise in order to detect the relatively weak non-
equilibrium that will be generated. 
 
Figure 2.11: Fractional population in elevated vibrational states as a function of 
temperature. 
No ignition source is introduced into the flow in order to initiate burning in the 
flames studied. Thus, the process controlling the initial flame ignition (and thus flame 
stabilization height) is autoignition. Numerical studies of this process in non-premixed 
flames have demonstrated the importance of a specific value of the global mixture 
fraction which represents a “most-reactive” mixture where the flame first ignites  
[71],[72]. Although those studies utilized detailed direct numerical simulations to study 
the coupled effect of mixture fraction and dissipation rate to predict autoignition, the 
most-reactive mixture was found to be accurately predicted by simpler laminar flow 
models. Specifically, the most-reactive mixture can be determined by identifying the 
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mixture for which the ignition delay time is minimized. The most reactive mixture is 
determined by using detailed chemistry in a perfectly-stirred reactor model with the 
Cantera simulation package [73]. The UCSD combustion mechanism was used for these 
calculations [74]. The stoichiometric and most-reactive mixture fractions of the two fuel 
mixtures used in the experiments presented in this dissertation are presented in Table 2.1. 
The mixture of fuel and oxidizer is presented in terms of the mixture fraction, Z [75]. As 
in Ref. [72], the most-reactive mixtures are found to be leaner than stoichiometric. 
However, in the mixing layer of this study, there is also a large temperature difference 
between the fuel and oxidizer streams. Because the oxidizer stream is at a much higher 
temperature, the most-reactive mixture is shifted further to leaner mixtures. When this 
temperature variation with mixture is considered, the most-reactive mixture for the H2/N2 
is shifted to Z = 0.045 (ϕ = 0.21), which is very near the lean flammability limit of H2. A 
similar effect is seen with the H2/CH4. Thus, the initial ignition of the lifted flames 





(T  = 1000 K) 
Zmost-reactive  
(Tjet=500 K, Tcoflow=1000 K) 
68% H2, 32% N2 0.181 0.097 0.045 
62% H2, 38% CH4  0.048 0.016 0.014 
Table 2.1: Mixture fraction values for fuel mixtures used in jet flame studies 
Coflow temperature has been observed to exert a large effect on flame liftoff 
height in turbulent jet flames, while other flow parameters, such as jet temperature or 
coflow velocity, had a much weaker effect [76]–[78]. Wang and Pope performed a 
computational study of different coflow conditions which showed that the range of 
coflow temperatures for which the flame lift-off height is most sensitive is shifted to 
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lower temperatures (930-970 K) for a pure air coflow than it is for vitiated coflow 
conditions (980-1040 K) [79]. A similar analysis was made for the flame conditions 
investigated in this dissertation by computing the dependence of ignition delay time on 
coflow temperature. The results are presented in Figs. 2.12 and 2.13 for the H2/N2 fuel 
and H2/CH4 fuel, respectively. 
 
Figure 2.12: Effect of coflow temperature on the ignition delay time for the H2/N2 fuel at 
specified mixture fraction values. 
 45 
 
Figure 2.13: Effect of coflow temperature on the ignition delay time for the H2/CH4 fuel 
at specified mixture fraction values 
As was noted in Ref. [79] with the conditions of a smililar jet-in-coflow burner, 
the ignition delay time shows a strong dependence on coflow temperature. The region of 
largest slope occurs for temperatures between 930 K and 980 K for the H2/N2 jet and at 
even colder temperatures for the H2/CH4 fuel for mixture fractions near the most-reactive 
value. Because this most-sensitive temperature range occurs below the coflow 
temperature used for the reacting flow experiments (1000 K), small variations in the 
coflow temperature are not expected to exert a large difference in the flame liftoff height. 
Thus, the observed lift-off height should be repeatable between runs. 
In order to get maximal coflow gas temperature from the heaters, no part of the 
facility is water-cooled. This mode of operation leads to high material temperatures as the 
facility heats up to a steady-state condition. At these high temperatures, thermal 
expansion causes a significant shift in the nozzle and coflow shroud location during the 
heat-up process. Figure 2.14 illustrates this movement with a sequence of images. The 
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nozzle exit location shifts approximately 17 mm upward and 4.5 mm laterally between 
room temperature and operating conditions. Several attempts were made to reduce this 
shift with mechanical braces, one of which can be seen in Fig. A.7. In practice, this shift 
in nozzle location required all optical measurements to be aligned while the coflow 
stream was heated to operating conditions. 
 
Figure 2.14: Sequence of images illustrating nozzle shift during heat-up process. 
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Chapter 3: Time Averaged Raman Scattering 
This chapter presents measurements of vibrational non-equilibrium made with a 
time-averaged Raman scattering technique. We use spontaneous Raman scattering to 
simultaneously measure the rotational and the vibrational temperatures of N2 and O2 
across the jet shear layer. The linear nature of the spontaneous technique greatly 
simplifies the theoretical model used for temperature fitting. Independent measurements 
of the translational temperature are also made using planar Rayleigh scattering to confirm 
the validity of the Raman scattering results. Section 3.1 presents results in a Mach 1.5 air 
jet issuing into a hot air coflow. Section 3.2 focuses on measurements made in subsonic 
jets of combustible fuel mixtures. 
3.1 – AIR MIXING STUDIES 
Initially, mixing-induced vibrational non-equilibrium of N2 was studied in the 
turbulent shear layer between a supersonic cold jet and a surrounding hot air coflow. The 
jet fluid was either air, N2, or Ar, and the heated coflow used was air at a maximum 
temperature of 850 K. The facility configuration, run conditions and measurement 
apparatus are described in detail in Section 3.1.1. Discussion of the measurements and 
their implications are presented in Section 3.1.2. The contents of this section have been 
published in [80].1 
                                                 
1Reising, H. H., KC, U., Clemens, N. T., and Varghese, P. L., “Measurement of mixing-induced thermal 
non-equilibrium in a supersonic shear layer using spontaneous Raman scattering,” Physics of Fluids, Vol. 
29, No. 7, 2017, p. 76101, DOI: 10.1063/1.4991754. 
The author of this dissertation was the primary author of this manuscript and carried out the collection and 
analysis of the data presented within in collaboration with U. KC. N. Clemens and P. Varghese served in a 
supervisory role and provided critical revision of the article. 
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3.1.1 – Experimental Setup 
3.1.1.1 – Facility Configuration 
The facility for these experiments was arranged as was shown in Fig. 2.3a. The 
nozzle was designed for a Mach 1.5 exit condition and had an 8 mm exit diameter. The 
main configuration for these studies is one where air is used as both the jet and coflow 
fluid. Operating conditions for this air mixing case are presented Table 3.1. The jet was 
operated in a perfectly expanded state where the exit pressure was matched to the 
ambient pressure of the room. This was ensured by visually inspecting the 
shock/expansion structure at the nozzle lip using Schlieren imaging while adjusting the 
gas supply pressure. During data collection, the pressure that minimized wave formation 
was maintained using mass flow controllers. The convective Mach number [81], Mc, of 
the jet shear layer presented in the table was computed from freestream conditions. The 
shear layer thickness, δ, is defined by the 5% to 95% width of the mean temperature 
profile (determined by Rayleigh scattering) at the downstream location where Raman 
scattering measurements were made. The characteristic timescale of the mixing in the 
shear layer, which will be used to compare with the relaxation time of the vibrational 
energy, was defined as the eddy turnover time, 
𝛿
∆𝑈
, where ∆𝑈 is the difference between 
the speed of the jet and the coflow.  
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Table 3.1: Operating conditions and relevant flow parameters 
3.1.1.2 – Spontaneous Raman Measurement Setup 
Figure 3.1 shows the schematic of the set up used for Raman spectroscopy. The 
excitation energy for the light scattering is provided by a frequency doubled, diode 
pumped Nd:YAG laser with pulse energy of 4 mJ at 532 nm and operated at 10 kHz 
repetition rate. The pulse duration of the laser was about 160 ns, the beam height was 5 
mm at the laser output window and the beam divergence was 5 mrad. The laser light was 
switched between the alignment mode and the experimental mode using the combination 
of a polarization rotator and a polarizing beam splitter. In the experimental mode, the 
beam splitter was removed from the set up and the polarization rotator was adjusted to 
maximize the Raman signal in the direction of the collection optics. The laser beam was 
focused using a 40 cm focal length lens. The scattered light was collected by a Nikon 105 
mm f/2.8 camera lens and focused into the entrance aperture of a HoloSpec f/1.8 
spectrograph manufactured by Kaiser Optical Systems, Inc. The front surface of the 
collection lens was placed about 22 cm from the nozzle. Camera lenses were used in the 
collection arm to prevent chromatic aberrations. The elastically scattered light was 
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filtered out by a SuperNotch filter with O.D. > 4.0 and bandwidth < 350 cm–1. Light was 
dispersed by the HDG-608 transmission grating, which had an average dispersion of 
~0.03 nm per pixel. The signal was recorded using an intensified charge-coupled device 
(ICCD) camera with an 18 mm wide HBF Gen III intensifier (Princeton Instruments PI-
MAX 3). The intensifier had a quantum efficiency of 44% at 607 nm, which is typically 
the near the peak of the Q branch of the Stokes signal from 14N2. The CCD array had 
1024 × 256 pixels each measuring 26 µm × 26 µm, of which approximately 620 × 256 
were covered by the intensifier. Figure B.1 in Appendix B shows the boundary of the 
intensified portion of the sensor.  The spectral coverage of the detector was 595 to 620 
nm for these experiments. The use of a 100 m slit width resulted in a measurement 
volume which measured 1.1 × 0.33 mm. The beam height at the focus sets the spatial 
resolution in the streamwise (vertical) direction, while the slit width and magnification 
set the limits the cross-stream (horizontal) resolution. The exposure time of the sensor 
was 20 s, i.e., each data set was obtained from 800 J of incident energy. Such a high 
incident energy was necessary to obtain adequate signal-to-noise ratio (SNR) in the low-
intensity spectrally resolved O and S branches. As shown in Fig. 3.2, the intensity of the 
O and the S branches are 2-3 orders of magnitude lower than that of the Q branch. This 
large dynamic range is made possible by the relatively large vertical sensor area on which 
the signal was collected.  
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Figure 3.1: Schematic of the Raman set up: BD, beam dump; BS, beam splitter; PR, 







Figure 3.2: Sample Stokes Raman spectra from N2 (a) in the jet at 210 K and (b) in the 
hot coflow at 1000 K. 
The spectra contained in Fig. 3.2 illustrate several important features which are 
observed in the Raman spectra. While the O-, Q-, and S-branch lines have been discussed 
in Ch. 1, an additional feature which is labeled in Fig. 3.2a is the Q-branch of the 
diatomic species 14N15N, which contains the rare isotope of nitrogen. This feature is also 












branch features which become dominant in that spectra region at high temperature. The 
main difference between the two spectra of Fig. 3.2 is the appearance of a prominent 
second Q-branch line, termed the “hot band” due to its association with high temperature 
gas samples where higher vibrational levels become populated. The “hot band” line 
indicated in the figure comes from the v′=2v′′=1 fundamental band transition. Further 
“hot band” lines from higher vibrational levels become visible at flame temperatures, 
which are observed in Section 3.2 and Ch. 4. 
Conversion of the raw Raman signal at the detector to spectra like Fig. 3.2 
required meticulous calibration. In the raw images on the CCD array, the horizontal axis 
is the dispersion axis. Positions along this axis were identified in terms of the desired 
spectral units by comparing the pixel positions of the emission lines from a neon 
calibration lamp with their respective positions tabulated in the NIST database. The pixel 
positions of the individual neon lines were obtained to sub pixel resolution by curve 
fitting the instrument line shape model to the recorded spectrum. The instrument line 
shape function was modeled by the convolution of a trapezoid function and a Lorentzian. 
The free parameters of the line shape function were the half base width and the half top 
width of the trapezoid, and the Lorentz width. The system intensity response was also 
calibrated by taking the ratio of the recorded signal from a cavity blackbody (CI Systems 
SR-20) at 1000 K to a Planck function at the same temperature. This provided a 
calibration factor for the detector and collection optics accounting for any spectrally non-
uniform response. Additional details on the data calibration procedure is described by 
Utsav and Varghese in Ref. [34], and in Appendix B. 
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3.1.1.3 – Rayleigh Imaging Diagnostics Setup 
 Planar laser Rayleigh imaging was used to provide an instantaneous 
measurement of the gas temperature. The light source for the 2D Rayleigh scattering is a 
532 nm frequency-doubled Nd:YAG laser (Spectra-Physics GCR-150) operated at 10 Hz. 
The pulse width was 10 ns and the pulse energy was 300 mJ. The beam was first 
expanded using a pair of cylindrical lenses (with focal lengths –40 mm and 130 mm, 
respectively), and then focused with a 500 mm focal length positive cylindrical lens. The 
resulting laser sheet thickness was measured by traversing a knife edge through the beam 
while monitoring the power; the resulting sheet thickness was 130 µm (FWHM). The 
sheet height was 10 ± 1 mm. 
 
Figure 3.3: Schematic diagram of the Rayleigh scattering setup. 
The Rayleigh scattering was imaged using a back-illuminated CCD camera 
(PixelVision SV512V1), which has an individual pixel size of 24 µm  24 µm. A pair of 
Nikon 50mm f/1.4 lenses were used in unity conjugate ratio. An extension tube was not 
used between the lens and the camera to increase the magnification as it would also lead 
to barrel distortion and reduction in the amount of collected light. The imaging field of 
view was 12 mm  12 mm. The short working distance of the lens configuration required 
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that the lenses be located within the hot coflowing air.  A lens protection and cooling 
system (not pictured in Figure 3.3) kept the temperature of the lenses at tolerable levels 
throughout the experiments and protected the camera from the heat load as well. 
Alteration of the shear layer by this intrusion was minimal due to the high velocity ratio 
between the jet and coflow. 
Resolution of the imaging system was characterized by measuring the step 
response function by the scanning knife edge method outlined in Ref. [52]. A knife edge 
was traversed through the object plane as images are recorded from a uniform light 
source. By plotting the response in a single pixel as a function of knife edge position, the 
line spread function was obtained. Curve fitting an error function to the response showed 
the full width at half maximum to be 29 µm. This can be compared with the strain-limited 
diffusion scale, which is about 6 times larger than the Batchelor scale, 𝜆𝐷 =
11.2𝛿𝑅𝑒𝛿
−3 4⁄ 𝑆𝑐−1 2⁄ , where 𝛿 is the width of the mixing layer, 𝑅𝑒𝛿 is a Reynolds 
number based on this width, and 𝑆𝑐 is the Schmidt number of the gas [82]. Using gas 
properties at the mean temperature of the two freestreams, this value is estimated to be 
13.4 µm in the shear layer at the downstream distance being studied. While this 
measurement does not resolve the very smallest mixing scales, it does provide a highly 
resolved measurement relative to the Raman scattering technique. 
Rayleigh scattering as a technique to measure a two-dimensional temperature 
field has been used in many previous studies of subsonic jet flows [53],[65],[83].  The 






)𝛺𝑙𝜂𝑐 , (3.1) 




is the differential scattering cross-section, Ω is the collection solid angle, l is the imaging 
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length along the beam and 𝜂𝑐 is the optical collection efficiency.  Since the last three 
terms are constant for a given imaging system, it is obvious that if the gas comprising the 
flow field being imaged has a constant scattering cross-section, then the Rayleigh 
scattering signal should be directly proportional to local number density, n.  The pressure 
is assumed to be constant so that the Rayleigh signal is inversely proportional to the local 
temperature assuming ideal gas behavior. The raw data are calibrated against the 
Rayleigh signal recorded from a gas mixture at known temperature. The resultant images 
provide two-dimensional temperature fields in a single laser shot, which freezes the 
motion of the flow. 
A set of sample Rayleigh scattering images is shown in Fig. 3.4 for the air mixing 
case specified in Table 3.1. The field of view is approximately 5 mm  6 mm in the radial 
and streamwise directions, respectively, and it is centered 12 mm downstream of the 
nozzle exit. The denser cold jet is on the left while the hot coflow is on the right. The 
shear layer exhibits many small fingers of cold jet fluid reaching into the hot flow 
without the coherent “roller” structures.  This behavior is consistent with previous studies 
of compressible mixing layer structure [84],[85]. 
 
Figure 3.4: Sample Rayleigh scattering images. 
 57 
3.1.2 – Results and Discussion 
Figure 3.5 shows temperature profiles 12 mm downstream of the nozzle exit 
obtained using the previously described techniques. The cross-stream (radial) coordinate 
is non-dimensionalized as 𝜂 =  
𝑟−𝑟0.5
𝛿
, where 𝑟0.5 is the radial location of the mean 
temperature of the two freestreams in a manner consistent with previous high-speed 
mixing studies [86],[87]. The Rayleigh scattering profile is taken from the average 
temperature field from the set of images for an entire run.  The capture rate of the camera 
allowed for the collection of a set 77 images during a 3-minute run.  The thermocouple 
measurement was obtained using 2 thermocouples with different bead diameters.  The 
results were then extrapolated to an infinitesimally small bead size to account for the 
error due to bead radiation. Temperatures from the Raman scattering measurements are 
shown at the discrete locations that were probed. Vibrational temperatures are omitted 
where the flow temperature is too low (<450 K) to obtain a meaningful fit. Further 
explanation of this limit is provided in Appendix B. The error bars in Fig. 3.5 for the 
Raman temperature measurements were determined as follows. Residuals between the 
collected spectra and the fit results were stored in a library. These residuals were added to 
a simulated spectrum at known temperature and then fit for temperature. The best fit 
value of temperature from the spectral fit to the noisy simulated spectrum was then used 
to estimate the uncertainty in temperature caused by noise in the data and temperature 
variations in the probe volume during the collection time. 
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Figure 3.5: Various temperature measurements as a function of radial location at 12 mm 
downstream of the nozzle exit. 
As shown in Fig. 3.5, there is a good agreement between the Raman, Rayleigh 
and thermocouple temperature measurements outside the shear layer. There is also 
minimal difference between TV and TR away from the shear layer, which is expected for 
flow that is in equilibrium. Within the shear layer, the effect of slow vibrational 
relaxation is clearly evident. The vibrational temperature remains higher than the flow 
temperature as the energy relaxes more slowly from the initial inflow step function 
profile. While the observed difference between TV and TR reaches a maximum of 220 K 
in this flow, the low population of vibrational-excited molecules means that very little 
energy deficit actually exists. In fact, if one assumes the total enthalpy of the flow is 
conserved, the excess energy in excited vibrational modes only reduces the gas 
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temperature by 17 K from the equilibrium temperature at the location of maximum 
temperature difference (η = –0.2). Therefore, the effect noted by Koo et al., where mixing 
behavior is altered by changes in molecular viscosity, which are due to reduced gas 
temperature, will likely not have any measurable effect in this flow [88]. The minimal 
effect on viscosity is in agreement with Fuller et al. who found that energy exchange 
between vibrational and translational modes did not alter the viscosity for a much 
stronger plasma-generated non-equilibrium [89]. However, the result that high-speed 
mixing does indeed induce vibrational non-equilibrium is significant. This type of high-
speed mixing between a jet and surrounding flow at vastly disparate temperatures is 
typical for the injection of hydrogen fuel in a scramjet combustor. This mixing process 
produces another source of vibrational non-equilibrium in a flow where both the 
efficiency of hydrogen combustion reactions and flame ignition are greatly affected by 
non-equilibrium [2],[90]. 
The rotational temperature from the Raman scattering measurement trends 
consistently with the profile from the Rayleigh scattering image set, agreeing to within 50 
K at all locations. One should note that the Raman rotational temperature measurements 
are consistently lower than the Rayleigh scattering results in the shear layer. Because 
higher density fluid scatters light more effectively, the collected Raman spectra are 
biased toward the colder side of the local temperature probability density function (PDF).  
Conversely, the temperature derived from Rayleigh scattering reflects the true mean 
temperature profile, as there is very little spatial averaging and essentially no temporal 
averaging occurring within each pixel. This effect is illustrated in Fig. 3.6 for several 
sample PDFs. The original PDF and one weighted by gas density for different 
distribution widths around the same mean value. The difference between the original 
distribution and the density-weighted one is plotted in the lower portion of Fig. 3.6 as the 
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“residual” value. This difference between the two techniques becomes more apparent 
when the temperature PDF is broadest, which manifests by a shift of the mean of the 
density-weighted PDF to a lower temperature. The two techniques do not show this 
discrepancy in the two freestreams because the fluctuations within the measurement 
volume are small, and thus the PDF is narrow. 
 
Figure 3.6: Density-weighting effects on normally-distributed temperature PDFs. 
3.1.2.1 – Distinction between Compound and Non-equilibrium Spectra 
We have assumed that TR is not equal to TV because the sample has a non-
equilibrium energy distribution. However, as was shown in the previous section, in the 
presence of temperature fluctuations the spectra do not average in a linear sense. Since 
the Raman scattering intensity at a particular wavelength is a non-linear function of 
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temperature, time-averaging in the presence of temperature fluctuations can lead to a bias 
error due to non-linear weighting [91]. We assess the error due to this non-linear 
weighting in the averaging process by computing “compound” spectra that are the 
average of spectra computed at different temperatures. Specifically, the compound 
equilibrium spectra are simulated by combining equilibrium Raman spectra on a density-
weighted basis from a temperature PDF. Figure 3.7 below shows the effect of increasing 
width on normally-distributed temperature PDFs. It is apparent that larger local 
temperature fluctuations lead to an increasing difference between rotational and 
vibrational temperatures in the fit results. This effectively introduces a spurious non-




Figure 3.7: Effect of temperature distribution width on fit results for normally-distributed 
PDFs centered at 700 K. 
In order to assess the effect of this false non-equilibrium on the apparent non-
equilibrium in Fig. 3.5, the actual temperature fluctuations in the shear layer are used to 
compile “true” temperature PDFs for the Raman measurements. The Rayleigh 
temperature measurements, with higher spatial and temporal resolution, provide this 
information on both the spatial and temporal temperature distributions within a given 
Raman probe volume. As stated previously, the Rayleigh scattering measurements have a 
spatial resolution of 29 µm in the imaging plane and an exposure equal to one laser pulse 
width, 10 ns. Conversely, the Raman spectra are recorded from a 1.1 × 0.33 mm region 
and integrated over 20 s. Temperature distributions within a physical region of the same 
size as the Raman measurement volume were computed from the Rayleigh 
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measurements. The RMS of these temperature distributions for a sliding measurement 
window across the shear layer is shown below in Fig. 3.8. The peak RMS temperature 
deviation is 92 K and is found slightly to the hot side of the location of mean temperature 
at η = 0.12. Comparing this with the results shown in Fig. 3.8, this level of temperature 
fluctuations within the Raman measurement volume would induce an artificial difference 
between of rotational and vibrational temperature of only about 20 K. 
 
Figure 3.8: Temperature variations within the Raman measurement region at different 
locations across the mixing layer. 
It is important to note that these PDFs are not normally-distributed in contrast to 
the distributions used for the calculations of Fig. 3.7. However, because we have detailed 
information about the true temperature distributions available to us through the Rayleigh 
thermometry measurements, we can perform a similar process to generate the expected 
Raman spectra that would be observed from a gas with these temperature distributions. 
Temperature PDFs for several of the Raman sampling locations are shown in Fig. 3.9. 
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Equilibrium Raman spectra are calculated at each of the temperatures shown in the PDF 
in Fig. 3.9 and are combined in a weighted average to generate a compound spectrum at 
each location. In order to make the simulated spectrum more similar to the experimental 
data, the residuals from a curve fit to the Raman data are added to the simulated 
compound spectrum. The non-equilibrium Raman fitting code is then used to fit the 
simulated noisy compound spectrum. We find that the difference between TR and TV in 
the shear layer calculated from the simulated compound spectrum is less than 50 K at all 
locations. This difference is significantly less than the difference between these values 
obtained from the experimental data shown in Fig. 3.6, which indicates clearly that the 
inferred levels of non-equilibrium are real, although perhaps smaller than suggested by 
Fig. 3.5. 
 
Figure 3.9: Rayleigh temperature PDFs at various Raman probe regions with the 
temperatures obtained from spectral fitting the average Raman spectra over 
the PDF. 
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It is worth noting that the compressible nature of the mixing layer and subsequent 
suppression of large-scale 2D “roller” structures may have provided sufficiently low local 
fluctuations within the shear layer and allowed for meaningful fitting of time-averaged 
samples. The narrowing of local PDFs with increasing compressibility has been found in 
both planar [87],[92],[93] and axisymmetric mixing layers [86].  In other flows where the 
fluctuations may be higher, the local PDF for each measurement may be broad enough 
that the difference between TV and TR in a compound spectrum may be of the same order 
as the fitting results from the actual Raman scattering data. Because of the potential for 
this bias error, the local temperature variations must be quantified when extending this 
time-average technique to other flow environments.  
3.1.2.2 – Effect of CO2 Addition 
Figure 3.10 shows the result of several spectra rapidly collected at one location 
near the center of the shear layer. The facility was first operated at the same conditions 
listed in Table 3.1 and then CO2 was introduced into the jet and coflow with a mass flow 
controller. The suppression of the v′=2v′′=1 hot band at 606.5 nm with increasing CO2 
concentration, signifies the reduction in the v = 1 population. Spectral fits showed that the 
difference between TV and TR decreased from 135 K without any addition of CO2, to 90 K 
with the addition of 10% CO2. These temperature residuals were consistent over many 
spectra, with a standard deviation of only 3 K without CO2 and 12 K with 10% CO2 by 
mole. This reduction in non-equilibrium reinforces the fact that true V-T non-equilibrium 
is being measured in this flow. 
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Figure 3.10: Effect of CO2 addition on vibrational hot band population. 
3.1.2.3 – Competing Excitation and De-excitation Processes 
Thermal energy transfer between the two streams occurs as hot and cold packets 
of fluid in local vibrational-translational equilibrium are entrained from the low and high 
speed sides of the layer, respectively.  As these two streams mix, the initially hot 
molecules will exhibit a vibrational temperature above the local gas temperature, while 
cold molecules which originated from the cold stream will show the reverse. This process 
is diagrammed in Fig. 3.11 below. Raman scattering measurements applied to such a 
packet of mixed fluid will inherently average the vibrational populations of these 
molecules. This can have an effect of reducing the apparent magnitude of non-
equilibrium as molecules with excess vibrational energy and those with a vibrational 




Figure 3.11: Illustration of the simultaneous hot-to-cold and cold-to-hot relaxation 
processes occurring in the shear layer. 
To isolate this effect, dissimilar species can be used in order to track molecules 
from each side of the layer.  Because the jet temperature is too low to probe with the 
current technique, it is convenient to continue to use air on the hot side of the layer and 
introduce the Raman inactive species, argon, in the jet. The use of argon allows the 
tracking of vibrationally-hot N2 molecules as they are entrained and mixed with the cold 
jet. The results for an argon-air case are presented in Fig. 3.12 and compared with the air-
air case shown in Fig. 3.5.  The freestream conditions are also presented in Table 3.2 to 
illustrate the differences when the jet nozzle is run off-design to pressure match the exit 
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with an atomic species instead of a diatomic molecule. The profile is truncated where the 
local concentration of nitrogen is too low for the fitting code to converge to a meaningful 
result. 
 Air-Air Argon-Air 
Tjet 210 K 170 K 
Tcoflow 850 K 850 K 
Mjet 1.50 1.55 
Red 3.8105 6.3105 
Table 3.2:  Experimental conditions for the air-air and argon-air mixing cases. 
 
Figure 3.12: Temperature profiles for the air-air mixing and argon-air mixing cases. 
 69 
The non-equilibrium can be observed deeper into the layer when vibrationally-
active molecules only originate on the hot side of the layer. This observation confirms 
that the hot-to-cold relaxation process actually produces a stronger non-equilibrium in the 
shear layer than Fig. 3.5 would suggest. Therefore, a converse process of vibrationally-
cold molecules relaxing to a higher temperature must also exist in the layer. Because this 
is an effect that is present at the molecular level, one cannot resolve this by improving the 
spatial resolution of the measurement. In a layer with identical species on both sides, the 
only way to separate the two processes would require identifying which side of the layer 
each molecule originated from. Because this is not possible in a real flow, this averaging 
effect will be present in any measurement made in a layer with vibrationally-active 
species in both freestreams.   
The temperatures profiles of Fig. 3.12 show that the hot-to-cold process seems to 
be dominant for the present case. This preference the hot-to-cold process can be 
explained by the entrainment bias associated with shear layer mixing. If one assumes the 
vibrational relaxation rate to be effectively constant, the temperature profiles would be 
expected to evolve in a manner similar to a one-dimensional diffusion process.  In this 
scenario, with density effects also ignored, the process would behave in a symmetrical 
fashion.  This would be analogous to a shear layer in which the mass entrainment from 
both sides of the layer is balanced such that the mean temperature inside the layer would 
match the mean of the two freestreams.  Using the relation given by Dimotakis [94], we 
can estimate the mass entrainment ratio, Em, of the shear layer. Because the velocity ratio 
(r) in our flow is very low, the relation simplifies to 





where s is the density ratio across the shear layer. For the air-air mixing case, the 
entrainment ratio is approximately 3.3, which indicates a strong bias in mass flux 
entering the shear layer from the high-speed (cold) side.  This bias will reduce the mean 
temperature of the shear layer so that the hot side will now be much further from the 
equilibrium temperature.  This effect is illustrated in the cartoon profiles in Fig. 3.13. The 
apparent non-equilibrium appears larger in magnitude for the cooling process for 
entrainment ratios greater than one, which agrees with the temperature profiles presented 
above in Figs. 3.5 and 3.12. 
 
Figure 3.13: Theoretical depiction of effect non-unity entrainment ratio has on 
temperature profiles. 
3.2 – HIGH-SPEED FLAME STUDIES 
Vibrational non-equilibrium in jets containing combustible mixtures is 
investigated in this section. The facility configuration, run conditions and measurement 
apparatus are described in detail in Section 3.2.1. A key addition to the measurement 
capability for these experiments was the ability to quantify non-equilibrium in O2 with 
the use of a different grating and alterations to the Raman fitting code. Discussion of the 
measurements and their implications are presented in Section 3.2.2. The results contained 
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in this section were also used to inform a parametric study of interspecies vibrational 
energy transfer efficiency in large-eddy simulations [95].  
3.2.1 – Experimental Setup 
3.2.1.1 – Facility Configuration 
In the following study, the same techniques were applied to high-speed jets of 
combustible gas mixing with hot air coflow. The facility was configured differently for 
flame studies than in Section 3.1. For these experiments, the facility was configured as 
pictured in Fig. 2.3b with the coflow shroud and converging nozzle installed. To avoid 
excessive flame liftoff heights, all the jet-exit velocities for these reacting cases were 
subsonic. 
Several flame conditions were run, which are summarized in Table 3.3 below. For 
each run, the coflow temperature was kept at 1000 K. The mean jet velocity values in 
Table 3.3 are calculated based on input mass flow rates and thermocouple-based 
temperature measurements. The flow conditions in this study were chosen such that the 
flame stabilized at approximately the same liftoff height from the nozzle exit. Each 
condition provided a flame that auto-ignited immediately at the onset of fuel flow. The 
first two fuel mixtures listed consist of H2 with diluents N2 and Ar to simplify the non-
equilibrium relaxation mechanism to a system of diatomic and atomic species, 
minimizing the computational expense of modeling these cases in companion CFD 
simulations. The H2/N2 and H2/Ar cases also provide a comparison pair with and without 
the presence of vibrationally-cold N2 from the jet. The H2/CH4 fuel mixture is the same as 
in [53] and provides a Rayleigh cross section which is identical to that of air. This cross 
section matching allows for the application of Rayleigh thermometry to quantify the 
effect of temporal averaging in the Raman measurements in a similar fashion to the air-
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air mixing study. Figure 3.14 shows the average lifted flame location for the H2/N2 flame 
case as marked by a long exposure image of chemiluminescence from the hydroxyl 
radical (OH*). The flame lifts approximately 5 diameters from the nozzle exit in this case 
and is highly turbulent. For all cases the stoichiometric mixture fraction, Zstoich, is 
relatively small and so the flame resides mainly on the low-speed side of the shear layer.  
 
Figure 3.14: Image of OH* chemi-luminescence for the H2/N2 flame. 




H2/N2 68% H2, 32% N2 Air 540 75,100 560 0.181 
H2/Ar 75% H2, 25% Ar Air 505 77,000 570 0.183 
H2/CH4 62% H2, 38% CH4  Air 300 27,400 550 0.048 
Table 3.3: Summary of flame run conditions 
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3.2.1.2 – Optical Arrangement 
For this study, several changes were made to the Raman and Rayleigh scattering 
measurements. The laser used was a frequency doubled diode-pumped Nd:YLF laser 
(Coherent Evolution 90) operated at 5 kHz repetition rate and an average power of 60W. 
The 105mm f/2.8 camera lens was no longer used for the collection optics. Instead, a pair 
of f/2.2 150 mm diameter achromatic lenses (Special Optics 54-120-260) operated at 
infinite conjugate ratio was used. The smaller f-number enabled reduced integration times 
to achieve the same signal levels as with the previous collection optics. The new optical 
system had a measured magnification of 1.4 at the sensor. The higher magnification of 
the collection system with these new lenses had the added benefit of reducing the spatial 
extent of the Raman measurement volume to 0.5 × 0.5 × 0.14 mm. The lenses also had a 
custom anti-reflection coating applied, which is specified to provide less than 0.5% 
reflectivity from 550 – 700 nm, which covers the entire range of Stokes Raman lines that 
was studied. For this study, we also used a grating that allowed for the measurement of 
O2 Stokes Raman scattering by giving spectral coverage of 562 to 583 nm. Spectra 
collected from the coflow and shear layer are shown in Fig. 3.14 to illustrate typical 
equilibrium and non-equilibrium results, respectively. The spectra are integrated on the 
sensor for 8 or 12 s per measurement for N2 and O2, respectively, to obtain adequate 
signal-to-noise ratio in the weak rotational lines. The collected spectra contain sufficient 
detailed information in the rotational lines to provide independent measures of vibrational 
and rotational temperature. Raman shifts for the O2 spectra are small enough that 
interference from H2 rotational S-branch lines is present in the shear layer. These lines are 
masked off, as seen in Fig. 4d, before applying the spectral fitting code used to infer 
temperatures. 
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Owing to the heat generated by the flame, the paired lens setup was not used for 
the Rayleigh scattering measurements obtained in this study. Instead a forward-facing 
Nikon 50mm f/1.2 lens was used with 20 mm of extension to obtain sufficient 
magnification while maintaining a large enough working distance to protect the lens and 
camera from thermal damage. The incident light for the Rayleigh scattering was provided 
by frequency-doubled Nd:YAG laser delivering 1 J per pulse at a 10 Hz repetition rate. 
The scattered light was imaged by a CCD camera (PCO 1400) with 2×2 pixel binning to 
increase the signal-to-noise ratio. The field of view for this setup was approximately 17 
mm and 10 mm in the radial and axial directions, respectively. 
 75 
  
 (a) (b) 
    
 (c) (d) 
Figure 3.15: Sample Raman scattering spectra and simulations at their fitted temperatures 
in coflow (a,c) and shear layer (b,d).  Measurements were all taken at an 
axial distance of 2 jet diameters downstream of the nozzle in the pre-flame 
region. 
3.2.2.1 – Presence of Non-Equilibrium in Measured Spectra 
In the non-reacting results of Section 3.1, Raman measurements were confirmed 
by the use of Rayleigh thermometry with a single gas composition in both the jet and 
coflow. The same analysis can be applied to the current H2/CH4 Rayleigh thermometry 
Fit result: 
Tr = 1010±10 K 
Tv = 1020±10 K 
Fit result: 
Tr = 1027±10 K 
Tv = 1023±10 K 
Fit result: 
Tr = 686±10 K 
Tv = 786±10 K 
Fit result: 
Tr = 683±10 K 
Tv = 691±10 K 
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results to confirm that temperature variation within the measurement volume does not 
contribute significant error to the fit result. Temperature values for regions of the 
flowfield of the same physical dimension as the Raman measurement were extracted 
from a set of 1000 Rayleigh images. The probability density functions (pdfs) of gas 
temperature for discrete points across the shear layer are shown in Fig. 3.16.  
 
Figure 3.16:  Temperature probability density functions extracted from Rayleigh 
thermometry images along with resultant temperatures from applying the 
fitting code to similarly distributed equilibrium spectra. 
Equilibrium Raman spectra were calculated and summed to simulate the spatial 
and temporal averaging that occurred during a Raman measurement. The resultant 
composite spectra were then fitted for vibrational and rotational temperatures, which are 
also presented for each location in Fig. 3.16. As in the previous work, the temperature 
distributions are not broad enough to significantly affect the fit results. The maximum 
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discrepancy between Tv  and TR  is at most 15 K, which is significantly less than the 
magnitude of non-equilibrium seen in the collected spectra; however, this is not expected 
to be the case in a region in which the flame is present intermittently. Figure 3.17 shows 
sample Rayleigh thermometry images from the H2/CH4 flame, which illustrate the highly 
intermittent nature of the flame. The flame liftoff height fluctuates over a distance that is 
larger than the imaging field of view. A time-averaged Raman measurement made in this 
region would be integrating over gas temperature changes of over 1000 K and could not 
be used to detect vibrational non-equilibrium reliably. 
 
Figure 3.17:  Subset of Rayleigh thermometry images for H2/CH4 flame. Further images 
are presented and discussed in Appendix D. 
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3.2.2.2 – Measurements in Hydrogen Flames 
Using hydrogen as fuel simplifies the combustion chemistry and allows for 
simpler models to be used for CFD validation.  The lack of carbon-containing polyatomic 
species also significantly simplifies the modeling of V-V and V-T energy transfer. Radial 
profiles across the shear layer were taken at various downstream locations to characterize 
the non-equilibrium in the shear layer upstream of the flame. The measurement locations 
are shown schematically in Figure. 3.18, where the lines indicate the downstream 
location and radial extent of the measurements.  
Figure 3.19a shows vibrational and rotational temperature measurements at a 
location upstream of the lowest extent of the unsteady flame base. The rotational 
temperatures of N2 and O2 agree very well, because R-T equilibration is very fast. This 
consistency between measurements, which were performed with separate runs, and using 
a different spectral region, provides verification of the measurement accuracy. From the 
vibrational temperature measurements in Fig. 3.19a it is apparent that the N2 is out of 
thermal equilibrium, as seen in our previous measurements [96], but interestingly the O2 
seems to be in complete equilibrium throughout the mixing layer. This would suggest that 
the V-V intermolecular transfer between these two species is very inefficient, which 
would lead to each species relaxing at its own V-T rate. This agrees with the study of 
Cutler et al. [97], who found that Tv,N2 and Tv,O2 were quite different in the non-
equilibrium flow exiting a Mach 2 heated wind tunnel nozzle. In comparison with large-
eddy simulations in Ref. [95], it was determined that conventional models for the 
interspecies vibrational energy transfer over-predict the coupling between O2 and N2 




Figure 3.18: Schematic of Raman measurement locations (to scale) 
The error bars in Fig. 3.19 indicate the precision uncertainty (95% confidence), 
and were determined using repeated measurements.  Measurements are presented for 
radial locations where the signal-to-noise ratios are high enough that accurate fits could 
be made. In the near field, where there is still a potential core, there is no O2 in the jet 
fluid, and so the O2 Raman signals diminish faster than the N2 signals as the probe 




Figure 3.19: a) Radial profiles of N2 and O2 temperatures 2 diameters downstream of 
nozzle exit with H2/N2 fuel and b) radial profiles of N2 temperatures with 
H2/N2 and H2/Ar fuel. 
As with the air-air mixing study, the apparent non-equilibrium magnitude in the 
H2/N2 case is reduced by the unavoidable averaging of the hot-to-cold and cold-to-hot 
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processes. As done with the non-reacting case, the N2 in the jet was replaced with argon 
to isolate the hot-to-cold relaxation process as vibrationally-cold N2 is no longer being 
provided on the high speed side. This effect is illustrated above in Fig. 3.18b. While the 
rotational temperatures for the two different jet compositions match well, the measured 
non-equilibrium is much stronger when there is no longer N2 present in the jet. 
Measurements with the H2/Ar jet are particularly difficult due to the lack of N2 from the 
high-speed side of the shear layer to provide scattered signal, which is why the profile for 
these runs does not extend as far into the jet. 
Using Eq. 3.1, shear layer mass entrainment ratios can be computed for each 
reacting jet case. Values for freestream density and mass entrainment ratios are presented 
below in Table 3.4. If more mass from the cold jet is entrained (Em > 1), the mixing layer 
temperature profile will be depressed such that the hot side will be further from the mean 
temperature. The hot-to-cold process dominates entrainment in all cases, which agrees 
with the behavior seen in the experimental shear layer profiles as well as the CFD results 
[95]. However, the cold-to-hot process is still present and should influence the mean 
vibrational temperature profiles by reducing the apparent non-equilibrium measured, as 
seen in Fig. 3.19b. 
Case s Em 
H2/N2 1.43 1.67 
H2/Ar 1.31 1.75 
H2/CH4 2.14 1.37 
Table 3.4: Shear layer density ratios and mass entrainment ratios for the cases tested. 
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The temperature profile at a location farther downstream is presented in Fig. 3.20. 
This location corresponds to the farthest downstream location where the flame is never 
present. At this location, the jet potential core is just collapsing as there is no flat section 
in the temperature profile corresponding to a region of pure jet fluid; therefore, the entire 
jet width can be probed since the N2-rich outer flow has penetrated to the center of the jet. 
The shear layer profiles on each side of the jet show similar behavior to the upstream 
profiles presented above, which is expected since this location is just beyond the shear 
layer region of the jet. It is important to note that non-equilibrium will not immediately 
disappear downstream of this point. The driving force behind non-equilibrium generation 
is the temperature gradient in the flow, which is still present beyond the potential core.  
The non-equilibrium will simply decay in magnitude as the jet centerline temperature 
rises to the outer flow temperature due to downstream turbulent mixing.  This behavior is 
also observed in the simulation results presented in Fig. 12 of Ref. [95]. It is shown there 
that non-equilibrium at the centerline begins near the collapse of the potential core and 




Figure 3.20: Radial mean profiles of N2 rotational and vibrational temperature 
approximately 4 diameters downstream of nozzle exit. 
As mentioned previously, the current time-averaged measurement technique does 
not allow for meaningful measurements to be made in the region where the flame base is 
present intermittently. However, measurements can be taken downstream of this region in 
the post-flame gases since the temperature fluctuations are not as large. Results at such a 
downstream station are plotted in Fig. 3.21 below. The spectra for this axial location 
required a 15 s integration time in order to collect enough signal in the low-density flame 
region and in the N2-poor jet. The figure shows a mean profile through both sides of the 
flame, which is seen to be symmetric, as expected. It is also clear that the non-
equilibrium, which is seen in the non-reacting regions upstream, is completely gone at the 
location of peak temperature in the radial profile. The absence of non-equilibrium is 
expected as the presence of flame products such as H2O should relax the non-equilibrium 
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quickly. Non-equilibrium is detected at the jet centerline just as it is in the upstream 
profile of Fig. 3.20.  The simulation results in Fig. 12 of Ref. [95] show a similar non-
equilibrium zone at the centerline around the height of the flame base. The peak 
measured temperature of 1835 K is 240 K less than the adiabatic flame temperature 
predicted for this fuel, which is reasonable considering the strained nature of the flame. 
The measured deviation from adiabatic flame temperature corresponds to a strain rate of 
12,300 s–1 in a counterflow flame [73].  
    
Figure 3.21: Radial trace of N2 temperatures 7 diameters downstream of nozzle exit 
(downstream of flame base) 
3.2.2.3 – Measurements in Methane-containing Flames 
Figure 3.22a shows temperature profiles for the H2/CH4 jet at a location near to 
the nozzle exit. The non-equilibrium is clearly much weaker in this flow than in the 
hydrogen-containing cases. The lower level of non-equilibrium is most likely due to the 
much lower jet velocity that is required to prevent flame blowoff, although the inclusion 
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of methane could also have had some effect on the relaxation process. Instead of reducing 
the jet velocity, the jet temperature could be increased to promote autoignition, but that 
would reduce the temperature difference between jet and coflow as a side-effect, and 
would reduce non-equilibrium magnitude. Like the H2/Ar jet case, this fuel mixture does 
not contain N2, which limits the depth into the jet that measurements can be made. 
Results in the post-flame region are shown in Fig. 3.22b. Rotational temperatures 
could not be obtained for radial positions closer to the centerline than 19 mm. The 
combined effect of an N2-free jet and the lower total number density in the high 
temperature region made rotational temperature fitting impossible even for spectra 
collected for as long as 42 seconds.  Vibrational temperatures can be taken further into 
the jet, but do not reach far enough into the jet to show the peak flame temperature. This 
illustrates the need for the presence of the Raman species being probed in both fuel and 





Figure 3.22: Radial trace of N2 temperatures a) 2.5 diameters downstream in the mixing 
layer and b) 10 diameters downstream. 
3.3 – CONCLUSIONS 
 In the air jet experiments, the presence of non-equilibrium between vibrational 
and rotational modes of N2 was detected with the use time averaged spontaneous Raman 
scattering. Instantaneous planar Rayleigh scattering provided a second thermometric 
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measurement to investigate the effect that the time averaging has on the Raman scattering 
results. The spectral fitting Raman code was determined to be reliable to detect the non-
equilibrium at any location when the vibrational temperature is above 450 K. In the 
experiments reported here, it was only possible to measure the non-equilibrium between 
the vibrational and the rotational energy. It was not possible to measure the non-
equilibrium population distribution among the vibrational states because only the 
fundamental and the first hot bands had sufficient intensity. The introduction of CO2, a 
quenching species, suppressed the hot band further indicating the presence of non-
equilibrium in the shear layer between the central jet and surrounding hot air.  
This study provides the first experimental observation of mixing producing 
vibrational non-equilibrium in a high-speed jet shear layer. Because this flow 
configuration is similar to that used for fuel injection in a scramjet combustor, the 
production of non-equilibrium in this flow implies the same is true for the more extreme 
conditions in a scramjet. This could have a significant impact on engine efficiency and 
flame-holding. 
The overall shape of the vibrational and rotational temperature profiles across the 
shear layer was shown to be a result of two competing non-equilibrium processes. The 
aggregate of these two processes manifests itself as a reduced observable non-equilibrium 
magnitude due to inherent averaging of the vibrational populations of both vibrationally-
cold and vibrationally-hot molecules during the measurement. This averaging effect, 
which occurs on a molecular level, will be present in any shear layer induced non-
equilibrium that has the same vibrationally-participating species on both sides of the 
layer, regardless of the measurement resolution. 
The work described in Section 3.2 extended the use of time-averaged Raman 
scattering measurements at the base of lifted flames. Mixing-induced thermal non-
 88 
equilibrium was detected in the shear layer upstream of the turbulent hydrogen flame in 
N2 but not O2. Rotational temperatures of the two species agree to within the 
measurement uncertainty. As expected, the non-equilibrium is relaxed immediately 
beyond the average flame-base location due to the presence of combustion products. The 
presence of non-equilibrium is confirmed using Rayleigh thermometry images to quantify 
the effect of translational temperature variation in the Raman measurement volume. 
These results were compared to large-eddy simulations with vibrational relaxation effects 
to study the effect of interspecies vibrational energy transfer models. Good agreement 
was found between the measurements and average simulated temperature fields when the 
interspecies vibrational coupling is very weak [95]. The time-averaged results from this 
technique do not allow for meaningful measurements to be made in the region where the 
flame base is present intermittently. Single-shot measurements are required in this region 
to freeze the flow; this would also allow for statistics to be collected for the temperature 
fluctuations. 
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Chapter 4: Single-Shot Raman Scattering 
A single-shot Raman thermometry technique was developed to enable the study 
of instantaneous measurements of vibrational non-equilibrium in high-speed mixing and 
reacting flows. Although the time-averaged measurements described in Chapter 3 
provided very high precision measurements, they suffer from system weighted-averaging 
errors in flows with high temperature fluctuations. Single-shot Raman scattering, on the 
other hand, enables us to make instantaneous measurements, but with much lower 
precision. It was not clear at the beginning of this study if sufficiently precise temperature 
measurements could be made to discern the presence of non-equilibrium. This chapter 
describes the development of a single-shot capability and the application to the same 
flows previously studied with time-averaged methods in order to assess the single-shot 
measurement validity in this flow. 
4.1 – EXPERIMENTAL SETUP 
The use of high energy pulsed lasers for Raman scattering point measurements is 
often limited by the optical breakdown of the gas in the probe volume. Optical 
breakdown was avoided in time-average measurements by using low pulse energy but 
high repetition rate lasers. In this case, the average power can be quite high (up to 100 
W), providing high signal-to-noise data in several seconds of integration time. In order to 
freeze flow motion and isolate temporal averaging effects, a measurement from a single 
laser pulse is desirable. 
As mentioned in Ch. 3, the time-averaged measurements were limited to regions 
of the flow where the temperature does not fluctuate too strongly. This is especially 
important near the base of the turbulent flame where it intermittently moves rapidly and 
chaotically up- and down-stream. This region will exhibit a bimodal temperature 
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distribution with two peaks: one at the temperature of the unreacted upstream gas and 
another at much higher temperatures for partially to full-reacted samples. Applying the 
time-averaged technique in this region is futile, as averaging the spectra of gas samples at 
these disparate temperatures will yield a bias error in the fitted temperature values. 
Single-shot measurements, however, can not only investigate this region without issue, 
but also allow for the investigation of the statistics of the flame intermittency. 
To perform single-shot measurements, the same Stokes Raman scattering 
phenomena were studied using a different laser system. This system was optimized to 
obtain adequate signal for temperature measurements from a single laser pulse from a 1J 
per pulse 6 ns Nd:YAG laser. Higher laser fluence in the probe volume was obtained 
through the use of a multiple-pass cell that sent the beam repeatedly through the same 
volume. The effect of the multiple-pass beam geometry on the collected Raman spectra is 
discussed in Appendix C. Additionally, an increase in signal was gained from widening 
the slit width in the spectrograph. Proof-of-concept studies investigating the minimum 
laser energy required and effects of slit width are presented in Appendix D. 
The laser used for excitation is a flashlamp-pumped Nd:YAG laser (Continuum 
Powerlite DLS 9010), which produces 1 J per pulse at 532 nm at a repetition rate of 10 
Hz. As a comparison to the previously used lasers, this laser would provide no advantage 
if used for time-average measurements, as it only produces 10 W of average power, as 
opposed to the 50 W provided by our diode-pumped laser. The flashlamp-pumped laser 
produces laser pulse durations of approximately 6 ns FWHM. If this pulse is focused in 
ambient air, the high peak power breaks down the air near the focal spot and produces a 
plasma spark. This gas breakdown changes the composition of the gas in the probe 
volume and the light emitted overwhelms any weak scattering signals collected in the 
detector, making Raman scattering measurements impossible. The breakdown threshold 
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of atmospheric air for a 532 nm beam is estimated to be approximately 3×1012 W/cm2 
and is similar for H2 and CH4 [98]. 
To maintain the overall pulse energy while reducing the peak power, the pulse can 
be stretched temporally using a “pulse stretcher.” For example, Nguyen et al. [99] used a 
pulse-stretcher apparatus to prevent optical breakdown for gas-phase Raman scattering 
measurements. Their pulse stretcher used partial beamsplitters and 2 time delay cavities 
to stretch a 10 ns, 700 mJ pulse adequately to prevent breakdown at the 750 µm beam 
waist. A detailed study of the design and optimal configuration of such a system was 
described in [100]. Through a numerical model of the pulse profile, it was determined 
that the ideal arrangement should have the final delay cavity with a round trip 
propagation time equal to the FWHM temporal pulse width of the original beam (𝜏𝑙𝑎𝑠𝑒𝑟) 
and the cavity lengths should double in geometric progression. Thus, for a 3-cavity 
system, the delays should be 4𝜏𝑙𝑎𝑠𝑒𝑟, 2𝜏𝑙𝑎𝑠𝑒𝑟, and 𝜏𝑙𝑎𝑠𝑒𝑟. In addition, a beam splitter 
reflectivity of around 40% was found to give the best peak power reduction. By 
constructing a 3-cavity system, they were able to reduce the peak power of a pulse to 
10% of the original while maintaining 82% of the pulse energy.  
4.1.1 – Measurement Apparatus 
The following section provides an overview of the final configuration used for the 
single-shot Raman scattering measurements. The considerations involved in designing 
the pulse stretcher and multiple pass cell are discussed in detail in Appendix D. 
Additionally, several photographs of the measurement system components in use are 
provided in Appendix A. 
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Figure 4.1: Overall view of single-shot Raman scattering measurement system. 
4.1.1.1 – Temporal Pulse-Stretcher 
The pulse-stretching system for this study utilized 2 cavities to limit the number 
of optics and therefore provide higher throughput and reduce cost. The beam entered each 
cavity through a partial reflector with 40% reflectivity and then was sent through a ring 
cavity with a specific length for a time-of-flight delay. The details of the pulse-stretcher 
design is presented in further detail in Appendix D. Figure 4.2 shows a dimensioned 
drawing of the pulse-stretching apparatus. A photograph of the pulse-stretching system is 
also provided in Fig. A.12. The optics for each cavity were mounted to plates to allow for 
each cavity to be moved as a single unit for easy use in other experiments without re-
aligning each individual cavity optical component.   
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Figure 4.2: CAD drawing of pulse-stretcher. Units for the distance dimensions are 
millimeters. 
The top plot in Fig. 4.3 shows the mean of 50 pulse profiles for the final stretcher 
design with the extremes denoted by the grey region. The profile shows a similar smooth 
shape to that in Ref. 3, due to the cavities having delays similar to the 2:1 ratio used in 
that study. However, the cavity lengths used in this work are slightly longer than 
suggested in [100] to provide a greater degree of pulse stretching. Further details on the 
selection of cavity lengths are given in Appendix D. The lower plot in Fig. 4.3 shows a 
computed pulse profile based on a 6 ns temporally-Gaussian pulse traveling through the 
same cavity geometry. The computed profile is similar to the measured pulse in overall 
pulse duration, although the computed profile does show more pronounced individual 
peaks from each cavity. Thus, while the top plot does not provide an absolute measure of 
peak laser power, it can be approximated to be less than 30 MW when compared with the 
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peak power in the computed profile. The pulse stretcher had an energy throughput 
efficiency of approximately 80%. Thus, the area under the curve of the stretched pulse 
should be 80% of that of the original output of the laser. Using this information, the 
reduction in peak power due to temporal stretching was 83%. 
 
Figure 4.3: Temporal beam profile for the stretched laser pulse showing the envelope of 
pulse-to-pulse fluctuations in comparison with a calculated pulse profile. 
4.1.1.2 – Multiple-Pass Cell 
The multiple-pass cell was constructed from a pair of identical 400 mm diameter 
spherical mirrors with a 400 mm radius of curvature. By placing these mirrors slightly 
further than 4 focal lengths apart and carefully aligning the input beam, the laser passes 
through a pair of focal spots repeatedly. The location of incidence on the mirror surfaces 
traverses the mirrors vertically in a line until the beam reaches the opposite edge of the 
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mirror and exits the cell. The cell mirrors were coated with a high reflectivity coating 
(Spectrum Thin Films) which was designed to provide not only a high efficiency at the 
laser wavelength but also a high laser-induced damage threshold in order to handle the 
high laser fluence without sustaining damage. One mirror had a radial slot machined into 
it to allow the laser beam to enter the cell. A CAD rendering of the multiple-pass cell is 
presented in Fig. 4.4. A detailed description of the design of the multiple-pass cell is 
given in Appendix D. 
 
Figure 4.4: CAD image of cell geometry with jet apparatus and collection optics in place. 
The cell mirrors are the items with the pink color. 
In practice, laser-induced breakdown was observed intermittently at much lower 
laser pulse energy than was predicted by the preliminary calculations for laser-induced air 
breakdown. Figure 4.5 shows a set images of the Rayleigh scattering from the multiple-
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pass cell focal spots. The bright spots shown in Fig. 4.5 show weak sparks being induced 
in the fan of beams within the multiple-pass cell. These sparks tended to occur away from 
the focal regions of the multiple-pass cell where the beams overlap. In the calm coflow, 
approximately 17 laser passes through the cell can be counted in the images. 
  
  
Figure 4.5: Images of laser spark events in room temperature coflow with spark events 
circled in red. 
As the input energy is increased, the intermittently-present weak sparks of Fig. 
4.5 become intense sparks, which are present for a much higher percentage of laser shots. 
Figure 4.6 shows images of the same physical region when the laser energy is increased 
to approximately 300 mJ and a spark occurs on every laser pulse. A neutral density filter 
was placed in front of the camera to prevent oversaturating the sensor and causing 
damage, and thus the Rayleigh scattering from the multiple-pass cell beams is no longer 
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visible. Sparks appear to occur just upstream of both of the cell focal spots and never in 
the region where the beams overlap most. What makes these spark events different from 
the spark events at lower energy is that the spots tend to occur at the same location every 
time, whereas the low energy spots occur at random locations. 
  
  
Figure 4.6: Images of laser spark events at higher input energy. 
Dust is most likely the main culprit for these sparks, as the bright spots in Figs. 
4.5 and 4.6 occur away from the cell focal regions where the beams overlap. However, 
the fact that at high enough input energy the beam induced a spark for every laser shot is 
evidence that air breakdown is occurring at higher pulse energy. Leaving the coflow 
blower operating at all times to maintain a flow through in the chamber and prevent dust 
from settling in the coflow chamber did noticeably increase the laser pulse energy at 
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which breakdown occurred. Also, the frequency of breakdown events decreased 
dramatically as coflow temperature was increased. Increasing temperature would not be 
expected to have much effect on the presence of dust, as that is mostly determined by 
how well the upstream HEPA filter does its job. However, the reduction in gas density 
was expected to increase the air breakdown threshold significantly [98].  It is likely that 
both processes are responsible for the observed laser-induced sparks, with only dust 
being a factor at low energy and air breakdown causing the sparks at higher pulse energy. 
Therefore, the energy that was used to make measurements in the jet flame was chosen 
such that it was low enough that a consistent spark (from air breakdown) did not occur 
and only rare intermittent sparks from small dust particles occurred. 
Typically, the laser pulse energy entering the multiple-pass cell was between 270 
and 300 mJ for all single-shot measurements. In the rare events where a spark did occur 
during a measurement due to dust, the spectra were thrown out as the broadband 
luminescence from the spark interfered significantly with the Raman signal. Additionally, 
the turbulent fluctuations and large density gradients present in the jet shear layer 
required the cell spots to be moved slightly farther apart to keep the spots at a stable 
position. This reduced the number of passes to about 13 to 15, and so the cumulative 
energy in the probe volume was about 4 J. 
The focal spots were typically separated by 4-6 mm for all of the single-shot 
measurements. As discussed in Appendix D, this distance between spots was the result of 
a tradeoff between maximizing the number of passes in the cell and maintaining cell 
stability. The cell mirrors were mounted on precision translation elements that allowed 
for fine adjustment in 5 degrees of freedom (3 axes of translation and rotation about 2 
axes). The specifics of the mirror locating components are described in Appendix D. In 
practice, cell had to be realigned each day after the facility had reached and maintained a 
 99 
stable operating temperature for at least 30 minutes. This was needed to ensure precise 
location of the beam above the nozzle and a stable cell. Beam location relative to the 
facility was measured by an additional camera. 
4.1.1.3 – Collection and Detector  
In order to maximize collection efficiency, the 150 mm diameter f/2.2 achromat 
lens pair was used as in the time-average reacting flow studies. These lenses have a high 
f-number to collect from a large scattering solid angle. Their large size is required to 
maintain a large working distance (230 mm) to keep the optics a safe distance from the 
hot coflow. The only change in the collection system from the arrangement in Section 3.2 
was that the camera no longer needed to be shifted on the spectrograph because the laser 
now matches the 532 nm design wavelength of the grating. 
4.1.2 – Experimental Facility 
No changes were made to the jet facility between the time-average and single-shot 
measurements in order to allow a direct comparison between results. The coflow heaters 
were set to provide 1000 K air, as in Section 3.2. The two jet mixtures were the H2/N2 
and H2/CH4 mixtures described in Table 3.3.  
4.2 – RESULTS AND DISCUSSION 
This section details the results of applying the single-shot Stokes Raman 
scattering technique to the jet in coflow facility. Results from this new technique are 
compared with the time-averaged results presented in Ch. 3. Agreement between single-
shot measurements and the previous time-average results will assuage any remaining 
doubt about the validity of using the time-averaged technique in this turbulent flow. 
Additionally, due to the detailed information that is available in the high signal-to-noise 
time-averaged measurements, temperature results are considered to have high precision. 
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The single-shot data, on the other hand, provide measurements that do not have the same 
level of signal fidelity, but do not require a secondary temperature measurement in order 
to quantify the bias error induced by temporal averaging. Taken together, agreement 
between these measurements demonstrates the self-consistency of the two Raman 
scattering techniques. 
Figures 4.7 through 4.9 show a sampling of the spectra obtained with the single-
shot Raman scattering technique in various regimes of the jet flame. These spectra show 
traits similar to those from the time-average measurements, albeit with a reduction in 
signal-to-noise ratio. The coflow and jet spectra (Figs. 4.7 and 4.8, respectively) show 
fairly clean Q-branch lines that are captured well by the fitting routine. The reduction in 
gas density for the flame spectrum (Fig. 4.9) is evident in the reduced signal-to-noise 
ratio in the hot band. In all 3 spectra, the O- and S-branches are practically 
indistinguishable from the noise. However, both rotational and vibrational temperatures 
inferred from fits to this spectrum are reasonable. This result, which may seem surprising, 
will be discussed further in Sections 4.2.3 and 4.2.4. In comparison with the time-
averaged spectra, the fundamental band was broadened by the use of a wider slit in the 
spectrograph.  
When post-processing the results, spectra were removed for laser shots where 
breakdown occurred and interfered with the Raman signal. The criterion for removal of 
spectra was whether the background signal in the image rose above 4% of the Raman 
signal. This threshold was selected by comparing the set of eliminated spectra for 
different threshold values with the set of manually-identified spark events on a set of 
equilibrium hot spectra. The threshold needed to be low enough to remove spectra with 




Figure 4.7: Sample single-shot spectrum in the hot coflow. Fitting this spectrum gave a 
vibrational temperature of 1046 K and a rotational temperature of 1044 K. 
 
Figure 4.8: Sample single-shot spectrum in the jet shear layer. Fitting this spectrum gave 
a vibrational temperature of 826 K and a rotational temperature of 706 K. 
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Figure 4.9: Sample single-shot spectrum in the H2/N2 jet flame. Fitting this spectrum 
gave a vibrational temperature of 2085 K and a rotational temperature of 
2038 K. 
Temperature measurements derived from single-shot spectra are compared with 
time-average results in the mixing region upstream of the flame base in Section 4.2.1. 
Scatter plots of temperature in the intermittent flame region were also investigated in 
Section 4.2.2. Section 4.2.3 discusses where the important rotational information is 
located spectrally and also explores the implications of cropping out regions of the 
spectra. Finally, the spatial resolution and measurement precision of the single-shot 
measurements are analyzed in Section 4.2.4. 
4.2.1 - Comparisons with Time Averaged Results 
To confirm the overall accuracy of the single-shot technique, radial temperature 
profiles were measured at the same downstream distances as time-averaged 
measurements presented in Ch. 3. These comparisons not only indicate the accuracy of 
the single-shot measurements, but also corroborate the results of Ch. 3. Because this new 
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technique makes an effectively instantaneous temperature measurement, it also lends 
credence to the conclusion of Ch. 3 that the non-equilibrium observed with time-averaged 
Raman measurements is not an artifact of the time-averaging. 
Fig. 4.10 below shows a comparison of temperatures derived from single-shot and 
time-averaged N2 Stokes Raman scattering 16 mm downstream of the jet exit. Both 
rotational and vibrational temperature values agree well overall between the two 
techniques despite the fact that the single-shot measurements were made many months 
later. The bars on the time-average measurements represent a 95% confidence interval 
based on the statistical scatter from a few measurements, while on the single-shot 
measurements they are comprised of approximately 50 spectra per location. 
 
Figure 4.10: Comparison of single-shot radial profile with time-averaged measurements 2 
jet exit diameters downstream for H2/N2 case. Color of data points indicate 
measurement technique. Symbol designates vibrational or rotational or 
rotational temperature. 
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Similarly, results for the single-shot and time-average techniques 32 mm 
downstream of the nozzle exit are presented in Fig. 4.11. The time-averaged data shown 
in this plot is the same as in Fig. 3.19. Again the single-shot measurements agree quite 
well with the time-averaged results. It does appear that the total jet width differs slightly 
between the two techniques, but this is most likely due to the measurements not being 
made a precisely the same downstream distance. 
 
Figure 4.11: Comparison of radial profiles from single-shot and time-averaged 
measurements 4 jet exit diameters downstream for H2/N2 case. 
Unfortunately, the jet core temperature at this condition is too low for reliable 
fitting of a vibrational temperature. In time-averaged measurements, it was determined 
that the lower limit for accurate fitting of vibrational temperature was around 450 K. In a 
similar fashion, spectra from equilibrium air were collected over a range of temperatures 
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as the facility cooled down. Fits to the spectra should show identical rotational and 
vibrational temperatures down to a temperature at which vibrational temperature fitting is 
no longer accurate. 
Figure 4.12 illustrates the lower limit on vibrational temperature fitting. Fifty 
spectra were collected for each data point and the scatter defining a 95% confidence 
interval in fitted rotational and vibrational temperatures is shown as error bars in both 
directions. Because the multiple-pass cell is aligned for the facility at operating 
temperature, these spectra must be collected quickly as the facility cools down. There is 
an approximately 2 minute window after the time coflow heaters are turned off before the 
facility shifts enough to move the multiple-pass cell out of focus. 
The precision uncertainty reduces as the temperature decreases owing to higher 
gas density producing more Raman scattering signal. The measurements stay close to the 
equilibrium line down to approximately 600 K, where the vibrational temperature begins 
to show an artificially high value. Thus, 600 K can be assumed to be the lower limit for 
accurate vibrational temperature measurements with the current technique. Below 600 K, 
the population in excited vibrational states is 0.36%, and thus detection of a hot band is 
extremely difficult for the fitting code. The reason this temperature limit higher for 
single-shot rather than for time-averaged measurements is most likely the loss of spectral 
resolution with the widened slit and the overall reduction in signal-to-noise in the spectra. 
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Figure 4.12: Fit results of equilibrium hot air spectra of varying temperature. Error bars 
illustrated the precision uncertainty from a set of 50 spectra at the same 
heater setting. 
This limiting temperature cannot be reduced by increasing the jet temperature 
because a large temperature difference between jet and coflow is required in order to 
induce non-equilibrium. Because the maximum coflow temperature is limited to 1000 K, 
as described in Ch. 2, increasing the jet temperature will also reduce the temperature 
difference between the two streams. As the difference in temperature between the coflow 
and jet is reduced, the amount of induced non-equilibrium in the mixing layer will also 
diminish. Temperature profiles with varying jet stagnation temperatures were measured 
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in order to illustrate this effect. Fig. 4.13 shows temperature profiles for increased jet 
temperatures. As expected, the observed (artificial) non-equilibrium at the jet centerline 
disappears as the jet temperature is increased. However, these cases also show a reduced 
non-equilibrium in the jet shear layer. This weak non-equilibrium brings the two 
temperatures to within the measurement scatter of one another. Thus, as in the time-
averaged measurements, the jet was operated at the lower temperature setting and 
measurements of vibrational temperature at the jet centerline should be disregarded. 
 
Figure 4.13: Radial temperature profiles at 2 diameters downstream of nozzle exit. Left – 
jet heaters set to 300 °C. Right – jet heaters set to 400 °C. 
4.2.2 – Single-Shot Results at Flame Base 
 The single-shot technique also provides the ability to make measurements in 
highly fluctuating regions of the flow. These measurements freeze the flow temporally, at 
the cost of having poorer spatial resolution than time-averaged measurements. One region 
of the flow where this is especially useful is near the base of the lifted flame.  
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Because of the intermittency of the flame location, the plots can no longer be 
represented by a single point at each location with the scatter indicated by error bars. 
Instead, the results are presented as scatter plots of rotational and vibrational temperature. 
Figure 4.14 shows a scatter plot of vibrational and rotational temperature for 
several radial locations at a downstream distance where the flame is seldom present. Each 
point represents one measurement. Error bars are omitted in these plots to avoid clutter 
with the large number of points being shown. An assessment of the precision uncertainty 
in these measurements will be presented in Section 4.2. Measurement precision clearly 
decreases at high temperatures as the points are clustered less tightly. This loss of 
precision is due to the loss in signal at higher temperatures as a result of the reduction in 
gas number density. 
The cluster of points at the bottom-left of the plot shows the temperature behavior 
in the upstream unreacted jet. The scattering of high temperature points indicates 
instances when the flame had jumped upstream enough that post-flame gases were 
present at the measurement location. The outermost location shows equilibrium gas at the 
coflow temperature of 1000 K and no evidence of flame products. The flame was present 
most often in the locations 9 – 12 mm from the jet centerline. The slight reduction in 
temperature of the lower cluster of points at these locations indicates that this is just at the 
outer edge of the jet. Moving further inward, the fraction of points that exhibit elevated 
temperatures due to combustion rapidly declines. At these inner points, the cluster of 
points moves away from the equilibrium line, indicating that vibrational non-equilibrium 
is present in the mean.  
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Figure 4.14: Scatter plot of temperature 45 mm downstream at different radial distances. 
50 laser shots per location. 
To further investigate the near-flame region, Figure. 4.15 shows individual plots 
of 500 laser shots for selected radial locations at a similar downstream distance as in Fig. 
4.14 (slightly further downstream due to facility shifting). In these plots it is clear that the 
flame sits on the outermost edge of the jet, as the number of high-temperature points 
decreases continually from Fig. 4.15a to 4.15e. This agrees with what was observed in the 
Rayleigh scattering images of Ch. 3 and also with the fact that the stoichiometric mixture 
fraction is very low for this fuel mixture. Additionally, one can clearly see the clear trend 
in temperature for the unreacted data points as the cold cluster of points at the lower left 
of the plots shifts toward colder temperatures as the measurement location moves toward 
the jet centerline. 
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 (a) (b) 
 
 (c) (d) 
  
  (e) 
Figure 4.15: Scatter plots of temperature 46.5 mm downstream at a radial distance of (a) 
9 mm, (b) 8.5 mm, (c) 8 mm, (d) 7.5 mm, and (d) 7 mm from the jet 
centerline. 500 laser shots per plot. 
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 (a) (b) 
 
 (c) (d) 
 
 (e) (f) 
Figure 4.16: : Scatter plots of temperature 52 mm downstream at a radial distance of (a) 
10 mm, (b) 9.5 mm, (c) 9 mm, (d) 8.5 mm, (e) 8 mm, (f) 7.5 mm, and (d) 7 
mm from the jet centerline. 500 laser shots per plot. 
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Figure 4.16 shows a farther-downstream location where the flame is present more 
often. Here again we can see that the flame is present most often at the outer edges of the 
jet profile, as the fraction of high temperature data points decreases as the measurements 
move radially inward. At this downstream distance flame products are present more often 
than unreacted at the outermost location (r = 10 mm). This figure also illustrates the 
overall reduction in measurement precision as the gas density decreases, as the points 
become more scattered at high temperature. 
Both Figure 4.15 and 4.16 illustrate that the flame base is most often present at 
the outer edge of the jet profile where the velocity is low; however, this region is not 
likely associated with strong non-equilibrium since non-equilibrium is mostly produced 
in regions of high velocity and high shear. Therefore, the non-equilibrium in this flow 
may not be exerting a large effect on the flame ignition or stabilization.  
It is very difficult to generate a flame in this facility that does stabilize in a region 
where non-equilibrium is produced. This is because adjusting the fuel mixture to have a 
higher stoichiometric mixture fraction necessitates a reduction in the H2 content and, 
therefore, produces a flame which is much more lifted and unstable. To bring this new 
flame to a reasonable lift-off height, either the jet velocity must be reduced or the jet 
temperature increased. Each of these changes reduces the strength of the already weak 
non-equilibrium. An alternative method for generating vibrational non-equilibrium for 
study of the effects on the macroscopic combustion process is suggested in Section 4.4. 
The cloud of reacted data points appears to have its centroid located on the 
equilibrium line, or shifted slightly to the side of elevated vibrational temperature. These 
points were expected to lie around the equilibrium line as fully-reacted gas is expected to 
be in vibrational equilibrium due to the presence of water vapor in the combustion 
products. The mismatch between vibrational and rotation temperature for individual 
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points in this region likely stems from low signal-to-noise ratio or spatial averaging 
effects. The precision of these measurements is discussed further in Section 4.2.4.2. 
Similarly, the single-shot technique was applied to the H2/CH4 jet flame. Figure 
4.17 shows scatter plots of temperature near the flame base at different radial locations. 
As with the H2/N2 measurements, the flame is present in a larger share of laser shots as 
the measurement moves toward the jet. Measurements in this flame were more difficult, 
as keeping the cell stable required a reduction in the number of passes through the 
system. This is most likely due to the nature of the shear layer for this jet. Also adding to 
the difficulty in these measurements, as mentioned in Ch. 3, the lack of N2 in the jet 
composition meant that the Raman scattering signal fell off quickly as the measurement 
location moved toward the jet centerline. The temperature values are gathered around the 
equilibrium line at all locations, indicating that this flow may not have a measureable 
amount of non-equilibrium at this downstream distance. Since the shear layer upstream of 
this location was found to have only a very weak non-equilibrium (Fig 3.21), it would 
seem logical that the non-equilibrium further downstream is negligible. 
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 (a) (b) 
  
  (c) 
Figure 4.17: Scatter plots of temperature at the base of the H2/CH4 flame 50 mm 
downstream of the nozzle exit. (a) 13 mm from jet centerline, (a) 12.5 mm 
from jet centerline, and (c) 12 mm from jet centerline 
4.2.3 – Identifying Spectral Extent of Useful Data  
The O- and S-branch regions in the sample single-shot spectra shown in Fig. 4.7 
through 4.9 do not appear to have much signal that is discernable from the noise. 
Therefore, it is somewhat surprising that the measured rotational temperatures from the 
single-shot technique agree so well with time-average measurements. While the O- and 
 115 
S-branches are commonly referred to as “rotational” lines, rotational information is not 
exclusive to these lines. The Q-branch is composed of a large number of closely spaced 
rotational lines as well. With the lack of detailed information in the outer regions of the O 
and S branches of the single-shot spectra, the most influential data may be located within 
the Q-branch. A quantitative analysis of the necessary spectral coverage will aid in the 
selection of dispersion optics and sensor size for future applications of this Raman 
scattering technique. Additionally, the computational cost of the fitting routine can be 
reduced by narrowing the spectral coverage as the cropped spectra require significantly 
less time to fit due to the reduced number of points that the fitting code is trying to 
minimize error on. 
Figures 4.18 and 4.19 show the effect of cropping the shear layer spectra to 
different spectral ranges on the fitted vibrational and rotational temperatures. The change 
in fitted temperature for the cropped spectra is computed in reference to fit results for the 
same spectra over the entire 600 – 617 nm range. The vibrational temperature results 
show a stronger dependence on the cropping than the rotational temperature values, 
which is most likely due to the fitting code not being able to establish an accurate 
baseline with too few points on either side of the Q-branch. This difficulty in fitting is not 
as important as we know that vibrational information is contained in the Q-branch and 
any change in fitted vibrational temperature from cropping out the O and S branches is an 
artifact of the fitting routine. As discussed in Section 4.2.1, measurements of vibrational 
temperatures below 600 K are not reliable using this technique, which is confirmed in 
these plots, as the temperature values show significant scatter even for a trivial amount of 
spectral cropping in Fig. 4.18a.  
The plots show that most rotational information is located between 604 and 610 
nm as the rotational results show little change until the spectra are cropped to a smaller 
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range than that. Thus, the measurement only requires rotational information contained 




 (a) (b) 
 
 (c) (d) 
 
 (e) (f) 
Figure 4.18: Change in fitted vibrational temperature with different spectral cropping: (a) 
601-613 nm, (b) 602-612 nm, (c) 603-611 nm, (d) 604-610 nm, (e) 605-609 
nm, and (f) 606-608 nm. 
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 (a) (b) 
 
 (c) (d) 
 
 (e) (f) 
Figure 4.19: Change in fitted rotational temperature with different spectral cropping: (a) 
601-613 nm, (b) 602-612 nm, (c) 603-611 nm, (d) 604-610 nm, (e) 605-609 
nm, and (f) 606-608 nm. 
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All of these results except for the most extreme cropping case are compiled onto a 
single plot that shows the moving RMS of the temperature deviation in Fig. 4.20. As seen 
in Fig. 4.18, vibrational temperatures below 600 K are unreliable regardless of the level 
of spectral cropping. As discussed, the trend in vibrational temperature precision is due to 
the lack of a baseline for the fitting code as no vibrational information is removed by 
cropping to these spectral regions. In the rotational temperatures, almost no change is 
seen when cropping the spectra to 602 – 612 nm and the largest incremental loss in 
precision is from cropping the spectra to 605-609 nm, indicating that some useful 
rotational information is lost in the 604 – 605 and 609 – 610 nm regions. 
Figure 4.21 presents the results for spectra near the flame base in the same fashion 
as in Fig. 4.20. Here the precision decreases dramatically in cropped spectra for 
temperatures higher than 1000 K. Additionally, there no longer is a significant difference 
between the levels of scatter in the vibrational and rotational temperatures. This is most 
likely due to the corresponding shift to higher energy states with the increase in 
temperature. For example, at 800 K the most-populated rotational state of N2 is J = 11, 
while at 2200 K the peak population moves out to J = 19. The corresponding lines for 
these higher-lying rotational states are shifted further from the center of the peak of the 
Q-branch fundamental band. Thus, any amount of spectral cropping significantly affects 
the fit results, as necessary information is removed.  
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 (a) (b) 
Figure 4.20: Moving RMS of deviation between cropped and uncropped results for shear 
layer spectra for (a) vibrational and (b) rotational temperature. 
 
 (a) (b) 
Figure 4.21: Moving RMS of deviation between cropped and uncropped results for 
spectra at the flame base for (a) vibrational and (b) rotational temperature. 
While the outer regions of the O- and S- branch do not appear to contain much 
useful signal above the noise, cropping the outer regions in these spectra did alter the 
measurement precision. Moderate amounts of cropping made only slight changes to the 
rotational temperature results, indicating that the most useful rotational information is 
contained on top of and near the fundamental band of the Q-branch. Cropping too much 
information led to an unexpected loss in vibrational temperature precision, although this 
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is likely an artifact caused by the fitting code, rather than a loss of vibrational 
information. 
4.2.4 – Single-Shot Measurement Uncertainty 
4.2.4.1 – Spatial resolution 
The necessary signal increase obtained with the use of the multiple-pass cell and 
widened slit come at a cost in spatial resolution. Figure 4.22 shows a coordinate axis 
system which will be used to aid the discussion of the spatial extent of the measurements, 
where the X axis is aligned with the centerline of the collection optics, the Y axis is 
oriented in the vertical direction, and Z axis aligns with the axis of the multiple-pass cell 
mirrors. The physical region being probed is set by the quality of beam overlap in the Y 
and Z directions and is set to a fixed position in the Z direction by the field of view of the 
spectrograph. The slit width used for these measurements was 250 μm. With the 
magnification of the collection optics, the resolution in this direction becomes 350 μm. 
The resolution in the other two directions will vary depending on how the multiple-pass 
cell is aligned and between individual laser shots.  
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Figure 4.22: Coordinate system used to define the spatial extent of the single-shot 
measurements. 
Images of the cell focal region were captured to observe the spot behavior during 
jet operation and also to make measurements of the spatial extent of the probe volume. 
These images were captured with a CCD camera (PCO 1400) and a 105mm f/2.8 lens 
with a laser line filter installed in front of the lens to protect the sensor from damage in 
the event of a bright spark event. Figure 4.23 shows a set of images taken with this 
camera. The shape in the background is the entrance to the spectrograph, which is on the 
opposite side of the jet facility.  
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Figure 4.23: Sample images of multiple-pass cell top focal region. 
From these images, the extent of the measurement volume in the vertical 
(downstream) direction can be assessed. Figure 4.24 shows distributions of the full width 
at half maximum spatial extent of the laser overlap region in the vertical direction. These 
are presented as cumulative distributions to illustrate the probability that the spatial extent 
of the measurement is smaller than a given size. As is clear in the plots, the single-shot 
measurements in the shear layer upstream of the flame have a similar size in the vertical 
direction as the time-average measurements, with 95% of realizations having a 
downstream extent less than 0.8 mm. This is due to the laser used in the time-averaged 
measurements having a poor beam quality (𝑀2 ≈ 25) when compared to that of the laser 
used for single-shot measurements (𝑀2 ≈ 1). The spatial extent of the measurements did 
increase for measurements in the flame, as the cumulative probability crossed the 95% 
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level at 1.4 mm for these locations. This increase in the focal spot is due to the stronger 
index of refraction gradients present in the flow downstream of the flame that induce 
stronger beam-steering effects.  
 
 (a) (b) 
 
 (c) (d) 
Figure 4.24: Cumulative distribution of multiple-pass cell spot height for measurements 
made (a) 2 diameters downstream in the H2/N2 jet shear layer (shown in Fig. 
4.7), (b) 4 jet diameters downstream in the H2/N2 jet shear layer (shown in 
Fig 4.8), (c) 6 diameters downstream in the H2/CH4 flame (shown in Fig. 
4.15), and (d) 6.5 diameters downstream in the H2/N2 jet flame (shown in 
Fig. 4.14). 
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In the case of the time-averaged measurements, the measurement volume was 
stable and the shot-to-shot variation was negligible. However, due to the use of the 
multiple-pass cell, the spot was able to fluctuate somewhat in downstream location in the 
single-shot measurements. As discussed in Appendix D, the separation of the multiple-
pass cell focal spots depends on the angle and height at which the beam enters the cell. 
The movement of these spots relative to one another produces the movement 
Figure 4.25 shows the probability distribution for the location of the spot centroid 
relative to the nozzle exit for four different measurement cases that were presented in 
Sections 4.2.1 and 4.2.2. The deviation in downstream location of the measurement 
region was fairly small relative to the spatial resolution, showing an RMS deviation in 
measurement downstream location of less than 500 μm for all locations. As each laser 
shot is an independent measurement, this deviation does not affect the spatial resolution 
as it would in a time-averaged measurement. Thus, this fluctuation is an uncertainty on 
the exact downstream measurement location only. 
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 (a) (b) 
 
 (c) (d) 
Figure 4.25: Probability distribution of spot center downstream location for 
measurements made (a) 2 diameters downstream in the H2/N2 jet shear layer 
(shown in Fig. 4.7), (b) 4 jet diameters downstream in the H2/N2 jet shear 
layer (shown in Fig 4.8), (c) 6 diameters downstream in the H2/CH4 flame 
(shown in Fig. 4.15), and (d) 6.5 diameters downstream in the H2/N2 jet 
flame (shown in Fig. 4.14).  
The region probed by this measurement in the X direction is not as easily 
quantified. Images were captured from a high overhead view in order to look downward 
on the cell focal region and assess the out-of-plane extent of the beam. Unfortunately, this 
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was not successful, as it was impossible to find a workable camera position that acquired 
adequate Rayleigh scattering signal from the focal spots. The camera must be placed high 
overhead in order to have a downward view of the focal spot that does not also include 
some of the beam fan in the background. In order to get this downward view and remain 
far enough from the coflow to avoid heat damage, the camera was placed approximately 
5 feet above the nozzle exit. At this distance, the amount of Rayleigh scattering signal 
which reached the sensor was overwhelmed by the broadband glow of the hot coflow 
chamber. Additionally, the thermal gradients between the camera and multiple-pass cell 
focal region strongly distorted the images, making any quantitative assessment of beam 
size impossible.  
However, we can rely on some observations about the cell in order to understand 
the spatial resolution in this direction. In particular, if the beam becomes offset in the X 
direction, the reflection spots will no longer walk vertically along the mirror surfaces, but 
instead to one side. This was not observed during any of the data collections. Thus, with 
the information at hand, the cell focal region was assumed to be limited by the quality of 
beam overlap, as it is in the vertical direction. The spatial resolution in the out-of-plane 
direction should be comparable to the distances shown in Fig. 4.24. 
4.2.4.2 – Temperature measurement precision 
Quantifying the measurement precision is challenging due to the lack of a 
secondary measurement able to quantify the vibrational and rotation temperatures as a 
comparison case. In these single-shot measurement, the dominant uncertainty source is 
the low signal-to-noise ratio, especially at higher temperatures. Because errors due to 
incorrect modeling are expected to be very slight [33], the residual between the measured 
and modeled spectra should give a good indication of the noise. 
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Figure 4.26 shows residuals between the observed and modeled spectra for 
different temperature regimes. Noise levels relative to the Q-branch fundamental band 
peak are higher in the high temperature spectra not only due to the overall reduction in 
gas density, but also due to population being shifted out of the v=0 state into higher 
vibrational states. These large sets of residuals provide a library of the typical range of 









Figure 4.26: Sets of residuals for fitted temperatures between (a) 500-600 K, (b) 900-
1100 K, and (c) 1800-2000 K. 
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Adding these residual profiles to a simulated Raman spectrum and then fitting 
those artificial spectra gives a measurement of the temperature uncertainty in the 
measurement due to noise. Fit residuals from spectra within a chosen range of 
temperatures are compiled into a library. These ranges were chosen to represent 
physically-different regimes in the flow. A single equilibrium noise-free Raman spectrum 
is then simulated at the mean temperature of the selected range and added to each of the 
residual profiles. Temperature results for re-fitting these constructed spectra are shown in 
Figs. 4.27 and 4.28. 
Figure 4.27 shows histogram distributions of the rotational temperature values 
obtained from these fits. These temperature ranges represent 4 main regimes in the jet 
flow: jet fluid (Fig. 4.27a), mixing layer (Fig. 4.27b), coflow (Fig. 4.27c), and in the 
flame (Fig. 4.27d). The narrowest distribution is found in Fig. 4.27c, and most-likely 
results from the spectra within this range being at relatively the same temperature (around 
1000 K). Samples in the 1000-1100 K are basically nonexistent in this flow as they would 
only be present at the very leading edge of the flame front or in a region where flame 
products have been heavily diluted by mixing with unreacted gas. These results are 
somewhat influenced by the width of temperature ranges selected. Collecting noise 
spectra from a larger range of temperatures does tend to show a somewhat widened 
distribution; however, the temperatures ranges need to be wide enough to encompass an 
adequate sampling of the noise profile. Thus, the ranges selected for this analysis were 
chosen as such to give more than 1000 residuals per plot and give a conservative estimate 
of the error induced by noise in the spectra. 
Each of the distributions does show a slight bias error in that that mean of the 
resultant distribution is higher than the mean of the temperature range. In a totally 
unbiased result, each of these distributions should exhibit a mean value that matches the 
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temperature of the noise-free simulated spectrum they were based on (550 K for Fig. 
4.27a, 750 K for Fig. 4.27b, etc.). 
Figure 4.28 similarly shows histogram distributions for vibrational temperature 
results. The coldest temperature range (500-600 K) exhibits a strong bias error, which is 
consistent with the discussion in Section 4.2.1 on vibrational temperature results in this 
regime. As with rotational temperature results, the narrowest distribution is observed in 
the coflow temperature range (Fig. 4.28c). At low temperatures, the distributions are 
broader than the corresponding rotational temperature distributions, and are most likely 
due to small amounts of noise near the hot band having a strong influence on the inferred 
v=0 population. As temperature increases, the vibrational results are grouped more 
tightly, most likely due to the emergence of the first hot band line (v′=2v′′=1) above 
the level of the random noise and the appearance of the second hot band line 
(v′=3v′′=2) at flame temperatures. 
 132 
 
 (a) (b) 
 
 (c) (d) 
Figure 4.27: Histograms of fitted rotational temperatures using the noise signatures in 4 




 (a) (b) 
 
 (c) (d) 
Figure 4.28: Histograms of fitted vibrational temperatures using the noise signatures in 4 
temperature ranges: (a) 500-600 K, (b) 600-900 K, (c) 900-1100 K, (d) 
1800-2000 K. 
From this analysis, it would appear that the scatter seen in the results of Figs. 4.15 
– 4.17 at flame temperatures is not simply due to noise in the spectra. It is unclear if this 
scatter arises from another source or gas in this region is truly in vibrational non-
equilibrium. A possible source for this mismatch between vibrational and rotational 
temperatures could be an artifact of the somewhat large spatial extent of the measurement 
probe volume. Similar to the effect of time-averaging near the intermittent flame base, 
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averaging over a spatial extent which contains both unreacted gas and at least some 
partially reacted gas. This type of sample which contains gas at various stages of reaction 
progress will contain a wide range of temperatures. As discussed in Section 3.1.2.1, 
measured temperatures for a composite equilibrium Raman spectrum from a sample with 
a broad distribution of temperatures shows a spurious non-equilibrium, the magnitude of 
which is dependent on the distribution width. However, the analysis presented in that 
section for normally-distributed temperature PDFs showed only a bias toward vibrational 
temperature values which exceed the rotational temperature, while the single-shot results 
showed both vibrationally-hot and vibrationally-cold data. The temperature PDFs within 
these flame-containing points are not likely to be normally-distributed, but instead show a 
bimodal behavior. Further work is needed to gather realistic temperature distributions for 
samples in this region in order quantify these spatial averaging effects. Other possibilities 
for future applications of this technique to more precisely assess the uncertainty at high 
temperature are presented in Section 4.4. 
4.3 – CONCLUSIONS 
In this chapter a two-temperature single-shot spontaneous Raman scattering 
measurement technique was introduced. The same Stokes scattering lines whose time-
averaged measurements were reported in Ch. 3 were measured using a single laser pulse 
with the new apparatus. This apparatus consisted of a high-pulse energy, short-pulse 
width laser to provide the initial excitation energy, a set of pulse stretching cavities to 
reduce the peak laser power, and a multiple-pass cell to enhance the Raman signal. This 
improvement in temporal resolution (from 10-20 seconds to less than 200 ns) came at a 
cost in spatial resolution (from 0.5  0.5  0.14 mm to 0.8  0.8  0.35 mm). Results 
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from this technique were validated by direct comparison with results from time-averaged 
Raman measurements.  
This single-shot technique was shown to accurately quantify the vibrational non-
equilibrium of N2 in the mixing layer of the high-speed jet facility. The instantaneous 
nature of these measurements allowed for the technique to be applied in the region near 
the turbulent flame base, a region that was not amenable to time-averaged measurements. 
There, the intermittency of combustion intermediates and products at different radial 
locations was observed to peak at the outer edge of the jet profile, which agrees with the 
predicted behavior of this flame due to its low stoichiometric mixture fraction. 
Temperature measurement values near flame temperatures also showed reasonable 
results, albeit at a reduced precision due to the corresponding decline in signal at high 
temperature. This measurement was shown to have only a slight penalty in spatial 
resolution relative to the time-averaged measurements. 
While this study focused on independent measurements of vibrational and 
rotational temperature, the single-shot spontaneous Raman technique could also be 
applied for temperature measurements of gas samples in thermal equilibrium. This 
technique provides species-specific temperature and number density, though number 
density was not the focus of this study. Additionally, this technique can be applied in any 
flow where the probed species is present in adequate concentration. For example, the 
probe gas used throughout this study, N2, is useful in most air-fuel combustion studies as 
it is present in high concentration throughout the flow. There is no limitation to specific 
fuel mixtures, as there is with Rayleigh thermometry measurements. Additionally, the 
signal scales with the number density of the probed species and therefore would benefit 
greatly from application in a high-pressure environment. However, the reduction in 
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spatial resolution due to beam-steering effects defocusing the cell in environments with 
high refractive index gradients must also be considered. 
4.4 – RECOMMENDATIONS FOR FUTURE WORK 
Owing to the issues with laser-induced breakdown in the multiple-pass cell and 
damage on the cell mirrors due to dust, it is clear that further reduction in laser peak 
power would be advantageous for future use of this type of measurement apparatus. The 
addition of a third cavity to the pulse stretcher could reduce the peak power of the current 
laser so that a higher laser pulse energy could be used. This would come at a cost of a few 
thousand dollars and may require some of the mirrors in the final delay cavity be replaced 
with ones of larger diameter to avoid beam clipping.  
Another avenue for improving upon the single-shot technique would involve 
using an entirely different laser. Flashlamp-pumped dye lasers are used in the medical 
field to treat various skin conditions [101],[102]. The complication of the time-of-flight 
pulse stretcher would be removed with this type of system. For example, the Candela 
Vbeam Perfecta laser provides a maximum of 8 J in a pulse duration which is selectable 
from 0.45 – 40 ms.2 While the longer pulse durations provided by this laser are too long 
to freeze the flow, the shortest pulse duration produces peak powers that are vastly lower 
than could be achieved with time-of-flight delay of a laser beam with nanosecond-scale 
pulse width. However, new dispersion optics would need to be obtained to account for 
the change in excitation wavelength from 532 to 585 nm.  
Perhaps an even more straightforward solution would be to use a variable 
pulsewidth Nd:YAG laser. Such a system exists off-the-shelf in the Agilite Series from 
Continuum Lasers. For example, the Agilite 569 provides a maximum energy of 630 mJ 
                                                 
2 Robles, J., Syneron Candela, Private Communication. 
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when a 5 μs pulsewidth is selected, while pulsewidths of up to 50 μs are possible at 
reduced pulse energy values.3 These lasers provide excitation energy at the more 
common 532 nm wavelength. 
The shift in the facility as the metal heated and cooled, made making validation 
measurements over a range of temperatures (as in Fig. 4.10) difficult. The ability to 
precisely control and vary gas temperature would allow for a more thorough analysis of 
the technique’s limitations. One possible avenue for this type of study would be installing 
this single-shot measurement apparatus around a small table-top burner, like the one used 
previously in Ref. [103], where temperature can be controlled by the equivalence ratio of 
the burner. Additionally, this small burner would avoid the challenges of setting an exact 
height with the facility. Owing to the relatively large amounts of thermal expansion 
induced when the facility heats up, repeating measurements at the same location day after 
day is difficult. Thus, all measurements at a specific height are taken in one session and 
the exact height from the nozzle for that data set is found in post-processing the images 
taken by the side-view CCD camera. A small burner (or small heated jet) on a 3-axis 
motorized translation stage could provide a flow field that is much more easily traversed 
with the measurement. 
Single-shot data provides a vastly larger amount of data per experiment than time-
average methods. The fitting routine is computationally intensive, requiring 
approximately 74 seconds per spectrum, but is well-suited to parallel execution. Because 
the fitting of each spectrum is independent of the others and uses the same input 
constants, the problem is readily parallelizable. Current parallelization is done with 
MATLAB or Windows batch scripts on a single quad-core processor with 4-8 workers. 
                                                 
3 “Agilite 560/569  Datasheet,” Continuum Lasers, [Online]. Available: 
http://www.continuumlasers.com/images/stories/products/downloads/agilite/agilite560569_rev_E.pdf 
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Fig. 4.29 below show the wall-clock time required for variously sized sets of spectra. The 
CPU on the laptop used for most of the computation was an Intel i7-4702HQ quad-core 
processor. The “hyperthreading” capability of this processor allowed for each physical 
processor core to act as 2 virtual cores. This allowed for up to 8 fits to be computed 
simultaneously on this machine. The downside of this is the decrease in system stability 
and usability when running the processor at maximum capacity, and thus very few 
computations were executed with 8 parallel processes. The desktop machine used for 
some computations utilized an Intel i5-3330 quad-core CPU which did not have 
hyperthreading capability. 
 
Figure 4.29: Computation time required for fitting large sets of Raman spectra. 
 The use of MATLAB or Windows batch commands is not ideal for massive 
parallel computation. MATLAB does not incur much of a speed penalty relative to the 
long computation time of each fit routine, but rather, it limits the scalability to 
computation on multiple machines or a cluster due to the requirement of installing the 
MATLAB environment on each PC. Similarly, the use of parallel Windows commands 
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does not scale well to a cluster. Future effort could be made into parallelizing the file 
handling and fitting within a Unix shell or with compiled language code. This would 
allow not only increase portability for fitting simultaneously on several machines, but 
would allow for the computation to be scaled onto a cluster or HPC machine to 
significantly reduce the wall-clock time required to receive results. For example, the use 
of only a pair of nodes on Lonestar 5 at the Texas Advanced Computing Center provides 
48 cores to perform 48 simultaneous fits and thus a factor of 12 reduction in compute 
time from the average fit time of 73.7 seconds shown in Fig. 4.29.  
Performing the spectral fitting computations in a short time would also be a 
significant aid during data collection. The current rate at which fits can be obtained from 
the data is greatly exceeded by how much data can be generated in a single day of 
experiments. This leads to the issue that one has to wait a significant amount of time 
(days) until the fitting process completes in order to have results to look at. If something 
subtle is wrong in the Raman spectra, it may not be realized until after processing 
completes. 
This facility had a few drawbacks in terms of the ability to quantify the effect of 
vibrational non-equilibrium on flame behavior. First, in order to obtain a stable 
autoigniting lifted flame it was necessary to heat the jet gas, which reduced the 
magnitude of the non-equilibrium. Additionally, the fuel mixtures used had low 
stoichiometric mixture fraction values and, thus, the flame base stabilized on the 
outermost edge of the shear layer. This region of stabilization did not contain appreciable 
non-equilibrium as it was not where rapid mixing occurred between the hot and cold 
streams. 
Experimental study of the effect of vibrational non-equilibrium on flame behavior 
would be more easily accomplished in a facility where non-equilibrium is artificially 
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produced rather than induced by mixing. For example, producing vibrational non-
equilibrium with a method that could be switched on and off would allow for the 
macroscopic effects on flame behavior to be observed directly. Additionally, the ability to 
produce stronger non-equilibrium, or modulate the non-equilibrium strength, would 
accentuate these effects. 
Optical pumping of vibrational excitation within a specific molecule has been 
achieved using stimulated Raman scattering [104]–[106]. A single frequency-doubled 
Nd:YAG laser source was used to pump a Raman gain cell to achieve up to 35%, 21%, 
and 10% conversion efficiency in generating beams whose wavelengths matched the first 
Stokes peaks of N2, O2, and H2, respectively [106],[107]. These beams, along with 
residual 532 nm energy were sent into a second gas cell where their overlap region 
excited approximately 30% of the molecules of the selected species into vibrationally-
excited states. This is much stronger than the vibrational excitation in the jet in coflow 
facility which has, at most, a fractional population of 3.4% and 10.5% in excited states 
for N2 and O2, respectively. 
These studies, however, focused on the vibration-vibration energy transfer rates. 
A similar system could be conceived in order to generate non-equilibrium in the various 
diatomic species upstream of a simple flame. The behavior of this non-equilibrium as it 
passes through the flame as well as the flame response could be studied using this 
method. This circumvents the issue in the current facility where most of the non-
equilibrium is generated in a region of the flow where the flame is seldom present. 
Additionally, the ability to produce vibrational excitation in a specific species allows for 
the effect of non-equilibrium on flame behavior to be studied in more detail than is 




APPENDIX A: PHOTOGRAPHS OF THE EXPERIMENTAL APPARATUS 
This section provides a set of photographs which are intended to provide a better 
understanding of the jet-in-coflow facility and the apparatus involved in the laser 
measurement techniques. Section A.1 illustrates the construction involved around 
installing the jet-in-coflow facility in the laboratory and some of the relevant hardware 
required to operate it safely. Section A.2 provides photographs which correspond to the 
measurements presented in Ch. 3. Finally, Section A.3 is meant to supplement Ch. 4 by 
showing photographs of the single-shot measurement apparatus.  
A.1 – Jet Facility Construction 
 






(b)      (c) 
Figure A.2: Images of the overhead exhaust system. (a) Hood and interior exhaust 
ducting. (b) Interior ducting viewed from above laser barrier walls. (c) 
Exterior ducting, blower and exhaust. 
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Figure A.3: Gas supply piping mounted on laser barrier wall 
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A.2 – Time-Average Measurements 
 
 
Figure A.5: Raman measurement being made near nozzle exit without coflow shroud. 
Scattering is visibly stronger from the colder jet flow. Pervasiveness of dust 
in the room air outside the coflow is also apparent. 
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Figure A.6: Lens protection for Rayleigh scattering measurements and threaded rod 
system for reducing the thermal expansion shift of the coflow shroud. 
 
Figure A.7: Raman scattering measurement being made with larger collection optics and 
coflow shroud installed. 
Threaded rod system 
for mitigating coflow 






A.3 – Single-Shot Measurements 
 
 





Figure A.9: Shorter exposure image of the multipass cell and H2/CH4 flame showing the 
beam spots on the multipass cell mirror. 
 
Figure A.10: Image of the H2/N2 flame and single-shot Raman measurement apparatus. 




Figure A.11: Pulse-stretching apparatus in operation 
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APPENDIX B: RAMAN MEASUREMENT CALIBRATION 
Spectra captured by the Raman measurement system typically appear on the 
ICCD sensor looking approximately like the image presented in Fig. B.1. The horizontal 
direction in the image represents the dispersion axis. To obtain useful spectra from these 
images, the following operations are applied to the images: 
1) Background signal is subtracted from the image. 
2) The rows containing Raman signal are identified and the image is 
vertically binned over these rows. 
3) A spectral calibration function is applied to correlate between pixel 
column and wavelength 
4) An intensity calibration is applied to accommodate for any spectral or 
spatial dependence in the system transmission. 
The following section details this process and the characteristics of the Raman 
measurement system.  
 
Figure B.1: Raw Stokes N2 Raman Q-branch signal as it appears on ICCD sensor from 
room temperature air for the setup used in Section 3.2. Background signal 
has been subtracted. 
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The intensified camera used for all measurements was a Princeton Instruments PI-
MAX3 with a 1024×256 CCD sensor with 26×26 m pixels. The 18mm diameter 
intensifier is circular and therefore the width of useful sensor area depends on which rows 
are used. Typically, the camera height was adjusted so that the Raman signal was 
centered on the middle rows to maximize spectral coverage. This intensified region is 
clearly visible in Fig. B.1 as the large outer circle of uniform intensity surrounding the 
Raman signal. This “halo” showing the intensified region is only visible due to this image 
being captured over a much longer collection time than a typical measurement. The 
signal in this region is not much higher than the non-intensified region in the collection 
time used for a typical time-averaged measurement after background subtraction. 
While the procedure behind background subtraction and vertical binning are fairly 
self-explanatory, the spectral calibration process is more complicated. The emission lines 
from a neon lamp (Electro-technic Products model SP200) are used as a calibration 
reference. In Figs. B.2 and B.4, typical Neon emission line spectra are shown for the 
HDG-607 and HDG-573 spectra, respectively. Figs. B.3 and B.5 show the corresponding 
calibration curves which are obtained from these spectra. The fitted spectral calibration 
function is a third-order polynomial fit of the horizontal pixel locations of the observed 
line peaks to their known spectral locations [108]. 
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Figure B.2: Background-subtracted neon lamp spectrum for HDG-607 grating 
 
Figure B.3: Line peak locations and fitted third-order polynomial for HDG-607 grating 
with 532 nm excitation: 𝜆 = 623.9 − (2.816 ∙ 10−2)𝑥 − (7.186 ∙
10−6)𝑥2 + (9.573 ∙ 10−10)𝑥3   
 152 
 
Figure B.4: Background-subtracted neon lamp spectrum for HDG-573 grating 
 
Figure B.5: Line peak locations and fitted third-order polynomial for HDG-573 grating 
with 532 nm excitation: 𝜆 = 594.7 − (2.380 ∙ 10−2)𝑥 − (4.441 ∙
10−6)𝑥2 − (1.430 ∙ 10−9)𝑥3   
While these calibration curves should provide a re-useable calibration function, it 
was found that a slight shift could occur whenever the grating or camera was disturbed. 
Thus, any time the camera or grating was removed from the spectrograph a new 
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calibration spectrum was obtained. Table B.1 summarizes the spectral calibration 
constants and useful wavelength range for different grating and laser combinations. The 
shift of the spectral range of the grating with the Nd:YLF laser was due to the camera 
being shifted on the spectrograph in order to capture the Raman signal in the center of the 
intensified region of the sensor. The necessity of this shift is described in the following 
paragraphs. 





Nd:YAG HDG-607 624 -2.82 -7.19 9.57 597 619 
Nd:YAG HDG-573 595 -2.38 -4.44 -14.3 572 590 
Nd:YLF HDG-607 617 -3.11 -6.18 14.7 588 612 
Nd:YLF HDG-573 587 -1.83 -22.3 11.0 565 583 
Table B.1: Summary of typical calibration constants and effective spectral coverage for 
all combinations of grating and excitation wavelength used. Spectral 
calibration constants A0-A3 define the function 𝜆 = ∑ 𝐴𝑖𝑥
𝑖𝑖=3
𝑖=0 , where x is 
the horizontal pixel number on the sensor. λmin and λmax define the 
approximate useful spectral range on the sensor. 
Several lasers were used to provide the incident excitation energy. These lasers 
used two specific lasing media, Nd:YAG and Nd:YLF, which provide output light at 532 
and 526.5 nm, respectively after frequency-doubling. The Raman gratings used were 
designed to center the Stokes Q-branch lines of N2 and O2 on the sensor for Nd:YAG 
excitation. When the Nd:YLF laser was used, this spectral shift in excitation wavelength 
caused a subsequent shift in the location of the Raman lines on the sensor. This shift was 
significant enough that the Q-branch appeared near the edge of the intensified region of 
the sensor and much of the S-branch rotational information was lost if the system as used 
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as-is. To remedy this, the camera sensor needed to be shifted horizontally on the 
spectrograph. 
To accomplish this shift, a custom camera mounting system was manufactured 
with slots that allowed the camera to be moved horizontally on the spectrograph. The 
new mount required a smaller outer diameter for the mounting flange to make allowance 
for the flange to move without contacting the bolts. Other dimensions which are 
important to focusing, such as the sensor-to-grating distance matched the original 
mounting plate. The new and old mounting plates are depicted below in Fig. B.6. A 
standard dash number 154 O-ring was designed into the mounting plate to make the seal 
between the camera plate and the spectrograph. This new mounting system allowed the 
N2 and O2 Stokes Raman Q-branch lines to be centered on the sensor and brought into 




Figure B.6: CAD drawings of custom camera mounting system. (a) Camera flange. (b) 
Mounting bracket with slots which allow the camera flange to be shifted 
horizontally. 
To attenuate the Rayleigh scattering signal within the spectrograph, a holographic 
notch filter was installed which has a high optical density at the laser wavelength. These 
filters also have a very narrow spectral bandwidth in order to pass the rotational Raman 
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lines which occur very close to the incident laser frequency. For our system, this notch 
filter (Kaiser SuperNotch HSPF-532.0AR-2.0) was designed for Nd:YAG excitation and 
is specified to have a spectral bandwidth of less than 350 cm=1 between the O.D. 0.3 
points. The transmission spectrum for this filter is shown below in Fig. B.7. This narrow 
bandwidth meant that the Rayleigh scattering would not be attenuated by the notch filter 
when the Nd:YLF laser was used. Rather than purchase an expensive (over $5,000) 
custom notch filter designed specifically for this excitation wavelength, the existing notch 
filter was tilted slightly about the vertical axis such that it attenuated the 527 nm light. 
This was accomplished by removing the spectrograph top cover and grating and 
observing the throughput of incident wavelength light scattered through the spectrograph 
from a small metal pin placed at the measurement location. This method only works 
because the holographic filter shifts to the blue as it is tilted away from 90° incidence and 
the Nd:YLF laser operates at a shorter wavelength than the Nd:YAG lasers for which the 
filter was designed. We observed no ill-effects from the small shift (approximately 7°) 
which was required to accomplish this. 
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Figure B.7: Notch filter spectral performance at 0° incidence. 
To account for spectral dependence of the optical system and pixel-to-pixel 
variation on the sensor, an intensity calibration was performed. The emission from a 
black body radiator (CI Systems SR-20) was used as a standard source. This signal was 
collected with the measurement system in the exact configuration as it is used for Raman 
measurements to ensure that the true system response is obtained. This collection is made 
over a long integration time (several minutes) in order to collect a high signal-to-noise 
image. This image was processed in an identical fashion to Raman scattering spectra in 
order to obtain a spectrum for the black body source. This spectrum is then divided by the 
expected black body signal as predicted by Planck’s Law: 








Thus, an intensity correction factor as a function of wavelength can be obtained by 
dividing the actual signal collected from the black body source by the expected emission 
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at the set temperature. Figure B.8 shows typical values for this calibration factor. For 
both gratings, the system tends to attenuate some of the signal for shorter wavelengths, 
and thus the calibration factor increases to correct for this. The calibration factor becomes 
large near the edges of the intensifier as the signal no longer has uniform gain. For each 
calibration case, the black body was set to 200 °C. 
a)  
b)  
Figure B.8: Intensity calibration factor for camera in position for Nd:YLF laser excitation 
for the (a) HDG-607 grating and (b) HDG-573 grating. 
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The Raman spectral simulation code must not only compute line strengths and 
spectral locations, but also simulate the broadening which will be present in real-world 
measurements. This broadening comes from two main sources: local thermodynamic 
conditions (Doppler and collisional broadening) and instrument resolution. In order to 
account for the resultant broadening from all contributions, a single “lineshape function” 
is applied to broaden each of the Raman lines. The lineshape function used was the 
convolution of a trapezoid with a Lorentzian function, which was determined to best 
represent the instrument function of this spectrograph in Ref. [33]. The parameters used 
to define these two functions were the width of the Lorentzian and the half-width of the 
trapezoidal function at the top and base. There parameters were used to define a shape of 
an individual line as  
 
𝐼(𝑥, 𝑎, 𝑏, 𝑡) =
1
2𝜋(𝑏2 − 𝑡2)




+ (𝑥 + 𝑏) tan−1 (
𝑥 + 𝑏
𝑎












𝑎4 + 2𝑎2(𝑥2 + 𝑡2) + (𝑥 + 𝑡)2(𝑥 − 𝑡)2
𝑎4 + 2𝑎2(𝑥2 + 𝑏2) + (𝑥 + 𝑏)2(𝑥 − 𝑏)2
]} 
(B.2) 
where x is the distance from the line center in wavelength units, a is the Lorentzian width, 
b is the half-width of the trapezoid base, and t is the half-width of the trapezoid top [33]. 
These parameters were determined by fitting spectra of air at a known 
temperature (usually room temperature) and using a modified fitting routine where the 
lineshape parameters were the free variables. As with the spectral calibration, these 
parameters were highly sensitive to the exact position of the camera and grating. Thus, 
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each time the gratings were swapped or the camera was adjusted, a new set of lineshape 
parameters was obtained to eliminate any errors induced by inaccurate lineshape 
function. A listing of typical values for these lineshape parameters with an approximate 










HDG-607 100 0.030±0.002 0.114±0.001 0.015±0.005 
HDG-573 100 0.030±0.003 0.100±0.010 0.016±0.004 
HDG-607 250 0.032±0.001 0.185±0.003 0.152±0.001 
HDG-573 250 0.033±0.001 0.161±0.001 0.150±0.002 
Table B.2: Summary of lineshape parameter values 
 
Figure B.9: Typical lineshape functions for different grating and slit combinations. 
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The values above for each grating can be considered appropriate for excitation by 
either Nd:YAG or Nd:YLF laser, as the slight shift of the camera did not change the 
lineshape notably. These lineshape parameters did, however, change significantly for the 
single-shot measurements, where larger slit sizes were used to increase signal at the 
expense of spectral resolution. The choice of slit width for this setup is discussed in 
Appendix E. The width of the Lorentzian function changes only slightly with an 
increased slit width, indicating that the trapezoidal function is much more sensitive to 
changes in instrument broadening. Because the trapezoidal function is much broader than 
the Lorentzian for all cases, the line broadening for this setup can be considered to be 
instrument dominated, and increasingly so with larger slit widths. This gives a robustness 
to this measurement technique, as the contribution to the lineshape from collisional and 
Doppler broadening are overwhelmed by the instrument broadening. Thus, this 
measurement apparatus could be applied as-is to large range of gas conditions at different 
pressures or densities. 
The range of temperatures over which the code is reliable is determined in the 
following way. First, a noise free equilibrium spectrum is simulated and then the 
experimental noise profile is added to it in order to generate artificial noisy spectra. Noisy 
synthetic data is computed in this way because it is more representative of the real data 
than the one that could be obtained by adding random noise. The noise profiles that were 
added to the simulated noise free spectrum are shown in Fig. B.10. They are the residuals 
expressed in percentage units from spectral fitting the real data recorded from the jet, the 
shear layer and the coflow. Each curve shows residual values that are only a couple 
percent and peak near the Q-branch, where slight errors in line shape are dominant. 
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Figure B.10: Typical fit residuals as a function of wavelength in various regions of the 
flow. 
The values of the rotational and the vibrational temperatures obtained from fitting 
to the synthetic noisy data are listed in Table 3. TR and TV are the rotational and the 
vibrational temperatures. The superscripts indicate the noise spectrum which was added 
to the synthetic equilibrium spectrum calculated at TEq. The typical noise in the jet, shear 
layer, and coflow are represented by Jt, Sh and Co, respectively. 
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TEq JtTR JtTV ShTR ShTV CoTR CoTV 
200 306 ∞ 303 ∞ 302 ∞ 
300 302 357 286 ∞ 292 ∞ 
350 354 389 338 ∞ 341 ∞ 
400 406 427 391 ∞ 393 123 
450 457 469 443 432 444 367 
500 508 514 496 496 494 472 
550 559 560 549 550 545 535 
600 609 608 601 602 596 592 
650 660 656 654 653 646 645 
700 710 705 706 703 697 697 
800 810 804 810 802 798 799 
900 910 903 913 901 899 900 
1000 1010 1002 1016 1000 1000 1001 
Table B.3: Temperatures (in K) calculated by spectrally fitting various synthetic noisy 
Raman spectra 
In Table B.3, the non-physical negative values of temperatures are listed as ∞. 
The code fails to calculate the correct vibrational temperature when TEq ≤ 450 K. This is 
because the vibrational temperature is effectively inferred from the ratio of the intensities 
of the hot band and the fundamental band, and the hot band intensity is non-negligible 
only at relatively high temperatures. The rotational temperature is effectively determined 
from the width of the bands, and the O- and the S-branches of the fundamental band. The 
O- and the S-branches are well resolved even at lower temperatures and so the code is 
able to interpret lower rotational temperatures correctly. 
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APPENDIX C: CHANGES TO RAMAN SIMULATION CODE 
The Φ(∆𝑣, ∆𝐽) factor presented Eq. 1.15 was given without explanation of the 
details of the factors it incorporates. This factor was originally computed using the 













(9 cos 𝜃 − cos 3𝜃)(sin 2𝜑 − 2𝜑)], 
(C.1) 
where 𝑏𝐽′,𝐽 represents the Plackzek-Teller coefficients, which were defined in Ch. 1. The 
angular dependence of the Raman scattering is incorporated in the factors involving 𝜑 




 and 𝜃 =
𝜋
2
− 𝜑. The polarizability terms, 𝑎′ and 𝛾′, are the component of 
polarizability matrix elements which come from the molecular polarizability derivatives 
as 
 𝑎′2 = 𝑀(𝑣, 𝛼, 𝛼′, 𝛼′′, 𝛼′′′) ∙ 𝐹(𝑣, 𝐽, 𝛼, 𝛼′, 𝛼′′, 𝛼′′′) (C.2) 
 𝛾′2 = 𝑀(𝑣, 𝛾, 𝛾′, 𝛾′′, 𝛾′′′) ∙ 𝐹(𝑣, 𝐽, 𝛾, 𝛾′, 𝛾′′, 𝛾′′′) (C.3) 
In these expressions, 𝑀 is the vibrational portion of the polarizability matrix element, 
 

























where 𝑝 represents either the isotropic (𝛼, 𝛼′, etc.) or anisotropic (𝛾, 𝛾′, etc.) elements and 
𝑎1 and 𝑎2 are constants of the Dunham anharmonic potential [36]. The parameter, 𝐹, is 
the Herman-Wallis factor, which can be expressed as 










 is defined in Ref. [36] as a distinct function for each of the O-, Q-, and S- 
branches. 
Previously, the Raman code accounted for the sensitivity of the collection optics 
to the polarization of scattered light by introducing a constant factor by which the 
isotropic polarizability derivatives (𝛼, 𝛼’, 𝛼’’, etc.) are multiplied [33]. This factor is 
intended to represent a ratio of polarized to de-polarized signal. However, 
mathematically, this does not represent a true polarization-dependence correction, which 
will be discussed further below. This method also makes a priori calculation of the effect 
of a multiple-pass cell on the collected signal impossible as the two polarization 
components are not truly isolated. Because Eq. C.1 was derived by integrating 
expressions that incorporated contributions from both polarization directions, new 
expressions needed to be computed from the first principles. Thus, expressions for the 
components of the Φ(∆𝑣, ∆𝐽) factor in the overall scattered Raman signal polarized 
normal and parallel to the scattering plane were derived as 
 
Ф𝑣→𝑣+1,𝐽→𝐽′






































from the expression given in Eqs. 1.13 and 1.14. Here, 𝜒𝑚 is the maximum angle 
between the incident light and the centerline of the collection optics. The code was 
altered to calculate these 2 components separately so that they could each be printed to 
file for analysis.  
The contribution to the new Φ(∆𝑣, ∆𝐽) from each term was investigated to check 
the validity of the previous method for polarization sensitivity correction. The 
dependence on rotational state for each branch of the 𝑣 = 0 band is shown in Fig. C.1. 
These calculations were carried out for a collection f-number of 2.2, which matches the 





Figure C.1: Contributing components from isotropic and anisotropic polarizability 
derivatives for (a) O-branch, (b) Q-branch, and (c) S-branch of the Stokes 
𝑣 = 0 → 1 transitions of 14N2. 
The Q branch is dominated by signal polarized perpendicular to the scattering 
plane, which comes almost completely from 𝑎′2 terms. This is why the previous method 
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of accounting for polarization sensitivity was a good approximation. However, the 
presence of a contribution from the 𝛾′2 term in Ф𝑣→𝑣+1,𝐽→𝐽
⊥  means that the polarization 
sensitivity factor is not truly a ratio of the sensitivity of the optics to the different 
polarization directions. Additionally, the O and S branches see no contribution from 𝑎′2 
and are thus not modified by the previous method for polarization sensitivity correction. 
This should not be the case in a true polarization sensitivity correction. These lines are 
typically considered to be strongly depolarized, having comparable contributions from 
both polarization components. Therefore, a multiplicative factor which accounts for 
enhancement of one polarization direction over the other should also modify the signal in 
these branches. 
Combining the 𝑎′2 and 𝛾′2 terms, the relative contribution of horizontally and 
vertically polarized signal can be compared. This comparison is presented in Fig. C.2. 
The O- and S-branches are strongly depolarized, while the Q-branch signal is strongly 
polarized, as is discussed in Ref. [31] for vanishingly small collection solid angle. At the 
current collection f-number of 2.2, the depolarization ratios are 0.024 and 0.753 for the Q 
and O/S branches, respectively. 
While this study used only 2 specific collection f-numbers, the trends in these 
transition matrix elements was investigated for general application. Figure C.3 below 
illustrates the trends of Φ values and depolarization ratios for the O-, Q-, and S-branches 
with collection solid angle. The plot shows the transition matrix elements for Stokes 𝑣 =
0 → 1 transitions from the 𝐽 = 10 rotational level. This is meant to show the relative 
strength of lines between the different branches. The trends with f-number for different 
rotational and vibrational levels show the same trend. From the upper plot, it is clear that 
Φ falls off for slower collection optics in a similar fashion for all 3 branches. Thus, the 
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ratio of Q- to O/S-branch signal is expected to remain constant even for very large 
collection solid angles. 
The bottom plot shows a more interesting trend. Fast collection optics shift all 3 
branches toward being more depolarized. The depolarization ratio for all 3 branches trend 
toward constant values for large collection f-numbers. The depolarization ratios reach 
these limiting values at different f-numbers for the different branches. The Q branch 
converges at f-numbers greater than 2, but the O and S branch require an f-number 
greater than 4 to approach the large f-number limit. The current optical setup (𝑓# = 2.2) 
lies in the region where the depolarization ratios are just transitioning from this small 
collection angle limit. In the future, if faster optics are to be utilized, the sharp change in 
depolarization ratio will mean that the collected spectra will appear drastically different. 
However, with the new polarization sensitivity correction, this should be accounted for in 
the model if the correct collection f-number is provided to the code. 
In Ref. [33], the polarization sensitivity factor was determined by a trial and error 
method where fits to high quality spectra were performed on the Q- and O/S-branches 
separately. In that study, multiplying the isotropic polarizability derivatives (𝛼, 𝛼’, 𝛼’’, 
etc.)  by a factor of 1.17 optimally matched the real spectra. With the new matrix element 
calculation, the polarization sensitivity factor is implemented differently. Now, the two 
polarization components are computed separately and the scattering polarized 
perpendicular to the scattering plane is multiplied by a polarization sensitivity factor. The 
value of this factor for the new code was determined by least-squares comparison with 
the matrix elements computed from the old method. Resulting Φ values for the optimal 
sensitivity factor are compared with previous values in Fig. C.4. As is clear from the 





Figure C.2: Comparison of components of the Φ matrix elements polarized parallel and 
perpendicular to the scattering plane for (a) O-branch, (b) Q-branch, and (c) 
S-branch of the Stokes 𝑣 = 0 → 1 transitions. 
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Figure C.4: Comparison between Φ matrix elements from old code using a polarization 
factor of 1.17 and new code with optimal polarization factor of 1.64. 
An additional benefit of the new code is the ability to isolate the different 
polarizations within the scattered signal. This allows for the effect of the multiple-pass 
cell on the collected Raman signal to be analyzed. Owing to the tilting of the beam 
relative to the collection axis as it passes through the cavity, the effect is not 
straightforward. Because the polarization components are computed relative to the 
scattering plane, this tilt of the scattering plane relative to the collection optics must be 
accounted for. Fig. C.5 shows this problem schematically for the overall multiple-pass 
cell. The components of the scattered signal from each beam can be broken down by their 
polarization relative to the collection optics as 
 𝐼𝑣𝑒𝑟𝑡 = 𝐼|| sin
2 𝛽 + 𝐼⊥ cos
2 𝛽 (C.8) 
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 𝐼ℎ𝑜𝑟𝑖 = 𝐼|| cos
2 𝛽 + 𝐼⊥ sin
2 𝛽 (C.9) 
where β is the angle of each individual beam relative to the collection optics. 
 
Figure C.5: Diagram of multiple-pass cell beam geometry. 
The overall effect of multiple passes can be evaluating by summing the 
contributions from Eqs. C.8 and C.9 over all of the beams in the cell. The general effect 
is a reduction in the Q branch signal relative to the O and S branches due to the Q branch 
being primarily polarized perpendicular to the scattering plane, while the O and S 
branches are relatively depolarized. Figure C.6 below shows this effect for the optical 
arrangement of Ch. 4: a multipass cell with a maximum angle of 14° and a collection f-
number of 2.2. The signal in the O and S branches is enhanced relative to the signal peak 
in the Q branch. Increasing the number of passes creates a more even distribution of 





to a fixed pattern as the number of passes increases beyond 10. Overall, the effect on the 
overall spectra is very weak for this configuration, at most enhancing the O/S-branch 
signal by 0.008% of the Q-branch signal, or approximately 0.8% of the typical O/S-
branch signal. 
 
Figure C.6: Effect of number of passes on collected N2 Raman signal at 500 K for a 
multiple-pass cell maximum angle of 14°. 
The effect of cell maximum angle (βmax in Fig. C.5) on Raman signal at various 
collection f-numbers is presented below in Fig. C.7. As expected, the Q-branch signal 
reduces more drastically with increasing cell angle because it is highly polarized. As the 
maximum cell angle is increased, the more extreme tilt in the scattering plane relative to 
the collection optics reduces the component of 𝐼⊥ in the vertical direction. Because the 
collection system has been determined to more efficiently transmit vertically polarized 
scattering, this reduces the Q branch signal overall. This effect is much weaker in the O 
and S branches as they are very weakly polarized. For the multiple-pass cell and 
collection used in Ch. 4, the expected gain from 25 passes is reduced only slightly: 24.67 
and 24.94 for the Q- and O/S-branches, respectively. 
Figure C.7 also includes curves from a range of collection f-numbers. Overall, the 
change in this trend with different collection f-numbers is slight, as the curves only begin 
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to deviate noticeably at the highest values of βmax. The variation of Q-branch is 0.14% for 
the extreme change in f-number from f/1 to f/22. The O- and S-branches show a slightly 
larger effect than in the Q-branch, although the discrepancy is still negligible relative to 




Figure C.7: Effect of maximum multiple-pass cell beam angle (βmax) on gain from 25 
laser passes for (a) Q-branch and (b) O/S-branch transitions. 
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APPENDIX D: DESIGN OF SINGLE-SHOT MEASUREMENT APPARATUS 
D.1 – Ring Cavity Temporal Pulse-Stretcher 
A schematic of an ideal 2-cavity pulse stretcher following the 1:2:4 rule of Ref. 
[100] is illustrated below in Figure D.1 for a 6 ns FWHM temporally-Gaussian input 
beam. The expected temporal pulse profiles through each stage of the stretcher are also 
shown in Figure D.2. Using mirrors of 99.5% and 99% reflectivity for 0° and 45° degree 
incidence, this layout is expected to produce a reduction in peak power of 78% and a 
maximum throughput of 90%. 
 
Figure D.1: Schematic of a pulse stretcher system using 2 cavities with ideal cavity 
lengths for a 6 ns input laser pulse. 
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Figure D.2: Theoretical temporal pulse profile for an ideal 2-cavity pulse-stretcher with 
cavity delays of 2𝜏𝑙𝑎𝑠𝑒𝑟, and 𝜏𝑙𝑎𝑠𝑒𝑟. P1(t) represents the pulse profile after 
the first cavity and P2(t) is the pulse profile after the second cavity (passing 
through cavities 1 and 2). 
The chosen design used only 2 time-of-flight delay cavities. The cost per cavity 
grows drastically as the number of cavities is increased due to the geometric progression 
(1:2:4) of optimal delay times ratio of cavity delay. In practice, each pass within a cavity 
is limited in length and thus a longer cavity requires significantly more mirrors. The cost 
of adding a third cavity was investigated and it was determined that the additional cavity 
would cost more than the first 2 cavities combined. Additionally, the overall optical path 
length of using only 2 cavities allowed for the use of 1” diameter mirrors throughout. A 
third cavity would require larger mirrors as the laser beam divergence would cause the 
beam to clip on the edge of smaller mirrors.  
With the large number of mirror reflections required in the pulse-stretcher, the 
chief requirement of the cavity mirrors is a high reflectivity. The mirrors used were 
specified to have a minimum reflectivity of 99.5% and 99.9% for the 0° and 45° angle-of-
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incidence mirrors in S-polarized reflections, respectively. The vertical polarization of the 
source laser dictated that all reflections in the pulse stretcher were S-polarized. The 45° 
angle-of-incidence mirrors used in the periscope to direct the stretched pulse into the 
multiple-pass cell (as pictured in Figs. D.12 and D.13) were P-polarized reflections, 
which is rated by the manufacturer at >99% reflectivity. The beam splitters used were 
rated at 40% reflectivity at 45° S-polarized incidence. 
Alignment of the pulse stretcher apparatus is tedious as the slightest adjustment in 
one of the mirrors necessitates a corresponding correction in all of the downstream optics. 
The cavity mirrors must be adjusted with an extremely high degree of precision in order 
to ensure that the beam from each subsequent pass through the cavity exits the cavity 
superimposed with the last pass. Thus, adjustment of cavity lengths was kept to a 
minimum due to the laborious nature of keeping each mirror aligned to this level of 
precision. The final cavity lengths of were measured to be 2.17 and 5.12 m. While these 
lengths do not perfectly match the “ideal” values suggested in Ref. [100], they actually 
provide a slightly better reduction in peak instantaneous laser power. This is due to 
having cavity delays longer than the 180 and 360 cm ideal lengths for a 6 ns pulse. The 
1:2:4 cavity length rule was suggested based on a balance between peak power reduction 
and pulse profile smoothness. The current arrangement gives up a small penalty in 
smoothness for a further reduction in peak power relative to the recommended 1:2:4 
cavity length progression. Precise measurement of the cavity delays is also possible by 
observing the temporal profile of each delay stage. The profiles for laser pulses processed 
by each cavity is presented below in Fig. D.3. By measuring the delay between peaks, 
cavity delay times of 16.6 and 7.2 ns are obtained for the first and second cavity, 
respectively, which agree very well with the measured cavity lengths. The final system 
dimensions and measured temporal beam profile are presented in Figs. 4.3 and 4.4, 
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respectively. As pictured in Figure 4.3, the optics for each cavity were mounted to plates 
to allow for each cavity to be moved easily as a single unit for use in other experiments 
without re-aligning each individual cavity optical component.  
a)  
b)   
Figure D.3: Temporal pulse profiles generated by (a) the long cavity and (b) the short 
cavity of the pulse stretcher. 
The source laser was equipped with an injection seed laser, which provides a 
narrower spectral bandwidth (0.003 cm–1 instead of 1 cm–1), reduced timing jitter, and 
smoother temporal pulse profile. While the second two effects of injection seeding are 
desirable for the current experiment, the narrowed spectral bandwidth (linewidth) causes 
an increase in the coherence length of the pulse. Because the beam will be introduced into 
a multiple-pass cell where it is passed over itself, the coherence length needs to be 
considered to ensure that the coincident pulses at the cell foci do not add in phase, thus 
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negating any reduction in laser power obtained by stretching the pulse. The coherence 
length is the propagation distance over which the laser pulse’s coherence function drops 





where c is the speed of light and ∆𝜈 is the FWHM linewidth of the laser [109]. This 
coherence length value is 1.06 m for the injection seeded case and only 3 mm for the 
unseeded linewidth. These distances are much shorter than the round-trip distance of 1.6 
m for the multiple-pass cell used in these experiments (described in Section D.2). Thus, 
the pulses are not expected to add coherently at the measurement location. 
Figure D.4 shows a comparison of stretched laser pulses with and without the 
injection seeder active. Using the injection seeding made pulse profiles much more 
smooth and consistent. This meant that the input energy could be brought closer to the 
limit at which laser-induced sparks occurred in the cell due to spurious spikes in laser 
power not being present. At a fixed input pulse energy, spark events were observed to 
occur less frequently with the seed laser in use. Thus, the laser was operated with the 




Figure D.4: Temporal laser pulse profiles downstream of the pulse stretcher for (a) with 
injection seeder inactive and (b) with injection seeding active. The lines 
indicates the mean profile, while the gray shaded region indicates the 
envelope of extreme values for   
D.2 – Multiple-Pass Cell 
In addition to preventing breakdown, sufficient excitation energy must be 
provided in a single pulse to achieve adequate signal. The time-average results above 
utilized approximately 500-700 J of incident laser energy per measurement. Generally, 
this integration time could be reduced without significant loss in quality of the spectra, 
but the energies required are still 2 orders of magnitude larger than what is provided in a 
single pulse of a high energy Nd:YAG laser. One way of increasing collected signal is to 
increase the slit size of the spectrograph. The time-average measurements used a 100 µm 
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slit for high spectral resolution. This is not necessary for the single-shot measurements, as 
the rotational structure of the O- and S-branches will not be discernable from the noise.  
First, a preliminary study was performed to observe the effect of excitation energy 
and slit size on the resultant spectra. Fits to these spectra were performed to investigate 
the effect on the derived temperature values. Excitation for this study was provided by 
the same 11 mJ pulse energy Nd:YLF laser which was used in the time-average 
measurements. Spectra were collected from different numbers of laser pulses to simulate 
the effect of different incident pulse energy. Results of the study are summarized below 
in Figs. D.5 and D.6. The error bars in the plot show 2 standard deviations of the 
temperature results from the 100 spectra collected for each case. As expected, a larger slit 
size increases signal, as seen in Fig. D.5. In addition, fit results obtained from only 5.5 J 
of incident energy with a 250 µm slit size compare well with the results for much higher 
energy, where the magnitude of temperature variations are approaching the actual 




Figure D.5: N2 spectra of 750 K air for different slit sizes for 500 laser pulses (5.5 J) 
 
Figure D.6: Effect of incident laser energy on fit results from N2 spectra of 750 K air 
using a 250 µm slit 
In order to obtain multiple joules of incident laser energy from the available laser, 
multiple laser passes through the measurement volume is required. Multiple-pass 
(“multipass”) cells have been used in many applications to enhance Raman scattering 
signal as discussed above [34],[46],[110]–[112]. The current system utilizes a pair of 
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concave mirrors that will be separated by slightly more than 2 times their common radius 
of curvature. This configuration provides two distinct focal regions in the cavity while the 
beam walks in a line across each mirror surface. A system of this type has been 
demonstrated previously with a signal gain of 20 [34]. The multiple-pass cell for this 
study consisted of a pair of matched 101.6 mm diameter, 100 mm focal length mirrors 
with 99.7% reflectivity at 532 nm. This system used in this study was obtained and 
installed in the current facility to evaluate the focusing characteristics in the turbulent jet. 
The cell was found to maintain a stable focus (with only slight movements from turbulent 
fluctuations) during jet operation. An image of the focal regions of this configuration is 
shown below in Fig. D.7. The mirrors from this system do not have long enough focal 
length to provide adequate distance from the hot coflow for them to be used with the 
heaters running for actual Raman measurements. Thus a new pair of mirrors needed to be 
selected to create a cell with a larger mirror separation distance. Additionally, the new 
cell mirrors will require a much higher laser damage threshold, as the laser used in Ref. 
[34] had a pulse energy of only 6 mJ. 
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Figure D.7: Focal region of small multipass cell installed above current facility for proof-
of-concept study 
The design of the multipass cell requires a balance between the speed of the 
focusing optic and the size of the laser spot on the multipass mirror surfaces. A slower 
(longer focal length) focusing optic will produce a larger focal spot and therefore avoid 
air breakdown. This slow focusing will also lead to a smaller spot size of the laser beam 
on the mirrors, which may damage the mirror surface. The parameter space of focusing 
optic configurations is illustrated below in Figure D.8 for a multipass mirrors of 8 inch 
focal length and the temporal pulse profile of Fig. D.2. For this preliminary study, a 
conservative mirror damage threshold of 20 J/cm2 was used. The shaded region shows the 
region of valid configurations where air breakdown and mirror damage are both avoided. 
In practice, this will require testing to determine the fastest possible lens that does not 
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cause air breakdown for the temporally stretched pulse before the laser is introduced to 
the multipass cell. 
 
Figure D.8: Possible input beam configurations to prevent air breakdown and mirror 
damage   
In order to choose an exact configuration for the multiple-pass cell mirrors, the 
ZEMAX ray tracing software package was used. The ray tracing software allowed for us 
to vary an array of different system parameters and study the effect on the overall system 
performance (number of laser passes, peak fluence on the mirror surfaces, etc.). Due to 
the vast number of configurations possible, being able to tweak the angle and separation 
of each optic individually is invaluable in diagnosing issues in the actual system.  
The typical arrangement for the multipass system modeled in the ZEMAX non-
sequential environment is show in Fig. D.9. The beam is shown to change color with each 
 188 
reflection in order to identify individual passes through the cell. The system consisted of 
a pair of identical spherical mirrors and a plano-convex lens to focus the beam into the 
cell. The circulating power in the cell was monitored by placing a transparent plane at the 
center of the cell and the distribution of laser fluence on each mirror surface was also 
examined. 
 
Figure D.9: Configuration of the multiple-pass cell in ZEMAX model. 
Without going into details of the ZEMAX modeling, several key insights into the 
operation of a multiple-pass system were obtained by adjusting the relative position of 
the optics and noting the change in the spot pattern on the mirrors and total circulating 
energy in the cell. A sample pair of laser fluence distributions on the cell mirror surfaces 
for off-design cases are presented in Fig. D.10. First, the mirrors need to be separated by 
slightly more than 2 radii in order to have a stable two-focus system. If the mirrors are 
too close together, the system becomes unstable and the beam is never retro-reflected 
back through the same point. Too large of a separation between mirrors causes the beam 
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spots on the mirror surface to have a repeating pattern of large and small spots, which 
risks damaging the mirror coating (shown in Fig. D.10a).  
If the lens which initially focuses the beam into the cell is placed too close to the 
cell focus, the beam spot pattern shows a first reduction in size and then growth as the 
beam traverses the cell. A far more favorable error to make is placing at too long of a 
distance from the cell, which causes the spots to gradually grow as they traverse the cell 
(shown in Fig. D.10b). 
   
 (a)  (b) 
Figure D.10: Laser fluence distributions on mirror surfaces generated in ZEMAX for (a) 
cell mirrors separated by too large of a distance and (b) the input lens 
located too far from the cell center. Units are in J/cm2. 
Neither of these scenarios affected the overall number of passes circulating in the 
cell. That was dictated almost completely by the angle and height at which the beam 
enters the cell. The highest number of passes through the cell is made possible with a 
beam that enters the cell as near to the mirror periphery as possible. However, the beam 
cannot simply be directed into the cell past the edge of the mirror, as the subsequent 
reflection will not occur within the clear aperture of the mirror, which is the region of the 
surface which adheres to the reflectivity and curvature specifications. Typically the edges 
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of optical components are beveled to make them more robust and coatings such as the 
high reflectivity coating on these mirrors cannot be applied all the way to the edge. Thus, 
a relief must be cut into the mirror to allow the beam to enter the cell. This slot should be 
just large enough so that first pass falls within clear aperture specification of the mirror, 
intruding any further into the mirror reduces the maximum number of laser passes 
possible. The beam should then be aimed into the cell so that it is at the very bottom of 
the slot and the next reflection on the slotted mirror falls fully on the mirror surface. 
 The separation of the two focal spots of the cell gives a good indication of being 
near the peak number of passes in the cell. As one brings the two spots together, the spots 
on the mirrors move close together as well, and the beam traverses the cell more times 
before exiting. At a very small separation between spots, a significant portion of the beam 
overlaps with the previous spot and leaks back out of the cell through the slot after one 
round trip. Getting as close as possible to this condition without going too far provides 
the maximum number or passes and therefore maximum energy at the focal spot. For 
example, the configuration in Fig. D.9 shows the beam entering the cell 92 mm from the 
centerline at an angle of 13°, which results in a spot separation of 4 mm and 22 J at the 
foci. Figure D.11 below shows the resulting beam fan for a slight change in input angle to 
13.25°, which increases the total energy to 136 J and moves the focal spots to within 750 
μm of each other. The spacing of the reflections of the mirror is greatly reduced in this 
configuration. This configuration represents an ideal alignment, as bringing the cell foci 
any closer leads to a reduction in total energy due to the portion of the beam leaving the 
cell through the cell becoming significant. 
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Figure D.11: ZEMAX model of the multiple-pass cell beam pattern for very small 
separation between cell foci. 
While the ZEMAX model predicts the possibility of a very high number of passes 
(> 100) in an ideal alignment, in practice the number of passes will be limited by the 
precision at which the cell can be adjusted. Another effect, which was not observed in 
ZEMAX but became apparent in practice, was that bringing the two foci close together 
(and thus getting more passes) made the cell much more unstable. This is due to the fact 
even the smallest perturbation from this state (due to vibration in a mirror or refraction of 
the beam) causes initial beam to be retro-reflected back out of the cell through the input 
slot. Thus, in the experiments presented in this dissertation, the strong turbulence near the 
measurement location and large thermal gradients in the flow limited the number of 
passes. The final alignment was a balance of achieving a maximum number of passes in 
the cell which would remain stable throughout the experiment. 
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The final mirror design was selected to be a pair of spherical mirrors with a 200 
mm focal length. The most important parameter in selecting the manufacturer for the 
mirrors was the performance of the high reflectivity coating. The coating on the 
purchased mirrors was specified to have a reflectivity of > 99.9% at 532 nm. The coating 
was specified have a clear aperture out to 2 mm from the edge of the mirror, ensuring a 
maximal number of passes will be possible in the cell. A radial slot cut was cut into one 
of the mirrors in order to allow for the ingress of the laser beam into the cell. The 
dimensions of the slotted mirror and a photo are shown in Fig. D.12 below. The other 
mirror is identical except that it did not have a slot. The high reflectivity coating applied 
to both mirrors was tested by the manufacturer to not show damage when up to 45 J/cm2 
of peak fluence for a 1064 nm pulse with a 20 ns FWHM pulsewidth. This specification 
of damage threshold based on peak energy density can be adjusted to give a rough outline 
of the coating’s limitation for the laser beam used in this study. Scaling to the current 
laser wavelength of 532 nm using the guideline that laser damage threshold scales as the 
inverse square root of laser wavelength in the visible range, this damage threshold 
becomes 31.8 J/cm2 [113]. Accounting for the reduction in peak power due to the 
temporal stretching of the pulse, the maximum acceptable energy density is raised to 
107.7 J/cm2 [114]. Thus, the relation between laser pulse energy and the acceptable 
minimum beam spot size on the mirror to not exceed this energy density at the beam 
center can be expressed as 
 𝑑𝑚𝑖𝑛 > √
2𝐸
1.077𝜋
= 0.769√𝐸 (D.2) 
where 𝑑𝑚𝑖𝑛 is the minimum 1/𝑒
2 spot diameter in mm and 𝐸 is the laser pulse energy in 
J. This, however, does not come with any factor of safety or account for “hot spots” in the 
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beam spatial distribution. In practice, the mirror spots were always larger than 5 mm, 
keeping the peak fluence far from the laser-induced damage threshold. Some damage did 
occur on the mirror surfaces in a few cases, but were likely due to dust in the room 
settling on the mirror during an experiment. These events tented to occur when the laser 
had been operating for a long period without any adjustment being made to the optics, so 
a change in spot geometry on the mirror surface is highly unlikely. Continued damage 
was avoided by rotating the damaged regions away from the vertical line where the laser 
contacts the mirror, if possible. 
As shown in Fig. D.10b, the high reflectivity coating is missing from the mirror 
surface in 4 small strips around the periphery. These regions are 5 mm wide and are 
caused by the clamps used to secure the mirror during the coating process. It is important 
that the laser does not impinge upon these regions as the lack of a high reflectivity 
coating will lead to laser-induced damage occurring rapidly. Because the locations of 
beam incidence on the mirror form a vertical line, it is imperative that these uncoated 
regions are located away from the 12 o’clock and 6 o’clock positions on the mirrors. For 
the unslotted mirror, this merely requires rotation in its mount. In the case of the slotted 
mirror, the requirements given to the manufacturer required that these clamps would be 
kept away from the slot and 180° from the slot and thus the uncoated regions ended up 
located in the positions shown in Fig. D.12. 
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 (a)  (b) 
Figure D.12: Slotted multiple-pass cell mirror in (a) dimensioned CAD drawing and (b) 
photograph. Dimensions in the drawing are in millimeters. 
In addition to the slot cut into the mirror, the mirror mount also needed to be 
modified in order to allow for the beam to pass into the cell. A radial slot was machined 
into the mount to allow for the high angle at which the beam enters the cell. Additionally, 
the set screw located at the top of the mount which secures the mirror in the mount had to 
be relocated away from the slot. A set of dimensioned drawings of the modification made 
to the mirror mounts is shown in Fig. D.13 below. 
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Figure D.13: Modification made to multiple-pass cell mirror mount to allow for beam 
ingress. Dimensions are in inches. 
In order to direct the beam into multiple-pass cell, the beam was raised from the 
table and directed downward by a periscope consisting of a pair of 50.8 mm diameter 
mirrors. The larger mirrors were used to allow for the beam to be shifted with translation 
stages in order to align it perfectly with the cell mirrors. The lens used to focus the laser 
beam into the multiple-pass cell was a 1.5 m focal length plano-convex lens. The lens had 
an anti-reflection coating for < 0.2 % reflectance at 532 nm. CAD renderings of the lens 
and periscope, as well as the rest of the multipass system are presented in Figs. D.14 and 
D.15 below. 
Due to the high risk of laser-induced damage from a focused laser spot, the cell 
mirrors must be placed at approximately correct positions before the beam can be 
introduced into the cell and fine adjustments can be made. Additionally, if the cell 
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mirrors are set in the correct position for a few degrees of freedom, the amount of time 
required for aligning the cell is greatly reduced; i.e. the user has many fewer free 
parameters to play with while trying to achieve optimal alignment. To aid in the 
alignment process, circular targets with the exact diameter of the mirrors and a small 
center hole were fabricated using a laser cutter. First, the laser beam was set at the desired 
height above the mid-plane of the nozzle exit. The beam was confirmed to be aligned 
with the facility by observing that the beam location relative to the nozzle was unchanged 
over the full range of movement of the facility’s translation stage. Next, the two mirror 
mounts were located so that the beam passed through the center hole with all of the 
adjustment controls at the center of their travel. The second (non-slotted) mirror was then 
installed in its mount and its angle was adjusted so that the laser beam is retro-reflected 
back through the center hole in the other target. At this point, the mirror centerlines were 
aligned with one other and with the desired measurement location.  The slotted mirror 
was then installed and made parallel with the other mirror with careful measurements of 
the distance between the edges of the 2 mirror mounts around their circumference. Thus, 
the free variables for aligning the cell were reduced to the height and angle of the input 
beam, which were adjusted at the final 50.8 mm flat mirror. At this point the other cell 
mirror was installed and the beam was brought into the cell using the lens and periscope 
system previously described and precise alignment was achieved by observing the cell 
focal region. 
The long beam propagation distance within the multiple-pass cell provided an 
incidental benefit for optimizing the pulse-stretcher alignment. For example, 20 round-
trip passes through the multiple-pass cell add up to over 30 m of beam flight distance. 
Over such a large propagation distance, very small spatial deviations of successive passes 
through the pulse-stretcher cavities (the peaks in Fig. D.3) can be observed. By 
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alternately blocking and unblocking each cavity and observing the spot pattern on a 
multipass cell mirror, precise superposition of these individual pulses can be achieved to 
a degree which is unattainable without the cell. 
 With 4 passes through each cavity, the beam propagates a distance of 
approximately 35 m from the first partial reflector to the focal spot. Thus, a shift at the 
focal spot of 100 μm occurs with only a 3 μrad shift in the first partial reflector. This 
corresponds to a 0.15° rotation in the 100 thread per inch angular adjustment knob on the 
mirror mount. In this setup, these tiny adjustments were made by hand, as there is not 
much benefit to perfect cell alignment due to the defocusing that occurs due to the 
turbulent fluctuations and high thermal gradients. Future applications of this type of pulse 
stretcher to a calmer flow could benefit from the use of piezo actuators for higher 
precision mirror adjustment, especially on the partial reflectors. For example, piezo-
actuated mirror mount models such as Thorlabs’ PIAK10 and model number 8809 from 
Newport provide angular resolution of 0.5 and 0.7 μrad, respectively. 
Alignment of the multiple-pass cell mirrors also required precise control of the 
mirror position and angle. A combination of manually-driven positioning components 
was assembled to allow the cell mirror to be precisely controlled in 5 degrees of freedom 
(translation in all directions and rotation about the vertical and scattering axes). The stack 
of kinematic elements for the cell mirrors can be seen in Fig. D.15 below. The mirrors 
were held in gimbal mounts which rotated the mirrors about their center to a precision of 
8 μrad (for 1° of rotation of the adjustment knobs). Horizontal location of the mirrors was 
controlled with Vernier micrometer-driven translation stages, while vertical position was 
achieved with large screw-driven jacks. While the translation stages provided single 
micron precision, the jacks were not as exact. Their movement was non-linear, providing, 
on average, approximately 4 μm of movement for 1° of rotation of the adjustment knob. 
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These large jacks were used because they could handle the weight of the mirrors and 
gimbal mounts.  
Future applications of this type of multiple-pass system could improve upon the 
current setup with a few specific upgrades. The two most important parameters when 
aligning the multiple-pass cell were the distance between mirrors and the mirror angle 
about the scattering direction. While the micrometer-driven stages gave adequately 
precise control of the mirror separation, getting the absolute maximum number of passes 
through the cell was difficult with the precision of the angular adjustment knobs on the 
gimbal mounts. Upgrading the mirror adjustment mechanism to dual-thread differential 
micrometers (replacing the current Newport part number BM17.04 with BD17.04) will 
improve the angular precision to 0.8 μrad. The coarse control over the vertical position of 
the mirrors also restricted how well the multiple-pass cell could be aligned a maximal 
number of passes. At the expense of overall travel (which was not needed for this 
application), inclined ball bearing stages, such as model number MVN120 from Newport, 
could replace the current jacks to provide vertical translation of heavy loads at up to 0.5 
μm precision. As with the actuators suggested for the pulse-stretcher cavity mirrors, these 
improvements would only have aided slightly in the current work, but could prove to be 
significantly more useful for measurements made in a flow without such strong thermal 




Figure D.13: Top view of actual pulse stretcher and multiple-pass cell layout. 
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