1. Due to the availability of large molecular data-sets, covariance models are increasingly used to describe the structure of genetic variation as an alternative to more heavily parametrised biological models.
Background
The spatial auto-covariance function quantifies the linear statistical dependence between observations of a variable measured repeatedly across space. It has long been considered a useful tool in studies that involve spatially structured variables in ecology and evolution. It is indeed used at an exploratory and descriptive stage to identify characteristic scales of variation of the data (Levin, 1992; Jackson & Caldwell, 1993; Perry et al., 2002) , it plays a central role in methods for spatial prediction (Robertson, 1987; Liebhold et al., 1993; Hay et al., 2009) and it is also involved in regression-type analyses where an explicit spatial model is used as a way to avoid confounding effects due to spatial auto-correlation (Diniz-Filho et al., 2003; Rahbek et al., 2007) . In recent years, the advent of new genotyping techniques has triggered a flood of population genetics data in ecology. These data-sets are large and of ever increasing sizes, therefore they can not be handled with heavily parametrised models. This situation has rekindled interest in approaches based on the covariance structure of data. Indeed, although of rather descriptive nature compared to biologically explicit models, covariance-based approaches can capture characteristic scales in a parcimonious way and offer computationally efficient ways to recover information about evolutionary processes.
In a recent paper, Bradburd et al. (2013) introduced a method to quantify the relative effects of geographic and ecological isolation on genetic differentiation, making it possible to investigate the role of these two factors on migration and gene flow. In the model considered, a sample of individuals from a locality is indexed by its geographic coordinates x and a quantitative environmental variable e. The frequency of an allele f (x, e) is assumed to be a suitable transform of a Gaussian random variable y(x, e). One of the key assumptions of the method is that the covariance structure of y(x, e) is of the form:
hereafter referred to as BRC model. In the formula (1), h and u denote the geographic and environmental distances between samples indexed by (x, e) and (x , e ). The parameters α 0 , α G , α E and α 2 are positive numbers which have to be inferred from the data. The ratio α E /α G can be interpreted as the geographic distance equivalent to a unit environmental distance. Plots of the spatial margins of this covariance function are shown in Figure 1 .
This model is an extension of a simpler model which is known as the stable (or powered exponential) covariance (Chilès & Delfiner, 1999; Diggle & Ribeiro, 2007) and defined as
The latter has been used by Wasser et al. (2004 Wasser et al. ( , 2007 and Rundel et al. (2013) to perform spatial continuous assignment from genetic data, by Novembre & Stephens (2008) to investigate the pattern in principal components of geographically structured population genetics data and by Guillot & Santos (2009) to assess the effect of spatial sampling on the performances of spatial clustering methods.
The use of spatial covariance functions has a long tradition in statistics and the model and method proposed by Bradburd et al. (2013) can be advocated as well grounded alternative to the widely criticized partial Mantel test (Guillot & Rousset, 2013) . The stable covariance and the BRC extension in particular can capture complex patterns of genetic variation, yet they depend on a small number of parameters; as such, they are potentially useful tools for modelling spatial variation in ecology and evolution. Despite its apparent simplicity, this family of covariance functions contains a subtle, but crucial, difficulty: not every function is a covariance function. In this note, we first clarify what is involved in the specification of a covariance model and show that some of the models used earlier are not valid. Then, standing on a firm mathematical footing, we provide results on the range of validity of the models defined above and outline alternative way of constructing valid covariance models. We conclude by discussing implications of our findings for earlier works.
A covariance model must be a positive-definite function
Theoretical aspects
Considering values y(x i , e i ) at n locations in the geographical × environmental domain, the variance of a weighted sum can be written
and it is 0 for any combination of weights λ 1 , . . . , λ n . Using a mathematical phrasing: the covariance function Cov[y(x i , e i ), y(x j , e j )] is a positive-definite function. Consequently, if one intends to use a certain covariance function considered suitable (e.g. for modelling or computational reasons), one has to make sure that it is positive-definite, i.e. the expression in Equation (3) has to be non-negative.
A scientist using a covariance model without this property is likely to face negative variances and undefined probability densities when embedding this covariance function into a Gaussian model. This would also thwart any simulation algorithm based on the Choleski decomposition.
In other words, this model would make little sense. It is therefore important to know whether the functions C and K defined by Equations (1-2) are valid in this respect, or in mathematical parlance: When are C and K positive-definite functions? This question has been overlooked so far and holds a number of subtleties, among others the fact that (i) validity in a certain dimension does not imply validity in higher dimensions, and importantly here, (ii) the answer depends on the way distances are measured (for example Euclidean in the plan vs. geodesic distance on the earth's surface).
A worked example: spatial prediction of tree abundance data with an invalid covariance model
We illustrate some of the consequences of using an invalid covariance model on abundance data for a tree genus in the moist forest of the Congo basin. These data have been published by Mortier et al. (2013) and made publicly available via the R package SCGLR. The variable considered here consists of abundance in thousand 8km by 8 km plots. The location of sampling sites and abundance data are shown in Figure 2 . The empirical covariance function for this variable displays visually an even better fit (Fig. 3) . Unfortunately, this covariance is valid in one dimension but not in two dimensions (Chilès & Delfiner, 1999) , which has consequences illustrated below.
Using the exponential covariance as a covariance model for tree abundance (which is a valid model in any dimension) enables us to perform spatial prediction ( 
Validity of the stable and the BRC models
In addition to α 2 , the models we consider involve three or four parameters. Positive-definiteness is, however, not influenced by α 0 , α G and α E as long as they are positive. Therefore, without loss of generality on the mathematical side, we assume from now on that α 0 = α G = α E = 1. For the general BRC model on S d−1 ×R, we found counter-examples showing that for α 2 = 1.001, the model is not valid. Using a continuity argument, this means that no model with α 2 1.001 will be valid. An instance is as follows: we consider three points on the sphere with (Lon,Lat) coordinates x 1 = (−60.0, 60), x 2 = (−60.1, 60), x 3 = (−60.2, 60) and values e 1 = 0.1, e 2 = 0.2, e 3 = 0.3 of an environmental variable. We also set α 0 = 1, α G = α e = 1/300, and α 2 = 1.01.
Euclidean distance
Under the BRC model the covariance matrix associated to this configuration is a 9 × 9 matrix whose minimum eigenvalue is approximately −1.84 × 10 −5 , which shows that the matrix is not 
Other distances in the plan or the sphere
It is a common practice in ecology to measure distances in terms of cumulative cost for an individual to move from a geographical location to another. This is referred to as cost or resistance distance. There is considerable flexibility in the way such a distance can be obtained and the validity of the BRC model should be checked on a case by case basis. From the previous paragraphs, it is clear that the choice of the distance is not innocuous and that a distance that makes sense ecologically may not lead to a model that is well behaved mathematically. We note also that if the cost distance is obtained via numerical values (without a mathematical expression), there is little hope for proving the validity of a covariance model as this would involve checking all possible sums of the form given in Equation (3).
Alternate covariance models for applications in evolutionary biology Valid gluing of the Euclidean geographical distance and the environmental distances
If the distance on R d × R is defined as
then any valid covariance model on R d ×R can be used. In particular, exp(−d α 2 ) is a valid model for α 2 ∈ (0, 2]. See classical textbooks by Chilès & Delfiner (1999) and Diggle & Ribeiro (2007) for alternative choices. With a valid model in hands, quantifying the relative effect of distance and environment variables as suggested by Bradburd et al. (2013) can be done by re-scaling the distance as
For data gathered at large scale, one has to use geographic distances on the sphere and there seems to be no straightforward way to combine the geodesic distance with the environmental distance along this line to obtain a valid model.
Sums and products of valid models
and
are valid models for which we give examples in Table 1 .
Model name
Covariance function Parameter range 
Space-time covariance models
Covariance models developed to handle spatio-temporal data can be used readily for the analysis of data of the form considered by Bradburd et al. (2013) . The list of such models on R d × R or S d−1 × R is still limited but it comes with clear guidelines about the valid range of parameters.
We refer interested readers to recent spatial statistics books Gelfand et al. (2010) and Porcu et al. (2010) .
Conclusion
There are limitations on the parameter range for the stable and the BRC models and they depend on the way distances are measured. We provide clear guidelines for the case of Euclidean distances while the case of geodesic distances still requires more work. For cost distances, a general theoretical statement is not possible and checking the validity for numerically-derived distances seems out of reach. We recommend users to be cautious when using cost distances in this context. These limitations have remained un-noticed so far and some of the earlier works making use of these models have been based on invalid parameter ranges. However, in agreement with our findings, none of these earlier studies reported empirically estimated values outside the valid ranges we establish. Our work provides some guidelines to update corresponding programs and we are happy to note that they are currently used to update the BEDASSLE computer program (G. Bradbrud, personal communication). 
Appendix: valid parameter range for the BRC model
We determine here for which values of α 2 the function from Equation (1) is a covariance function.
A map γ from R d × R into R is called a variogram if it represents the variance of the increments of an intrinsically stationary random field, i.e.
Variograms are real-valued negative definite functions, i.e. for any finite family of points {(
and constants
The connection between variograms and covariance functions is due to Schoenberg (1938) : C : Thus, we can re-cast the question about the valid range of parameter in the following way:
for which α 2 > 0 is the function (h, u) → (h + u) α 2 a variogram?
As before, h = x = x 2 1 + . . . + x 2 d is the Euclidean distance (taken from the origin) in R d
and u = |e| is the ecological distance (in R, also relative to the origin). In order to simplify the notation, we write α instead of α 2 .
It is known that every continuous variogram on R n is given by a Lévy-Khintchine formula:
where Q is a symmetric positive semi-definite n × n matrix, and ν is a measure on R n \ {0} such that y =0 y 2 /(1 + y 2 ) ν(dy) < ∞; γ is uniquely determined by (Q, ν) and vice versa. Typical examples of continuous variograms on R n are
A good source for variograms (which are also known as negative definite real functions) are the monographs by Berg & Forst (1975) and R.L. Schilling & Vondraček (2012) . We only need the following properties. 
is a continuous variogram.
On the other hand, by the quadratic growth property, see (A), it is clear that γ α (η, τ ) is not a variogram if α > 2.
Let us now consider the case where α ∈ (1, 2]. Assume first that α = 2. Then ( η + |τ |) 2 = η 2 + 2 η · |τ | + τ 2 .
Since η 2 + τ 2 would appear in the Lévy-Khintchine formula (8) We conclude the proof by showing that necessarily b = 1. Use Property (C) above, and suppose that the function in Equation (9) is a variogram on R × R. Arguments by Zastavnyi (2000) show that this is true if and only if α ≤ 1, which completes the proof.
