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ABSTRACT
We improve certain degree bounds for Gro¨bner bases of poly-
nomial ideals in generic position. We work exclusively in de-
terministically verifiable and achievable generic positions of
a combinatorial nature, namely either strongly stable po-
sition or quasi stable position. Furthermore, we exhibit
new dimension- (and depth-)dependent upper bounds for
the Castelnuovo-Mumford regularity and the degrees of the
elements of the reduced Gro¨bner basis (w.r.t. the degree re-
verse lexicographical ordering) of a homogeneous ideal in
these positions.
Categories and Subject Descriptors
F.2.2 [Analysis of Algorithms and Problem Complex-
ity]: Nonnumerical Algorithms and Problems
Keywords
Polynomial ideals, Gro¨bner bases, Pommaret bases, generic
positions, stability, degree, dimension, depth, Castelnuovo-
Mumford regularity.
1. INTRODUCTION
Gro¨bner bases, introduced by Bruno Buchberger in his
Ph.D. thesis (see e.g. [6, 7]), have become a powerful tool
for constructive problems in polynomial ideal theory and re-
lated domains. For practical applications, in particular, the
implementation in computer algebra systems, it is important
to establish upper bounds for the complexity of determining
a Gro¨bner basis for a given homogeneous polynomial ideal.
Using Lazard’s algorithm [23], a good measure to estimate
such a bound, is an upper bound for the degree of the inter-
mediate polynomials during the Gro¨bner basis computation.
If the input ideal is not homogeneous, the maximal degree
of the output Gro¨bner basis is not sufficient for this estima-
tion. On the other hand, Mo¨ller and Mora [30] showed that
to discuss degree bounds for Gro¨bner bases, one can restrict
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to homogeneous ideals. Thus upper bounds for the degrees
of the elements of Gro¨bner bases of homogeneous ideals, al-
low us to estimate the complexity of computing Gro¨bner
bases in general.
Let us review some of the existing results in this direc-
tion. Let P be the polynomial ring k[x1, . . . , xn] where
k is of characteristic zero and I ⊂ P be an ideal gener-
ated by homogeneous polynomials of degree at most d with
dim(I) = D. The first doubly exponential upper bounds
were proven by Bayer, Mo¨ller, Mora and Giusti, see [31,
Chapter 38] for a comprehensive review of this topic. Based
on results due to Bayer [2] and Galligo [14, 15], Mo¨ller and
Mora [30] provided the upper bound (2d)(2n+2)
n+1
for any
Gro¨bner basis of I. They also proved that this doubly ex-
ponential behavior cannot be improved. Simultaneously,
Giusti [16] showed the upper bound (2d)2
n−1
for the degree
of the reduced Gro¨bner basis (w.r.t. the degree reverse lex-
icographic order) of I when the ideal is in generic position.
Then, using a self-contained and constructive combinato-
rial argument, Dube´ [10] proved the so far sharpest degree
bound 2(d2/2 + d)2
n−1
∼ 2d2
n
.
In 2005, Caviglia and Sbarra [8] studied upper bounds for
the Castelnuovo-Mumford regularity of homogeneous ideals.
Analyzing Giusti’s proof, they gave a simple proof of the
upper bound (2d)2
n−2
for the degree reverse lexicographic
Gro¨bner basis of an ideal I in generic position (they also
showed that this bound holds independent of the character-
istic of k). Finally, Mayr and Ritscher [29], by following the
tracks of Dube´ [10], obtained the dimension-dependent up-
per bound 2(1/2dn−D+d)2
D−1
for any reduced Gro¨bner ba-
sis of I. It is worth while remarking that there are also lower
bounds for the complexity: d2
m
with m = n/10−O(1) from
the work of Mayr and Meyer [28] and d2
m
where m ∼ n/2
due to Yap [37].
In this article, we will first improve Giusti’s bound by
showing that if I is in strongly stable position and D > 1,
then 2d(n−D)2
D−1
is a simultaneous upper bound for the
Castelnuovo-Mumford regularity of I and for the maximal
degree of the elements of the Gro¨bner basis of I (with re-
spect to the degree reverse lexicographic order). Further-
more, we will sharpen the bound of Caviglia-Sbarra to (dn−D+
(n−D)(d−1))2
D−1
. We will see that neither of these bounds
is always greater than the other. Finally, we will show that,
if I is in quasi stable position and D ≤ 1, Giusti’s bound
may be replaced by nd− n+ 1 (this result was already ob-
tained by Lazard [23] when the ideal is in generic position).
In the recent work [21], we showed how many variants of
stable positions – including quasi stable and strongly stable
position – can be achieved via linear coordinate transforma-
tions constructed with a deterministic algorithm.
The article is organized as follows. In the next section, we
give basic notations and definitions. In Sections 4, 5 and 6
we improve the degree bounds provided by Giusti, Caviglia-
Sbarra and Lazard, respectively.
2. PRELIMINARIES
Throughout this article, we keep the following notations.
Let P = k[x1, . . . , xn] be the polynomial ring (where k is
of characteristic zero). A power product of the variables
x1, . . . , xn is called term and T denotes the monoid of all
terms in P . We consider non-zero homogeneous polynomi-
als f1, . . . , fk ∈ P and the ideal I = 〈f1, . . . , fk〉 generated
by them. We assume that fi is of degree di and that the
numbering is such that d1 ≥ d2 ≥ · · · ≥ dk > 0. We also
set d = d1. Furthermore, we denote by R = P/I the cor-
responding factor ring and by D its dimension. Finally, we
use throughout the degree reverse lexicographic order with
xn ≺ · · · ≺ x1.
The leading term of a polynomial f ∈ P , denoted by
LT(f), is the greatest term (with respect to ≺) appear-
ing in f and its coefficient is the leading coefficient of f
and we denote it by LC(f). The leading monomial of f
is the product LM(f) = LC(f)LT(f). The leading ideal
of I is defined as LT(I) = 〈LT(f) | f ∈ I〉. For the
finite set F = {f1, . . . , fk} ⊂ P , LT(F ) denotes the set
{LT(f1), . . . ,LT(fk)}. A finite subset G ⊂ I is called a
Gro¨bner basis of I w.r.t. ≺, if LT(I) = 〈LT(G)〉. We refer
to [1] for more details on Gro¨bner bases.
Given a graded P-module X and a positive integer s, we
denote by Xs the set of all homogeneous elements of X of
degree s. To define the Hilbert regularity of an ideal, re-
call that the Hilbert function of I is defined by HFI(t) =
dim
k
(Rt); the dimension of Rt as a k-linear space. From
a certain degree on, this function of t is equal to a poly-
nomial in t, called Hilbert polynomial, and denoted by HPI
(see [9] for more details on this topic). The Hilbert regular-
ity of I is hilb(I) = min{m | ∀t ≥ m, HFI(t) = HPI(t)}.
Finally, recall that the Hilbert series of I is the power series
HSI(t) =
∑∞
s=0HFI(s)t
s.
Proposition 2.1. There exists a univariate polynomial
p(t) with p(1) 6= 0 such that HSI(t) = p(t)/(1 − t)
D. Fur-
thermore, hilb(I) = max{0, deg(p)− d+ 1}.
For a proof of this result, we refer to [13, Thm. 7, page
130]. It follows immediately from Macaulay’s theorem that
the Hilbert function of I is the same as that of LT(I) and
this provides an effective method to compute it using Gro¨bner
bases, see e.g. [18].
Let us state some auxiliary results on regular sequences.
Recall that a sequence of polynomials f1, . . . , fk ∈ P is
called regular if fi is a non-zero divisor on the ring P/〈f1, . . . , fi−1〉
for i = 2, . . . , k. This is equivalent to the condition that fi
does not belong to any associated prime of 〈f1, . . . , fi−1〉. It
can be shown that the Hilbert series of a regular sequence
f1, . . . , fk is equal to
∏k
i=1(1 − t
di)/(1 − tn), see e.g. [25].
The converse of this result is also true, see [13, Exercise 7,
page 137]. In addition, these conditions are equivalent to
the statement that D = n− k.
Lemma 2.2. ([25, Prop. 4.1, page 108]) There exist ho-
mogeneous polynomials g1, . . . , gn−D ∈ P such that the fol-
lowing conditions hold:
(1) deg(gi) = di for each i,
(2) gi ≡ λifi mod 〈fi+1, . . . , fk〉 for some 0 6= λi ∈ k for
i = 1, . . . , n−D,
(3) g1, . . . , gn−D is regular sequence in P.
Definition 2.3. The depth of the homogeneous ideal I
is defined as the maximal integer λ such that there exists a
regular sequence of linear forms y1, . . . , yλ on P/I.
Definition 2.4. The homogeneous ideal I is m-regular,
if its minimal graded free resolution is of the form
0 −→
⊕
j
P(erj) −→ · · ·
· · · −→
⊕
j
P(e1j) −→
⊕
j
P(e0j) −→ I −→ 0
with eij − i ≤ m for each i, j. The Castelnuovo-Mumford
regularity of I is the smallest m such that I is m-regular;
we denote it by reg(I).
For more details on the regularity, we refer to [32, 12, 3,
5]. It is well-known that in generic coordinates reg(I) is
an upper bound for the degree of the Gro¨bner basis w.r.t.
the degree reverse lexicographic order. This upper bound is
sharp, if the characteristic of k is zero (see [3]). A good mea-
sure to estimate the complexity of the computation of the
Gro¨bner basis of I is the maximal degree of the polynomials
which appear in this computation (see [22, 23, 16]).
Definition 2.5. We denote by deg(I,≺) the maximal de-
gree of the elements of the reduced Gro¨bner basis of the non-
zero homogeneous ideal I w.r.t. the term order ≺.
Theorem 2.6. ([25, Prop. 4.8, page 117]) If I is zero-
dimensional, then deg(I,≺) ≤ d1 + · · ·+ dn − n+ 1.
We conclude this section with a brief review of the theory
of Pommaret bases. Suppose that f ∈ P and LT(f) = xα
with α = (α1, . . . , αn). We call max {i | αi 6= 0} the class
of f , denoted by cls(f). Then the multiplicative variables
of f are XP (f) = {xcls(f), . . . , xn}. Furthermore, x
β is a
Pommaret divisor of xα, written xβ |P x
α, if xβ | xα and
xα−β ∈ k[xcls(f), . . . , xn].
Definition 2.7. Let H ⊂ I be a finite set such that no
leading term of an element of H is a Pommaret divisor of
the leading term of another element. Then H is called a
Pommaret basis of I for ≺, if
I =
⊕
h∈H
k[XP (h)] · h. (1)
One can easily show that any Pommaret basis is a (gen-
erally non-reduced) Gro¨bner basis of the ideal it generates.
The main difference between Gro¨bner and Pommaret bases
consists of the fact that by (1) any polynomial f ∈ I has a
unique involutive standard representation. If an ideal I pos-
sesses a Pommaret basis H, then reg(I) equals the maximal
degree of an element of H, cf. [34, Thm. 9.2]. The main
drawback of Pommaret bases is however that they do not
always exist. Indeed, a given ideal possesses a finite Pom-
maret basis, if and only if the ideal is in quasi stable position
– see [34, Prop 4.4].
Definition 2.8. A monomial ideal J in P is called quasi
stable, if for any term m ∈ J and all integers i, j, s with
1 ≤ j < i ≤ n and s > 0 such that xsi | m, there exists an
exponent t ≥ 0 such that xtjm/x
s
i ∈ J . A homogeneous ideal
I is in quasi stable position, if LT(I) is quasi stable.
In the sequel, we will use the following notations: given an
ideal I in quasi stable position, we write H = {h1, . . . , hs}
for its Pommaret basis. Furthermore, for each i we set mi =
LT(hi) and it is then easy to see that {m1, . . . ,ms} forms a
Pommaret basis of LT(I).
Remark 2.9. Since any linear change of variables is a
k-linear automorphism of P preserving the degree, it fol-
lows trivially that the dimensions over k of the homogeneous
components of a homogeneous ideal I or of its factor ring R
remain invariant. Hence the Hilbert function and therefore
also the Hilbert series, the Hilbert polynomial and the Hilbert
regularity of I do not change. The same is obviously true
for the Castelnuovo-Mumford regularity. In addition, due to
the special form of the Hilbert series of the ideal generated
by a regular sequence, we conclude that any regular sequence
remains regular after a linear change of variables and hence
the depth is invariant, too. Finally, we note that almost all
linear changes of variables transform a given homogeneous
ideal into quasi stable position (which is thus a generic po-
sition) [34]. It follows that to study any of the mentioned
invariants of I, w.l.o.g. we may assume that I is in quasi
stable position.
3. IMPROVING GIUSTI’S UPPER BOUND
In 1984, Giusti [16] established the upper bound (2d)2
n−1
for deg(I,≺) in the case that the coordinates are in generic
position. The key point of Giusti’s proof is the use of the
combinatorial structure of the generic initial ideal in charac-
teristic zero. Later on, Mora [31, Ch. 38], by a deeper analy-
sis of Giusti’s proof, improved this bound to (d+1)(n−D)2
D−λ
where λ is the depth of I. In this section, we improve Mora’s
bound by following his general approach and correcting some
flaws in his method. Our presentation seems to be simpler
than the ones by Mora and Giusti.
We first note that for a given ideal in quasi stable position,
we are able to reduce the number of variables by the depth
of the ideal to obtain a sharper bound for deg(I,≺). A novel
proof a` la Pommaret of this result is given below.
Proposition 3.1. Suppose that U(n, d,D) is a function
depending in n, d and D so that deg(I,≺) ≤ U(n, d,D) for
any ideal I which is in quasi stable position and is gen-
erated by homogeneous polynomials of degree at most d in
n variables. Then, deg(I,≺) ≤ U(n − λ, d,D − λ) where
depth(I) = λ.
Proof. Let t be the maximal class of the elements in H.
It is shown in [34, Prop 2.20] that in quasi-stable position
the variables xt+1, . . . , xn define a regular sequence onR and
that thus λ = n − t (note that this reference distinguishes
between depth(I) and depth(R) with the two related by
depth(R) = depth(I) − 1; what we call here depth(I) cor-
responds to depth(R) in [34]). By definition of t, no leading
term of an element of H is divisible by any of these vari-
ables. Thus H˜ = H|xt+1=···=xn=0 is the Pommaret basis
of the ideal I˜ = I|xt+1=···=xn=0 in k[x1, . . . , xt] and hence
deg(I,≺) = deg(I˜,≺). This entails our claim.
Corollary 3.2. As a similar statement to Prop. 3.1,
suppose that R(n, d,D) is a function depending in n, d and
D such that reg(I) ≤ R(n, d,D). Then, reg(I) ≤ R(n −
λ, d,D − λ).
Proof. This claim follows by the same argument as in
the proof of Prop. 3.1 and using the facts that for each f in
the Pommaret bases H the corresponding element f˜ ∈ H˜ has
the same degree as f and in quasi stable position reg(I) =
reg(I˜) is given by the maximal degree of the elements of H
and H˜.
To state the refined version of Giusti’s bound, we need to
recall the crystallisation principle. Let A = (aij) ∈ GL(n,k)
be an n × n invertible matrix. By A.I we mean the ideal
generated by the polynomials A.f with f ∈ I where A.f =
f(
∑n
i=1 ai1xi, . . . ,
∑n
i=1 ainxi). The following fundamental
theorem is due to Galligo [14].
Theorem 3.3. There exists a non-empty Zariski open sub-
set U ⊂ GL(n,k) such that LT(A.I) = LT(A′.I) for all
matrices A,A′ ∈ U.
Definition 3.4. The monomial ideal LT(A.I) with A ∈
U and U as given in Theorem 3.3 is called the generic initial
ideal of I (w.r.t. ≺) and is denoted by gin(I).
Suppose that I = 〈f1, . . . , fk〉 and that for some s ∈ N
we have deg(fi) ≤ s for all i and gin(I) has no minimal
generator in degree s+1. Then, the crystallisation principle
(CP) states that for each m in the generating set of gin(I)
we have deg(m) ≤ s, see [17, Prop 2.28]. Note that this
principle holds only in characteristic zero and it has been
proven only for generic initial ideals and for lexicographic
ideals (see [17, Thm. 3.8]).
Giusti’s proof consists in applying this property along
with an induction on the number of variables. One cru-
cial fact in this direction is that CP also holds for a generic
initial ideal modulo the last variable. Below, we will show
that both properties remain true for arbitrary strongly stable
ideals.
Definition 3.5. A monomial ideal J is called strongly
stable, if for any term m ∈ J we have xjm/xi ∈ J for all
i and j such that j < i and xi divides m. A homogeneous
ideal I is in strongly stable position, if LT(I) is strongly
stable.
Proposition 3.6. Let I be in strongly stable position.
Then, CP holds for LT(I).
Proof. The following arguments are inspired by [31, page
728]. Let us consider an integer s ≥ d. Suppose that we are
computing a Gro¨bner basis of I using Buchberger’s algo-
rithm and by applying the normal strategy. In addition, as-
sume that we have already computed the set G = {g1, . . . gt}
up to degree s (this set will be enlarged to a Gro¨bner basis
of I), and there is no new polynomial of degree s+ 1 to be
added into G. Note that we have chosen s ≥ d to be sure
that G generates I. To prove the assertion, it suffices to
show that G is a Go¨bner basis of I.
We introduce the set Ms = 〈LT(G)〉s ∩ T. We now
claim that for each pair of terms xα = xα11 · · ·x
αn
n 6= x
β =
xβ11 · · ·x
βn
n in it either deg(lcm(x
α, xβ)) = s + 1 or there
exists a further term xγ ∈Ms \ {x
α, xβ} such that
• xγ | lcm(xα, xβ),
• deg(lcm(xγ , xα)) < deg(lcm(xα, xβ)),
• deg(lcm(xγ , xβ)) < deg(lcm(xα, xβ)).
If this claim is true, then Buchberger’s second criterion im-
plies that it suffices to consider those pairs {gi, gj} with
deg(lcm(LT(gi),LT(gj))) = s + 1. If for each such pair
the corresponding S-polynomial reduces to zero, then G is
a Gro¨bner basis and we are done. Otherwise, there exists
a new generator of degree s + 1 contradicting the made as-
sumptions.
For proving the made claim, it suffices to show that, if
deg(lcm(xα, xβ)) > s + 1, then there exists a term xγ ∈
Ms \ {x
α, xβ} satisfying the above conditions. Let j be an
integer such that αj 6= βj and αj+1 = βj+1, . . . , αn = βn.
W.l.o.g., we may assume that αj > βj . Since x
α and xβ
have the same degree, there is an index i < j such that
βi > αi. The strongly stable position of I implies that Ms
is a strongly stable set. Therefore the term xγ = xix
α/xj
satisfies xγ ∈ Ms \ {x
α, xβ} and xγ | lcm(xα, xβ). Fur-
thermore, deg(lcm(xγ , xα)) = s+ 1 < deg(lcm(xα, xβ)) and
deg(lcm(xγ , xβ)) = deg(lcm(xα, xβ))− 1.
Example 3.7. One should note that strong stability of the
leading term ideal does not imply that it is the generic initial
ideal, as the following example due to Green [17] shows: I =
〈x1x3, x1x2 + x
2
2, x
2
1〉 ⊂ k[x1, x2, x3]. Its leading term ideal
LT(I) = 〈x1x3, x1x2, x
2
1, x
2
2x3, x
3
2〉 is strongly stable, but we
find gin(I) = 〈x22, x1x2, x
2
1, x1x
2
3〉 6= LT(I). Nevertheless, it
is clear that both LT(I) and gin(I) satisfy CP.
As a consequence of the proof of this proposition, we can
infer a generalization of CP.
Corollary 3.8. Suppose we know in advance that I is
in strongly stable position. Let us fix an integer t (not nec-
essarily greater than d). Suppose that we are computing a
Gro¨bner basis for I using Buchberger’s algorithm and ap-
plying the normal strategy. Assume that we have treated
all S-polynomials of degree at most t and Gt is the set of
all polynomials computed so far. If all S-polynomials of de-
gree t + 1 reduce to zero, then any critical pair {f, g} with
max{deg(f),deg(g)} ≤ t is superfluous. In particular, Gt is
a Gro¨bner basis for 〈I≤t〉.
In the sequel, for an index i we denote by Ii the ideal
I|xi=···=xn=0 ⊂ k[x1, . . . , xi−1]. Since we assume that ≺ is
the degree reverse lexicographic term order, strongly stable
position of I entails that Ii is in strongly stable position,
too, for any index i. The essence of Giusti’s approach con-
sists of finding, by repeated evaluation, relations between
deg(I,≺) and deg(Ii,≺) for i = n, . . . , n−D + 1. For this
purpose, we introduce some further notations for an ideal
I in strongly stable position. We denote by N(I) the set
of all terms m /∈ LT(I). If dim(I) = 0, then we define
F (I) = N(I). Otherwise we set F (I) = {τxan ∈ N(I) | τ ∈
F (In) and deg(τx
a
n) < deg(I,≺)}. Since I is in strongly
stable position, N(I) is strongly stable for the reverse or-
dering of the variables. More precisely, if xα ∈ N(I) with
αi > 0, then we claim that xjx
α/xi ∈ N(I) for any j > i.
Indeed, otherwise it belonged to LT(I) and thus – since
LT(I) is strongly stable – xα ∈ LT(I) which is a contradic-
tion.
Lemma 3.9. Suppose that I is in strongly stable position.
Then the following statements hold.
(a) deg(I,≺) ≤ max{d, deg(In,≺)}+#F (In),
(b) #F (I) ≤
(
max{d,#F (In)}
)2
.
(Here #X denotes the cardinality of a finite set X.)
Proof. (a) Let G be the reduced Gro¨bner basis of I
for ≺. Because of our use of the degree reverse lexico-
graphic term order, we easily see that G|xn=0 is the reduced
Gro¨bner basis of In for ≺. Let G
′ ⊂ G be the subset of
all polynomials in G of maximal degree. We distinguish
two cases. If LT(G′) ∩ k[x1, . . . , xn−1] 6= ∅, then obviously
deg (I,≺) = deg(In,≺) and the assertion is proved.
Otherwise, CP (applicable by Prop. 3.6) implies that for
each degree max {d,deg(In,≺)} < i ≤ deg(I,≺) there ex-
ists a polynomial gi ∈ G with deg(gi) = i (note that if
deg(I,≺) = d then (a) holds and we are done). Thus,
we can write LT(gi) in the form x
ai
n τi with ai > 0 and
τi ∈ k[x1, . . . , xn−1]. We claim that τi ∈ F (In). Writ-
ing τi = x
αi1
i1
· · ·x
αik
ik
where i1 < · · · < ik, we may con-
clude by the assumed reducedness of G that τi /∈ LT(I)
and by the strong stability of LT(I) that x
αi1
i1
· · ·x
αik
+ai
ik
∈
LT(I). Hence there exists an integer a > 0 such that
x
αi1
i1
· · ·x
αik
+a−1
ik
/∈ LT(I) and x
αi1
i1
· · ·x
αik
+a
ik
∈ LT(I).
It follows that there exists a generator g ∈ G ∩ In such
that its leading term LT(g) = x
βi1
i1
· · · x
βik
ik
divides the lat-
ter term. We must have βℓ ≤ αℓ for each ℓ < ik and
βik = αik + a by definition of a. Furthermore, the strong
stability of LT(I) implies that deg(g) > deg(τi), as other-
wise another generator g′ ∈ G existed with LT(g′) | τi. Thus
deg(τi) < deg(In,≺). If we write τi = τ¯ix
αik
ik
, then there
only remains to show that τ¯i ∈ F (Iik), as τi ∈ N(In) is
a trivial consequence of τi ∈ N(I). If dim(Iik ) = 0, this
follows immediately from F (Iik) = N(Iik ). Otherwise we
repeated the same arguments as above.
Thus for each i with max{d,deg(In,≺)} < i ≤ deg(I,≺)
there exists a generator gi ∈ G such that LT(gi) = x
ai
n τi and
τi ∈ F (In). Since G is reduced, the terms τi are pairwise
different. Hence deg(I,≺)−max {d,deg(In,≺)} ≤ #F (In)
and this proves (a).
To show (b), we introduce for each degree δ ∈ N the subset
Fδ(I) = {x
δ
nτ | x
δ
nτ ∈ F (I)}. By definition, x
δ
nτ ∈ Fδ(I)
implies τ ∈ F (In) and thus #Fδ(I) ≤ #F (In). Since we
used in the proof of (a) CP, the claims proven there are
true only for polynomials of degree at least d. Thus in
the sequel we shall replace #F (In) by max{d,#F (In)}.
We observe that the maximal δ such that xδnτ ∈ F (I) is
max{d,#F (In)} and thus
#F (I) ≤
max{d,#F (In)}−1∑
δ=0
max{d,#F (In)}
which immediately yields the inequality in (b).
Remark 3.10. Mora [31, Thm. 38.2.7] presented another
version of this lemma. Instead of our set F (I), he defined
F˜ (I) = {τxan ∈ N(I) | τ ∈ N(In), deg(τx
a
n) < deg (I,≺)}
which differs only in the condition on τ . Assuming the equal-
ity F˜0(I) = F˜ (In) where F˜0(I) contains the elements of
F˜ (I) with a = 0, he proved the following two properties:
(a) deg(I,≺) ≤ deg(In,≺) + #F˜ (In),
(b) #F˜ (I) ≤
(
#F˜ (In)
)2
.
However, in general these assertions are not correct – not
even for an ideal in generic position. Indeed, in general we
have only F˜ (In) ⊆ F˜0(I) and if dim(I) > 0 and deg (I1 ≺) <
deg (I,≺) then equality does not hold. As a concrete ex-
ample consider I = 〈x21, x
11
2 x1〉 ⊂ k[x1, x2]. We perform
a generic linear change x1 = ay1 + by2 and x2 = cy1 +
dy2 with parameters a, b, c, d ∈ k. The leading term ideal
of the new ideal is then 〈y21 , y
11
2 y1〉. This show that I =
gin(I) and therefore the original coordinates for I are al-
ready generic. We have I2 = 〈x
2
1〉, F (I2) = {1, x1} and
deg(I2,≺) = 2. Furthermore, we have F˜ (I) = {x
11
2 } ∪
{xi2, x
i
2x1 | i = 0, . . . , 10} and #F˜ (I) = 23. Thus, 12 =
deg(I,≺) 6≤ deg(In,≺) + #F˜ (In) = 2 + 2 = 4 and 23 =
#F˜ (I) 6≤ (#F˜ (In))
2 = 4.
In the case that I is a zero-dimensional ideal, we can
derive explicit upper bounds for deg(I,≺) and #F (I) using
the following well-known lemma. We include an elementary
proof for the sake of completeness.
Lemma 3.11. Let I be a zero-dimensional ideal. Then
(a) deg(I,≺) ≤ d1 + · · ·+ dn − n+ 1,
(b) #F (I) ≤ d1 · · · dn.
Proof. (a) was already proven in Thm. 2.6. We present
now an elementary proof for (b). The assumption dim(I) =
0 implies that #F (I) = dim
k
(P/I) and this dimension is
equal to the sum of the coefficients of the Hilbert series
of I (which is of course a polynomial here). We may as-
sume w.l.o.g. that the first n generators f1, . . . , fn form a
regular sequence (Lem. 2.2). Thus the Hilbert series of
I′ = 〈f1, . . . , fn〉 is HSI′(t) =
∏n
i=1 (1 + · · ·+ t
di−1) and
dim
k
(P/I′) is at most HSI′(1) = d1 · · · dn. We obviously
have dim
k
(P/I) ≤ dim
k
(P/I′) and this proves the asser-
tion.
We state now the main result of this section.
Theorem 3.12. If the ideal I is in strongly stable posi-
tion, then #F (I) ≤ d(n−D)2
D
and
deg(I,≺) ≤ max
{
(n−D + 1)(d− 1) + 1, 2d(n−D)2
D−1}
.
Proof. We proceed by induction over D = dim(I). In
this proof without loss of generality, we may assume that
d ≥ 2. If D = 0, the assertions follow immediately from
Lem. 3.11. For D > 0, we exploit that then dim(I) =
dim(In) + 1 and that we may consider In as an ideal in
k[x1, . . . , xn−1]. Lem. 3.9 now entails that
#F (I) ≤ max{d,#F (In)}
2
≤
(
d(n−1−(D−1))2
D−1)2
= d(n−D)2
D
and thus the first inequality.
For the second inequality, Thm. 5.3, which will be proven
in the last section, provides the starting point for the induc-
tion, as it immediately implies our claim for D ≤ 1. For
D ≥ 2, we obviously have (n− 1− (D− 1)+ 1)(d− 1) +1 ≤
d(n−D)2
D−1
and 2d(n−1−(D−1))2
D−2
≤ d(n−1−(D−1))2
D−1
. We
can thus rewrite the induction hypothesis as
deg (In,≺) ≤ max
{
(n− 1− (D − 1) + 1)(d− 1) + 1,
2d(n−1−(D−1))2
D−2}
≤ d(n−D)2
D−1
.
Again by Lem. 3.9, we can also estimate
deg(I,≺) ≤ max {d,deg(In,≺)}+#F (In)
≤ d(n−D)2
D−1
+ d(n−1−(D−1))2
D−1
= 2d(n−D)2
D−1
proving the second assertion.
Example 3.13. Let us consider the values n = 2, d = 2
and D = 0. The above theorem states deg(I,≺) ≤ 22 = 4.
Consider the ideal I = 〈x21, x1x2 + x
2
2〉. By performing
a generic linear change of coordinates, we get gin(I) =
〈x2x1, x
2
1, x
3
2〉. Therefore #F (I) = 4 ≤ 4 and deg (I,≺) =
3 ≤ 4 confirming the accuracy of the presented upper bounds.
It should be noted that for such a zero-dimensional ideal
Theorem 2.6 provides the best upper bound for deg (I,≺),
namely d1+ · · ·+dn−n+1 which is equal to the exact value
3 for this example.
Using Prop. 3.1, we obtain even sharper bounds depend-
ing on both the dimension and the depth of I. We continue
to write dim(I) = D and depth(I) = λ. It is well-known
that we always have D ≥ λ (a simple proof using Pommaret
bases can be found in [34] after Prop. 3.19). If D = λ,
then R is Cohen-Macaulay. In this case, a nearly optimal
upper bound for deg(I,≺) exists. Recall that a homoge-
neous ideal I ⊂ P is in Nœther position, if the ring exten-
sion k[xn−D+1, . . . , xn] →֒ P/I is integral. Alternatively,
Nœther position can be defined combinatorially as a weak-
ened version of quasi stable position (see [21, Thm. 4.4]).
Theorem 3.14. ([25, Prop. 4.8, page 117]) Let R be a
Cohen-Macaulay ring with I in Nœther position. Then,
deg(I,≺) ≤ d1 + · · ·+ dn−D − (n−D) + 1.
For the rest of this section, we thus assume that R is not
Cohen-Macaulay, i. e. that D > λ.
Corollary 3.15. If I is in strongly stable position and
D > 1, then #F (I) ≤ d(n−D)2
D−λ−1
and deg(I,≺) ≤
2d(n−D)2
D−λ−1
.
The maximal degree of an element of the Pommaret basis
of an ideal in quasi stable position equals the Castelnuovo-
Mumford regularity [34, Cor. 9.5]. If the ideal is even in
stable position, then the Pommaret basis coincides with the
reduced Gro¨bner basis [26, Thm. 2.15]. These considerations
imply now immediately the following two results.
Corollary 3.16. If the ideal I is in strongly stable po-
sition and D > 1, then reg(I) ≤ 2d(n−D)2
D−λ−1
.
Corollary 3.17. Let the ideal I be in quasi stable posi-
tion, H its Pommaret basis and D > 1. If we write deg(H)
for the maximal degree of an element of H, then deg (I,≺) ≤
deg (H) ≤ 2d(n−D)2
D−λ−1
.
4. IMPROVING THE UPPER BOUND OF
CAVIGLIA-SBARRA
In 2005, Caviglia and Sbarra [8] gave a simple proof for
the upper bound (2d)2
n−2
for deg(I,≺) when the coordi-
nates are in generic position by analyzing Giusti’s proof and
exploiting some properties of quasi stable ideals. We will
now improve this bound to a dimension dependent bound.
As a by-product, we will show that the notion of genericity
that one needs here is strongly stable position.
We begin with a quick review of the approach of Caviglia
and Sbarra [8]. For any monomial ideal J ⊂ P let G(J )
be its unique minimal generating set. We write degi(J ) =
max{degi(u) | u ∈ G(J )} where degi denotes the degree in
the variable xi. Slightly changing our previous notation, we
now denote by Ji the ideal J |xi+1=···=xn=0 ⊂ k[x1, . . . , xi].
It follows immediately from the definition of a quasi stable
ideal that degi(Ji) = degi(J ). We note that two distinct
terms in G(J ) must differ already in the first n − 1 vari-
ables because of the minimality of G(J ). Hence #G(J ) ≤∏n−1
i=1 (degi(J ) + 1).
Assume that I is in quasi stable position and I satisfies
CP w.r.t. d. CP implies that deg(I,≺)−d+1 ≤ #G(LT(I))
and hence deg(I,≺) ≤ d−1+
∏n−1
i=1 (degi(LT(I))+1). Quasi
stability of LT(I) implies that degi(LT(I)) = deg(Ii,≺) and
thereby deg(I,≺) ≤ d− 1 +
∏n−1
i=1 (deg(Ii,≺) + 1).
Set B1 = d and for i ≥ 2 recursively Bi = d − 1 +∏i−1
j=1(Bj + 1). If we assume that for each index 1 ≤ i < n
the reduced ideal Ii satisfies CP w.r.t. d, then by the con-
siderations above deg(Ii,≺) ≤ Bi. In particular, B2 = 2d
and deg(I,≺) ≤ Bn. One easily sees that the Bi satisfy the
recursion relation Bi = d− 1 + (Bi−1 + 1)(Bi−1 − d+ 1) =
B2i−1− (d− 2)Bi−1 for all i ≥ 2. Since we may suppose that
d ≥ 2, we have Bi ≤ B
2
i−1. Thus, for all i ≥ 2 we have
Bi ≤ (2d)
2i−2 and therefore Bn = deg(I,≺) ≤ (2d)
2n−2 .
We summarize the above discussion in the next theorem.
Theorem 4.1. ([8]) Suppose that I is in quasi stable po-
sition and that the ideals I1, . . . , In−1, I satisfy CP w.r.t. d.
Then deg(I,≺) ≤ reg(I) ≤ (2d)2
n−2
.
Proof. We mentioned already above that for any ideal in
quasi stable position deg(I,≺) ≤ reg(I), since the regularity
equals the maximal degree of an element of the Pommaret
basis of I. As the regularity remains invariant under linear
coordinate transformations, we may w.l.o.g. assume that I
is even in strongly stable position where deg(I,≺) = reg(I)
and where Prop. 3.6 entails that also I1, . . . , In−1, I satisfy
CP w.r.t. d. Now the assertion follows from the considera-
tion above.
We derive now a dimension dependent upper bound for
deg(I,≺).
Theorem 4.2. Suppose that I is in strongly stable posi-
tion and D = dim(I) ≥ 1. Then
deg(I,≺) = reg(I) ≤
(
dn−D + (n−D)(d− 1)
)2D−1
.
Proof. Since I is in strongly stable position, the ideal
In−D ⊂ k[x1, . . . , xn−D] is zero-dimensional [34, Prop 3.15].
According to Lem. 3.11, deg(In−D) ≤ (n −D)(d − 1) + 1.
Hence the maximal degree of a term in G(LT(I)) which de-
pends only on x1, . . . , xn−D is at most this bound. We shall
now construct an upper bound for the degree of the terms
in G(LT(I)) containing at least one of the remaining vari-
ables xn−D+1, . . . , xn. Following the approach of Caviglia
and Sbarra, we first look for an upper bound for the num-
ber of these terms.
Consider a term m = xα11 · · ·x
αn
n ∈ G(LT(I)) with αi > 0
for some i ≥ n − D + 1. It is clear that xα11 · · ·x
αn−D
n−D
belongs to the complement of LT(In−D). Since the ideal
In−D ⊂ k[x1, . . . , xn−D] is zero-dimensional, Lem. 3.11 en-
tails that dim
k
(
k[x1, . . . , xn−D]/In−D
)
≤ dn−D. Hence the
number of terms xα11 · · ·x
αn−D
n−D is at most d
n−D. On the
other hand, for any index n − D + 1 ≤ i ≤ n we have
αi ≤ degi(LT(I)) ≤ deg(Ii,≺). Furthermore, we know that
two distinct term in G(LT(I)) differ already in their first
n− 1 variables. These arguments imply that the number of
terms in G(LT(I)) containing at least one of the variables
xn−D+1, . . . , xn is at most d
n−D∏n−1
i=n−D+1
(
deg(Ii,≺)+1
)
.
The strongly stability of I implies that CP holds for LT(I)
w.r.t. (n−D)(d−1)+1 ≥ d by Prop. 3.6. Hence deg (I,≺)−(
(n −D)(d − 1) + 1
)
+ 1 must be less than or equal to the
number of terms in G(LT(I)) containing at least one of the
variables xn−D+1, . . . , xn leading to the estimate
deg(I,≺) ≤ dn−D
n−1∏
i=n−D+1
(
deg(Ii,≺)+1
)
+(n−D)(d−1) .
Set Bn−D+1 = d
n−D + (n−D)(d− 1) and recursively Bj =
dn−D
∏j−1
i=n−D+1(Bi+1)+(n−D)(d−1) for n−D+2 ≤ j ≤ n.
One easily verifies that these numbers satisfy the recursion
relation Bj =
(
Bj−1−(n−D)(d−1)
)
(Bj−1+1)+(n−D)(d−
1) = B2j−1−
(
(n−D)(d−1)−1
)
Bj−1. We may again assume
that d ≥ 2, and therefore Bj ≤ B
2
j−1 for n−D+2 ≤ j ≤ n.
This implies that Bj ≤ (d
n−D+(n−D)(d−1))2
j−n+D−1
and
in particular we have Bn ≤ (d
n−D + (n − D)(d − 1))2
D−1
.
Remark 4.3. Let us compare the dimension dependent
bounds A(n, d,D) = 2d(n−D)2
D−1
derived in Thm. 3.12 and
B(n, d,D) = 2(1/2dn−D+d)2
D−1
due to Mayr and Ritscher
[29] with C(n, d,D) = (dn−D+(n−D)(d−1))2
D−1
obtained
now. Obviously, all three bounds describe essentially the
same qualitative behaviour, although they are derived with
fairly different approaches. However, the bound B(n, d,D)
of Mayr and Ritscher has almost always the best constants.
But there are some cases where one of the other bounds is
better. For example, in the case of a hypersurface, i.e. for
D = n− 1, A(n, d,D) is smaller than B(n, d,D). For some
curves of low degree, i.e. for D = 1 and small values of
d, C(n, d,D) is smaller than B(n, d,D). Some concrete in-
equalities are:
• A(5, 3, 4) < C(5, 3, 4),
• A(3, 5, 2) > C(3, 5, 2),
• A(5, 2, 4) < B(5, 2, 4),
• A(5, 4, 2) > B(5, 4, 2),
• B(4, 5, 1) > C(4, 5, 1),
• B(5, 2, 3) < C(5, 2, 3).
Hence no bound is always the best one.
Again an application of Prop. 3.1 yields immediately an
improved bound depending on both the depth and the di-
mension of I.
Corollary 4.4. Under the assumptions of Thm. 4.2, one
has deg(I,≺) = reg(I) ≤ (dn−D + (n−D)(d− 1))2
D−λ−1
.
It should be noted that in positive characteristic it is not
always possible to achieve strongly stable position by linear
coordinate transformations (see [21] for a more detailed dis-
cussion). Nevertheless, following [8], we state the following
conjecture.
Conjecture 4.5. The upper bound for the Castelnuovo-
Mumford regularity of I in Cor. 4.4 holds independently of
the characteristic of k.
5. LAZARD’S UPPER BOUND
Finally, in this section we study Lazard’s upper bound [23]
for the degree of Gro¨bner bases for both homogeneous and
non-homogeneous ideals. We provide a simple proof for his
results and generalize Giusti’s bound to non-homogeneous
ideals. Note that for Lazard [23] dimension was always the
one as projective variety, whereas we use throughout this
paper the one as affine variety which is one higher. In the
sequel, we always set di = 1 for any i > k.
Theorem 5.1. ([23, Thm. 2]) Assume that dim(I) ≤ 1.
Then we have deg (gin(I),≺) ≤ d1 + · · ·+ dr − r + 1 where
r = n− λ.
We showed in [20] that many properties of gin(I) also hold
for lt(I) provided I is in quasi stable position. Along these
lines, we shall now prove that in Lazard’s upper bound we
can replace gin(I) by I, if I is in quasi stable position. For
this, we need the next proposition also due to Lazard, which
is the key point in the proof of the above theorem.
Proposition 5.2 ([22, Thm. 3.3]). Assume again that
dim(I) ≤ 1. Then dim
k
(P/I)ℓ = dimk(P/I)ℓ+1 for each
ℓ ≥ d1 + · · ·+ dn − n+ 1.
Thus, under the assumptions of this proposition, we can
say that hilb(I) ≤ d1 + · · ·+ dn − n+ 1.
Theorem 5.3. Suppose that I is in quasi stable position
and dim(I) ≤ 1. Then, deg(I,≺) ≤ d1 + · · · + dr − r + 1
where r = n− λ.
Proof. It suffices to show that deg(I,≺) ≤ d1 + · · · +
dn − n+ 1, since then the desired inequality follows imme-
diately from Prop. 3.1. As I is in quasi stable position,
we have the inequality deg(I,≺) ≤ max{hilb(I),hilb(I′)}
where I′ = (I+〈xn〉)∩k[x1, . . . , xn−1] is an ideal in the ring
k[x1, . . . , xn−1] [19, Thm. 4.17], [36, Thm. 4.7]. Obviously,
I′ is generated by f1|xn=0, . . . , fk|xn=0 and dim(I) ≤ 1 (by
using the fact that I is in quasi stable position) entails
dim(I′) ≤ 1. These arguments show that, by Prop. 5.2,
hilb(I) ≤ d1 + · · · + dn − n + 1 and hilb(I
′) ≤ d1 + · · · +
dn−1 − (n− 1) + 1 which proves the assertion.
Example 5.4. Lazard [23, Conj. 3] conjectured that the
conclusion of Theorem 5.1 remained true, if one replaces
gin I by I. Mora claimed that the following ideal (see the
Appendix of [23]) provided a counter-example. Consider the
homogeneous ideal I = 〈x1x
t−1
2 −x
t
3, x
t+1
1 −x2x
t−1
3 x4, x
t
1x3−
xt2x4〉 in the polynomial ring P = k[x1, . . . , x4]. Thus we
have d1 = t, d2 = d3 = t + 1. One can show that the poly-
nomial xt
2+1
3 − x
t2
2 x4 appears in the Gro¨bner basis of I and
hence deg(I,≺) ≥ t2 + 1. For simplicity we restrict to the
case t = 4 where we obtain
LT(I) = 〈x1x
3
2, x
4
1x3, x
5
1, x
3
1x
5
3, x
2
1x
9
3, x1x
13
3 , x
17
3 〉 .
Thus we find here deg(I,≺) = 17 > d1 + d2 + d3 − 3 = 11.
But as dim(I) = 2, I does not yield a counter-example to
Lazard’s conjecture. However, if we consider I′ = I|x4=0 ⊂
k[x1, x2, x3], then we find that I
′ has dimension 1 and that
LT(I′) is generated by the same terms as LT(I). I′ is
not in quasi stable position, as no pure power of x2 be-
longs to LT(I′). Hence I′ represents a counter-example to
Lazard’s conjecture. This example shows furthermore that in
Thm. 5.3 it is not possible to drop the assumption of quasi
stable position.
Remark 5.5. We gave above a direct proof for Thm. 5.3.
However, we can provide a more concise proof using Thm. 5.1
and Pommaret bases. Indeed, from Thm. 5.1 it follows that
reg(I) ≤ d1 + · · ·+ dr − r+ 1 where r = n− λ, as reg(I) =
deg(gin(I),≺). Since the ideal I is in quasi stable posi-
tion, it possesses a finite Pommaret basis H where reg(I)
is the maximal degree of the elements of H and therefore
deg(I,≺) ≤ d1 + · · ·+ dr − r+1. These considerations also
yield immediately the following corollary.
Corollary 5.6. If dim(I) ≤ 1, then reg(I) ≤ d1+ · · ·+
dr − r + 1 where r = n− λ.
Finally, we present an affine version of Thm. 5.3. We drop
now the assumption that the polynomials f1, . . . , fk gener-
ating I are homogeneous. Let xn+1 be an extra variable
and f˜ the homogenization of f using xn+1. We further de-
note by I˜ the ideal generated by f˜1, . . . , f˜k (note that in
general this is not equal to the homogenization of I). The
next proposition may be considered as a generalization of
Lazard’s upper bound [23, Thm. 2] to ideals in quasi stable
position.
Proposition 5.7. Assume that I˜ is in quasi stable po-
sition, that dim(I˜) ≤ 1 and that depth(I˜) = λ. Then,
deg(I,≺) ≤ d1 + · · ·+ dr − r + 1 where r = n+ 1− λ.
Proof. By Thm. 5.3, hilb(I˜) ≤ reg(I˜) ≤ d1 + · · ·+ dr −
r+1 where r = n+1−λ. Hence dim
k
(k[x1, . . . , xn+1]/I˜)ℓ =
dim
k
(k[x1, . . . , xn+1]/I˜)ℓ+1 for all degrees ℓ ≥ d1+· · ·+dr−
r + 1. Therefore, we have dim
k
(P/I)≤ℓ = dimk(P/I)≤ℓ+1
for each ℓ ≥ d1+ · · ·+dr−r+1 and this observation implies
that the reduced Gro¨bner basis of I contains no element of
degree greater than d1 + · · ·+ dr − r + 1.
We conclude this paper by mentioning that it is easy to
see that for a homogeneous ideal with dim(I) ≤ 1, being
in quasi stable position is equivalent to being in Nœther
position. This implies that in Thm. 5.3 and Prop. 5.7 one
can replace “quasi stable position” by “Nœther position”.
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