Abstract-Type-2 fuzzy systems are increasing in popularity, and there are many examples of successful applications. While many techniques have been proposed for creating parsimonious type-1 fuzzy systems, there is a lack of such techniques for type-2 systems. The essential problem is to reduce the number of rules, while maintaining the system's approximation performance. In this paper, four novel indexes for ranking the relative contribution of type-2 fuzzy rules are proposed, which are termed R-values, c-values, ω 1 -values, and ω 2 -values. The R-values of type-2 fuzzy rules are obtained by applying a QR decomposition pivoting algorithm to the firing strength matrices of the trained fuzzy model. The c-values rank rules based on the effects of rule consequents, while the ω 1 -values and ω 2 -values consider both the rule-base structure (via firing strength matrices) and the output contribution of fuzzy rule consequents. Two procedures for utilizing these indexes in fuzzy rule selection (termed "forward selection" and "backward elimination") are described. Experiments are presented which demonstrate that by using the proposed methodology, the most influential type-2 fuzzy rules can be effectively retained in order to construct parsimonious type-2 fuzzy models.
I. INTRODUCTION
T YPE-2 fuzzy sets were initially proposed by Zadeh in 1975 [1] . Unlike type-1 fuzzy sets, whose membership values are precise numbers in [0, 1] , membership grades of a type-2 fuzzy set are themselves type-1 fuzzy sets, and therefore, type-2 fuzzy sets offer an opportunity to model higher level uncertainty in the human decision-making process than type-1 fuzzy sets [2] - [5] . In a type-2 fuzzy inference system (T2FIS), some fuzzy sets used in the antecedent and/or consequent parts and each rule inference output are type-2 fuzzy sets. T2FISs have been used in many successful applications in various areas where uncertainties occur, such as in decision making [6] - [8] , diagnostic medicine [9] , [10] , signal processing [11] , [12] , traffic forecasting [13] , mobile robot control [14] , pattern recognition [15] - [17] , intelligent control [18] , [19] , and ambient intelligent environments [20] .
However, one challenge in type-1 fuzzy systems also remains in T2FISs, i.e., the curse of dimensionality: The number of fuzzy rules required increases exponentially with the dimensionality of the input space. An additional challenge in T2FIS modeling is that it involves higher computational overhead than type-1 FIS modeling [2] . Importantly, in data-driven type-2 fuzzy modeling, the type-2 fuzzy rule base generated by the backpropagation method [2] , [21] will almost certainly suffer from rule redundancy [26] . This is because, as an accuracy-oriented method, the backpropagation training process is concerned only with producing an accurate system model, without any consideration of parsimony, consistency, and transparency of generated rule base. Hence, accurate and parsimonious modeling techniques are urgently needed for T2FIS modeling. As a matter of fact, even in type-1 FIS modeling, the problem of developing parsimonious fuzzy modeling technique with as few fuzzy rules as possible is a very important research topic [22] - [25] . Interestingly, Liang and Mendel have suggested using the singular-value decomposition-QR (SVD-QR) method [27] , [28] to perform rule reduction for the sake of designing parsimonious interval T2FIS (IT2FIS) [26] in which QR decomposition with column pivoting is further applied to the unitary matrix V after the SVD of the firing strength matrix. However, one issue arising in applying their method is the estimation of an effective rank. Some research on type-1 fuzzy models indicates that rule reduction using the SVD-QR with column pivoting algorithm is very sensitive to the chosen rank in that different estimates of the rank often produce dramatically different rule-reduction results [29] , [30] .
In order to avoid the estimation of the rank for the SVD-QR with column pivoting algorithm, this paper applies the pivoted QR decomposition algorithm to type-2 fuzzy rule reduction. The absolute values of diagonal elements of matrix R in QR decomposition (termed the R-values) of fuzzy rules tend to track the singular values and can be used for rule ranking. However, both the pivoted QR decomposition algorithm and the SVD-QR with column pivoting algorithm only consider the rule-base structure, without paying attention to the effect of rule consequents during rule selection. In other words, both algorithms only employ the information from the premises of the fuzzy rules when carrying out rule reduction but ignore the information from the rule consequents. In type-1 fuzzy system modeling, one way of considering the effects of fuzzy rule consequents on rule selection is via the orthogonal-least squares (OLS) technique [31] . Wang and Mendel first applied the OLS method to fuzzy rule selection [32] in which it was used to select the most important fuzzy basis functions, each of which was associated with a fuzzy rule. Later, Wang and Langari employed the OLS method to remove less important consequent terms for a first-order Tagaki-Sugeno fuzzy model [33] . Mastorocostas et al. [34] proposed a constrained OLS approach as an improvement to the basic OLS approach for producing compact fuzzy rule bases. The OLS-based methods select the most important type-1 fuzzy rules based on their contributions of variance to the variance of the output. Another way of considering the output contribution of the fuzzy rules has been proposed by Zhou and Gan in fuzzy modeling based on support vector machines (SVMs) [25] . The Lagrangian multipliers of an SVM (termed the α-values of fuzzy rules) are used to rank the contributions of associated rule consequents. In this paper, we propose a novel method to consider the effects of type-2 rule consequents in order to select the most influential rules, which we term c-values. It can be seen that the existing methods of selecting influential fuzzy rules by considering the contributions of rule consequents [25] , [32] - [34] are type-1 fuzzy system oriented, which cannot be applied in type-2 fuzzy models. Another advantage of the proposed c-values of fuzzy rules is that these values can be derived directly from given type-2 fuzzy rules: no additional computational techniques such as OLS or SVM are needed. In type-1 fuzzy system modeling, other techniques of constructing parsimonious rules, such as the one in [35] focus on merging similar fuzzy sets, do not take into account the scheme of selecting the influential rules in terms of rule-ranking results.
Ideally, a rule-ranking method should take into account both the structure of the rule base and the effects of rule consequents in order to generate a parsimonious fuzzy model with good generalization performance. However, currently, this kind of scheme is very rare, even in type-1 fuzzy system modeling. In this paper, we propose ω 1 -values and ω 2 -values in order to take into account both the type-2 rule-base structure and the contributions of type-2 rule consequents.
The organization of this paper is as follows. Section II reviews T2FIS with emphasis on IT2FIS whose secondary membership grades are unity. In Section III, we propose some new rule-ranking indexes for T2FISS. Two procedures for utilizing these indexes in type-2 fuzzy rule selection are described in Section IV. Section V includes the experimental results of evaluating the proposed methods in three examples. Finally, discussion of the various indexes is presented in Section VI together with conclusions.
II. OVERVIEW OF TYPE-2 FUZZY LOGIC SYSTEMS
A T2FIS is a fuzzy logic system in which at least one of the fuzzy sets used in the antecedent and/or consequent parts and each rule inference output is a type-2 fuzzy set. Consider a type-2 Mamdani FIS having n inputs x 1 ∈ X 1 , . . . , x n ∈ X n and one output y ∈ Y . The rule base contains K type-2 fuzzy rules expressed in the following form:
k are type-2 fuzzy sets. These rules represent fuzzy relations between the multipledimensional input space X ∆ = X 1 × · · · × X n and the output space Y . However, the computing load involved in deriving the system output from a general T2FIS model is high in practice, and this has become a major factor curtailing applications of general T2FIS. Advances have recently been made in computing general T2FIS inference by using geometrical approximations [36] , [37] . For an IT2FIS in which the fuzzy setsF k i andG k are interval fuzzy sets, the computing of T2FISs can be greatly simplified. The membership grades of interval fuzzy sets can be fully characterized by their lower and upper membership grades of the footprint of uncertainty (FOU) separately [2] . Without the loss of generality, let µF k
where
and
where (*) is a t-norm operator. In this paper, the singleton fuzzifier is used in the type-2 fuzzy inference process. The centroid of the type-2 interval consequent setG k is an interval calculated as follows:
for the discretised y-domain {y 1 , . . . , y N }. The IT2FIS output set via type reduction Y c (x) is also an interval set having the following structure:
Then, the defuzzified output of the IT2FIS is
However, special attention should be paid to the calculations of the end points of Y c (x), y l , and y r . From (6), we see that y l and y r can be expressed separately as follows [2] :
is necessary to determine which of
contribute to y l and which of
contribute to y r . This can be done by the Karnik-Mendel procedure developed in [2] .
Given the dataset
for designing an IT2FIS, the backpropagation algorithm can be used to train an IT2FIS such that the following mean square error (MSE) is minimized:
This differentiable mse measure is a common error minimization heuristic used in system modeling. The validity of using the mse as an objective function to minimize error relies on the assumption that system outputs are offset by inherent Gaussian noise. For regression tasks in which the objective is to approximate the function of an arbitrary signal, this presumption often holds. However, this assumption may be invalid for some classification tasks where other error metrics such as cross-entropy [38] or maximal class margin [39] may be more suited. Our paper focuses on regression-type problems. In IT2FIS modeling, currently, the primary membership functions are usually defined by correspondingly blurring type-1 fuzzy membership functions, such as triangular functions, trapezoid functions, and Gaussian functions, in different ways. Among these, Gaussian primary membership functions are the most widely used ones [2] . This is because it is necessary to compute the derivatives in the backpropagation algorithm for tuning IT2FIS parameters. Computing such derivatives is much more challenging than in a type-1 fuzzy logic system. Obviously, the continuity and differentiability of Gaussian primary membership functions make the computation involved much more accessible to fuzzy logic system designers [21] , [40] . However, the proposed methods in the next sections of this paper are applicable to any kind of type-2 membership functions, because the proposed rule ranking and rule selection in this paper are performed with no need to specify the nature of the type-2 membership functions.
For the sake of constructing an initial IT2FIS model in this paper, we use Gaussians with uncertain means as the primary membership functions of the type-2 fuzzy setsF
(11) and
(12) The backpropagation method can then be used to tune the antecedent and consequent parameters in (11) and (12) to minimize the MSE (10) . Details of this training method can be found in [2] and [21] .
One issue arising is that the type-2 fuzzy rule base generated by the backpropagation method will almost certainly suffer from rule redundancy; therefore, we need to select the most important fuzzy rules and remove the redundant ones from the generated rule base. Liang and Mendel applied the SVD-QR with column pivoting algorithm to an IT2FIS for generating a compact type-2 rule base by removing the redundant rules [26] , but it is necessary to estimate an efficient rank r n in this algorithm. In our experiments using the SVD-QR algorithm for rule ranking, it was found that different r n produced different rule-ranking results. Hence, in order to avoid the estimation of rank r n , we propose to apply the pivoted QR decomposition method to rule ranking, further suggest the indexes of c-values, ω 1 -values, and ω 2 -values of fuzzy rules for rule ranking from different aspects of IT2FIS with the goal of constructing a parsimonious model.
III. NEW RULE-RANKING INDEXES

A. R-Values of Fuzzy Rules
The R-values of fuzzy rules are obtained by applying the pivoted QR decomposition method to the firing strength matrices. The idea behind this method is to assign a rule significance index to each fuzzy rule and then rank and select the influential fuzzy rules in terms of this index.
However, one issue arising in designing an IT2FIS is that the fuzzy rule sequence in the rule base is changed after calculating y r and y l . This is because in the Karnik-Mendel procedure [2] , it is necessary to arrange the y
in ascending order for calculating y r (and similarly, to arrange the
in ascending order for calculating y l ). Hence, in applying the pivoted QR decomposition method, it is necessary to restore the fuzzy rule sequence when calculating the firing strength matrices [2] . Specifically, for y r , let the original rule order be
in ascending order, the rule order becomes I = ΦI (where Φ is a permutation matrix). Next, the rule order in I is renumbered as 1, 2, . . . , K for calculating y r by the Karnik-Mendel procedure. Then, the firing strength matrices in the original order I are calculated as follows.
First, the numberK determined in the Karnik-Mendel procedure is very important, because for i ≤K, f i r = f i , and for
Therefore
Then, a firing strength vector given an input x is obtained by restoring the original rule order
Therefore, the S training samples
lead to S firing strength vectors composing a firing strength matrix P r of size
Finally, the QR with column pivoting algorithm addressed in the following steps is applied to P r , in which each rule is assigned an R-value as its significance index value.
Step 1: Calculate the QR decomposition of P r , and get the permutation matrix Π via P r Π = QR, where Q is a unitary matrix, and R is an upper triangular matrix.
The absolute values of the diagonal elements of R, denoted by |R ii |, decrease as i increases and are termed R-values.
Step 2: Rank the fuzzy rules and find their positions in the rule base in terms of the R-values and the permutation matrix Π. Each column of Π has one element taking the value one and all the other elements taking the value zero. Each column of Π corresponds to a fuzzy rule.
The numbering of the jth most important rule in the original rule base is indicated by the numbering of the row where the element of the jth column containing one is located. For example, if the value one in the first column is in the fourth row, then the fourth rule is the most important one and its importance is measured as |R 11 |. The rule corresponding to the first column is the most important one, and in descending order, the rule corresponding to the last column is the least important one. Because the R-values of P r tend to approach to singular values of P r , they can be used as a rule-ranking index in designing a T2FIS with a compact rule base. In practice, we usually use the normalized R-values defined as follows to perform the rule ranking
In terms of the normalized R-values obtained by applying QR with column pivoting to P r , the available fuzzy rules in rule base are ranked. Let Ω r denote the set with these ranked rules. Similarly, the fuzzy rules are ranked in terms of the normalized R-values obtained by applying QR pivoted decomposition to the firing strength matrix P l for y l . Let Ω l denote the set with these ranked rules. Hence, two sets of ranked fuzzy rules, i.e., Ω r and Ω l , are obtained.
B. C-Values of Fuzzy Rules
Both the SVD-QR with column pivoting method and pivoted QR method only take into account the rule-base structure, focusing on the rule antecedent parts when applied to rule reduction of IT2FIS. In the following, we further propose an approach to ranking type-2 fuzzy rules based on the effects of rule consequentsG i . As a matter of fact, it can be seen from the procedure for designing IT2FIS described in the earlier section that for each type-2 fuzzy rule, the magnitude of the left and right end points of the centroid of the consequent setG i , y i , and y i separately determines the strength of the effects of the rule consequent on the output end points y l and y r . Hence, y i and y i are very useful indexes for measuring the output contributions of type-2 fuzzy rules. These y i and y i are called the c-values of type-2 fuzzy rules in this paper.
In practice, these c-values of fuzzy rules
are usually normalized as well for rule ranking
In the rule-ranking process, first, the normalized c-values y i are used as rule-ranking indexes for calculating y r . Let Ω r denote the set with ranked rules in terms of y i . Second, the fuzzy rules are ranked in terms of the normalized c-values y i for calculating y l , and let Ω l denote the set with ranked rules in terms of y i .
C. ω 1 -Values and ω 2 -Values of Fuzzy Rules
Although type-2 fuzzy rule ranking by c-values takes into account the output contribution of the rule consequents, it ignores the rule-base structure. In order to consider both the rule-base structure and the consequent contribution of fuzzy rules for rule ranking, another two new types of rule-ranking indexes, termed the ω 1 -values and ω 2 -values, are separately suggested as follows. First (19) where (20) where
The choice behind the definition of the ω 1 in (19) lies in that a fuzzy rule-ranking result considering both rule-base structure and contributions of rule consequents is expected to be a monotonically increasing function of ranking results from individual aspects (i.e., from rule-base structure or contributions of rule consequents), a higher (lower) ranking result from one aspect leads to a higher (lower) ω 1 -value. However, a higher ranking result in terms of ω 2 -value defined in (20) is obtained only if both its two operands are higher.
To obtain the rule ranking, first, the ω 1 -(or ω 2 -) values are calculated by choosing C (i) as y i for y r and |R ii | of P r in (19) [or (20) ]. Let Ω r denotes the set of rules ranked in terms of these calculated ω 1 -(or ω 2 -) values. Second, the ω 1 -(or ω 2 -) values are calculated by choosing C (i) as y i for y l and |R ii | of P l in (19) [or (20) ]. Let Ω l denotes the set of rules ranked in terms of these calculated ω 1 -(or ω 2 -) values. 
IV. TYPE-2 FUZZY RULE SELECTION AND IMPLEMENTATION
A. Type-2 Fuzzy Rule Selection Procedures
where K denotes the number of fuzzy rules in rule base of the initial fuzzy model T 2F IS * . The rule importance denoted by
In this paper, two type-2 fuzzy ruleselection procedures, which are termed forward selection (FS) and backward elimination (BE), are described, based on the proposed rule-ranking indexes. Given an error tolerance threshold e h , the two procedures are used to determine the smallest possible model that explains the available data well from the rule base of the model T 2F IS * . v implies that one is ready to sacrifice some system approximation ability for the sake of obtaining a more compact rule base for a fuzzy model. The FS procedure acts to directly select the influential fuzzy rules from Ω l and Ω r , while the BE procedure acts to remove the redundant rules from Ω l and Ω r (correspondingly retaining the important fuzzy rules). Let Σ i be the rule subset selected recursively.
1) FS Procedure:
The FS procedure is a heuristics for rule selection that starts with an empty set of type-2 fuzzy rules (i.e., Σ 0 = ∅). One at a time, the most important type-2 fuzzy rules from Ω l and Ω r are added (separately) to Σ i (the set of selected rules), the validation RMSE Err
v of the fuzzy model constructed by Σ i tends to be smaller. This rule-selection process continues until the chosen criterion (the validation RMSE of the fuzzy model) is below a model error tolerance threshold e h . As indicated in Fig. 1 , the FS procedure consists of the following steps.
Step 1: Set Σ 0 = ∅, i = 1, and assign a model error tolerance threshold e h .
Step 2: Select the most important type-2 fuzzy rules from Ω l and Ω r as follows: where Ω l (i) and Ω r (i) are the ith most important rules in Ω l and Ω r , respectively. v , the termination of the FS procedure is guaranteed, in the sense that the FS procedure always finds a nonempty set of influential rules Σ i . At least, the initial model T 2F IS * satisfies the termination condition.
2) BE Procedure: The BE procedure is a heuristic for removing redundant rules while retaining influential rules. It works by starting from the full set of ranked rules, i.e., Σ 0 = Ω l (or Ω r ), for the initial fuzzy model T 2F IS * . One at a time, the most redundant type-2 fuzzy rules from Ω l and Ω r are deleted (separately) from Σ i (the set of selected rules), the validation RMSE Err
v of the fuzzy model constructed by the selected rules in Σ i tends to be greater. This rule-reduction process continues until the chosen criterion (the validation RMSE of the fuzzy model) is above a model error tolerance threshold e h . As indicated in Fig. 2 , the BE procedure consists of the following steps.
Step 1: Set Σ 0 = Ω l (or Ω r ), i = 1, and assign a model error tolerance threshold e h . Step 2: Remove the most redundant type-2 fuzzy rules by performing a difference of rule subsets as follows:
Step 3: Construct a type-2 fuzzy model T 2F IS i by using the rules in Σ i . v ≤ e h ≤ Err v , the termination of the BE criteria is enforced when the rule set has been reduced to just {Ω l (1) ∪ Ω r (1)}. In practice, if this occurred, then the BE procedure could be repeated with a lower e h , while still ensuring e h ≥ Err ( * ) v . As a further comment, it should be noted that an idiosyncrasy of type-2 rule ranking is that the two ranked sets, Ω l and Ω r , which is obtained by calculating y l and y r separately, may be different. Consequently, the final fuzzy rule-selection results obtained through the FS and BE procedures described earlier may be different.
B. Implementation of the Proposed Procedures
Given a training dataset
, the process of applying these proposed procedures is as follows.
Step 1: Set the initial mean and width parameters for the Gaussian primary functions with uncertain means in an initial input space partition.
Step 2: Train the IT2FIS model by applying the backpropagation algorithm.
Step 3: Rank the fuzzy rules of the trained IT2FIS model in terms of the selected rule-ranking index such as one of the proposed indexes introduced in Section III.
Step 4: Conduct one or both of the FS and BE procedures described in Section IV-A to obtain the reduced type-2 fuzzy model(s). It should be noted that not only the proposed indexes in Section III, but in addition, the rule-ranking index obtained by the SVD-QR method [26] can be used in the earlier procedures. Indeed, the rule-selection process used in the SVD-QR method is the same as the FS procedure using the rule-ranking results obtained by SVD-QR decomposition.
C. Applications to Type-1 Mamdani Fuzzy Systems
It is known that an interval type-2 Mamdani fuzzy logic system is a generalization of a type-1 Mamdani system (T1MFIS). If the lower and upper membership grades of the FOU in an IT2FIS are equal, then the IT2FIS reduces to the T1MFIS. Hence, the proposed methods can be applied to T1MFIS as well by treating the T1MFIS as a special case of the IT2FIS.
Specifically speaking, for a T1MFIS, the K × S firing strength matrices P l and P r are the same (i.e., P l = P r ), so only one group of R-values used as rule-ranking index is obtained for constructing the T1MFIS with a compact rule base. Similarly, the left end points of the centroid of the consequent setG i , y i will be equal to the right end points y i (i.e., y i = y i ). Consequently, they both reduce to the traditional centroid of the consequent set obtained by defuzzification of the T1MFIS. Hence, the traditional centroids of the consequent sets in a T1MFIS are the c-values of type-1 fuzzy rules to measure the strength of the effects of the rule consequents on the output. Accordingly, there is only one group of ω 1 -values (ω 2 -values) for considering the output contribution of rule consequents as well as the rule base structure. As the sets of ranked rules Ω l and Ω r are the same, the final rule-selection results obtained through the FS and BE procedures are the same. That is to say, either the FS or BE procedures can be used in identifying the influential type-1 fuzzy rules for the T1MFIS with the same results.
V. EXPERIMENTS
In this section, we use three examples to evaluate the proposed rule-reduction methods for constructing parsimonious IT2FISs, and compare with the established SVD-QR with column pivoting method for rule ranking. Furthermore, type-1 fuzzy logic models are compared with the constructed IT2FIS models in order to examine the benefits of the type-2 approach. The first example recovers an original signal from data highly contaminated by noise. Although the modeled system in this example seems simple, it is known in the signal-processing community that it is rather challenging to recover the original signal from data highly contaminated by noise, without prior knowledge. The second example is a real-world problem in which we wish to predict automobile fuel consumption in miles per gallon (MPG) based on several attributes of an automobile's profile. Automobile MPG prediction is a typical nonlinear regression problem. The third example considers a liquid-saturated steam heat exchanger [45] . The main motivation for the choice of the heat exchange process is that this plant is a significant benchmark for nonlinear control design purposes, because it is characterized by a nonminimum phase behavior that makes the design of suitable controllers particularly challenging even in a linear design context [45] . Hence, it is highly suitable as a context in which an IT2FIS approach is used to predict the system behaviors.
A. Signal Recovery Problem
In the experiments for this example, the noisy signal is generated by
whereṽ is the original signal andθ is an interference signal. The original signal is generated bỹ
The interference signal is generated from another Gaussian noise sourceñ, with a mean of zero and a standard deviation of one, via an unknown nonlinear process
The measured signal y is the sum of the original information signalṽ and the interferenceθ. However, we do not know the interference signalθ. The only signal available to us is the measured signal y. The task is to learn the characteristics of the original information signalṽ from the measured signal y and then recover the original signal. A T2FIS may be suitable for such a signal-processing problem due to its strong capability of characterizing higher uncertainty exhibited within such noisy data [12] .
1) Initial Type-2 Fuzzy Model:
In the following, we constructed an initial IT2FIS model with two inputs x(t) and x(t − 1) selected in terms of regularity criteria [43] and one output y(t). The antecedent and consequent parameters in (11) and (12) were optimized by the backpropagation algorithm [2] , [21] . In order to train the interval type-2 fuzzy model to represent the nonlinearity and higher uncertainty of the system, the datageneration process (21)-(23) was run ten times. In each of the runs, 100 samples {x (h) , y
(S = 100, k = 1, . . . , 10) were generated with x (h) ∈ [2, 5] and y (h) k obtained by (21) . Then, the dataset {x
h=1 was used to generate the antecedent means {m i1 } in (11) by the fuzzy c-means (FCM) unsupervised clustering algorithm [41] , while the dataset
h=1 was used to generate the means {m i2 }. The consequent means {m 1 } and {m 2 } in (12) were randomly selected from the output data samples. The width parameters in (11) and (12) were determined using the nearest-neighbor heuristic suggested by Moody and Daken [42] , based on the corresponding datasets. Hence, all the initial antecedent and consequent parameters were determined from the given datasets, rather than manually derived.
Four initial type-2 fuzzy sets were generated for each input variable, which led to 16 rules in the initial interval type-2 fuzzy model. After the training process, this interval type-2 fuzzy model had the ability to recover the original signal well with RMSE 0.2739, as illustrated in Fig. 3 . Further evaluation of the generalization performance of this trained model was undertaken in order to examine whether, given system inputs that were different from the training samples, the outputs of the trained model could follow the characteristics of the original signal rather than act as the noisy signal. A test dataset with 40 testing inputs that were different from the earlier available training inputs was generated. The generalization performance of the trained fuzzy model was measured by the RMSE of the original signal values calculated by (22) and the trained model outputs given these testing inputs.
In our experiments, this type-2 fuzzy model achieved a generalization performance with the RMSE 0.1178 when being applied to the testing samples.
2) Type-2 Fuzzy Rule Ranking: Next, we applied the proposed rule-reduction methods to the trained interval type-2 fuzzy model, and evaluated them in comparison with the SVD-QR rule-reduction method. First, the QR with column pivoting algorithm was applied to the firing strength matrices P l and P r in which the R-values of fuzzy rules were generated for selecting influential rules in calculating y l and y r separately. Fig. 4 depicts the corresponding R-values and singular values of fuzzy rules in descending order obtained from the firing strength matrices P l and P r individually. These indicate that the R-values track the singular values well, and therefore, the R-values of P l and P r can be used to rank the fuzzy rules. normalized R-values, and c-values of fuzzy rules with the rule orders in rule base. These two figures show that there exist certain correlations among the proposed indexes. However, it can be seen that each rule has different index values, and that a rule with higher R-value does not necessarily mean that it has higher c-value, ω 1 -value, or ω 2 -value, etc. Hence, these indexes evaluate the importance of fuzzy rules in their own ways. Table II . It can be seen that the rule ranking obtained by SVD-QR with column pivoting algorithm indeed depends on the rank r n . 
3) Type-2 Fuzzy Rule Selection by the FS Procedure:
In this signal-recovery problem, because the original signal remained unknown and the only available data were the measured signal, the noisy data were used as the validation dataset during the rule-selection process. The testing dataset was the earlier dataset with 40 testing samples. The model performance was measured by the RMSEs of a constructed fuzzy model on the two datasets, Err v and Err t . The model parsimony was evaluated in terms of the number of fuzzy rules in the rule base of the constructed model. The RMSE tolerance threshold e h was set to be 0.3. Table III summarizes the rule-selection results obtained by applying the FS procedure using each of the proposed indexes (R-values, c-values, ω 1 -values, and ω 2 -values) . As a comparison, Table IV summarizes the rule-selection results obtained by TABLE III  RULE-SELECTION RESULTS BY FS PROCEDURE WITH THE PROPOSED RULE-RANKING INDEXES IN THE SIGNAL-RECOVERING PROBLEM   TABLE IV  RULE-SELECTION RESULTS VIA FS PROCEDURE WITH THE RULE Fig. 6 , 12 important rules were identified for the final model. As a comparison, 15 fuzzy rules were chosen by the SVD-QR pivoting algorithm with r n = 4 and 5, while for r n = 6, the SVD-QR algorithm did not indicate any rules to be removed.
4) Type-2 Fuzzy Rule Selection by the BE Procedure:
The proposed rule-ranking indexes were then used in the BE procedure to select the most important fuzzy rules, and the results were compared to those obtained by SVD-QR pivoting algorithm. Table V summarizes the rule-selection results obtained by applying the BE procedure using each of the proposed indexes (R-values, c-values, ω 1 -values, and ω 2 -values) . As a comparison, Table VI summaries the rule-selection results obtained by applying the BE procedure using the SVD-QR with column pivoting algorithm with r n = 4, 5, and 6. It can be seen that for the R-values and ω 2 -values, 13 important rules were identified, while the BE procedure with c-values and ω 1 -values identified 14 rules. As a comparison, in this procedure, 15 fuzzy rules were selected by the SVD-QR pivoting algorithm with r n = 4 and 5. Again, the SVD-QR algorithm with r n = 6 indicated no rules to remove.
5) Comparison With a Type-1 Mamdani Approach:
As a further comparison, we constructed a type-1 Mamdani fuzzy system model for this signal-recovery problem in which the initial antecedent means of Gaussian membership functions were the averages of the {m i1 } and {m i2 } used to construct aforementioned initial IT2FIS model, the consequent means were randomly selected from the output samples, and the width parameters were determined using the nearest-neighbor heuristic [42] based on the given datasets. The trained type-1 Mamdani fuzzy system model recovered the original signal with RMSE 0.3790 on the training samples and produced an RMSE of 0.2551 for outputs on the 40 testing inputs with the corresponding original signal values. By setting the RMSE tolerance threshold e h for rule selection to be 0.4, the best result of rule selection for constructing a parsimonious type-1 Mamdani fuzzy model was obtained in terms of the c-values of fuzzy rules. In this best model, 11 influential type-1 fuzzy rules were selected from the 16 rules, producing an RMSE of 0.3951 when recovering the signal from the training inputs and an RMSE of 0.2474 for testing samples.
6) Effects of Noise Changes:
In this signal-recovery problem, it is natural to want to know what happens if the noise characteristics change, after a type-2 fuzzy model has been trained according the available measured data. As stated earlier, given a measured signal y, for example, generated by (21), the task is to construct a type-2 fuzzy model to learn the characteristics of the original information signalṽ from the measured signal y, and then, recover the original signal. After the training process, the trained type-2 fuzzy model has learned the characteristics of the original signal (22) . That is to say, this model possesses the ability to approximate the original signal, given the inputs x. The model output is the recovered signal. In rule selection, rule reduction or other such procedures, no matter how the noise levelθ in (23) is changed again, the signal-recovery performance achieved by the trained model will not be changed. This is because the original signal source (22) is not impacted [i.e., the characteristics of the original signal are not changed, only the measured signal (21) is influenced by the changes of the noiseθ]. Hence, there is no need to retrain the model. However, in an application of the trained model, the RMSE between the model output and the measured signal given an input will vary along with the change of the noiseθ. In our experiments, we did not use the RMSE between the model output and the original signal given an input as the training performance measure for the trained model, because the training data hail from the measured signal (21) . However, if the original signal source (22) is changed, no matter whether or not the noise levelθ in (23) is changed, the type-2 fuzzy model must be retrained according to the new measured data. This is because the characteristics of the fundamental signal in the measured data have been changed.
B. MPG Prediction Problem
In this example of automobile MPG prediction, the data collected from automobiles of various makers and models However, only three input variables (weight, acceleration, and model year) were considered here, based on the regularity criterion [43] . The 392 samples were randomly partitioned into a training set (196 samples), a testing set (120 samples), and a validation set (76 samples) for building and evaluating an initial IT2FIS model. The validation set was used in the rule-selection and reduction process, while the performance of the IT2FIS models constructed was evaluated in terms of the RMSEs on the testing samples.
1) Initial Type-2 Fuzzy Model:
Given the input-output data samples, the FCM algorithm generated three clusters {m x } according to a partition entropy measure [35] . Then, the means of three initial antecedent interval type-2 fuzzy sets for each input variable were produced in a manner similar to that suggested by Mendel [2] : [m x − 0.5σ x − 5.5σ n , m x − 0.5σ x + 5.5σ n ] for the weight attribute and [m x − 0.5σ x − 0.25σ n , m x − 0.5σ x + 0.25σ n ] for the acceleration and year attributes, where σ x and σ n are the standard deviation of the training samples and additive noise, respectively. The means of consequent interval type-2 fuzzy sets were randomly selected from the output samples, while the width parameters in (11) and (12) were chosen as 0.5σ x . The aforementioned initial input-output partition led to 27 rules in an initial interval type-2 fuzzy model. After training by the backpropagation algorithm with a training RMSE 2.37, the interval type-2 fuzzy model predicted the fuel consumption of testing samples reasonably well with a testing of RMSE 2.46.
2) Type-2 Fuzzy Rule Ranking: The proposed rule-reduction methods were then applied to the trained interval type-2 fuzzy model. Table VII shows the rule-ranking results obtained by the proposed indexes. For comparison, the rule-ranking results obtained by the SVD-QR algorithm with r n = 4, 5, and 6 are illustrated in Table VIII . Once again, it can be seen that the rule-ranking results vary with the choice of r n .
3) Type-2 Fuzzy Rule Selection by the FS Procedure:
The most influential type-2 fuzzy rules were selected based on the above rule-ranking results via the FS procedure to construct parsimonious type-2 fuzzy models, and the results were compared with those obtained by the SVD-QR pivoting algorithm. The RMSE tolerance threshold e h was set to 3.0. Table IX summarizes the rule-selection results obtained using the FS procedure with the proposed indexes. Table X summarizes the rule-selection results using the FS procedure with the SVD-QR pivoting algorithm for r n = 4, 5, and 6. In this real-world problem, the R-values and ω 1 -values led to a parsimonious interval type-2 fuzzy model constructed with only six rules selected from the original 27 rules. For the c-values and ω 2 -values, 20 rules were retained. As a comparison, 23-25 fuzzy rules were separately identified by the SVD-QR algorithm with r n = 4, 5, and 6, respectively.
4) Type-2 Fuzzy Rule Selection by the BE Procedure:
Finally, the BE procedure was applied and the results compared with those obtained by the SVD-QR algorithm. The RMSE tolerance threshold e h was again set as 3.0. Table XI summarizes the results obtained using the BE procedure with the proposed indexes. Table XII summarizes the results obtained using the BE procedure with the SVD-QR algorithm for r n = 4, 5, and 6. In this problem, the ω 1 -values resulted in 18 important rules being selected, while the R-values, c-values, and ω 2 -values produced 20, 21, and, 23 rules, respectively. As a comparison, 23-25 rules were selected by the SVD-QR pivoting algorithm with r n = 4, 5, and 6, respectively. It can be seen from these results that the proposed rule-ranking indexes outperform the existing SVD-QR with column pivoting algorithm, and are very effective in identifying the significant rules and removing redundant ones.
5) Comparison With a Type-1 Mamdani Approach and Other Approaches:
For further comparison, we used the same training samples, testing samples, and validation samples to construct a parsimonious type-1 Mamdani fuzzy system model in this MPG prediction problem. The initial antecedent means of Gaussian membership functions were the averages of the means used for constructing initial IT2FIS model mentioned before, the consequent means were randomly selected from the output samples, and the width parameters were chosen as 0.5σ x . The trained type-1 Mamdani fuzzy system model predicted the fuel consumptions with an RMSE of 2.4762 on training samples and an RMSE of 2.6348 on testing samples. By setting the RMSE tolerance threshold e h for rule selection as 3.0, the best result of rule selection for constructing a parsimonious type-1 Mamdani fuzzy model was obtained in terms of the c-values of fuzzy rules in which 22 influential type-1 fuzzy rules were selected from [44] in which they proposed a modeling method with a generalization performance (RMSE) of 2.61. It can be seen that the results obtained in our parsimonious type-2 approach are superior to a type-1 approach and comparable, if not a little better than other approaches (although we stress that this cannot be stated as a definitive conclusion).
C. Steam Heat Exchanger
In the last example, water is heated by pressurized saturated steam through a copper tube. Saturated steam is used to provide primary heat to a process fluid in a heat exchanger. The process plant is illustrated in Fig. 7 . The plant output is the outlet liquid temperature, and the inputs are the liquid flow rate, the steam temperature, and the inlet liquid temperature. In this experiment, the steam temperature and the inlet liquid temperature are kept constant to their nominal values; therefore, we only considered the liquid flow rate as the plant input variable.
In our experiment, 500 heat exchanging samples were used to construct an IT2FIS model with four inputs selected in terms of the regularity criterion [43] , i.e., v t = f (v t−1 , v t−2 , v t−4 , u t ), where v t is the outlet liquid temperature, and u t the liquid flow rate, at time t. These 500 samples were randomly partitioned into 300 training samples, 100 testing samples, and 100 validation samples. The training samples were used to build an initial IT2FIS model, the model performance was evaluated in terms of the RMSEs on the testing samples, while the validation samples were used for rule selection and reduction. 
1) Initial Type-2 Fuzzy Model:
Given the training samples, the FCM algorithm generated two clusters {m x } based on the given input-output samples.
The means of three initial antecedent interval type-2 fuzzy sets for each input variable were again produced in a manner similar to that suggested by Mendel [2] , as [m x − 0.3σ x − 0.1σ n , m x − 0.3σ x + 0.1σ n ] for the liquid flow rate attribute and [m x − 0.3σ x − 0.25σ n , m x − 0.3σ x + 0.25σ n ] for other attributes, where σ x and σ n are the standard deviations of the training samples and additive noise, respectively. The means of consequent interval type-2 fuzzy sets were randomly selected from the output samples, while the width parameters in (11) and (12) were chosen as 0.3σ x . The earlier initial input-output partition resulted in 16 rules in the initial interval type-2 fuzzy model. After training by the backpropagation algorithm with a training rmse of 0.2642, the initial type-2 fuzzy model predicted the outlet liquid temperature well for the testing samples with an RMSE of 0.2436.
2) Type-2 Fuzzy Rule Ranking and Rule Selection:
The proposed rule-ranking indexes were then calculated for the trained interval type-2 fuzzy model. The most influential type-2 fuzzy rules were selected based on the rule-ranking results. The best result achieved for constructing a parsimonious type-2 fuzzy rule base was obtained by using the BE procedure with c-value index and e h = 1.0. In this case, 11 rules were selected with a validation RMSE of 0.6276 and a testing RMSE of 0.5698.
3) Comparison With Type-1 Mamdani Approach: For further comparison, we used the same training, testing, and validation samples to construct a parsimonious type-1 Mamdani fuzzy system model for this problem. The initial antecedent means of Gaussian membership functions were the averages of the means used for constructing the initial IT2FIS model described earlier, the consequent means were randomly selected from the output samples, and the width parameters were chosen as 0.3σ x . The trained type-1 Mamdani fuzzy system model predicted the outlet liquid temperature with an RMSE of 0.2784 on training samples and an rmse of 0.2847 on testing samples. By setting the rmse tolerance threshold e h for rule selection as 1.0, the best result of rule selection for constructing a parsimonious type-1 Mamdani fuzzy model was obtained with c-value index. In this case, 12 type-1 fuzzy rules were selected with an RMSE of 0.8052 on the testing samples. Again, it can be seen that the type-1 approach was inferior to the type-2 approach.
VI. DISCUSSION AND CONCLUSION
We have proposed some novel indexes of type-2 fuzzy rules that focus on different aspects of type-2 fuzzy logic systems in order to determine the relative importance of the various rules. These indexes are termed R-values, c-values, ω 1 -values, and ω 2 -values. The R-values of type-2 fuzzy rules obtained by QR decomposition pay attention to the rule-base structure, the c-values focus on contributions of rule consequents, while the ω 1 -values and ω 2 -values take into account both the rule-base structure and contributions of rule consequents. Moreover, two procedures, i.e., the FS procedure and BE procedure, have been described to utilize these indexes in determining a parsimonious rule base. The experimental results have demonstrated that parsimonious type-2 fuzzy system models can be effectively constructed in terms of the fuzzy rules selected by these proposed indexes and that the proposed methods outperform the existing SVD-QR with column pivoting method for rule reduction. Indeed, in the second example (MPG prediction), the proposed methods selected only six rules to be used, while maintaining a reasonable rmse of 2.699. In contrast, the best SVD-QR performance resulted in retaining 23 rules with an RMSE of 2.571.
One possible issue arising in the proposed methodology that has not been addressed in this paper is which fuzzy rule index is best among the proposed four indexes. In practice, one can simply pick any one of these rule-ranking indexes to construct a parsimonious type-2 fuzzy model; alternatively, one can run both the FS and BE procedures on each of these indexes, in turn, and then pick the best. This issue certainly merits further research.
