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Abstract
Stochastic evolution equations with compensated Poisson noise are considered in
the variational approach. Here the Poisson noise is assumed to be time homogeneous
with σ-finite intensity measure on a metric space. By using finite element methods and
Galerkin approximations, some explicit and implicit discretizations for this equation
are presented and their convergence is proved.
Keywords: Stochastic evolution equations, coercivity, monotonicity, Gelfand triple, nu-
merical scheme.
1 Introduction
There exist many results for numerical approximations of stochastic evolution equations
driven by both continuous and ca`dla`g martingales. In particular, for numerical stochastic
evolution equations driven by Wiener noise, results exist concerning the rate of convergence
(see [11]), finite difference approximations of linear stochastic partial differential equations
(see e.g. [7] and references therein) and numerical approximation of stochastic evolution
equations in the semigroup framework (see e.g. [16] and references therein). More recently
results concerning explicit schemes for equations with operators not satisfying the linear
growth condition have been obtained in [12] as well as [14].
For stochastic partial differential equations driven by ca`dla`g martingales in the semigroup
framework one should mention e.g. [2, 3, 13, 15] (and references therein). Numerical schemes
for linear stochastic integro-differential equations of parabolic type arising in non-linear fil-
tering of jump-diffusion processes have been obtained in [6].
To the best of our knowledge, numerical schemes for (general) stochastic partial differen-
tial equations with Poisson noise/Le´vy noise have not yet been considered in the variational
setting.
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In the article [10] I. Gyo¨ngy and A. Millet studied discretizations of stochastic partial
differential equations with Wiener noise in the variational setting. In this paper we will
generalize their approach by adding also compensated Poisson noise. More precisely we
consider the equation
ut = ζ +
∫ t
0
As (u¯s) ds +
∫ t
0
Bs (u¯s) dWs +
∫ t
0
∫
E
Fs (u¯s, ξ) N˜ (ds, dξ),
with respect to a Gelfand triple V →֒ H →֒ V ∗. We assume V to be a reflexive separable
real Banach space which is continuously and densely embedded into the Hilbert space H . V ∗
stands for the dual space of V containing H∗, the dual of H , as a dense subset. Identifying
H with H∗, we obtain the dense and continuous embeddings V →֒ H →֒ V ∗. A solution of
the equation above is supposed to be a ca`dla`g H-valued stochastic process u taking values
in V almost everywhere and therefore has a V -valued predictable modification u¯.
In the above equation W is a cylindrical Wiener process in a Hilbert space U . We
denote by N a Poisson random measure, independent of W , which is considered to be time
homogeneous with σ-finite intensity measure ν on a metric space E. N˜ is the compensated
Poisson random measure corresponding to N . The coefficients A, B and F take values in
V ∗, L2(U,H) and H respectively. Here, L2(U,H) is the space of Hilbert-Schmidt operators
from U to H . In this article, following [10], we assume hemicontinuity and boundedness of
A (cf. (C4) and (C3) below), and monotonicity and coercivity conditions on (A,B, F ) (cf.
(C1) and (C2)).
Following [10], we give explicit and implicit numerical schemes for the above equation.
We will consider numerical schemes with respect to equipartitions of the time interval [0, T ]
into subintervals [ti−1, ti] and the approximated value of u at time ti will be calculated
implicitly or explicitly. In the explicit scheme, the operators A, B and F at every time will
be replaced with their integral means, taken on the previous time subinterval. Orthogonal
projection to a finite dimensional subspace of V with respect to the inner product of H is
also essential for this explicit scheme. Similarly, in the implicit scheme, the operators B
and F will be replaced with their integral means taken on the preceding time subintervals,
but A will be replaced with its integral mean taken on the current time subinterval. The
orthogonal projection to finite dimensional subspaces is optional in the implicit method and
this will give us two types of implicit schemes.
For the mathematical background on the variational approach to stochastic evolution
equations we refer to [17], [19], [21], and [24]. For stochastic partial differential equations
driven by Le´vy noise or more general Poisson random measures we refer to the books [1] and
[23].
2 About the Equation
Let V be a reflexive separable Banach space, embedded densely and continuously in a Hilbert
space H . Its dual space H∗ is then densely and continuously embedded in V ∗. Identifying
H with its dual space H∗ using Riesz’ isometry, we obtain the Gelfand triple V →֒ H →֒ V ∗.
We denote with 〈 , 〉 the duality between V and V ∗ and with ( , )H the inner product in H .
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We will be interested in equations of the following type
ut = ζ +
∫ t
0
As (u¯s) ds +
∫ t
0
Bs (u¯s) dWs +
∫ t
0
∫
E
Fs (u¯s, ξ) N˜ (ds, dξ), (1)
where u is a ca`dla`g H-valued process and u¯ is its predictable V -valued modification.
Let (Ω,F ,Ft,P) be a complete probability space such that the filtration Ft satisfies the
usual conditions, i.e. it is right continuous and F0 contains all P -null sets.
Let W be an adapted cylindrical Wiener process in a Hilbert space U such that for t > s,
Wt −Ws is independent of Fs. Let N be an adapted time homogeneous Poisson random
measure on
([0, T ]× E,B ([0, T ])⊗ E) ,
independent of W . Here E is a metric space and E is its Borel σ-field. We assume that the
intensity measure ν of N is σ-finite on the metric space (E, E) where E is countable union of
compact sets, and that N ((s, t] , .) is independent of Fs, as for the Wiener process. Finally,
let N˜ := N − dt⊗ ν be the compensated Poisson random measure associated with N .
In the next step let us specify the measurability assumptions on the coefficients A, B
and F . Using the notation of [18], let BF be the σ-field of progressively measurable sets on
[0, T ]× Ω, i.e.
BF = {A ⊆ [0, T ]× Ω : ∀t ∈ [0, T ] , A ∩ ([0, t]× Ω) ∈ B ([0, t])⊗Ft} .
Let P denote the predictable σ-field, i.e. the σ-field generated by all left continuous and
Ft-adapted real-valued processes on [0, T ]× Ω. We denote by (L2 (U,H) , ‖ ‖2) the space of
Hilbert-Schmidt operators from the Hilbert space U to H . Then we assume that
A : ([0, T ]× Ω× V,BF ⊗ B (V ))→ (V ∗,B (V ∗)) ,
B : ([0, T ]× Ω× V,BF ⊗ B (V ))→ (L2(U,H),B (L2(U,H))) ,
F : ([0, T ]× Ω× V × E,P ⊗ B (V )⊗ E)→ (H,B (H))
are measurable. Note that predictability of F is required, since it is integrated with respect
to the Poisson random measure. Now we shall make five assumptions on the operators A, B
and F and the initial condition ζ . Let p ∈ [2,∞) and q be its conjugate i.e. 1/p+1/q = 1. Let
K1, K¯1 and K2 be non-negative integrable functions on [0, T ] and λ be a positive integrable
function on [0, T ]. The following conditions will be needed throughout the paper:
(C1) Monotonicity condition on (A,B, F ): almost surely for all x, y ∈ V and all t ∈ [0, T ],
2 〈At(x)−At(y), x− y〉+ ‖Bt(x)− Bt(y)‖
2
2
+
∫
E
‖Ft(x, ξ)− Ft(y, ξ)‖
2
Hν(dξ) ≤ 0.
(C2) Coercivity condition on (A,B, F ): almost surely for all x ∈ V and all t ∈ [0, T ],
2 〈At(x), x〉+ ‖Bt(x)‖
2
2 +
∫
E
‖Ft(x, ξ)‖
2
Hν(dξ) + λ(t)‖x‖
p
V
≤ K1(t) + K¯1(t)‖x‖
2
H .
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(C3) Growth condition on A: there exists α ≥ 1 such that almost surely for all x ∈ V and
all t ∈ [0, T ],
‖At(x)‖
q
V ∗ ≤ αλ
q(t)‖x‖pV +K2(t)λ
q−1(t).
(C4) Hemicontinuity of A: almost surely for all x, y, z ∈ V and all t ∈ [0, T ],
lim
ǫ→0
〈At(x+ ǫy), z〉 = 〈At(x), z〉 .
(C5) ζ ∈ L2(Ω,F0;H).
(C6) There exist an increasing sequence E1 ⊂ E2 ⊂ E3 ⊂ · · · of compact subsets of E,
having finite ν-measure, such that
⋃∞
l=1E
l = E.
The monotonicity condition (C1) can be weakened as follows:
(C1’) Almost surely for all x, y ∈ V and all t ∈ [0, T ],
2 〈At(x)− At(y), x− y〉+ ‖Bt(x)−Bt(y)‖
2
2 +
∫
E
‖Ft(x, ξ)− Ft(y, ξ)‖
2
Hν(dξ)
≤ K(t) ‖x− y‖2H ,
where K is a non-negative integrable function on [0, T ].
Indeed, let ut be a solution to equation (1) and let γt := exp
(
−1
2
∫ t
0
Ksds
)
. Then
vt = γ
−1
t ut is a solution of
vt = ζ +
∫ t
0
A¯s (v¯s) ds+
∫ t
0
B¯s (v¯s) dWs +
∫ t
0
∫
E
F¯s (v¯s, ξ) N˜ (ds, dξ)
where
A¯t(x) := γ
−1
t At(γtx)−
1
2
Ktx, B¯t(x) := γ
−1
t Bt(γtx), F¯t(x, ξ) := γ
−1
t Ft(γtx, ξ) .
If A, B, and F satisfy (C1’) it follows that A¯, B¯ and F¯ satisfy (C1). If A, B, and F satisfy
(C2) and (C3) then A¯, B¯ and F¯ satisfy (C2) and (C3). If A, B, and F satisfy (C4) and
K(t) ≤ Cλ(t), t ∈ [0, T ] for some constant C, then A¯, B¯ and F¯ satisfy (C4).
Example 2.1 (Stochastic parabolic equations). An example for this set-up is the equation
dXt =
1
2
∆Xtdt + θ∇XtdWt + f(Xt)dNt
on H := L2(R). Here, (Wt)t≥0 is standard one-dimensional Brownian motion, θ ∈ (−1, 1),
and f : R → R is Lipschitz continuous. In this case, V = H1,2(R) and V ⋆ = H−1,2(R) (see
[22]).
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Proposition 2.2. Condition (C3) together with each of (C1) and (C2) gives respectively the
following conditions on (B,F ):
‖Bt(x)− Bt(y)‖
2
2 +
∫
E
‖Ft(x, ξ)− Ft(y, ξ)‖
2
Hν(dξ)
≤ (3α+
2
p
)λ(t) (‖x‖pV + ‖y‖
p
V ) +
4
q
K2(t);
(2)
‖Bt(x)‖
2
2 +
∫
E
‖Ft(x, ξ)‖
2
H ν(dξ) ≤ 2αλ(t) ‖x‖
p
V + K¯1(t) ‖x‖
2
H +K3(t), (3)
where
K3(t) =
2
q
K2(t) +K1(t).
Proof. We get by (C3) that
‖At(x)‖V ∗ ≤ α
1/qλ(t) ‖x‖p−1V +K
1/q
2 (t)λ
1/p(t).
So using Young inequality we have
|〈x,At(x)〉| ≤ α
1/qλ(t) ‖x‖pV +K
1/q
2 (t)λ
1/p(t) ‖x‖V
≤
(
α1/q +
1
p
)
λ(t) ‖x‖pV +
1
q
K2(t)
and
|〈y, At(x)〉| ≤ α
1/qλ(t) ‖x‖p−1V ‖y‖V +K
1/q
2 (t)λ
1/p ‖y‖V
≤ α1/qλ(t)
(
p− 1
p
‖x‖pV +
1
p
‖y‖pV
)
+
1
p
λ(t) ‖y‖pV +
1
q
K2(t).
Combining these inequalities with (C1) and (C2) yields
‖Bt(x)‖
2
2 +
∫
E
‖Ft(x, ξ)‖
2
H ν(dξ)
≤
(
2α1/q +
2
p
− 1
)
λ(t) ‖x‖pV +
2
q
K2(t) +K1(t) + K¯1(t) ‖x‖
2
H
≤ 2αλ(t) ‖x‖pV + K¯1(t) ‖x‖
2
H +K3(t)
and
‖Bt(x)− Bt(y)‖
2
2 +
∫
E
‖Ft(x, ξ)− Ft(y, ξ)‖
2
Hν(dξ)
≤ (3α +
2
p
)λ(t) (‖x‖pV + ‖y‖
p
V ) +
4
q
K2(t).
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Now we are going to define the solution of equation (1). First we remind the notion of
modification of a stochastic process.
Definition 2.3. Let z be a stochastic process. z¯ is called a modification of z if for dt ⊗ P-
almost all (t, ω) ∈ [0, T ]× Ω, z¯(t, ω) = z(t, ω).
Definition 2.4. A ca`dla`g H-valued (Ft)-adapted stochastic process u is a (strong) solution
to the equation (1), if it has a predictable V -valued modification u¯ in
Lp([0, T ]× Ω, λdt⊗ P;V ) ∩ L2([0, T ]× Ω, dt⊗ P;H)
such that the equation
(ut, v)H = (ζ, v)H +
∫ t
0
〈As(u¯s), v〉 ds+
∫ t
0
(v, Bs(u¯s)dWs)H
+
∫ t
0
∫
E
(Fs(u¯s, ξ), v)H N˜(ds, dξ)
holds for all v ∈ V and dt⊗ P- almost every (t, ω) ∈ [0, T ]× Ω.
Remark 2.5. Suppose that z is an adapted ca`dla`g stochastic process in H that dt⊗P-almost
everywhere belongs to V . Since V is a Borel subset of H and z(t−), t ∈ [0, T ] is a predictable
modification of z in H, we have z(t−)1{z(t−)∈V } as a V -valued predictable modification of z.
The following existence and uniqueness theorems hold (see [5, 8]).
Theorem 2.6. Let conditions (C1)-(C6) hold. Then equation (1) has a solution u that
satisfies
sup
t∈[0,T ]
E ‖ut‖
2
H <∞. (4)
Theorem 2.7. Assuming (C1)-(C6), the solution of (1) in the sense of Definition 2.4 is
unique and satisfies for all t ∈ [0, T ],
ut = ζ +
∫ t
0
As(u¯s)ds +
∫ t
0
Bs(u¯s)dWs +
∫ t
0
∫
E
Fs(u¯s, ξ)N˜(ds, dξ) a.s. (5)
We will prove Theorem 2.6 by numerical approximations. To prove Theorem 2.7, we use
the following theorem of [9] with the constant stopping time τ ≡ T .
Theorem 2.8. [9, Theorem 1] Let Λ be an increasing adapted real valued stochastic process
with ca`dla`g trajectories. Assume z and y are respectively V and V ∗-valued progressively
measurable stochastic processes. Suppose that ‖z(t)‖V ,‖y(t)‖V ∗ and ‖z(t)‖V × ‖y(t)‖V ∗ are
locally integrable with respect to dΛt, i.e. their trajectories are almost surely integrable with
respect to dΛt. Let h(t) be an H-valued locally square integrable ca`dla`g martingale and τ
denote a stopping time. Set D = {(t, ω) ∈ [0, T ]× Ω : t ≤ τ(ω)} and suppose that for all
v ∈ V , and dΛt ⊗ P- almost every (t, ω) ∈ D we have
(v, z(t))H =
∫ t
0
〈v, y(s)〉dΛs + (v, h(t))H . (6)
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Then there exists a subset Ω′ ⊆ Ω with P(Ω′) = 1 and an adapted ca`dla`g H-valued process
like z˜ that is equal to z for dΛ⊗ P almost all (t, ω) and has the following property instead of
(6):
∀ω ∈ Ω′, ∀t ≤ τ(ω), ∀v ∈ V : (v, z˜(t))H =
∫ t
0
〈v, y(s)〉dΛs + (v, h(t))H , (7)
and the following Itoˆ formula for ‖·‖2H holds:
‖z˜(t)‖2H = ‖h(0)‖
2
H + 2
∫ t
0
〈z(s), y(s)〉dΛs + 2
∫ t
0
(z˜(s−), dh(s))H
−
∫ t
0
‖y(s)‖2H ∆Λ(s)dΛ(s) + [h]t ,
where [h]t is the quadratic variation of h and ∆Λ(s) is the value Λ(s)−Λ(s−). If y(s) /∈ H,
we set ‖y(s)‖2H :=∞.
Proof of Theorem 2.7. We first prove the uniqueness of the solution. Let u(1) and u(2) be two
solutions for equation (1) with predictable V -valued modifications u¯(1) and u¯(2) respectively.
Let us calculate
∥∥∥u(1)t − u(2)t ∥∥∥2
H
by means of the Itoˆ formula from the previous theorem. For
this purpose, we set z(t) = u¯
(1)
t − u¯
(2)
t and define dΛs := λ(s)ds. We have
(v, z(t))H =
∫ t
0
〈v, y(s)〉dΛs + (v, h(t))H dt⊗ P-a.e.
where
y(s) =
(
As
(
u¯(1)s
)
− As
(
u¯(2)s
))
λ(s)−1,
h(t) =
∫ t
0
(
Bs
(
u¯(1)s
)
− Bs
(
u¯(2)s
))
dWs
+
∫ t
0
∫
E
(
Fs
(
u¯(1)s , ξ
)
− Fs
(
u¯(2)s , ξ
))
N˜(ds, dξ).
Note that dΛt⊗P and dt⊗P are absolutely continuous with respect to each other and therefore
dΛt⊗P-a.e. is equivalent to dt⊗P-a.e. By (2) we obtain that h is a ca`dla`g square integrable
H-valued martingale. It is obvious that y and z are progressively measurable. From the
assumptions of Theorem 2.8, it remains to check the local integrability of ‖z(t)‖V ,‖y(t)‖V ∗
and ‖z(t)‖V ‖y(t)‖V ∗ with respect to dΛs. We have∫ T
0
‖y(s)‖qV ∗ dΛs =
∫ T
0
∥∥As (u(1)s )− As (u(2)s )∥∥qV ∗ λ1−q(s)ds
≤ 2q−1
∫ T
0
2∑
i=1
αλ(s)
∥∥u(i)s ∥∥qV ds + 2q
∫ T
0
K2(s)ds <∞ a.s.,
∫ T
0
‖z(s)‖pV dΛs =
∫ T
0
∥∥u(1)s − u(2)s ∥∥pV λ(s)ds
≤ 2p−1
∫ T
0
2∑
i−1
∥∥u(i)s ∥∥pV λ(s)ds <∞ a.s.
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Applying Ho¨lder inequality, we get
∫ T
0
‖y(s)‖V ∗ ‖z(s)‖V dΛs ≤
(∫ T
0
‖y(s)‖q dΛs
)1/q (∫ T
0
‖z(s)‖p dΛs
)1/p
<∞ a.s.
So the conditions of Theorem 2.8 with τ = T hold and u(1)−u(2) which is the ca`dla`g H-valued
modification of z satisfies∥∥∥u(1)t − u(2)t ∥∥∥2
H
=
∫ t
0
2 〈z(s), y(s)〉 dΛs + [h]t +mt
=
∫ t
0
2
〈
u¯(1)s − u¯
(2)
s , As
(
u¯(1)s
)
−As
(
u¯(2)s
)〉
dΛs
+
∫ t
0
∥∥Bs (u¯(1)s )−Bs (u¯(2)s )∥∥22 ds
+
∫ t
0
∫
E
∥∥Fs (u¯(1)s , ξ)− Fs (u¯(2)s , ξ)∥∥2H N(ds, dξ) +mt.
(8)
where
mt = 2
∫ t
0
(
u
(1)
s− − u
(2)
s−, Bs
(
u¯(1)s
)
−Bs
(
u¯(2)s
)
dWs
)
H
+ 2
∫ t
0
∫
E
(
u
(1)
s− − u
(2)
s−, Fs
(
u¯(1)s , ξ
)
− Fs
(
u¯(2)s , ξ
))
H
N˜(ds, dξ)
is a local martingale. The monotonicity condition (C1) gives
∥∥∥u(1)t − u(2)t ∥∥∥2
H
≤ mt.
Let σn ↑ ∞ be stopping times such that mt∧σn , t ≥ 0 are martingales. Using Fatou’s lemma,
we have
E
∥∥∥u(1)t − u(2)t ∥∥∥2
H
≤ lim inf
n→∞
E
∥∥∥u(1)t∧σn − u(2)t∧σn∥∥∥2 ≤ lim infn→∞ E(mt∧σn) = 0
and therefore the uniqueness is proved. For demonstrating equation (5) for solution u, we
assume now that z = u¯, dΛs = λ(s)ds, y = As(u¯s)λ(s)
−1 and
h(t) = ζ +
∫ t
0
Bs (u¯s) dWs +
∫ t
0
∫
E
Fs (u¯s, ξ) N˜(ds, dξ).
Then (6) and other conditions in Theorem 2.8 with τ = T hold and we get (5).
Suppose that X is a separable Banach space, ϕ is a positive integrable function on [0, T ]
and p ∈ [1,∞). For simplicity let us denote with L pX(ϕ) the space
Lp ([0, T ]× Ω,B([0, T ])⊗ F , ϕdt⊗ P;X) .
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Denote with L pX(ϕ,BF) and L
p
X(ϕ,P), the subspaces of L
p
X(ϕ) consisting of progressively
measurable and predictable, respectively, processes. When ϕ ≡ 1, we use the notations L pX ,
L
p
X(BF) and L
p
X(P). Denote by G the following Banach space
G :=
{
y ∈ L pV (λ) : ess sup
t∈[0,T ]
E ‖yt‖
2
H <∞
}
with the norm
|y|G =
(
E
∫ T
0
‖yt‖
p
V λ(t)dt
)1/p
+
(
ess sup
t∈[0,T ]
E ‖yt‖
2
H
)1/2
.
Let GBF be subspace of G , consisting of progressively measurable processes. GBF is a Banach
space too. Note that since for every X-valued adapted stochastic process like z, there exists
a sequence of bounded continuous stochastic processes that converges to z in L pX(ϕ), so GBF
is dense in L pV (λ,BF).
Following [10], we characterize the solution of equation (1).
Definition 2.9. Denote by A, the set consisting of quadruples (ξ, a, b, f) with the following
conditions
(i) ξ ∈ L2 (Ω,F0,P;H) ,
(ii) a ∈ L qV ∗(λ
1−q,BF),
(iii) b ∈ L 2L2(U,H)(BF),
(iv) f : ([0, T ]× Ω×E,P ⊗ E)→ (H,B (H)) satisfies
E
∫ T
0
∫
E
‖f(s, ξ)‖2H ν(dξ)ds <∞,
(v) there exists x ∈ GBF such that for all v ∈ V and almost all (t, ω) ∈ [0, T ]× Ω,
(xt, v)H = (ξ, v)H +
∫ t
0
〈as, v〉ds+
∫ t
0
(bsdWs, v)H
+
∫ t
0
∫
E
(f(s, ξ), v)HN˜(ds, dξ).
Let (ξ, a, b, f) belong to A and x be the stochastic process as in part (v) of the above
definition corresponding to the quadruple (ξ, a, b, f). For y ∈ G and initial condition ζ , set
Iy(ξ, a, b, f) := E ‖ζ − ξ‖
2
H + E
∫ T
0
[
2 〈as − As(ys), xs − ys〉+ ‖bs − Bs(ys)‖
2
2
+
∫
E
‖f(s, ξ)− Fs(ys, ξ)‖
2
H ν(dξ)
]
ds
The next theorem which is an analogue of [10, Theorem 2.7] characterizes the solution of
equation (1) and will be used for the proofs of the approximation theorems.
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Theorem 2.10. Assume conditions (C1)-(C5). If for some (ξ, a, b, f) ∈ A, and every
y ∈ GBF
Iy(ξ, a, b, f) ≤ 0,
then the stochastic process x corresponding to (ξ, a, b, f) as in part (v) of Definition 2.9, has
an H-valued ca`dla`g modification which is a solution of equation (1) with initial condition ζ
in the sense of Definition 2.4.
Proof. By Theorem 2.8, x has an adapted ca`dla`g H-valued modification, so it is sufficient
to prove ξ = ζ , as = As(xs), bs = Bs(xs) and f(s, ξ) = Fs(xs, ξ) almost everywhere. Set
y = x+ ǫz where z ∈ GBF , so y ∈ GBF . Then
0 ≥ Iy(ξ, a, b, f) = E ‖ζ − ξ‖
2
H + E
∫ T
0
[
2 〈as − As(xs + ǫzs),−ǫzs〉
+ ‖bs −Bs(xs + ǫzs)‖
2
2
+
∫
E
‖Fs(xs + ǫzs, ξ)− f(s, ξ)‖
2
H ν(dξ)
]
ds
(9)
By choosing ǫ = 0, it follows that ξ = ζ , bs = Bs(xs), and f(s, ξ) = Fs(xs, ξ) almost
everywhere. Then (9) yields
E
∫ T
0
〈as −As(xs + ǫzs),−zs〉 ds ≤ 0
for all z ∈ GBF . Hemicontinuity of A implies
lim
ǫ→0
〈As(xs + ǫzs), zs〉 = 〈As(xs), zs〉 ,
and growth condition (C3) implies that the functions 〈As(xs + ǫzs), zs〉 are dominated by an
integrable function on [0, T ]× Ω. Hence, by dominated convergence,
E
∫ T
0
〈as −As(xs),−zs〉 ds ≤ 0
for every z ∈ GBF . Substitute −z instead of z, it is obvious that
E
∫ T
0
〈as −As(xs), zs〉 ds = 0.
Since as−As(xs) belongs to L
q
V ∗(λ
1−q,BF) and GBF is dense in L
p
V (λ,BF), the dual space
of L qV ∗(λ
1−q,BF), we get at = At(xt) for almost all (t, ω) ∈ [0, T ]× Ω.
Now we are going to discretize space and time and the σ-finite measure ν. Then we will
apply these discretizations to the equation (1) and formulate explicit and implicit numerical
schemes in the next section.
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3 Discretizations
Let us first introduce our space discretization. Let V1 ⊆ V2 ⊆ · · · be an increasing sequence
of finite dimensional subspaces of V such that
⋃∞
n=1 Vn is dense in V . Consider the orthogonal
projection operator Πn from H onto Vn. Extend its domain to the space V
∗ such that the
operator remains continuous and linear and denote the obtained operator again by Πn. Let
Bn = {e1, e2, . . . , eln} be a basis of Vn, orthonormal in H such that B1 ⊆ B2 ⊆ · · · . Then Πn
has the following form:
∀x ∈ V ∗ Πnx = 〈e1, x〉 e1 + 〈e2, x〉 e2 + · · ·+ 〈eln , x〉 eln
Proposition 3.1. The following properties hold for Πn:
(i) ∀x ∈ Vn Πnx = x
(ii) ∀x ∈ V, y ∈ V ∗ 〈Πnx, y〉 = 〈x,Πny〉
(iii) ∀h, k ∈ H (Πnh, k)H = (h,Πnk)H
(iv) ∀h ∈ H ‖Πnh‖H ≤ ‖h‖H , limn→∞ ‖h− Πnh‖H = 0
Let {g1, g2, . . .} be an orthonormal basis of U and Π˜l be the orthogonal projection from
U to span {g1, g2, . . . , gl}. Set
W lt := Π˜lWt =
l∑
k=1
(Wt, gk)U .
To approximate the compensated Poisson random measure, we use assumption (C6), which
says there exist an increasing sequence E1 ⊂ E2 ⊂ E3 ⊂ · · · of compact subsets of E, having
finite ν-measure, such that
⋃∞
l=1E
l = E. For every l ∈ N, let Dl :=
{
El1, E
l
2, . . . , E
l
rl
}
⊂ E
be a partition of El finer than
{
E1, E2 \ E1, . . . , El \ El−1
}
such that for every 1 ≤ j ≤ rl,
the diameter of Elj is less than εl. We suppose that εl ↓ 0 as l → ∞ for convergence of the
numerical schemes.
Concerning time discretization, we divide the time interval [0, T ] into m subintervals
of equal length and set δm = T/m, ti = iδm, 0 ≤ i ≤ m. Now we wish to use these
discretizations of time and the spaces U,H, V, E to present explicit and implicit numerical
schemes for equation (1).
3.1 The Explicit Numerical Scheme
Let us first formulate A˜m, B˜m and F˜m,l as approximations of operators A, B and F . For all
x ∈ V , all ξ ∈ E and all t ∈ (ti−1, ti] we set
A˜mt (x) := A˜
m
ti
(x), B˜mt (x) := B˜
m
ti
(x), F˜m,lt (x, ξ) := F˜
m,l
ti (x, ξ),
where
A˜mt0 (x) := A˜
m
t1
(x) := 0, B˜mt0 (x) := B˜
m
t1
(x) := 0, F˜m,lt0 (x, ξ) := F˜
m,l
t1 (x, ξ) := 0,
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A˜mti (x) :=
1
δm
∫ ti−1
ti−2
As(x)ds, B˜
m
ti
(x) :=
1
δm
∫ ti−1
ti−2
Bs(x)ds, 2 ≤ i ≤ m.
If ξ ∈ E \ El, we set for all x ∈ V and t ∈ [0, T ],
F˜m,lt (x, ξ) := 0.
If for some 1 ≤ j ≤ rl, ξ ∈ E
l
j , we set
F˜m,lti (x, ξ) :=
1
δm · ν(Elj)
∫ ti−1
ti−2
∫
Elj
Fs(x, η)ν(dη)ds, 2 ≤ i ≤ m.
The explicit discretization scheme is as follows
unm,l(t0) := 0, u
n
m,l(t1) := Πnζ,
unm,l(ti) := u
n
m,l(ti−1) + δmΠnA˜
m
ti
(
unm,l(ti−1)
)
+ΠnB˜
m
ti
(
unm,l(ti−1)
) (
W lti −W
l
ti−1
)
+
∫
E
ΠnF˜
m,l
ti
(
unm,l(ti−1), ξ
)
N˜ ((ti−1, ti], dξ) , 2 ≤ i ≤ m+ 1,
(10)
ti−1 < t ≤ ti : u
n
m,l(t) := u
n
m,l(ti), 1 ≤ i ≤ m.
By using induction on i, it is clear that unm,l(ti) is Fti-measurable. Every trajectory of u
n
m,l
is a left continuous step function. When n, l and m tend to infinity, the stochastic processes
unm,l may not converge. Let us first introduce the following notation (see [10]).
Definition 3.2. For the basis Bn = {e1, e2, . . . , eln} of Vn introduced above, let
CB(n) :=
ln∑
k=1
‖ek‖
2
V
Now the following convergence theorem for the explicit scheme, analogous to [10, Theorem
2.8], holds.
Theorem 3.3. Suppose conditions (C1)-(C6) with p = 2 and 0 < λ ≤ 1. If n, l and m tend
to infinity such that
CB(n)
m
→ 0, (11)
then the sequence of stochastic processes unm,l converges weakly in L
p
V (λ) to u, a solution of
equation (1). In addition unm,l(T ) converges strongly in L
2(Ω;H) to u(T ).
For D = (0, 1), V = W 1,20 (D), H = L
2(D), Au = ∂
2u
∂x2
, and en := sin(nπ·), n ∈ N the
condition (11) reads as n
3
m
→ 0.
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3.2 The Implicit Numerical Schemes
Here we discretize the operators B and F in the same way as in the explicit scheme. But for
the operator A we set the value of its discrete approximation Am at time t to the average of
A over the subinterval containing t, instead of its preceding subinterval. More precisely,
Amt0 (x) := 0,
Amti (x) :=
1
δm
∫ ti
ti−1
As(x)ds, 1 ≤ i ≤ m,
ti−1 < t ≤ ti : A
m
t := A
m
ti
, 1 ≤ i ≤ m.
With respect to the above introduced discretization of time, space U and the measure ν we
then define the following scheme
um,l(t0) := ζ,
um,l(ti) := u
m,l(ti−1) + δmA
m
ti
(
um,l(ti)
)
+ B˜mti
(
um,l(ti−1)
) (
W lti −W
l
ti−1
)
+
∫
E
F˜m,lti
(
um,l(ti−1), ξ
)
N˜ ((ti−1, ti], dξ) , 1 ≤ i ≤ m+ 1,
(12)
ti−1 < t ≤ ti : u
m,l(t) := um,l(ti), 1 ≤ i ≤ m.
Adding the projection Πn, we get another implicit scheme:
un,m,l(t0) := Πnζ,
un,m,l(ti) := u
n,m,l(ti−1) + δmΠnA
m
ti
(
un,m,l(ti)
)
+ΠnB˜
m
ti
(
un,m,l(ti−1)
) (
W lti −W
l
ti−1
)
+
∫
E
ΠnF˜
m,l
ti
(
un,m,l(ti−1), ξ
)
N˜ ((ti−1, ti], dξ) , 1 ≤ i ≤ m+ 1,
(13)
ti−1 < t ≤ ti : u
n,m,l(t) := un,m,l(ti), 1 ≤ i ≤ m.
Equations (12) and (13) have unique solutions um,l(ti) and u
n,m,l(ti) respectively, for m
sufficiently large. This fact is stated in the next theorem which is similar to [10, Theorem
2.9].
Theorem 3.4. Assume conditions (C1)-(C6) with p ∈ [2,∞). Then there is an integer
m0 ≥ 1 such that for every m ≥ m0 and l ≥ 1, equation (12) has a unique solution u
m,l(ti)
that is Fti-measurable and E
∥∥um,l(ti)∥∥pV < ∞ for each i = 1, 2, . . . , m and l ≥ 1. Similarly
there exists an integerm0 such that for everym ≥ m0 and n, l ≥ 1, equation (13) has a unique
solution un,m,l(ti) that is Fti-measurable and E
∥∥un,m,l(ti)∥∥pV <∞ for each i = 0, 1, . . . , m.
The convergence theorem for the implicit schemes, which is analogous to [10, Theorem
2.10], is given as follows:
Theorem 3.5. Assume (C1)-(C6) with p ≥ 2. If m and l converge to infinity, then um,l
converges weakly in L pV (λ) to u, the solution of equation(1) and u
m,l(T ) converges strongly
in L2(Ω, H) to u(T ). Similarly, if m, l and n tend to infinity, un,m,l converges weakly in
L
p
V (λ) to u and u
n,m,l(T ) converges strongly in L2(Ω, H) to u(T ).
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4 Proof of Results
4.1 Convergence of the Explicit Scheme
First we obtain the integral form of equation (10). For ti < t ≤ ti+1; 0 ≤ i ≤ m− 1 set
κ1(t) := ti κ2(t) := ti+1,
and for t0, κ1(t0) = κ2(t0) = t0. Then
unm,l(t) = Πnζ1{t>t0} +
∫ κ1(t)
0
ΠnAs
(
unm,l(s)
)
ds
+
∫ κ2(t)
0
ΠnB˜
m
s
(
unm,l (κ1(s))
)
Π˜ldWs
+
∫ κ2(t)
0
∫
E
ΠnF˜
m,l
s
(
unm,l (κ1(s))
)
N˜(ds, dξ)
(14)
We wish to prove boundedness of unm,l and the integrands of the above equation in some
convenient reflexive Banach spaces. Then weakly compactness of bounded sequences in
reflexive Banach spaces (see e.g. [4, Theorem 3.18]) implies weak convergence of some
subsequences of unm,l and the integrands to some stochastic processes, like u¯∞, a∞, b∞ and
f∞, where for all t ∈ [0, T ] and all z ∈ V ,
(u¯∞(t), z)H = (ζ, z)H +
∫ t
0
〈a∞(s), z〉ds+
∫ t
0
(b∞(s)dWs, z)H
+
∫ t
0
∫
E
(f∞(s, ξ), z)HN˜(ds, dξ) a.s.
We will get that (ζ, a∞, b∞, f∞) belongs to the set A and Iy(ζ, a∞, b∞, f∞) ≤ 0 for all
y ∈ GBF . So by Theorem 2.10, u¯∞ will have a modification which is a solution of equation
(1). This will complete the proof.
We need the following lemma which states some inequalities between the different norms
associated with the spaces of the underlying Gelfand triple.
Lemma 4.1. Let x ∈ V ∗, then
‖Πnx‖
2
V ≤ CB(n) ‖Πnx‖
2
H , ‖Πnx‖
2
H ≤ CB(n) ‖x‖
2
V ∗ .
Proof. The triangle inequality and Cauchy-Schwartz inequality imply that
‖Πnx‖
2
V ≤
(
ln∑
j=1
| 〈ej , x〉 | ‖ej‖V
)2
≤
(
ln∑
j=1
〈ej , x〉
2
)(
ln∑
j=1
‖ej‖
2
V
)
= CB(n) ‖Πnx‖
2
H ,
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and
‖Πnx‖
2
H =
ln∑
j=1
〈ej, x〉
2 ≤
ln∑
j=1
‖ej‖
2
V ‖x‖
2
V ∗ = CB(n) ‖x‖
2
V ∗ .
Proof of Theorem 3.3. The first step asserts the boundedness of unm,l and also the integrands
of equation (14).
Step 1. If 0 < γ < 1 and Iγ := {(n,m, l) : α δm CB(n) ≤ γ}, then the following functions
of (n,m, l) are bounded on Iγ:
(i) supt∈[0,T ] E
∥∥unm,l(t)∥∥2H
(ii) E
∫ T
0
∥∥unm,l(t)∥∥2V λ(t)dt
(iii) E
∫ T
0
∥∥At (unm,l(t))∥∥2V ∗ λ(t)−1dt
(iv) E
∫ T
0
∥∥∥ΠnB˜mt (unm,l(κ1(t))) Π˜l∥∥∥2
2
dt
(v) E
∫ T
0
∫
E
∥∥∥ΠnF˜m,lt (unm,l(κ1(t)), ξ)∥∥∥2
H
ν(dξ)dt
Proof of Step 1. By the definition of the explicit scheme, i.e. equation (10), for 0 ≤ i ≤
m, we have
E
∥∥unm,l(ti)∥∥2H = E ∥∥unm,l(ti−1)∥∥2H + δ2mE
∥∥∥ΠnA˜mti (unm,l(ti−1))∥∥∥2
H
+ δmE
∥∥∥ΠnB˜mti (unm,l(ti−1)) Π˜l
∥∥∥2
2
+ δmE
∫
E
∥∥∥ΠnF˜m,lti (unm,l(ti−1), ξ)∥∥∥2
H
ν(dξ)
+ 2δmE
〈
unm,l(ti−1),ΠnA˜
m
ti
(unm,l(ti−1))
〉
Note that, since Wti −Wti−1 and N˜((ti−1, ti], dξ) are independent of each other and indepen-
dent of Fti−1 , the expectation of their cross product with any Fti−1-adapted random variable
is zero. By using Lemma 4.1 for
∥∥∥ΠnA˜mti (unm,l(ti−1))
∥∥∥2
H
and the definition of the discretized
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operators A˜m, B˜m and F˜m,l, we get
E
∥∥unm,l(ti)∥∥2H ≤ E ∥∥unm,l(ti−1)∥∥2H + CB(n)E
∥∥∥∥
∫ ti−1
ti−2
As(u
n
m,l(ti−1))ds
∥∥∥∥
2
V ∗
+ δ−1m E
∥∥∥∥
∫ ti−1
ti−2
ΠnBs(u
n
m,l(ti−1))Π˜lds
∥∥∥∥
2
2
+ δ−1m
∑
1≤j≤rl
ν(Elj)
−1
E
∥∥∥∥∥
∫ ti−1
ti−2
∫
Elj
ΠnFs(u
n
m,l(ti−1), ξ)ν(dξ)ds
∥∥∥∥∥
2
H
+ 2E
〈
unm,l(ti−1),
∫ ti−1
ti−2
As(u
n
m,l(ti−1))ds
〉
and by the Cauchy-Schwartz inequality
E
∥∥unm,l(ti)∥∥2H ≤ E ∥∥unm,l(ti−1)∥∥2H + δmCB(n)E
∫ ti−1
ti−2
∥∥As(unm,l(ti−1))∥∥2V ∗ ds
+ E
∫ ti−1
ti−2
[∥∥∥ΠnBs(unm,l(ti−1))Π˜l∥∥∥2
2
+
∫
E
∥∥ΠnFs(unm,l(ti−1), ξ)∥∥2H ν(dξ)
+ 2
〈
unm,l(ti−1), As(u
n
m,l(ti−1))
〉 ]
ds.
(15)
The coercivity condition (C2) and the growth condition (C3) with 0 < λ ≤ 1 yield that the
right hand side of (15) is less than or equal to
E
∥∥unm,l(ti−1)∥∥2H + δmCB(n)E
∫ ti−1
ti−2
[
αλ(s)
∥∥unm,l(ti−1)∥∥2V +K2(s)
]
ds
+ E
∫ ti−1
ti−2
[
−λ(s)
∥∥unm,l(ti−1)∥∥2V +K1(s) ∥∥unm,l(ti−1)∥∥2H + K¯1(s)
]
ds
Now define ρ := 1− αδmCB(n). Since (n,m, l) ∈ Iγ , we have ρ > 0 and
E
∥∥unm,l(ti)∥∥2H + ρ E
∫ ti−1
ti−2
λ(s)
∥∥unm,l(ti−1)∥∥2V ds
≤ E
∥∥unm,l(ti−1)∥∥2H + E ∥∥unm,l(ti−1)∥∥2H
∫ ti−1
ti−2
K1(s)ds
+
∫ ti−1
ti−2
[
K¯1(s) + δmCB(n)K2(s)
]
ds
Summing up the above inequality for i = 0, 1, 2, . . . , k, with 0 ≤ k ≤ m+ 1, we get
E
∥∥unm,l(tk)∥∥2H + ρ E
∫ tk−1
0
λ(s)
∥∥unm,l(s)∥∥2V ds ≤ C +
k−1∑
i=1
αiE
∥∥unm,l(ti−1)∥∥2H (16)
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where αi =
∫ ti
ti−1
K1(s)ds and C = E ‖ζ‖
2
H +
∫ T
0
[
K¯1(s) + δmCB(n)K2(s)
]
ds. Now we neglect
the second term on the left hand side of inequality above, and using induction and the fact
that
E
∥∥unm,l(t0)∥∥2H = 0 E ∥∥unm,l(t1)∥∥2H = E ‖Πnζ‖2H ≤ C,
we get the following inequality for 0 ≤ k ≤ m
E
∥∥unm,l(tk)∥∥2H ≤ C(1 + α1)(1 + α2) · · · (1 + αk−1)
≤ C(1 + α1)(1 + α2) · · · (1 + αm)
≤ C
(
1 +
∫ T
0
K1(s)ds
m
)m
.
The sequence C
(
1 +
∫ T
0 K1(s)ds
m
)m
, m ∈ N converges to the finite number
C exp
(∫ T
0
K1(s)ds
)
,
as m→∞, so we have
sup
(n,m)∈Iγ
sup
t∈[0,T ]
E
∥∥unm,l(t)∥∥2H <∞.
Equation (16) for k = m + 1 implies boundedness of (ii) over Iγ, which together with the
growth condition (C3) of A implies
sup
(n,m)∈Iγ
E
∫ T
0
∥∥At (unm,l(t))∥∥2V ∗ λ(t)−1dt
≤ sup
(n,m)∈Iγ
E
∫ T
0
[
αλ(t)
∥∥unm,l(t)∥∥2V +K2(t)
]
dt <∞,
so (iv) is also bounded over Iγ . By the definition of B˜
m and Cauchy-Schwartz inequality we
have
E
∫ T
0
∥∥∥ΠnB˜ms (unm,l(κ1(s))) Π˜l∥∥∥2
2
ds
= δ−1m
m∑
i=2
E
∥∥∥∥
∫ ti−1
ti−2
ΠnBs(u
n
m,l(ti−1))Π˜lds
∥∥∥∥
2
2
≤
m∑
i=2
E
∫ ti−1
ti−2
‖ΠnBs(u
n
m,l(ti−1))Π˜l‖
2
2ds
≤ E
∫ T
0
∥∥∥ΠnBs (unm,l(s)) Π˜l∥∥∥2
2
ds.
Similarly
E
∫ T
0
∫
E
∥∥∥ΠnF˜m,lt (unm,l(κ1(t)), ξ)∥∥∥2
H
ν(dξ)dt
≤ E
∫ T
0
∫
E
∥∥ΠnFt (unm,l(t), ξ)∥∥2H ν(dξ)dt.
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By using Proposition 2.2, we get
sup
(n,m,l)∈Iγ
E
∫ T
0
[∥∥∥ΠnBs (unm,l(s)) Π˜l∥∥∥2
2
+
∫
E
∥∥ΠnFs (unm,l(s), ξ)∥∥2H ν(dξ)
]
ds
≤ sup
(n,m,l)∈Iγ
E
∫ T
0
[
2αλ(s)
∥∥unm,l(s)∥∥2V +K1(s) ∥∥unm,l(s)∥∥2H +K3(s)
]
ds <∞ .
Hence, (iv) and (v) are bounded too, and the proof of Step 1 is completed.
Step 2. Let (n,m, l) be a sequence from Iγ for some γ ∈ (0, 1), such that m, n and l
converge to infinity. Then it contains a subsequence, denoted also by (n,m, l), such that
(i) unm,l converges weakly in L
p
V (λ) to some progressively measurable process u¯∞,
(ii) unm,l(T ) converges weakly in L
2(Ω;H) to some random variable uT∞,
(iii) A·
(
unm,l(·)
)
converges weakly in L 2V ∗(λ
−1) to some progressively measurable process a∞,
(iv) ΠnB˜
m
·
(
unm,l(κ1(·))
)
Π˜l converges weakly in L
2
L2(U,H)
(BF) to some process b∞,
(v) ΠnF˜
m,l
·
(
unm,l(κ1(·)), ·
)
converges weakly in L2([0, T ]× Ω× E,P ⊗ E , dt⊗ P⊗ ν;H) to
some process f∞,
(vi) (ζ, a∞, b∞, f∞) ∈ A and for all z ∈ V , and dt⊗ P- almost all (t, ω) we have
(u¯∞(t), z)H = (ζ, z)H +
∫ t
0
〈a∞(s), z〉ds+
∫ t
0
(b∞(s)dWs, z)H
+
∫ t
0
∫
E
(f∞(s, ξ), z)HN˜(ds, dξ)
(17)
and for all z ∈ V , almost surely
(uT∞, z)H = (ζ, z)H +
∫ T
0
〈a∞(s), z〉ds+
∫ T
0
(z, b∞(s)dWs)H
+
∫ T
0
∫
E
(f∞(s, ξ), z)HN˜(ds, dξ) .
(18)
Proof of Step 2. The convergences in (i)-(v) can be immediately concluded from Step
1, except the fact that u¯∞ and a∞ are progressively measurable. Note that u¯∞(t) and a∞(t)
are Ft+δm-adapted processes for each m ≥ 1, so they are Ft-adapted and also B([0, T ])⊗F -
measurable. Hence they have progressively measurable modifications, that will replace them
in the following (see e.g. [20, 2013]). It remains to prove (vi). Fix N ∈ N. It is sufficient
to verify (vi) for z ∈ VN because
⋃∞
N=1 VN is dense in V . Both sides of (17) belong to the
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Hilbert space L 2
R
(λ,BF). Therefore to verify (17), it is sufficient to prove that the inner
products of both sides and any ϕ ∈ L 2
R
(λ,BF) are the same, i.e. ,
E
∫ T
0
(u¯∞(t), z)H ϕ(t)λ(t)dt
= E
∫ T
0
(ζ, z)H ϕ(t)λ(t)dt+ E
∫ T
0
(∫ t
0
〈a∞(s), z〉 ds
)
ϕ(t)λ(t)dt
+ E
∫ T
0
(∫ t
0
(b∞(s)dWs, z)H
)
ϕ(t)λ(t)dt
+ E
∫ T
0
(∫ t
0
∫
E
(f∞(s, ξ), z)H N˜(ds, dξ)
)
ϕ(t)λ(t)dt .
(19)
Note that the integral form of the explicit scheme (14) yields for z ∈ VN and n ≥ N
(unm,l(t), z)H = (ζ, z)H1{t>t0} +
∫ κ1(t)
0
〈
As
(
unm,l(s)
)
, z
〉
H
ds
+
∫ κ2(t)
0
(
z,ΠnB˜
m
s
(
unm,l (κ1(s))
)
dW ls
)
H
+
∫ κ2(t)
0
∫
E
(
ΠnF˜
m,l
s
(
unm,l (κ1(s))
)
, z
)
H
N˜(ds, dξ) a.s.
Taking the inner products of both sides and ϕ, we get for n ≥ N ,
E
∫ T
0
(
unm,l(t), z
)
H
ϕ(t)λ(t)dt = E
∫ T
0
(ζ, z)H ϕ(t)λ(t)dt+ J1 + J2 + J3
−R1 − R2 −R3 ,
(20)
where
J1 = E
∫ T
0
ϕ(t)
(∫ t
0
〈
As
(
unm,l(s)
)
, z
〉
ds
)
λ(t)dt,
J2 = E
∫ T
0
ϕ(t)
∫ t
0
(
ΠnB˜
m
s
(
unm,l(κ1(s))
)
Π˜ldWs, z
)
H
λ(t)dt,
J3 = E
∫ T
0
ϕ(t)
(∫ t
0
∫
E
(
ΠnF˜
m,l
s
(
unm,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
)
λ(t)dt,
and
R1 = E
∫ T
0
ϕ(t)
(∫ t
κ1(t)
〈
As
(
unm,l(s)
)
, z
〉
ds
)
λ(t)dt,
R2 = E
∫ T
0
ϕ(t)
∫ κ2(t)
t
(
ΠnB˜
m
s
(
unm,l(κ1(s))
)
Π˜ldWs, z
)
H
λ(t)dt,
R3 = E
∫ T
0
ϕ(t)
(∫ κ2(t)
t
∫
E
(
ΠnF˜
m,l
s
(
unm,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
)
λ(t)dt.
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Our goal is to identify the limits of Ji’s and Ri’s. For J1, consider the linear operator
S1 : L
q
V ∗(λ
1−q)→ L q
R
(λ), defined by
S1(g)(t) :=
∫ t
0
〈g(s), z〉 ds
for all g ∈ L qV ∗(λ
1−q,BF). S1 is bounded, because by Ho¨lder inequality we have that
E
∫ T
0
|S1(g)(t)|
q λ(t)dt
= E
∫ T
0
∣∣∣∣
∫ t
0
〈g(s), z〉 ds
∣∣∣∣
q
λ(t)dt
≤ E
∫ T
0
(∫ t
0
|〈g(s), z〉|q λ(s)−q/pds
)(∫ t
0
λ(s)ds
)q/p
λ(t)dt
≤ ‖z‖qV E
∫ T
0
(∫ T
0
‖g(s)‖qV ∗ λ(s)
1−qds
)(∫ T
0
λ(s)ds
)q/p
λ(t)dt
≤ ‖z‖qV
(∫ T
0
λ(s)ds
)q
|g|q
L
q
V ∗
(λ1−q ,BF)
.
So, S1 is continuous with respect to the weak topologies. Thus by (iii), i.e. ,
A·
(
unm,l(·)
)
⇀ a∞ in L
2
V ∗(λ
−1),
we obtain that
S1
(
A·
(
unm,l(·)
))
⇀ S1 (a∞) in L
2
R
(λ),
therefore
J1 = E
∫ T
0
ϕ(t)
(∫ t
0
〈
As
(
unm,l(s)
)
, z
〉
ds
)
λ(t)dt
→ E
∫ T
0
ϕ(t)
(∫ t
0
〈a∞(s), z〉 ds
)
λ(t)dt
Now for J2, take S2, the bounded linear operator as follows:
S2 : L
2
L2(U,H)
(BF)→ L 2
R
(λ,BF)
S2(g)(t) =
∫ t
0
(z, g(s)dWs)H .
The boundedness of S2 yields that S2 is continuous with respect to the weak topologies.
Therefore, by using ΠnB˜
m
·
(
unm,l(κ1(·))
)
Π˜l ⇀ b∞ (in L
2
L2(U,H)
(BF)), we obtain that
J2 = E
∫ T
0
ϕ(t)
∫ t
0
(
ΠnB˜
m
s
(
unm,l(κ1(s))
)
dWs, z
)
H
λ(t)dt
→ E
∫ T
0
ϕ(t)
∫ t
0
(b∞(s)dWs, z)H λ(t)dt .
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Similarly, let us define the linear operator S3 as
S3 : L
2([0, T ]× Ω× E,P ⊗ E , dt⊗ P⊗ ν;H)→ L 2
R
(λ,BF)
S3(g)(t) :=
∫ t
0
∫
E
(g(s, ξ), z)H N˜(ds, dξ).
We have
E
∫ T
0
‖S3(g)(t)‖
2 λ(t)dt ≤ E
∫ T
0
∥∥∥∥
∫ t
0
∫
E
(g(s, ξ), z)H N˜(ds, dξ)
∥∥∥∥
2
λ(t)dt
= E
∫ T
0
∫ t
0
∫
E
(g(s, ξ), z)2H N(ds, dξ)λ(t)dt
≤ ‖z‖2H
(∫ T
0
λ(t)dt
)
E
∫ T
0
‖g(t, ξ)‖2H ν(dξ)ds .
So S3 is bounded linear operator and therefore it is continuous with respect to the weak
topologies. Since
ΠnF˜
m,l
·
(
unm,l(κ1(·)), ∗
)
⇀ f∞ ,
we get
J3 = E
∫ T
0
ϕ(t)
(∫ t
0
∫
E
(
ΠnF˜
m,l
s
(
unm,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
)
λ(t)dt
→ E
∫ T
0
ϕ(t)
(∫ t
0
∫
E
(f∞(s, ξ), z)H N˜(ds, dξ)
)
λ(t)dt .
Now we wish to prove that the ”Ri”s tend to zero. Cauchy-Schwartz inequality and the fact
0 < λ ≤ 1 yield
R21 =
∣∣∣∣E
∫ T
0
ϕ(t)
(∫ t
κ1(t)
〈
As
(
unm,l(s)
)
, z
〉
ds
)
λ(t)dt
∣∣∣∣
2
≤ ‖ϕ‖2
L 2
R
(λ) E
∫ T
0
∣∣∣∣
∫ t
κ1(t)
〈
As
(
unm,l(s)
)
, z
〉
ds
∣∣∣∣
2
λ(t)dt
≤ δm ‖z‖
2
V ‖ϕ‖
2
L 2
R
(λ) E
∫ T
0
∫ t
κ1(t)
∥∥As (unm,l(s))∥∥2V ∗ dsλ(t)dt
≤ δm ‖z‖
2
V ‖ϕ‖
2
L 2
R
(λ)
∫ T
0
λ(t)dt× E
∫ T
0
∥∥As (unm,l(s))∥∥2V ∗ λ(s)−1ds .
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Hence, when (n,m, l) ∈ Iγ for 0 < γ < 1, n ≥ N and m → ∞ then R1 → 0. For R2, using
Cauchy-Schwartz inequality, we have
R22 =
∣∣∣∣∣E
∫ T
0
ϕ(t)
∫ κ2(t)
t
(
ΠnB˜
m
s
(
unm,l(κ1(s))
)
Π˜ldWs, z
)
H
λ(t)dt
∣∣∣∣∣
2
≤ ‖ϕ‖2
L 2
R
(λ) E
∫ T
0
∣∣∣∣∣
∫ κ2(t)
t
(
ΠnB˜
m
s
(
unm,l(κ1(s))
)
Π˜ldWs, z
)
H
∣∣∣∣∣
2
λ(t)dt
≤ ‖z‖2V ‖ϕ‖
2
L 2
R
(λ) E
∫ T
0
∫ κ2(t)
t
∥∥∥ΠnB˜ms (unm,l(κ1(s))) Π˜l∥∥∥2
2
dsλ(t)dt
≤ δm ‖z‖
2
V ‖ϕ‖
2
L 2
R
(λ) E
∫ T
0
∥∥∥ΠnB˜ms (unm,l(κ1(s))) Π˜l∥∥∥2
2
ds .
Thus R2 → 0 whenm→∞, n ≥ N and (n,m, l) ∈ Iγ for γ ∈ (0, 1). Finally, the computation
for R3 is as follows:
R23 =
∣∣∣∣∣E
∫ T
0
ϕ(t)λ(t)
∫ κ2(t)
t
∫
E
(
ΠnF˜
m,l
s
(
unm,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)dt
∣∣∣∣∣
2
≤ ‖ϕ‖2
L 2
R
(λ) E
∫ T
0
∣∣∣∣∣
∫ κ2(t)
t
∫
E
(
ΠnF˜
m,l
s
(
unm,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
∣∣∣∣∣
2
λ(t)dt
≤ δm ‖z‖
2
V ‖ϕ‖
2
L 2
R
(λ) E
∫ T
0
∫
E
∥∥∥ΠnF˜m,ls (unm,l(κ1(s)), ξ)∥∥∥2
H
ν(dξ)ds
implies that R3 → 0, when m → ∞, n ≥ N and (n,m, l) ∈ Iγ for γ ∈ (0, 1). Now we
have proven that the limit of the right hand side of equation (20) is the right hand side of
equation (19). By the fact that unm,l ⇀ u¯∞ we deduce the similar result for the left hand side,
so equation (17) is obtained. It remains to prove (18). Both sides of this equation belong to
the Hilbert space L2(Ω;R), so it is sufficient to prove that the inner product of both sides
with ψ ∈ L2(Ω;R) and z ∈ VN are the same. Thus we wish to verify the following equality
E [ψ (uT∞, z)H ] = E [ψ(ζ, z)H ] + E
[
ψ
∫ T
0
〈a∞(s), z〉 ds
]
+ E
[
ψ
∫ T
0
(b∞(s)dWs, z)H
]
+ E
[
ψ
∫ T
0
∫
E
(f∞(s, ξ), z)H N˜(ds, dξ)
]
.
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for ψ ∈ L2(Ω;R) and z ∈ VN . Fix N ∈ N and z ∈ VN . By equation (14), we get for n ≥ N
that
(unm,l(T ), z)H = (ζ, z)H1{t>t0} +
∫ T−δm
0
〈
As
(
unm,l(s)
)
, z
〉
H
ds
+
∫ T
0
(
z,ΠnB˜
m
s
(
unm,l (κ1(s))
)
Π˜ldWs
)
H
+
∫ T
0
∫
E
(
ΠnF˜
m,l
s
(
unm,l (κ1(s))
)
, z
)
H
N˜(ds, dξ) .
Taking the inner products of both sides and ψ, we get for n ≥ N
E
[
ψ(unm,l(T ), z)H
]
= E [ψ(ζ, z)H ] + J˜1 + J˜2 + J˜3 − R˜1 , (21)
where
J˜1 = E
[
ψ
∫ T
0
〈
As
(
unm,l(s)
)
, z
〉
ds
]
,
J˜2 = E
[
ψ
∫ T
0
(
ΠnB˜
m
s
(
unm,l(κ1(s))
)
Π˜ldWs, z
)
H
]
,
J˜3 = E
[
ψ
∫ T
0
∫
E
(
ΠnF˜
m,l
s
(
unm,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
]
,
R˜1 = E
[
ψ
∫ T
T−δm
〈
As
(
unm,l(s)
)
, z
〉
ds
]
.
Assume that S˜1 is the linear operator from L
q
V ∗(λ
1−q,BF) to Lq(Ω;R), defined by
S˜1(g) :=
∫ T
0
〈g(s), z〉 ds
for all g ∈ L qV ∗(λ
1−q,BF). S˜1 is bounded, so it is continuous with respect to the weak
topologies. This continuity gives that
J˜1 = E
[
ψ
∫ T
0
〈
As
(
unm,l(s)
)
, z
〉
ds
]
→ E
[
ψ
∫ T
0
〈a∞(s), z〉 ds
]
.
For J˜2, take the linear operator S˜2 : L
2
H(BF)→ L
2(Ω;R) as
S˜2(g) :=
∫ T
0
(g(s)dWs, z)H
and deduce
J˜2 = E
[
ψ
∫ T
0
(
ΠnB˜
m
s
(
unm,l(κ1(s))
)
Π˜ldWs, z
)
H
]
→ E
[
ψ
∫ T
0
(b∞(s)dWs, z)H
]
.
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Similarly, the linear operator
S˜3 : L
2([0, T ]× Ω× E,P ⊗ E , dt⊗ P⊗ ν;H)→ L2(Ω;R)
S˜3(g) :=
∫ T
0
∫
E
g(s, ξ)N˜(ds, dξ)
is bounded and continuous with respect to the weak topologies. Therefore
J˜3 = E
[
ψ
∫ T
0
∫
E
(
ΠnF˜
m,l
s
(
unm,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
]
→ E
[
ψ
∫ T
0
∫
E
(f∞(s, ξ), z)H N˜(ds, dξ)
]
.
It is easy to check that R˜1 → 0 as m → ∞. By using u
n
m,l(T ) ⇀ uT∞, equation (18) is
obtained.
Step 3. Let (n,m, l) be a subsequence which satisfies items (i)-(vi) of Step 2. Here n,m, l
tend to infinity and CB(n)/m converges to zero. Then for all y ∈ GBF
Iy(ζ, a∞, b∞, f∞) + lim inf E
∥∥unm,l(T )∥∥2H − E ‖uT∞‖2H ≤ 0.
Proof of Step 3. Define
Inm,l(y) := E
∫ T
0
[ 〈
As
(
unm,l(s)
)
− As(ys), u
n
m,l(s)− ys
〉
+
∥∥∥ΠnBs (unm,l(s)) Π˜l −ΠnBs(ys)∥∥∥2
2
+
∫
E
∥∥ΠnFs (unm,l(s), ξ)−ΠnFs(ys, ξ)∥∥2H ν(dξ)
]
ds .
Using the monotonicity condition (C1), it is obvious to see that Inm,l(y) ≤ 0. By taking the
sum of inequality (15) over 2 ≤ i ≤ m and using λ ≤ 1, we get
E
∥∥unm,l(T )∥∥2H ≤ E ‖ζ‖2H + δmCB(n)E
∫ T−δm
0
∥∥As (unm,l(s))∥∥2V ∗ λ(s)−1ds
+ E
∫ T
0
[
2
〈
unm,l(s), As
(
unm,l(s)
)〉
+
∥∥∥ΠnBs (unm,l(s)) Π˜l∥∥∥2
2
+
∫
E
∥∥ΠnFs (unm,l(s), ξ)∥∥2H ν(dξ)
]
ds
− E
∫ T
T−δm
2
〈
unm,l(s), As
(
unm,l(s)
)〉
ds .
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Thus
0 ≥ Inm,l(y) ≥ E
∥∥unm,l(T )∥∥2H − E ‖ζ‖2H + E
∫ T
0
2 〈As(ys), ys〉 ds
+ J1 + J2 − 2(J3 + J4 + J5 + J6)−R1 + 2R2 ,
(22)
where
J1 := E
∫ T
0
‖ΠnBs(ys)‖
2
2 ds→ E
∫ T
0
‖Bs(ys)‖
2
2 ds,
J2 := E
∫ T
0
∫
E
‖ΠnFs(ys, ξ)‖
2
H ν(dξ)ds→ E
∫ T
0
∫
E
‖Fs(ys, ξ)‖
2
H ν(dξ)ds,
J3 := E
∫ T
0
〈
As
(
unm,l(s)
)
, ys
〉
ds→ E
∫ T
0
〈a∞, ys〉 ds,
J4 := E
∫ T
0
〈
As(ys), u
n
m,l(s)
〉
ds→ E
∫ T
0
〈As(ys), u¯∞〉 ds,
J5 := E
∫ T
0
〈
ΠnBs(ys),ΠnBs
(
unm,l(s)
)
Π˜l
〉
2
ds,
J6 := E
∫ T
0
∫
E
(
ΠnFs(ys, ξ),ΠnFs
(
unm,l(s), ξ
))
H
ν(dξ)ds,
and
R1 := δmCB(n)E
∫ T−δm
0
∥∥As (unm,l(s))∥∥2V ∗ λ(s)−1ds→ 0,
R2 := E
∫ T
T−δm
〈
unm,l(s), As
(
unm,l(s)
)〉
ds.
Now it remains to identify the limits of J5, J6 and R2. By parts (i) and (iii) of Step 1,
Cauchy-Schwarz inequality and 0 < λ ≤ 1, we get that
R22 ≤
(
E
∫ T
T−δm
∥∥unm,l(s)∥∥2H ds
)(
E
∫ T
0
∥∥ΠnAs (unm,l(s))∥∥2H ds
)
≤ 2δmCB(n)
(
sup
0≤i≤m
E
∥∥unm,l(ti)∥∥2H
)∥∥A· (unm,l(·))∥∥2L 2
V ∗
(λ−1)
→ 0 .
Now consider J5 and J6. Define a bounded linear operator Tm from H = L
2([0, T ] × Ω ×
E,BF ⊗ E , dt⊗ P⊗ ν;H) or L 2L2(U,H)(BF) into themselves as
Tm(Z)(t) :=


δ−1m
∫ ti
ti−1
Z(s)ds ti−2 < t ≤ ti−1, 1 ≤ i ≤ m,
0 otherwise.
It is easy to check that the induced operator norm of Tm is equal to 1. We know from
functional analysis that for every Z ∈ H or Z ∈ L 2L2(U,H)(BF), when m → ∞, Tm(Z)
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converges to Z in L2. Define the operator Sl on H as
Sl(Z)(t, ξ) :=


(ν(Elj))
−1
∫
Elj
Z(t, η)ν(dη) ξ ∈ Elj , 1 ≤ j ≤ rl,
0 otherwise,
with the convention 0/0 := 0. The operator norm of Sl is also 1. Since ν⊗dt is σ-finite Borel
measure, there is a sequence of random functions Zn(ω) ∈ C([0, T ] × E), ω ∈ Ω, having a
support contained in [0, T ]×En, such that Zn → Z in H as n→∞. Let ε > 0 be arbitrary.
For large enough n ∈ N, we have
E
∫ T
0
∫
E
‖Z(t, ξ)− Sl(Z)(t, ξ)‖
2
H ν(dξ)dt ≤ E
∫ T
0
∫
En
‖Zn(t, ξ)− Sl(Zn)(t, ξ)‖
2
H ν(dξ)dt+ ε
Since the diameter of Elj , 1 ≤ j ≤ rl is less than εl and εl → 0 as l →∞, we get by continuity
of Zn that
lim
l→∞
E
∫ T
0
∫
E
‖Z(t, ξ)− Sl(Z)(t, ξ)‖
2
H ν(dξ)dt
≤ lim
l→∞
E
∫ T
0
∫
En
‖Zn(t, ξ)− Sl(Zn)(t, ξ)‖
2
H ν(dξ)dt + ε = ε.
Since ε > 0 is arbitrary, this implies that Sl(Z) converges to Z in H as l →∞.
One can show that
J5 = E
∫ T
0
〈
Tm (ΠnB·(y·)) ,ΠnB˜
m
s
(
unm,l (κ1(s))
)
Π˜l
〉
2
ds
and
J6 = E
∫ T
0
∫
E
(
Sl ◦ Tm (ΠnF·(y·, ·)) ,ΠnF˜
m,l
s
(
unm,l (κ1(s)) , ξ
))
H
ν(dξ)ds.
From the uniform boundedness of the operators Πn, Tm and Sl and their convergence, it
follows that
J5 → E
∫ T
0
∫
E
〈Bs(ys), b∞(s)〉2 ds
and
J6 → E
∫ T
0
∫
E
(Fs(ys, ξ), f∞ (s, ξ))H ν(dξ)ds .
Now the limits of all terms in the inequality (22), except E
∥∥unm,l(T )∥∥2H , have been identified.
Since unm,l(T ) ⇀ uT∞, we can write
d := lim inf E
∥∥unm,l(T )∥∥2H − E ‖uT∞‖2H ≥ 0.
By Theorem 2.8, u¯∞ has an adapted ca`dla`g H-valued modification, denoted by u∞, such
that almost surely for all t ∈ [0, T ]
u∞(t) = ζ +
∫ t
0
a∞(s)ds+
∫ t
0
b∞(s)dWs +
∫ t
0
∫
E
f∞(s, ξ)N˜(ds, dξ).
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This equation for t = T , together with the equation (18), implies that u∞(T ) = uT∞ a.s. By
Itoˆ’s formula (see Theorem 2.8), we have that
E ‖uT∞‖
2
H
= E ‖ζ‖2H + E
∫ T
0
[
2 〈a∞(s), u¯∞(s)〉+ ‖b∞(s)‖
2
2 +
∫
E
‖f∞(s, ξ)‖
2
H ν(dξ)
]
ds .
Therefore inequality (22) implies that
0 ≥ d+ Iy(ζ, a∞, b∞, f∞).
Hence by Theorem 2.10, u∞ must be a solution of equation (1) which is unique. Setting
y = u∞, we get d = 0 which implies that a subsequence of u
n
m,l(T ) converges strongly in
L2 (Ω,P;H) to u∞(T ). Since there exist a unique limit for any convergent subsequence of
unm,l and u
n
m,l(T ), and every subsequence of them has a convergent subsequence, all sequences
converge. Thus the proof of theorem is complete.
4.2 Convergence of the Implicit Schemes
The poof of Theorem 3.4 is based on [10, Proposition 3.4].
Proposition 4.2. [10] Let D : V → V ∗ be such that:
(i) D is monotone, i.e. for every x, y ∈ V , 〈D(x)−D(y), x− y〉 ≥ 0.
(ii) D is hemicontinuous, i.e. limε→0 〈D(x+ εy), z〉 = 〈D(x), z〉 for every x, y, z ∈ V .
(iii) D satisfies the growth condition, i.e. there exists K > 0 such that for every x ∈ V ,
‖D(x)‖V ∗ ≤ K(1 + ‖x‖
p−1
V ).
(iv) D is coercive, i.e. there exists constants C1 > 0 and C2 ≥ 0 such that
〈D(x), x〉 ≥ C1 ‖x‖
p
V − C2, ∀x ∈ V
Then for every y ∈ V ∗, there exists x ∈ V such that D(x) = y and
‖x‖pV ≤
C1 + 2C2
C1
+
1
C21
‖y‖2V ∗ .
If there exists a positive constant C3 such that
〈D(x1)−D(x2), x1 − x2〉 ≥ C3 ‖x1 − x2‖
2
V ∗ , x1, x2 ∈ V, (23)
then for any y ∈ V ∗, the equation D(x) = y has a unique solution x ∈ V .
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Proof of Theorem 3.4. Let Id : V → V and Idn : Vn → Vn be the identity maps. It is easy
to check that the operators
D = Id−
∫ ti
ti−1
As(x)ds ,
Dn = Idn −
∫ ti
ti−1
ΠnAs(x)ds ,
have the properties (i)-(iv) stated in Proposition 4.2 and satisfy (23). Using Proposition
4.2, each of equations D(x) = y and Dn(x) = y has unique solution. According to (23),
D−1 and D−1n are continuous and hence they are measurable. So the existence of unique
Fti-measurable solutions to (12) and (13) follows inductively. We use induction on i to prove
that E
∥∥un,m,l(ti)∥∥pV < ∞. The proof of E ∥∥um,l(ti)∥∥pV < ∞ is the same. According to the
previous proposition, we get that∥∥un,m,l(ti)∥∥pV ≤ C ′1 + C ′2 ‖y‖2V ∗ .
where
y = un,m,l(ti−1) + ΠnB˜
m
ti
(
un,m,l(ti−1)
) (
W lti −W
l
ti−1
)
+
∫
E
ΠnF˜
m,l
ti
(
un,m,l(ti−1), ξ
)
N˜ ((ti−1, ti], dξ) .
Let us estimate E ‖y‖2V ∗ . Using Proposition 2.2 we have
E ‖y‖2V ∗ ≤ CE ‖y‖
2
H
≤ CE
∥∥un,m,l(ti−1)∥∥2H + CδmE
∥∥∥ΠnB˜mti (un,m,l(ti−1))∥∥∥2
2
+
+ Cδm
∫
E
E
∥∥∥ΠnF˜m,lti (un,m,l(ti−1), ξ)∥∥∥2
H
ν(dξ)
≤ CE
∥∥un,m,l(ti−1)∥∥2H + Cδ−1m E
∥∥∥∥
∫ ti−1
ti−2
ΠnBs
(
un,m,l(ti−1)
)
ds
∥∥∥∥
2
2
+ Cδ−1m
∑
1≤j≤rl
(
ν(Elj)
)−1
E
∥∥∥∥∥
∫ ti−1
ti−2
∫
Elj
ΠnFs
(
un,m,l(ti), ξ
)
ν(dξ)ds
∥∥∥∥∥
2
H
≤ CE
∥∥un,m,l(ti−1)∥∥2H
+ CE
∫ ti−1
ti−2
[∥∥Bs (un,m,l(ti−1))∥∥22 ds +
∫
E
∥∥Fs (un,m,l(ti−1), ξ)∥∥2H ν(dξ)
]
ds
≤ CE
∥∥un,m,l(ti−1)∥∥2H
+ CE
∫ ti−1
ti−2
[
2α
∥∥un,m,l(ti−1)∥∥pV λ(s) + K¯1(s) ∥∥un,m,l(ti−1)∥∥2H +K3(s)
]
ds
≤ C
(
1 + E
∥∥un,m,l(ti−1)∥∥pV ) .
So, if E
∥∥un,m,l(ti−1)∥∥pV <∞, then E ∥∥un,m,l(ti)∥∥pV <∞ too, and the proof of Theorem 3.4 is
complete.
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Proof of Theorem 3.5. The integral form of the implicit scheme is
un,m,l(t) = Πnζ +
∫ κ2(t)
0
ΠnAs
(
un,m,l(s)
)
ds
+
∫ κ2(t)
0
ΠnB˜
m
s
(
un,m,l (κ1(s))
)
dW ls
+
∫ κ2(t)
0
∫
E
ΠnF˜
m,l
s
(
un,m,l (κ1(s)) , ξ
)
N˜(ds, dξ).
(24)
Step 1. There exist an integer number m0 and constant L > 0 such that for every m ≥ m0
and n, l ≥ 1 the value of∥∥un,m,l∥∥
L∞([0,T ],dt;L2(Ω;H))
+
∥∥un,m,l∥∥
L
p
V
(λ)
+
∥∥A· (un,m,l(·))∥∥L q
V ∗
(λ1−q)
+
∥∥∥ΠnB˜m· (un,m,l (κ1(·))) Π˜l∥∥∥
L 2
L2(U,H)
+
∥∥∥ΠnF˜m,l· (un,m,l (κ1(·)) , ∗)∥∥∥
L2([0,T ]×Ω×E;H)
(25)
is bounded by L. The same is true for um,l.
Proof of Step 1. We prove this step only for un,m,l. The proof for um,l can be done
similarly. We get from (13) that
E
∥∥un,m,l(ti)∥∥2H − E ∥∥un,m,l(ti−1)∥∥2H
≤ 2δmE
〈
ΠnA
m
ti
(
un,m,l(ti)
)
, un,m,l(ti)
〉
+ δmE
∥∥∥ΠnB˜mti (un,m,l(ti−1))∥∥∥2
2
+ δm
∫
E
E
∥∥∥ΠnF˜m,lti (un,m,l(ti−1), ξ)∥∥∥2
H
ν(dξ)
≤ 2E
∫ ti
ti−1
〈
un,m,l(ti), As
(
un,m,l(ti)
)〉
ds
+ E
∫ ti−1
ti−2
[∥∥ΠnBs (un,m,l(ti−1))∥∥22 +
∫
E
∥∥ΠnFs (un,m,l(ti−1), ξ)∥∥2H ν(dξ)
]
ds
(26)
Summing up the above inequalities with respect to i and using the coercivity condition we
obtain that
E
∥∥un,m,l(ti)∥∥2H ≤ E ‖ζ‖2H + E
∫ ti
0
[
2
〈
un,m,l(s), As
(
un,m,l(s)
)〉
+
∥∥ΠnBs (un,m,l(s))∥∥22 + ∥∥ΠnFs (un,m,l(s))∥∥2H
]
ds
≤ E ‖ζ‖2H + E
∫ ti
0
[
− λ(s)
∥∥un,m,l(s)∥∥p
V
+K1(s)
∥∥un,m,l(s)∥∥2
H
+ K¯1(s)
]
ds .
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It is evident that there exist some integer m1 such that for every m ≥ m1:
sup
1≤i≤m
∫ ti
ti−1
K1(s)ds ≤
1
2
.
So by taking αi :=
∫ ti
ti−1
K1(s)ds for 1 ≤ i ≤ m, one obtains that
1
2
E
∥∥un,m,l(ti)∥∥2H + E
∫ ti
0
λ(s)
∥∥un,m,l(s)∥∥p
V
ds ≤ C +
i−1∑
k=1
αkE
∥∥un,m,l(tk)∥∥2H . (27)
By using induction on i, it is easy to check that
E
∥∥un,m,l(ti)∥∥2H ≤ 2C(1 + 2α1)(1 + 2α2) · · · (1 + 2αi−1).
So
E
∥∥un,m,l(ti)∥∥2H ≤ 2C(1 + 2α1) · · · (1 + 2αm) ≤ 2C
(
1 +
2
∫ T
0
K1(s)ds
m
)m
,
and this inequality implies that
sup
n,l≥1,m≥m1
sup
s∈[0,T ]
E ‖un,m(s)‖2H <∞ .
Therefore by inequality (27), the boundedness of un,m,l in L pV (λ) follows. The boundedness
of A·
(
un,m,l(·)
)
in L qV ∗(λ
1−q) is obtained from the growth condition (C3). The boundedness
of the fourth and the fifth summand in relation (25) can be obtained in the same way as the
proof of parts (iv) and (v) of Step 1 in the proof of Theorem 3.3.
Step 2. Let (n,m, l) be a sequence such that m,n and l converge to infinity. Then it
contains a subsequence, denoted also by (n,m, l), such that
(i) un,m,l converges weakly in L pV (λ) to some progressively measurable process u¯∞,
(ii) un,m,l(T ) converges weakly in L2(Ω;H) to some random variable uT∞,
(iii) A·
(
un,m,l(·)
)
converges weakly in L qV ∗(λ
1−q) to some progressively measurable process
a∞,
(iv) ΠnB˜
m
·
(
un,m,l(κ1(·))
)
Π˜l converges weakly in L
2
L2(U,H)
(BF) to some process b∞,
(v) ΠnF˜
m,l
·
(
un,m,l(κ1(·)), ∗
)
converges weakly in L2([0, T ] × Ω × E,P ⊗ E , dt ⊗ P ⊗ ν;H)
to some process f∞,
(vi) (ζ, a∞, b∞, f∞) ∈ A and for all z ∈ V , and dt⊗ P-almost all (t, ω) we have
(u¯∞(t), z)H = (ζ, z)H +
∫ t
0
〈a∞(s), z〉ds+
∫ t
0
(b∞(s)dWs, z)H
+
∫ t
0
∫
E
(f∞(s, ξ), z)HN˜(ds, dξ)
(28)
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and for all z ∈ V , almost surely
(uT∞, z)H = (ζ, z)H +
∫ T
0
〈a∞(s), z〉ds+
∫ T
0
(z, b∞(s)dWs)H
+
∫ T
0
∫
E
(f∞(s, ξ), z)HN˜(ds, dξ) .
(29)
Proof of Step 2. The convergences in (i)-(v) directly follow from (25). The fact that u¯∞
and a∞ are progressively measurable can be shown similarly to the proof of the corresponding
statements in Step 2 of the proof of Theorem 3.3. It remains to prove (vi). Fix N ∈ N. It
is sufficient to verify (vi) for z ∈ VN , because
⋃∞
N=1 VN is dense in V . To verify (28), it is
sufficient to prove that for any ϕ ∈ L∞
R
,
E
∫ T
0
(u¯∞(t), z)H ϕ(t)λ(t)dt
= E
∫ T
0
(ζ, z)H ϕ(t)λ(t)dt + E
∫ T
0
(∫ t
0
〈a∞(s), z〉 ds
)
ϕ(t)λ(t)dt
+ E
∫ T
0
(∫ t
0
(b∞(s)dWs, z)H
)
ϕ(t)λ(t)dt
+ E
∫ T
0
(∫ t
0
∫
E
(f∞(s, ξ), z)H N˜(ds, dξ)
)
ϕ(t)λ(t)dt.
(30)
Note that the integral form of the implicit scheme (24) for z ∈ VN and n ≥ N , yields
(un,m,l(t), z)H = (ζ, z)H +
∫ κ2(t)
0
〈
As
(
un,m,l(s)
)
, z
〉
H
ds
+
∫ κ2(t)
0
(
z,ΠnB˜
m
s
(
un,m,l (κ1(s))
)
dW ls
)
H
+
∫ κ2(t)
0
∫
E
(
ΠnF˜
m,l
s
(
un,m,l (κ1(s))
)
, z
)
H
N˜(ds, dξ) .
Taking the inner products of both sides and ϕ, we get for n ≥ N ,
E
∫ T
0
(
un,m,l(t), z
)
H
ϕ(t)λ(t)dt = E
∫ T
0
(ζ, z)H ϕ(t)λ(t)dt + J1 + J2 + J3
− R1 − R2 − R3 ,
(31)
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where
J1 = E
∫ T
0
ϕ(t)
(∫ t
0
〈
As
(
un,m,l(s)
)
, z
〉
ds
)
λ(t)dt
→ E
∫ T
0
ϕ(t)
(∫ t
0
〈a∞(s), z〉 ds
)
λ(t)dt,
J2 = E
∫ T
0
ϕ(t)
∫ t
0
(
ΠnB˜
m
s
(
un,m,l(κ1(s))
)
Π˜ldWs, z
)
H
λ(t)dt
→ E
∫ T
0
ϕ(t)
∫ t
0
(b∞(s)dWs, z)H λ(t)dt,
J3 = E
∫ T
0
ϕ(t)
(∫ t
0
∫
E
(
ΠnF˜
m,l
s
(
un,m,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
)
λ(t)dt
→ E
∫ T
0
ϕ(t)
(∫ t
0
∫
E
(f∞(s, ξ), z)H N˜(ds, dξ)
)
λ(t)dt,
and
R1 = E
∫ T
0
ϕ(t)
(∫ κ2(t)
t
〈
As
(
un,m,l(s)
)
, z
〉
ds
)
λ(t)dt,
R2 = E
∫ T
0
ϕ(t)
∫ κ2(t)
t
(
ΠnB˜
m
s
(
un,m,l(κ1(s))
)
Π˜ldWs, z
)
H
λ(t)dt,
R3 = E
∫ T
0
ϕ(t)λ(t)
∫ κ2(t)
t
∫
E
(
ΠnF˜
m,l
s
(
un,m,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)dt.
The limits of Ji, i = 1, 2, 3 can be obtained similar to the limits of Ji, i = 1, 2, 3 of (20). Now
we wish to prove that the ”Ri”s tend to zero. Ho¨lder inequality yields
|R1| ≤ ‖ϕ‖L p
R
(λ)
(
E
∫ T
0
∣∣∣∣∣
∫ κ2(t)
t
〈
As
(
un,m,l(s)
)
, z
〉
ds
∣∣∣∣∣
q
λ(t)dt
)1/q
≤ C

E ∫ T
0
∣∣∣∣
∫ T
0
∥∥As (un,m,l(s))∥∥qV ∗ λ(s)1−qds
∣∣∣∣ ·
∣∣∣∣∣
∫ κ2(t)
t
λ(s)ds
∣∣∣∣∣
q/p
λ(t)dt


1/q
≤ C sup
0≤i≤m−1
(∫ ti+1
ti
λ(s)ds
)1/p
E
∫ T
0
∥∥As (un,m,l(s))∥∥qV ∗ λ(s)1−qds→ 0 .
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For R2, using Cauchy-Schwartz inequality we have
R22 =
∣∣∣∣∣E
∫ T
0
ϕ(t)
∫ κ2(t)
t
(
ΠnB˜
m
s
(
un,m,l(κ1(s))
)
Π˜ldWs, z
)
H
λ(t)dt
∣∣∣∣∣
2
≤ ‖ϕ‖2
L 2
R
E
∫ T
0
∣∣∣∣∣
∫ κ2(t)
t
(
ΠnB˜
m
s
(
un,m,l(κ1(s))
)
Π˜ldWs, z
)
H
∣∣∣∣∣
2
λ(t)dt
≤ C ‖z‖2 E
∫ T
0
∫ κ2(t)
t
∥∥∥ΠnB˜ms (un,m,l(κ1(s))) Π˜l∥∥∥2
2
dsλ(t)dt
≤ CδmE
∫ T
0
∥∥∥ΠnB˜mt (un,m,l(κ1(t))) Π˜l∥∥∥2
2
λ(t)dt
≤ C sup
0≤i≤m−1
(∫ ti+1
ti
λ(s)ds
)
E
∫ T
0
∥∥∥ΠnB˜mt (un,m,l(κ1(t))) Π˜l∥∥∥2
2
dt .
Thus R2 → 0 when m→∞. Finally the computation for R3 is as follows:
R23 =
∣∣∣∣∣E
∫ T
0
ϕ(t)λ(t)
∫ κ2(t)
t
∫
E
(
ΠnF˜
m,l
s
(
un,m,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)dt
∣∣∣∣∣
2
≤ ‖ϕ‖2
L 2
R
E
∫ T
0
∣∣∣∣∣
∫ κ2(t)
t
∫
E
(
ΠnF˜
m,l
s
(
un,m,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
∣∣∣∣∣
2
λ(t)dt
≤ Cδm ‖z‖
2
V E
∫ T
0
∫
E
∥∥∥ΠnF˜m,lt (un,m,l(κ1(t)), ξ)∥∥∥2
H
ν(dξ)λ(t)dt
≤ C sup
0≤i≤m−1
(∫ ti+1
ti
λ(s)ds
)
E
∫ T
0
∫
E
∥∥∥ΠnF˜m,lt (un,m,l(κ1(t)), ξ)∥∥∥2
H
ν(dξ)dt
implies that R3 → 0 when m → ∞. Now we have proven that the limit of right hand side
of equation (31) is the right hand side of equation (30). By the fact that un,m,l ⇀ u¯∞, we
deduce the similar result for the left hand side, so equation (30) is proved. It remains to
prove (29). Both sides of this equation belong to the Hilbert space L2(Ω;R), so it is sufficient
to prove that for every ψ ∈ L∞(Ω;R) and for z ∈ VN
E [ψ (uT∞, z)H ] = E [ψ(ζ, z)H ] + E
[
ψ
∫ T
0
〈a∞(s), z〉 ds
]
+ E
[
ψ
∫ T
0
(b∞(s)dWs, z)H
]
+ E
[
ψ
∫ T
0
∫
E
(f∞(s, ξ), z)H N˜(ds, dξ)
]
.
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Fix N ∈ N and z ∈ VN . Using equation (24), we get for n ≥ N that
(un,m,l(T ), z)H = (ζ, z)H1{t>t0} +
∫ T
0
〈
As
(
un,m,l(s)
)
, z
〉
H
ds
+
∫ T
0
(
z,ΠnB˜
m
s
(
un,m,l (κ1(s))
)
Π˜ldWs
)
H
+
∫ T
0
∫
E
(
ΠnF˜
m,l
s
(
un,m,l (κ1(s))
)
, z
)
H
N˜(ds, dξ) .
Taking the inner products of both sides and ψ, we get for n ≥ N
E
[
ψ(un,m,l(T ), z)H
]
= E [ψ(ζ, z)H ] + J˜1 + J˜2 + J˜3 ,
where
J˜1 = E
[
ψ
∫ T
0
〈
As
(
un,m,l(s)
)
, z
〉
ds
]
→ E
[
ψ
∫ T
0
〈a∞(s), z〉 ds
]
,
J˜2 = E
[
ψ
∫ T
0
(
ΠnB˜
m
s
(
un,m,l(κ1(s))
)
Π˜ldWs, z
)
H
]
→ E
[
ψ
∫ T
0
(b∞(s)dWs, z)H
]
,
J˜3 = E
[
ψ
∫ T
0
∫
E
(
ΠnF˜
m,l
s
(
un,m,l(κ1(s)), ξ
)
, z
)
H
N˜(ds, dξ)
]
→ E
[
ψ
∫ T
0
∫
E
(f∞(s, ξ), z)H N˜(ds, dξ)
]
.
The limits are obtained similarly as the limits of the corresponding terms in (21). So (29) is
proved.
Step 3. Let (n,m, l) be a subsequence which satisfies items (i)-(vi) of the previous step.
Then for all y ∈ GBF
Iy(ζ, a∞, b∞, f∞) + lim inf E
∥∥un,m,l(T )∥∥2
H
− E ‖uT∞‖
2
H ≤ 0.
Proof of Step 3. Define
In,m,l(y) := E
∫ T
0
[ 〈
As
(
un,m,l(s)
)
− As(ys), u
n,m,l(s)− ys
〉
+
∥∥∥ΠnBs (un,m,l(s)) Π˜l − ΠnBs(ys)∥∥∥2
2
+
∫
E
∥∥ΠnFs (un,m,l(s), ξ)− ΠnFs(ys, ξ)∥∥2H ν(dξ)
]
ds .
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The monotonicity condition (C1) implies that In,m,l(y) ≤ 0. Summing up inequality (26)
with respect to i, 1 ≤ i ≤ m, we get
E
∥∥un,m,l(T )∥∥2
H
≤ E ‖ζ‖2H + E
∫ T
0
[
2
〈
un,m,l(s), As
(
un,m,l(s)
)〉
+
∥∥∥ΠnBs (un,m,l(s)) Π˜l∥∥∥2
2
+
∫
E
∥∥ΠnFs (un,m,l(s), ξ)∥∥2H ν(dξ)
]
ds.
Thus
0 ≥ In,m,l(y) ≥ E
∥∥un,m,l(T )∥∥2
H
− E ‖ζ‖2H + E
∫ T
0
2 〈As(ys), ys〉 ds
+ J1 + J2 − 2(J3 + J4 + J5 + J6) , (32)
where
J1 := E
∫ T
0
‖ΠnBs(ys)‖
2
2 ds→ E
∫ T
0
‖Bs(ys)‖
2
2 ds,
J2 := E
∫ T
0
∫
E
‖ΠnFs(ys, ξ)‖
2
H ν(dξ)ds→ E
∫ T
0
∫
E
‖Fs(ys, ξ)‖
2
H ν(dξ)ds,
J3 := E
∫ T
0
〈
As
(
un,m,l(s)
)
, ys
〉
ds→ E
∫ T
0
〈a∞, ys〉 ds,
J4 := E
∫ T
0
〈
As(ys), u
n,m,l(s)
〉
ds→ E
∫ T
0
〈As(ys), u¯∞〉 ds,
J5 := E
∫ T
0
〈
ΠnBs(ys),ΠnBs
(
un,m,l(s)
)
Π˜l
〉
2
ds,
J6 := E
∫ T
0
∫
E
(
ΠnFs(ys, ξ),ΠnFs
(
un,m,l(s), ξ
))
H
ν(dξ)ds.
The limits of J5, J6 can be proven similar to the limits of J5 and J6 in (22) and it can be
obtained that
J5 → E
∫ T
0
∫
E
〈Bs(ys), b∞(s)〉2 ds
and
J6 → E
∫ T
0
∫
E
(Fs(ys, ξ), f∞ (s, ξ))H ν(dξ)ds .
Since un,m,l(T )⇀ uT∞, we can write
d := lim inf E
∥∥un,m,l(T )∥∥2
H
− E ‖uT∞‖
2
H ≥ 0.
By Step 2 and Theorem 2.8, u¯∞ has an adapted ca`dla`g H-valued modification, denoted with
u∞, such that almost surely for all t ∈ [0, T ]
u∞(t) = ζ +
∫ t
0
a∞(s)ds+
∫ t
0
b∞(s)dWs +
∫ t
0
∫
E
f∞(s, ξ)N˜(ds, dξ).
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This equation for t = T together with the equation (29) implies u∞(T ) = uT∞ a.s.. By Itoˆ’s
formula (see Theorem 2.8), we have
E ‖uT∞‖
2
H = E ‖u∞(T )‖
2
H
= E ‖ζ‖2H + E
∫ T
0
[
2 〈a∞(s), u¯∞(s)〉+ ‖b∞(s)‖
2
2 +
∫
E
‖f∞(s, ξ)‖
2
H ν(dξ)
]
ds .
Therefore inequality (32) implies that
0 ≥ d+ Iy(ζ, a∞, b∞, f∞).
Hence by Theorem 2.10, u∞ must be a solution of equation (1) which is unique. By setting
y = u∞ one obtains that d = 0. The weak convergence of u
n,m,l(T ), combined with the
fact that d = 0, implies that a subsequence of un,m,l(T ) converges strongly in L2(Ω,P;H)
to u∞(T ). Since there exist unique limits for any convergent subsequences of u
n,m,l and
un,m,l(T ), and on the other hand each subsequence of these sequences has a convergent
subsequence, the whole sequences un,m,l and un,m,l(T ) converge. Thus the proof of theorem
is complete.
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