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Universal short-time quantum critical dynamics in imaginary time
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Sun Yat-sen University, Guangzhou 510275, People’s Republic of China
We propose a scaling theory for the universal imaginary-time quantum critical dynamics for both
short times and long times. We discover that there exists a universal critical initial slip related
to a small initial order parameter M0. In this stage, the order parameter M increases with the
imaginary time τ as M ∝ M0τ
θ with a universal initial slip exponent θ. For the one-dimensional
transverse-field Ising model, we estimate θ to be 0.373, which is markedly distinct from its classical
counterpart. Apart from the local order parameter, we also show that the entanglement entropy
exhibits universal behavior in the short-time region. As the critical exponents in the early stage and
in equilibrium are identical, we apply the short-time dynamics method to determine quantum critical
properties. The method is generally applicable in both the Landau-Ginzburg-Wilson paradigm and
topological phase transitions.
PACS numbers: 05.30.-d, 64.70.Tg, 64.60.Ht
I. INTRODUCTION
Universal properties exhibited in continuous quantum
phase transitions are controlled by low energy levels.1,2
These universal properties are often described by criti-
cal exponents which are not sensitive to the microscopic
information of a system. It is well known that the uni-
versal static properties of a d dimensional quantum sys-
tem correspond to those of a d + 1 dimensional classi-
cal system.1,2 This correspondence can be seen from the
imaginary-time path integral.1,2 However, there is no di-
rect mapping between classical and quantum dynamics.
It is thus expected that dynamic quantum criticality has
some unique properties.3,4 In fact, in contrast to the clas-
sical one, quantum critical dynamics cannot be separated
from the statics.1,2 Therefore, dynamics is pivotal to un-
derstand quantum phase transitions. Besides its funda-
mental interest, it may lead to better control in adiabatic
quantum computations.3
A lot of efforts have indeed been devoted to understand
dynamic quantum criticality. Experimental advances
have provided effective platforms to manipulate and ob-
serve accurately dynamic quantum critical behavior.5–8
When a system is driven across its quantum critical point,
the Kibble-Zurek mechanism3,4,7–11 predicts the scaling
of the density of defects generated due to the breakdown
of adiabaticity in the impulse region. Finite-time scaling
just fits the nonequilibrium dynamics in this region in
which the driving time is shorter than the reaction time
and accounts for the scaling found in the region.12–15
When a system is subjected to a sudden quench near
its quantum critical point, universal properties have also
been found at long times when properties of the ground
state dominate.16–23
Here, we shall focus on universal behavior in short
times after a sudden quench. Apparently, this short-time
dynamics depends on the realization of the initial states.
When a system is suddenly quenched off its critical point,
universal short-time behavior has been shown to exist,24
because at short times, dynamic behavior is still con-
trolled by the energy levels near the ground state. A
universal scaling relation connecting the short-time dy-
namics to the long-time dynamics was also found.24 In
contrast, when a parameter is initially set at a noncritical
value and then suddenly quenched to the critical point,
does universal short-time behavior exist either?
This question is partly motivated by the discovery and
application of universal short-time dynamics in the relax-
ational critical process in classical phase transitions.25–27
When a classical system is suddenly quenched from very
high temperature with a small magnetization M0 and
vanishing correlation to the critical region, it has been
found that there exists a new short-time stage showing
universal behavior.25 Right after the quench, the evolu-
tion of the system is dominated by microscopic details
and so no universal scaling behavior exists. At long
times, the system comes to the period characterized by
the familiar power-law decay. In this region, the order
parameter varies with time as M ∼ t−β/νz, where β and
ν are static critical exponents defined by M ∼ (T − Tc)β
(T is the temperature and Tc the critical temperature)
and the correlation length ξ ∼ (T − Tc)−ν , respectively,
in the equilibrium situation and z is the dynamic critical
exponent defined by ζ ∼ ξz with ζ being the correlation
time. In between, the system enters the short-time stage
characterized by a “critical initial slip”,25 where M in-
creases surprisingly as M ∼ M0tθ with a new universal
initial-slip exponent θ. As the short-time dynamics over-
comes the difficulties induced by critical slowing down, it
has become a powerful method to determine the critical
properties.26,27
Some efforts have been attempted to extend this kind
of short-time dynamics into quantum situations.28,29 The
results obtained cannot, however, fully reflect the quan-
tum properties. For instance, in the one dimensional
(1D) transverse field Ising model, the dynamic exponent
obtained based on the Metropolis dynamics of quantum
Monte Carlo is z = 1.883(7),29 which apparently dis-
agrees with the exact result z = 1.1,2 This is because
the Metropolis dynamics cannot catch the properties of
2quantum dynamics.28,30 Therefore, in contrast to the
Kibble-Zurek mechanism which has been proved to be
applicable in both quantum and classical dynamics,3,4
it is still unclear whether similar short-time dynamics is
applicable to quantum situations or not.
Study of real-time quantum dynamics is hindered
by lack of effective numerical methods. For example,
powerful Monte Carlo methods fail to grasp the uni-
tary properties of quantum dynamics because of the
sign problem.30 It is also a challenge to calculate real-
time evolution in density-matrix renormalization-group
methods.31 Fortunately, recent studies of imaginary-time
quantum dynamics shed some light on this problem.32
Firstly, imaginary-time evolutions are readily realized in
quantum Monte Carlo32–34 and time-dependent density-
matrix renormalization-group methods35–37 and are in
fact a popular method in determining the ground
state.35–38 Secondly, some properties are shared in both
real-time and imaginary-time evolutions. For example,
a critical quench in the imaginary-time direction con-
firms the Kibble-Zurek mechanism predicted in real-time
dynamics.32 Another example is that the universal real-
time dynamic behavior of the kinetic energy per length
in the Tomonaga-Luttinger model is the same as its
imaginary-time evolution except the early oscillations in
the real-time situation.20 So, imaginary-time evolutions
have demonstrated their power in the study of quantum
dynamics, although analytic continuation does not al-
ways work.39
In this paper, we explore primarily the universal prop-
erties of short-time quantum critical dynamics in the
imaginary time direction. A scaling theory is proposed
which can account for both the short-time and long-time
universal properties. The initial state is chosen to be a
direct product state with a vanishing correlation length.
Such a state has no entanglement and can have an arbi-
trarily small magnetization M0. Similar to the classical
situation, a universal critical initial slip characterized by
M ∝M0τθ for small M0 appears after the non-universal
transient in imaginary time τ . However, θ = 0.373 for the
1D transverse field Ising model, in sharp difference from
its classical counterpart, which is 0.191(1)27,40,42–44 for
the 2D classical Ising model. Thus θ is a new quantum
dynamic exponent. Besides θ, the universal short-time
dynamics is also characterized by critical exponents that
are identical with those describing the long-time behav-
ior.
An effective method based on the short imaginary-time
quantum-critical dynamics (SITQCD) is then developed
to determine the quantum critical properties. An ap-
parent advantage is that this method circumvents criti-
cal slowing down which also manifests in quantum phase
transitions. We shall show that this method is applica-
ble to phase transitions both in the Landau-Ginzburg-
Wilson paradigm and of topological nature.
The rest of the paper is organized as follows. After in-
troducing briefly the imaginary-time evolution in Sec. II,
we propose a scaling theory to describe the universal
imaginary-time quantum critical dynamics both for short
times and long times in Sec. III. In Sec. IV, we verify
the scaling theory using mainly the 1D transverse field
Ising model as an example. A mean-field theory is devel-
oped which conforms with the scaling theory but yields
no initial slip. Numerical solutions of the models are then
utilized to verify the universal short-time behavior. The
initial-slip exponent θ is determined and the full scaling
forms are verified for both short-time and long-time be-
haviors. These scaling forms are then employed back as
an effective method to determine the critical properties
in Sec. V. We first benchmark the method with the 1D
Ising model. Then we apply it to determine the criti-
cal properties of the topological phase transition in the
anisotropic spin-1 Heisenberg model. Short real-time dy-
namics is discussed in Sec. VI and a summary is given
in Sec. VII.
II. IMAGINARY TIME EVOLUTION AND
LONG TIME BEHAVIOR
In this section, we briefly review the imaginary time
evolution of a quantum system described by a Hamilto-
nian H . Evolution of a quantum state |ψ(t)〉 is given by
the time-dependent Schro¨dinger equation with an initial
wave function |ψ0〉 = |ψ(0)〉. To describe the imaginary-
time evolution, t is replaced by −iτ and the Plank con-
stant is set to 1, and Schro¨dinger’s equation becomes38
∂
∂τ
|ψ(τ)〉 = −H |ψ(τ)〉, (1)
with the normalization condition 〈ψ(τ)|ψ(τ)〉 = 1. Its
formal solution is
|ψ(τ)〉 = Zexp(−Hτ)|ψ0〉, (2)
where Z = 1/‖exp(−Hτ)|ψ0〉‖ is the normalization fac-
tor and ‖  ‖ denotes a modulo operation.
The long time behavior of the evolution can be rec-
ognized from Eq. (2). For an initial state with nonzero
projection on the ground state, |ψ(τ)〉 can be explicitly
calculated by expanding the initial state |ψ0〉 in the en-
ergy representation
|ψ(τ)〉 = Z
∑
i
cie
−Eiτ |Ei〉
= Ze−E0τ
∑
i
cie
−(Ei−E0)τ |Ei〉
∼ c0|E0〉+ c1e−∆τ |E1〉,
(3)
where ci = 〈Ei|ψ0〉, |Ei〉 is the ith eigenstate of H with
the eigenvalue Ei ordered with i and ∆ = E1 − E0 rep-
resents the energy gap of the system. In the third line
of Eq. (3), we have discarded an overall factor. Also, the
contributions from higher energy levels have been ignored
as they decay much faster than the contribution from the
first excited state. From Eq. (3), it can be seen that the
3coefficients of the excited states decay exponentially at
long times and the characteristic decay time is the cor-
relation time ζτ ∼ ∆−1. As a consequence, for a gapped
system, its ground state can be readily found.35–38 Un-
fortunately, when a system approaches its critical point,
∆ → 0 and thus ζτ tends to infinity. This is the critical
slowing down occurring with critical behavior in quan-
tum phase transitions. Here we are interested in whether
or not there exists any universal behavior hidden in the
short times.
III. SCALING THEORY OF UNIVERSAL
IMAGINARY-TIME QUANTUM CRITICAL
DYNAMICS
In this section, we propose a phenomenological scaling
theory for SITQCD and apply it to the von Neumann
entropy for entanglement in a 1D quantum system. We
choose the initial state as a direct product state with a
small initial value of order parameter M0. Therefore at
τ = 0, the correlation length and the correlation time are
both zero.
In analogy with the classical situation,25,27 we suggest
that after a transient period of a microscopic time scale
τmic, the scaling transformation of the order parameter
M near a quantum critical point is given by
M(τ, g,M0) = b
−β/νM(τb−z, gb1/ν ,M0b
x0) (4)
for a rescaling of factor b, where g is the distance to the
quantum critical point and x0 is a new exponent to be
related to the initial exponent θ below. We have ne-
glected dimensional factors for simplicity. Equation (4)
is assumed to describe the universal behavior of the order
parameter in both long times and short times after τmic.
To see the initial slip, one chooses b = τ1/z and Eq. (4)
becomes
M(τ, g,M0) = τ
−β/νzfM (gτ
1/νz ,M0τ
x0/z), (5)
where fM is a scaling function related to M (similar def-
initions will always be implied). For g = 0 and small
M0τ
x0/z, we expand the right hand side of Eq. (5) in its
second argument and find
M(τ,M0) =M0τ
θf
′
M (0, 0) + τ
−β/νzO((M0τ
x0/z)3) (6)
with θ satisfying a scaling law
x0 = θz + β/ν (7)
similar to the classical case,25 where the prime denotes
a partial derivative with an argument. In (6), we have
dropped even order terms because M must have identi-
cal sign with M0 and so is an odd function of M0. From
Eq. (6), one sees that when τ is small,M(τ,M0) ∝M0τθ.
This is the critical initial slip in which M increases with
τ . Near τcr ∼ M−z/x00 , there happens a crossover from
the initial slip to the power-law decay stage in which
M ∼ τ−β/νz ,25 because at late times the initial condi-
tion becomes irrelevant and so does the related argu-
ment. Note that τcr decreases as M0 increases similar
to the classical case.25,40
The effect of deviations from the critical point can be
taken into account. For g 6= 0, f ′M is now a function
of gτ1/νz . So, if this argument is small, i.e., τ ≪ ζ,
which means that the (imaginary) time is shorter than
the correlation time, we can expand in it and get
M ≃M0τθf
′
M (0, 0) + ∆M (8)
with
∆M ≡ τθ+1/νzM0gf
′′
M (0, 0) (9)
being the leading contribution from the finite g, where
Eq. (7) has been used. The reason for this cross term is
that if M0 = 0, M will keeps zero in both the paramag-
netic and the ferromagnetic phases after a quench start-
ing from the paramagnetic phase. Equation (9) shows
that for g 6= 0, ∆M deviates from M0τθf ′M to different
directions depending on the sign of g.
We can of course choose different rescaling factors and
obtain different scaling forms from Eq. (4) such as
M(τ, g,M0) = g
βfM1(τ
−1g−νz,M0g
−νx0), (10)
and
M(τ, g,M0) =M
β/νx0
0 fM2(τM
z/x0
0 , gM
−1/νx0
0 ), (11)
where fM1(X,Y ) = X
−β/νzfM (X
1/νz, Xx0/zY ) and
fM2(X,Y ) = X
−β/νzfM (X
1/νzY,Xx0/z). The initial
slip appears when gM
−1/νx0
0 ≪ 1 as well as τgνz ≪ 1
and τM
z/x0
0 ≪ 1, while the long-time decay occurs in
the other limits. Crossovers happen near gcr ∼ M1/νx00 ,
τcr(g) ∼ g−νz ∼ ζ as well as τcr, respectively. These scal-
ing forms all describe the same scaling behavior and any
one can be applied to study both short-time and long-
time behaviors as they are related to each other.
A peculiar property in quantum criticality is the entan-
glement near the critical point. Entanglement is usually
measured by the von Neumann entropy, which is defined
by S = −Tr(ρlogρ), where ρ is the reduced density matrix
of half of the system.45–47 For a 1D system near its critical
point, S = (c/6)logξ, where c is the central charge.45–47
This property is shared by both symmetry-breaking
phase transitions and topological phase transitions.45,46
For the universal short imaginary time evolution, substi-
tuting ξ = τ1/zfξ(gτ
1/νz ,M0τ
x0/z) into S leads to
S(τ, g,M0) =
c
6z
logτ +
c
6
logfξ(gτ
1/νz ,M0τ
x0/z). (12)
Thus we have
∆S(τ, g,M0) ≡ S(τ, g,M0)− S(τ, 0, 0)
= fS(gτ
1/νz ,M0τ
x0/z),
(13)
4where
fS =
c
6
log
fξ(gτ
1/νz ,M0τ
x0/z)
fξ(0, 0)
. (14)
At the critical point g = 0, upon expanding the scaling
function fS in M0τ
x0/z, ∆S becomes
∆S(τ, 0,M0) ∝M20 τ2x0/z (15)
where odd order terms equal to zero because ξ arises from
the correlation function that includes twoM and so is an
even function of M0.
Similar to the order parameter, we can write the scal-
ing form (14) in other forms. For example,
∆S = fS1(gτ
1/νz ,M0g
−x0ν). (16)
This enables us to further check the scaling of the entan-
glement entropy.
IV. VERIFICATION OF UNIVERSAL
IMAGINARY-TIME QUANTUM CRITICAL
DYNAMICS
In this section, we shall confirm the scaling theory pro-
posed for the universal imaginary-time quantum criti-
cal dynamics and determine the initial-slip exponent and
x0. Both a mean-field theory and numerical results will
be presented. We find that although mean-field theories
have been reported to be able to explain some experimen-
tal results in short real-time dynamics,54 our mean-field
theory does not predict the imaginary-time initial slip in
disagreement with the numerical results.
A. Model, numerical method and initial state
We take the 1D transverse field Ising model as an ex-
ample. The Hamiltonian is
HI = −
N−1∑
n=1
σznσ
z
n+1 − hx
N∑
n=1
σxn, (17)
where σxn and σ
z
n are the Pauli matrices in x and z di-
rection, respectively, at site n and hx is the transverse
field. We have set the Ising coupling to unity as our en-
ergy unit. The critical point of Model (17) is hxc = 1,
the exact critical exponents β = 1/8, ν = 1, and z = 1,1
and the central charge c = 1/2.45,46 The order parameter
is defined as M = (1/N)
∑N
n=1〈σzn〉, where N is the to-
tal number of spins. This model is realized in CoNb2O6
experimentally.49
In order to show the universality of θ, we also use the
quantum Ising ladder.48 The Hamiltonian is
HL =−
N−1∑
n=1
2∑
α=1
σzα,nσ
z
α,n+1 −
N∑
n=1
σz1,nσ
z
2,n
− hx
N∑
n=1
2∑
α=1
σxα,n,
(18)
where the first and the second terms are the interactions
along the ladder and on the rung, respectively, the third
term is the transverse field contribution, and α denotes
the two legs of the ladder. The critical point of this model
has been determined by the finite-time scaling method15
to be hx = 1.8323
50 and the critical exponents deter-
mined by the same method show that it belongs to the
universality class of Model (17).50
We use the infinite time-evolving block-decimation
(iTEBD) algorithm36 to calculate the imaginary time
evolution. As a variant of a time-dependent density-
matrix renormalization group, the iTEBD algorithm
represents a state in a matrix product form and ev-
ery site is attached by such a matrix. These matrices
are updated according to the local evolution operators,
which is obtained by the Suzuki-Trotter decomposition
of exp(−Hτ). When a system is translational invariant,
only the matrices in a primitive cell need to be consid-
ered. Thus the iTEBD method can simulate an infinite-
size lattice efficiently. Errors are induced by accumu-
lation of the errors in the time discretization and the
truncations of singular values in every Suzuki-Trotter ex-
pansion step. The time interval is chosen as 0.01. This
time interval is chosen by a compromise between these
two kinds of errors. Apparently, a smaller time inter-
val will decrease the errors from the discretization, but
increases the errors from the accumulation of the trun-
cations since more steps are needed. For Model (17), we
keep 100 states. We have tested that for more kept states
and smaller time intervals, the results have no apprecia-
ble changes. Although the fitting error in our calculation
is tiny as we shall see, three decimal places are kept in our
results from fitting. More accurate results are expected
if the algorithm is improved by including the complex
canonicalization process to reduce the truncation error.51
The initial state with an order parameterM0 is chosen
as a direct product state
|ψ0〉 =
⊗
n
[(a2n| ↑〉+ b2n| ↓〉)(a2n+1| ↑〉+ b2n+1| ↓〉)] ,
(19)
where an and bn are the coefficients of the local state
at site n, | ↑〉 and | ↓〉 are eigenvectors of σz. This
state has been factorized into paired terms for conve-
nience of the iTEBD algorithm.36 Two kinds of the state
are chosen. One is a homogeneous state, in which a2n =
a2n+1 =
√
(1 +M0)/2 and b2n = b2n+1 =
√
(1−M0)/2
for a given M0. The other is a staggered state, in
which a2n =
√
(1 +M0A)/2, b2n =
√
(1−M0A)/2,
a2n+1 =
√
(1 +M0B)/2 and b2n+1 =
√
(1−M0B)/2
withM0 = (M0A+M0B)/2, whereM0A andM0B are the
magnetizations for the even and the odd sublattices, re-
spectively. We shall show that universal critical behavior
in the short times is not sensitive to the specific choice of
the coefficients. Therefore the homogeneous initial state
will be selected except explicitly stated otherwise. In ad-
dition, we have all chosen the real variables in the wave
function. We shall find in the following that the angular
5part does not affect the universal behavior.
B. Mean-field theory
In this section, we shall study a mean-field theory of
Model (17). We shall see that this theory satisfies the
scaling theory in Sec. III with mean-field exponents.
1. Mean-field Hamiltonian and its static properties
The Hamiltonian per site H˜MF for the quantum Ising
model (17) in the mean-field approximation is52,53
H˜MF = −2Mσz − hxσx, (20)
where the magnetization M is
M =
〈ψMF |σz |ψMF 〉
〈ψMF |ψMF 〉 , (21)
in which MF indicates variables in the mean-field ap-
proximation. The ground state of the Hamiltonian (20)
is
|ψMF 〉G = ZMF
( (
2M +
√
h2x + 4M
2
)
/hx
1
)
, (22)
where
ZMF =
hx√
8M2 + 2h2x + 4M
√
h2x + 4M
2
. (23)
From Eqs. (21), (22) and (23), one obtains a self-
consistent equation for M ,
M =
2M√
h2x + 4M
2
. (24)
One solution, M = 0, corresponds to the paramagnetic
phase, while other solutions,
M = ±
√
4− h2x
2
, (25)
correspond to the ferromagnetic phase. The critical point
at which the two phases coincide is hMFxc = 2,
52,53 ap-
parently larger than the exact one hxc = 1. Defining
gMF ≡ hx−hMFxc = hx−2, one obtains βMF = 1/2 from
Eq. (25) and M ∼ (−gMF )β .
2. Mean-field dynamics and its scaling behavior
The evolution ofM can be found by expressing |ψMF 〉
explicitly as |ψMF 〉 ≡ (ψu − iϕu, ψd − iϕd)† in the basis
of σz . As a result, M = (ψ2u+ϕ
2
u−ψ2d−ϕ2d)/(ψ2u+ϕ2u+
ψ2d + ϕ
2
d). Using Eqs. (20) and (1), one then obtains
dM
dτ
= 4M − 4M3 − 2hxM ψuψd + ϕuϕd
ψ2u + ϕ
2
u + ψ
2
d + ϕ
2
d
. (26)
By parameterizing the real variables of the wave function
in the polar coordinates, one finds
ψuψd + ϕuϕd
ψ2u + ϕ
2
u + ψ
2
d + ϕ
2
d
=
√
1−M2
2
cosΦ, (27)
where Φ represents the phase difference between (ψu +
iϕu) and (ψd + iϕd). cosΦ follows the dynamic equation
d cosΦ
dτ
=
2hx(1− cos2Φ)√
1−M2 (28)
from Eqs. (20), (1), and (26). For small M , we neglect
the square root in Eq. (28) and find
tan [Φ(τ)/2] ≃ Cexp(−2hxτ). (29)
where C = tan[Φ(0)/2]. So, after a transient time of
1/2hx, tanΦ → 0 and Φ → 0 and the phase differ-
ence dies out and does not affect the universal behavior.
Therefore, we can choose ϕu = ϕd = 0 and so cosΦ = 1
and the evolution equation for M becomes
dM
dτ
= 4M − 4M3 − 2hxM
√
1−M2, (30)
which, for small M , reads
dM
dτ
= −2gMFM − (4− hx)M3. (31)
Equation (31) is the familiar uniform Ginzburg-
Landau theory. It can be readily solved analytically. For
hx = h
MF
xc = 2 or gMF = 0, the solution is
M(τ,M0) = sgn(M0)τ
−1/2
√
M20 τ
1 + 4M20 τ
, (32)
where sgn(M0) is the sign function, indicating thatM has
identical sign with M0. For τ → ∞, M approaches zero
as M ≃ sgn(M0)/(2τ1/2). This shows that M depends
only on the sign of M0, but not on the magnitude of
M0. Also, since in the long-time stage, M ∼ τ−β/νz ,
substituting βMF = 1/2 we find
νMF zMF = 1. (33)
In fact, Eq. (32) is just in the form of Eq. (5) with
xMF0 /z
MF = 1/2, (34)
which leads to θMF = 0 from Eqs. (7) and (33). This
can also be obtained by comparing Eq. (6) with
M(τ,M0) ≃M0 − 2τM30 , (35)
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FIG. 1. (color online) Imaginary-time evolution ofM for two
different small M0 and M0 = 1 at hxc. Both curves for small
M0 show an initial increase for small τ before a subsequent
decay for large τ , confirming the critical initial slip.
which is the short-time and small M0 approximation of
Eq. (32). Equations (32) and (35) indicate that M will
decrease as τ increases as no initial slip (θMF = 0) ap-
pears in the mean-field approximation. However, the
whole imaginary-time evolution at the critical point is
universal once Eq. (31) is valid.
For gMF 6= 0, Eq. (30) is solved by
M(τ,M0) =
sgn(M0)|gMF |1/2e−2gMF τ√
|gMF /M20 + (2− hx/2)(1− e−4gMF τ )|
,
(36)
which can again be cast into the forms of (10) and (11)
with
νMFxMF0 = 1/2. (37)
Only two out of the three scaling laws (33), (34),
and (37) are independent and the three mean-field ex-
ponents cannot be solved out individually. If we assume
νMF = 1/2 as usual, we arrive at xMF0 = 1 and z
MF = 2,
which is distinct from the exact one z = 1.52,53,55 On the
other hand, if we set νMF = 1 as the exact one, we then
have xMF0 = 1/2 and z
MF = 1. To determine which is
the correct one needs consideration of the spatial fluctu-
ations, into which we shall not go as the scaling laws are
suffice.
C. Quantum critical initial slip and its qualitative
explanation
For the Ising model (17), if we start with M0 = 0, M
will keeps zero because of the symmetry restriction. This
is different from the classical evolution in which fluctua-
tions can kick it off 0 and all the evolution is initial slip
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FIG. 2. (color online) Imaginary-time evolution of S at hxc
for different M0 indicated. Note the semi-logarithmic scales.
as τcr becomes infinity.
26 If we start with the saturated
order parameter M0 = 1, M ∼ τ−β/νz in both short-
time and long-time stages, since M cannot increase any-
more. In other words, there is no critical initial slip forM
starts withM0 = 1 as shown in Fig. 1, which displays the
imaginary-time evolution of M at hxc. In fact, M0 = 0
and M0 = 1 are both fixed points of M0. Indeed, after a
small transient, the curve with M0 = 1 becomes straight
with a slope of 0.125 (the standard deviation of the fit is
smaller than 10−6), which agrees well with β/νz = 0.125.
Universal critical initial slip of the order parameter M
emerges for small finite M0 = 0 as seen in Fig. 1. After
an initial transient stage during which no universal be-
havior exhibits, one finds the critical initial slip during
which lines with nearly identical slope appear showing
universality in agreement with Eq. (6). After passing
over its maximum value, M crosses over to the long-time
power-law stage in which it decays as M ∼ τ−β/νz in
consistence with the evolution of M from M0 = 1. If we
regard qualitatively the crossover time τcr between the
last two stages as the τ at the peak, τcr decreases with
the increasing M0, confirming the scaling analysis below
Eq. (6).
The evolution of the entanglement entropy also shows
critical initial slip as can be seen in Fig. 2. S now in-
creases for M0 = 0 and the evolution is all initial slip
after the non-universal transient stage. For M0 = 1, no
initial slip appears and the line reflects long-time behav-
ior. The two curves S ∝ logτ for M0 = 0 and M0 = 1
become parallel because both of them are fixed points of
M0 and the universal short-time and long-time behav-
iors are identical. The slopes of the lines are 0.0825 and
0.0828, respectively, which are c/6z in agreement with
Eq. (12). The fitting errors are small than 10−5. The
different intercepts result from the different fixed point
values of fξ. For small finite M0, S shows the initial slip
close to the curve of M0 = 0 as deviation from the line
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FIG. 3. (color online) Imaginary-time evolution of M from
the mean-field theory and the iTEBD algorithm at hxc = 1.
of S(τ, 0, 0) according to Eq. (15), and then crossover to
the long-time behavior along the line of M0 = 1 since
x0 is positive. The crossover happens at a larger τ for a
smaller M0 consistent with the order parameter.
The increase of the order parameterM at g = 0 seems
fairly unique in the imaginary time evolution, since ac-
cording to Eq. (3), the state of system always approaches
to its ground state, whose order parameter is zero at the
critical point. Here, the initial vanishing correlation plays
an essential role similar to the classical situation.26 In the
very early state, there exists only tiny correlation. Con-
sequently, the evolution can be described by the mean-
field theory. The critical point determined by the mean
field theory, hMFxc , is then larger than the exact value hxc
due to the suppression of quantum fluctuations.38 There-
fore, at the real critical point hxc, the system “feels” a
ferromagnetic state of the corresponding mean-field the-
ory in the very early stage and thus the order parameter
increases. This also explains the absence of the criti-
cal initial slip in the mean-field theory. Indeed, the in-
crease of the order parameter obtained from iTEBD co-
incides with that obtained from the mean-field theory in
the very early transient stage at hxc = 1 as shown in
Fig. 3. However, deviations appear as the correlation
length increases as ξ ∼ τ1/z + τ1/zO((M0τx0/z)2) and
the effective critical point heffxc resulted roughly from the
fluctuations within ξ decreases from hMFxc = 2 towards
hxc = 1. Crossover to the long-time decay happens when
the accrued M matches that determined by heffxc − hxc.
D. Determination of θ
We now determine θ and the universal properties in
the universal short-time stage using the iTEBD method.
Figure 4 shows clearly the universality of θ obtained for
small M0 and thus that of the critical initial slip. The
perfect overlap of the linear fit with the numerical re-
sults in double logarithmic scales in the inset in Fig. 4
confirms M ∝ τθ . The universal θ for M0 < 10−4 is thus
0.373 with a fitting error of about 10−6. The fitted θ
becomes smaller when M0 gets larger. This is a result
of the higher-order terms in Eq. (6). Figure 5 confirms
the proportionality of M to M0 at hxc = 1 because the
curves for differentM0 collapse perfectly onto each other
after rescaling.
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FIG. 4. (color online) θ estimated for several M0 (squares
connected by line). The dashed line is θ = 0.373. The inset
demonstrates the fitting of θ for M0 = 3× 10
−8 at hxc = 1.
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FIG. 5. (color online) The curves M versus τ for four M0 in
the inset overlap perfectly when M is rescaled with M0.
To examine the scaling law (7) and the value of θ esti-
mated, we show ∆S(τ, 0, 0.0005) in a double logarithmic
scale in Fig. 6. According to Eq. (15), the linear fit
8gives 2x0/z = 0.998 with a fitting error of 9× 10−6. So,
x0 = 0.499 as z = 1. This value is close to 0.498 from
the scaling law (7) by substituting β, ν, z and θ.
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FIG. 6. (color online) ∆S(τ, 0, 0.0005) versus τ . The slope is
2x0/z = 0.998. The inset shows the imaginary-time evolution
S for M0 = 5× 10
−4 at hxc = 1.
0.01 0.1 1 10
6x
10
-4
1.
2x
10
-3   M0
(1)
  M0(2)
  M0(3)
  M0(4)  
 
M
mic
M~
M 0
Non
 un
iver
sal
FIG. 7. Imaginary-time evolution of M at hxc = 1 for four
different realizations of M0 defined as M
(1)
0 : a2n = a2n+1 =
0.50005 and b2n = b2n+1 = 0.49995 (M0A = M0B = 0.0002);
M
(2)
0 : a2n = b2n = 0.0, a2n+1 = 0.50010, and b2n+1 = 0.49990
(M0A = 0.0 and M0B = 0.0004); M
(3)
0 : a2n = 0.54772,
b2n = 0.44721, a2n+1 = 0.44733, and b2n+1 = 0.54763
(M0A = 0.2 and M0B = −0.1996) and M
(4)
0 : a2n = 0.50498,
b2n = 0.49497, a2n+1 = 0.49508, and b2n+1 = 0.50488
(M0A = 0.02 and M0B = −0.0196).
Figure 7 shows the universality of the scaling behav-
ior with different realizations of the initial state. It can
be seen that no matter whether we choose the homoge-
neous direct product state or the staggered state with the
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FIG. 8. (color online) M versus τ with M0 = 3×10
−5 at the
critical point of the quantum Ising ladder. M with the same
initial condition for the quantum Ising chain is also plotted for
comparison. The two parallel curves show an almost identical
θ. We have ignored the initial transients.
same M0, the scaling functions for τ > τmic are almost
identical. This may be understood as follows. In the uni-
versal short time region, ξ ∼ τ1/z + τ1/zO((M0τx0/z)2).
Modes with momentum larger than 1/ξ are smeared by
the generic quantum critical fluctuation which has an ef-
fective momentum 1/ξ. Thus the initial realization of
M0 with effective length scale smaller than ξ will not
affect the universal behavior. From the point of view of
the renormalization group, the contribution of the modes
with large momenta has been integrated out and thus is
irrelevant. Note that M0 is not the only ingredient for
the critical initial slip. The initial correlation length also
plays an important role. If the initial realizations of M0
has a correlation length shorter than ξ, they all share
identical universal critical initial slip as shown in Fig. 7.
On the other hand, if the initial correlation length is so
long that M0 lies in the power decay region, M will con-
tinue to decay as M ∼ τ−β/νz even though the M0 value
is identical with the previous one. In this case, no critical
initial slip will emerge.
In order to show that the value of θ only depends on
the universality class similar to the classical case,25,43
we measure θ for the quantum Ising ladder, Model (18).
Figure 8 compares the results from both models. The fit
gives θ = 0.374 with a fitting error of 4× 10−5 for Model
(18). This value is consistent with that in Model (17).
The small difference may arise from the accuracy of the
critical point determined.
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FIG. 9. (color online) (a), M versus τ for different g with a
fixed M0 = 1.0 × 10
−5. (b) and (c), fitting log(∆M) versus
logτ for g = ±5× 10−5, respectively, to obtain the exponent
θ + 1/νz.
E. Off critical-point effects and crossover to
long-time stage
In the previous section, we worked at hxc = 1 to deter-
mine the universal short imaginary-time properties. Yet,
the scaling forms (5), (8), and (11) and those for S can
also describe the critical initial slip in the presence of g.
A direct approximated result from Eq. (9) can be seen
from Fig. 9. The slopes in Fig. 9(b) and (c) are fitted as
1.382 and 1.369, respectively, with fitting errors smaller
than 10−4. The small differences arise from the higher-
order corrections to Eq. (9). These results are consistent
with θ + 1/νz ≃ 1.372 by substituting θ, ν, and z.
Moreover, the scaling forms connect the short-time
stage to the long-time stage and describe the universal
behaviors in both stages. To see this, Fig. 10 shows the
evolution of M for different g with a fixed M0g
−x0ν from
the non-universal transient stage, passing through the
critical initial slip stage, to the decay stage. In the latter
two universal stages, the curves in Fig. 10 collapse onto
each other after rescaling, confirming Eqs. (6) and (10).
Similarly, Fig. 11 shows the evolution of ∆S for dif-
ferent g with a fixed M0g
−x0ν . In the universal stage
in present of finite g, curves for different g collapse onto
each other after rescaling in agreement with Eqs. (16)
and (13). In the non-universal stage, the curves deviates
from each other slightly.
F. Discussions
Here we remark on the results. (a) θ found here is
distinctly different from its classical counterpart, which
is 0.191(1).26,27,40–44 The reason is that θ depends on
the dynamical equation, which is Eq. (1) for the quan-
tum dynamics while Langevin’s equation for the classi-
cal dynamics. (b) Although θ is different remarkably,
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FIG. 10. (color online) Mg−β versus τgνz for different g
with a fixed M0g
−x0ν . Inset: M versus τ for different g.
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FIG. 11. (color online) ∆S versus τgνz for different g with
a fixed M0g
−x0ν . Inset: ∆S versus τ for different g.
x0 = 0.498 is quite close to its classical counterpart,
which is x0 ≃ 0.539(3) using the classical dynamic ex-
ponent z = 2.1667(5).44,56 Whether the two x0 should
be the same or not is not known at present. However, as
both quantum and classical models share identical β/ν,
it appears likely that both models may share identical x0
too. If this were the case, the quoted classical z would
then lead to a classical θ = 0.172, about ten percent
smaller than the extant value. This is not impossible
noticing that in the classical model, the minimum M0
realized in simulation is not very small.27,40–44 Note also
that increasingM0 reduces τcr and thus the time span of
initial slip, as can be seen from Fig. 1. So, further inves-
tigation of the classical model appears desirable. If this
θ were confirmed, it would then imply the conformity of
x0 and might be used to estimate the classical z. Fur-
10
thermore, we notice that x0 for the 1D quantum Potts
model57 is about 0.303, which is again close to its classi-
cal counterpart x0 = 0.285(5) using the classical dynamic
exponent z = 2.1735(40).58 (c) Although θ is different
from the mean field value, x0/z = 0.498 is very close
to its mean-field value 1/2. Whether the small differ-
ence is genuine or a numerical result needs to be checked
further. If they were identical, there would be no uni-
versal critical initial slip similar to the present case in
the 2D quantum Ising model, because a negative θ is re-
quired from Eq. (7) as β/ν > 0.5 and z = 1.59 However,
even if they were identical, this would only be a spe-
cial case. We have checked that for the quantum Potts
chain,57 similar procedures yield xMF0 /z
MF = 1 from
the mean-field theory, while the result from iTEBD gives
x0/z ≃ 0.303. Therefore, θ cannot be generally deter-
mined by the known critical exponents. (d) Besides over-
coming the critical slowing down, SITQCD has another
advantage. In the iTEBD method, the truncation scales
as expS.31 Since S is logarithmically divergent with ξ, the
necessary truncation should then be infinite in order to
obtain accurate critical properties. Otherwise, finite en-
tanglement effects60 will affect the results. SITQCD thus
provides an approach to circumvent this problem to ob-
tain the critical properties at the early stage of evolution
at which S is still modest. Indeed, from Fig. 6, it can
be seen that S increases logarithmically from zero due
to the nonentangled initial direct product states. This
means we can still take finite truncations in SITQCD. In
the following, we shall show how to determine the quan-
tum critical properties with the SITQCD method.
V. APPLICATION OF SHORT
IMAGINARY-TIME QUANTUM CRITICAL
DYNAMICS
We now develop a method based on SITQCD to de-
tect quantum critical properties. We shall first determine
the critical properties of the transverse field Ising model.
Then we shall show that this method can also be applied
to topological quantum phase transitions.
A. Estimating critical properties of quantum Ising
model via SITQCD
According to Eq. (5), it is convenient to fix the term
with M0 since it contains an additional initial exponent.
As mentioned,M0 = 0 andM0 = 1 are both fixed points.
ForM0 = 0, the order parameterM maintains zero in the
subsequent evolution becauseM is an odd function ofM0
at g = 0. Accordingly, it is convenient to choose an initial
state with M0 = 1. This resembles the nonequilibrium
relaxation critical dynamics.61
To see how to estimate the critical properties, we begin
with Eq. (5). For M0 = 1 and τ > τmic, Eq. (5) is
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FIG. 12. (color online) (a) Imaginary-time evolution of
M for different hx in double logarithmic scales. (b) Fitting
logM versus logτ at hx = 1.000 to find β/νz. (c) Fitting
log(∆logM) versus logτ at hx = 0.9998 (g = 0.0002) to find
1/νz.
simplified to
M(τ, g) = τ−β/νzfM (gτ
1/νz). (38)
After expanding fM (gτ
1/νz) in gτ1/νz for small gτ1/νz ,
we arrive at
logM(τ, g) = − β
νz
logτ + logfM (0) +∆logM(τ, g), (39)
with
∆logM(τ, g) = τ1/νzg
f
′
M (0)
fM (0)
. (40)
According to Eqs (39) and (40), at the critical point g =
0, logM(τ, 0) = −[β/(νz)] log τ+log fM (0); while for g 6=
0, logM(τ, g) deviates from logM(τ, 0) towards different
directions. These then provide a method to fix the critical
point. In addition, Eqs. (39) and (40) can give rise to the
exponents.
Figure 12 shows that at hx = 1.000, the curve of logM
versus logτ is almost straight in the double logarithmic
scale; while for hx 6= 1.000, the curves deviate from the
straight line. Thus, hxc = 1.000, consistent with the
exact result hxc = 1. Further, the linear fits in Fig. 12(b)
and (c) give β/νz = 0.125 and 1/νz = 0.983 with fitting
errors of 7 × 10−7 and 4 × 10−5 according to Eqs. (39)
and (40), respectively. Inserting z = 1, which is obtained
by quantum–classical mapping, we get β = 0.123 and
ν = 0.983. Both are close to their exact values.
Figure 13 shows similar results for S in the universal
region. The straight line of S versus logτ at hx = 1.000
gives c/z = 0.497 with a fitting error of 9×10−6 according
to Eq. (12). As z = 1, we get c = 0.497, very close to
the exact value c = 1/2. Furthermore, since S is an even
function of M0, it can also be calculated with M0 = 0.
Similar results are obtained.
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FIG. 13. (color online) Imaginary-time evolution of S for
different hx in a semi-logarithmic scale. Inset: fitting S versus
logτ at hx = 1 gives c/z = 0.497.
B. Application in topological quantum phase
transition
In the previous section, we determine the critical point
and critical exponents of the transverse field Ising model,
which exhibits a typical quantum phase transition be-
longing to the Landau-Ginzburg-Wilson paradigm. The
vanishing of the local order parameter, like M in the
Ising model, is the signal of the phase transition. But
in topological quantum phase transitions, local order pa-
rameters cannot be found in principle. In this case, the
entanglement entropy S becomes an important quantity
to characterize these phase transitions. As we have shown
above, S also exhibits universal behavior and contains
useful information about phase transitions in SITQCD.
Thus we expect that it can also be applied to topologi-
cal quantum phase transitions. In this section, we apply
the SITQCD method to topological phase transition in
the anisotropic spin-1 Heisenberg model with a single-ion
anisotropy. We shall first introduce briefly the model and
its equilibrium properties. Then we shall determine its
critical properties by the SITQCD method and compare
them with the results obtained by other methods.
1. Model and its equilibrium critical properties
The Hamiltonian of the single-ion anisotropic spin-1
Heisenberg model in 1D is48,62–69
HH =
N−1∑
n=1
Sn · Sn+1 +D
N∑
n=1
Sz2, (41)
where Sn is spin-1 operator at site n and D stands for
the uniaxial single-ion anisotropy. The ground states
of (41) have three phases depending on D. For nega-
tive D, the ground state is the Ne´el phase. The Hal-
dane phase appears for relatively larger D. Increasing
D further, the ground state becomes the large-D phase.
Experimentally, this model is realized in some Ni com-
pounds with significant single-ion anisotropies.70 Accord-
ing to the symmetry consideration, the Ne´el–Haldane
transition is the Ising-type transition62 described by a
conformal field theory with the central charge c = 1/2.71
The Haldane–large-D transition is a third order Gaus-
sian transition68 described by a conformal field theory
with c = 1.71 This phase transition is hard to deal
with and has attracted a lot of effort.62–69 Recently an
improved density-matrix renormalization-group method
has yielded promising results.66 Here we also focus on
the Haldane–large-D transition and compare our results
mainly with those obtained by this improved density
renormalization-group method.66
The Haldane phase is a typical topological phase in one
dimension. There is no local order parameter to charac-
terize this phase. Instead, it is usually described by a
nonlocal string order parameter, which can be observed
in experiments.72 For the model (41), the string order
parameter is defined as
Mstr = − lim
|j−k|→∞
〈
Sxj e
ipi
∑k−1
n=j+1
SxnSxk
〉
, (42)
which is zero in the large-D phase and nonzero in
the Haldane phase48,62–69 and can thus characterize the
Haldane–large-D transition. In equilibrium, Mstr ∝ gβs
near the critical point.48,62–69 Scaling analyses similar to
Eq. (5) then implies that at the critical point,
Mstr ∝ τ−βs/νz, (43)
which is similar to the local order parameter in phase
transitions belonging to the Landau-Ginzburg-Wilson
paradigm. We shall use the scaling behavior of the en-
tanglement entropy to determine the critical point, as
it is more universal and easier for calculation.67,68 The
iTEBD algorithm is also used with a second order Suzuki-
Trotter decomposition. The time interval is again 0.01.
300 states are kept and the string length |j − k + 1| is
chosen up to 5000.
2. Estimating critical properties of anisotropic spin-1
Heisenberg Model via SITQCD
Figure 14 shows the evolution of S for several D.
The straight line gives Dc = 0.97, which agrees with
Dc = 0.96845(8) from the improved density-matrix
renormalization-group method.66 The precision here is
limited by the time span: smaller divisions of D can-
not be distinguished within the time span shown in Fig.
14. The slope of S versus logτ at Dc gives c/z = 1.001
with a fitting error 3× 10−5 according to Eq. (12). Thus
c = 1.001, which is close to the exact value c = 1 since
z = 1.
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FIG. 14. (color online) Imaginary-time evolution of the S
versus τ for different D in a semi-logarithmic scale. The inset
shows the fit at D = 0.97.
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FIG. 15. (color online) Imaginary-time evolution of Mstr
in a double logarithmic scale at Dc. The line has a slope
βs/νz = 0.251. The inset shows the result in linear scales.
Figure 15 shows the imaginary-time evolution ofMstr.
The straight line gives βs/ν = 0.251 with a fitting error
8 × 10−5. This result is consistent with βs/ν = 0.239
predicted by the density-matrix renormalization-group
method.66
VI. SHORT REAL-TIME DYNAMICS
We have studied the universal short-time dynamics
with a direct product state in imaginary time. How-
ever, experimental implementation and observation are
both in real time. Therefore, it is worth considering the
short real-time dynamics. As we mentioned in Sec. I,
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FIG. 16. (color online) (a) Real-time evolution of M at
hx = 1. (b) Exponential fit of the evolution at short times.
some properties are shared in both real time and imag-
inary time evolutions. An example is the Kibble-Zurek
mechanism.32–34 Whether the short-time quantum dy-
namics can be extended to the real-time situation is ex-
plored in this section.
To be explicit, we again consider the 1D quantum Ising
model (17). The iTEBD algorithm is also used. The time
interval is again 0.01, which is identical to that in the
imaginary situation; while the number of states is kept to
200, which has been shown to give reliable results for t ∼
10.36 This time span in which the algorithm works well is
much smaller than that in the imaginary-time situation.
A reason will come out below.
For simplicity, we only consider the initial state with
M0 = 1 and check whether the scaling form (38) is valid
at g = 0 (hx = 1). Figure 16 shows the time evolution
of M . Two stages are separated near tM ≈ 6.5. When
t < tM , M decays exponentially as M ∝ exp(−t/td)
with a characteristic decay time td. An exponential fit
in Fig. 16(b) yields td ≃ 0.783 with a fitting error of
3× 10−4. When t > tM , M oscillates. The behaviors in
both t > tM and t < tM are apparently different from the
imaginary-time evolution. Accordingly, Eq. (38) cannot
describe the real-time dynamics.
A qualitative explanation is as follows. As we know,
universal power-law decay of the order parameter is con-
trolled by the low energy levels near the ground state.1 In
the imaginary-time evolution, the system decays quickly
to the vicinity of the ground state. Then, its evolution is
governed by the low energy levels and exhibits universal
power laws. The situation is different for the real-time
evolution. Because of the unitary evolution of the real-
time dynamics, the excited state will not decay. This may
be the reason why M decays exponentially, much faster
than the power-law one. For the Kibble-Zurek mech-
anism applicable in both real-time and imaginary-time
situations on the other hand, the initial states are chosen
to lie in the vicinity of the ground state. Accordingly, the
participation of the excited states should be responsible
for losing the universal power-law decay.
To further support our argument, we also study the
evolution of the entanglement entropy S. Figure 17
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FIG. 17. (color online) Real-time evolution of S at hx = 1.
shows that S increases linearly with t before entering
the saturated stage near tM . Similar behavior has been
reported.73,74 This is different from the imaginary-time
situation, in which S ∝ logτ . Since space and time are
isotropic in the quantum Ising model, we may assume
ξ ∼ t. This then implies S ∼ ξ. This indicates that the
entanglement entropy S is an extensive quantity similar
to the thermal entropy. So, the excited states should
dominate the evolution in the short-time stage. In ad-
dition, because S ∼ ξ, the truncation in the iTEBD al-
gorithm should increase exponentially. This may be a
reason for invalidating the algorithm in the real-time evo-
lution.
VII. SUMMARY
This paper focuses on short imaginary-time quantum-
critical dynamics with a direct product state as an ini-
tial state. Similar to the classical critical phenomena,
we have found that there exists a universal critical ini-
tial slip at the short imaginary-time stage. This behav-
ior is characterized by a universal exponent θ for small
initial magnetization M0. For the universality class of
the 1D quantum Ising model, θ = 0.373, which is al-
most twice of its extant classical counterpart, although
the exponent related to M0, x0, is close. In addition,
x0/z = 0.498 is quite close to its mean-field value 1/2 for
this model. A scaling theory for the universal imaginary-
time quantum-critical dynamics during both short times
and long times has been proposed and verified both by
a mean-field theory and by numerical results. Accord-
ing to the full scaling forms of the short imaginary-time
quantum-critical dynamics, the critical point and critical
exponents can be effectively determined for either usual
quantum phase transitions or topological phase transi-
tions. The short-time method avoids both critical slow-
ing down and a large entanglement entropy that may
require large truncations in numerical computations.
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