A family of fourth and second-order accurate numerical schemes is presented for the solution of fifthorder boundary-value problems with two-point-boundary conditions. The non-polynomial sextic spline functions are applied to construct the numerical algorithms. This approach generalizes polynomial spline algorithms, and provides solution at every point of range of integration. Convergence of the methods is discussed through standard convergence analysis. A numerical illustration is given to show the pertinent features of the technique.
Introduction
We consider in this work the numerical approximation for the fifth-order boundary-value problems of the form 
This type of problems arises in the mathematical modeling of viscoelastic flows [1, 2] . The literature of numerical analysis contains little on the solution of fifth-order boundary-value problems. Theorems which list the condition for the existence and uniqueness of solution of such problems are thoroughly discussed in a book by Agarwal [3] . In [1, 2] , two numerical algorithms, namely, spectral Galerkin methods and spectral collocation methods, were applied independently to address the numerical issues related to this type of problems. Moreover, the fifth-order boundary-value problem was investigated by Khan [4] by using finite difference methods and by Wazwaz [5] using domain decomposition methods. The use of spline functions in the context of fifth-order boundary-value problems was studied by D.J. Fyfe [6] , who used quintic polynomial spline functions for the solution of special type of fifth-order boundary-value problems. Following this Calgar et al. [7] have used sixth-degree B-spline functions to develop first-order accurate method for the solution of two-point special fifth-order boundary-value problems. Recently, Siraj-ul-Islam et al. [8] [9] [10] have used Pade's approximants and non-polynomial spline functions for the solution second and third-order linear and nonlinear boundary-value problems. This approach provides bases for present methods.
In the present paper, sextic non-polynomial spline functions are applied, which have a polynomial and trigonometric part to develop a family of new numerical method for obtaining smooth approximations to the solution of fifth-order differential equations. The new methods are of order two for arbitrary α and β if (α + β + γ ) = 0.5 (where α, β and γ are explained in the next section) and is of order four if α = 1/72, β = 0 and γ = 0.5 − (α + β). The new methods performs better than the other collocation, finite difference, and spline methods of same order and thus represents an improvement over existing methods (see [4, 6, 7] ). The spline functions proposed in this paper have the form T 6 = span{1, x, x 2 , x 3 , x 4 , cos kx, sin kx} where k is the frequency of the trigonometric part of the spline functions which can be real or pure imaginary and which will be used to raise the accuracy of the method. Thus in each subinterval x i x x i+1 , we have
This fact is evident when correlation between polynomial and non-polynomial spline basis functions are investigated in the following manner:
From Eq. (3), it follows that
Apart from improving accuracy, this approach has the advantage over the methods [4, 7] that it provides continuous approximations to not only for y(x), but also for y , y and higher derivatives at every point of the range of integration. Also, the C ∞ -differentiability of the trigonometric part of non-polynomial splines compensates for the loss of smoothness inherited by polynomial splines. In Section 2, the new non-polynomial spline methods are developed for solving Eq. (1) along with Eq. (2) . The convergence analysis of the methods is considered in Section 3. Section 4 is devoted to numerical experiment, discussion and comparison with other known methods.
Numerical methods
For simplicity, we take an interval [a, b] , in order to develop the numerical method for approximating solution of a system of the type (1)- (2) . For this purpose we define a grid of N + 1 equally spaced points
For each ith segment, the polynomial P i (x) has the form
where
, g i are real finite constants and k is free parameter. Let y i be an approximation to y(x i ), obtained by the segment P i (x) of the mixed splines function passing through the points (x i , y i ) and (x i+1 , y i+1 ). To obtain the necessary conditions for the coefficients introduced in Eq. (4), we do not only require that P i (x) satisfies Eq. (1) at x i and x i+1 and that the boundary conditions are fulfilled, but also the continuity of first, second, third, fourth and fifth derivatives at the common nodes (x i , y i ).
To determine the coefficients of Eq. (4) we first define
i (x i+1 ) = S i+1 . Algebraic manipulation yields the following expressions, whereby θ = kh and i = 0, 1, 2, . . . , N:
Continuity condition of the second, third and fourth derivatives at
i (x i ), where n = 2, 3, 4, yields the following equations:
In order to get nine additional equations, i is replaced by i − 1, i + 1, i − 2, in each of the Eqs. (6),
, and (8), respectively:
Simultaneous solution of Eqs. (6)- (16) with the help of Symbolic Toolbox Matlab 7 for
and Z i+2 , and elimination M terms and Z terms from Eq. (17) gives, after lengthy calculations, the following recurrence relation: 
The local truncation error corresponding to the scheme (18) is given by
i + − 
Convergence
In this section convergence of the method (18) along with Eqs. (19)- (21) based on nonpolynomial spline functions is discussed. To do so, the discretization error e n = y n − z n , where z n is numerical approximation to y n obtained by neglecting the truncation errors in (18), is defined. Let Y = (y n ), Z = (z n ), C = (c n ), T = (t n ) and E = (e n ) be N -dimensional vectors. Define E = max n |e n |, where · represents the ∞-norm of a matrix vectors. Using these notations, Eqs. (18)- (21) can be rewritten in matrix form as follows:
where M is five-diagonal matrix of order N and
Here A = (a ij ) is a five-diagonal matrix of order N with 
Rewriting (25) we obtain
Now B is finite number but A −1 depends numerically on N . However, it follows that the method is second-order convergent if T = O(h 7 ) and is four-order convergent if 
Numerical results and discussion
In this section the new methods are tested on problems considered by Khan [7] and Calgar et al. [7] who used finite difference and sixth-degree B-splines functions respectively. The method developed in [4] is shown theoretically fourth-order accurate but experimental results are even worst than the first-order method [7] . We have applied D.J. Fyfe [6] scheme based on polynomial quintic spline functions for solution of problems of the type (1)-(2), using the boundaries constructed in Eqs. (19)-(21).
Problem 1. Consider a linear problem
for which the theoretical solution is
In Table 1 maximum errors are reported corresponding to a class of second and fourth-order methods developed in the previous sections and the methods developed in [4, 6, 7] . It is verified from the Table 1 that on reducing the step size form h to h/2, the maximum error E is reduced by a factor 1/2 p , where p is the order of the method. Table 1 show that our class of methods out performs the existing methods of the same order. This approach generalizes the existing finite 
Conclusion
A class of non-polynomial sextic spline functions based methods has been considered for the solution of fifth-order boundary-value problems. The present methods enable us to approximate the solution at every point of the range of integration. The methods were tested on a problem from the literature and the results obtained are very encouraging and the new methods perform better than the existing methods.
