We study the regularity of solutions to the obstacle problem for the parabolic biharmonic equation. We analyze the problem via an implicit time discretization, and we prove some regularity properties of the solution.
Introduction
The purpose of this paper is to investigate the regularity properties of solutions to the obstacle problem for the parabolic biharmonic equation.
The parabolic biharmonic equation is a prototype of higher order parabolic equations, and has been intensively studied in the mathematical literature. We refer for instance to [5, 11, 13, 16, 17, 18, 19, 20, 26] and references therein, for a nonexhaustive list of works on this equation, and for a discussion of possible applications.
The obstacle problem for elliptic and parabolic PDE's is a topics which attracted a great interest in the past years. However, even if many studies are available on second order elliptic and parabolic equations (see for instance [8, 12] and references therein), there are relatively few results for higher order obstacle problems, even in the linear fourth order case. In particular, while the elliptic obstacle problem for the biharmonic operator has been considered in [7, 9, 10, 15, 24] , to the best of our knowledge no result is available for the corresponding parabolic obstacle problem.
We let Ω ⊂ R N be a bounded domain, with boundary of class C 2 , and we let f : Ω → R be the obstacle function, satisfying f ∈ C 2 (Ω), f < 0 on ∂Ω. We recall that u ∈ H 2 0 (Ω) implies u = 0 and ∇u · ν Ω = 0 (weakly) on ∂Ω, that is, u satisfies the so-called Dirichlet boundary conditions on ∂Ω (see [2, 18] ), where ν Ω denotes the unit outer normal of ∂Ω.
We shall consider the following fourth order parabolic obstacle problem:
u t (x, t) + ∆ 2 u(x, t) ≥ 0 in Ω × R + , u t (x, t) + ∆ 2 u(x, t) = 0 in {(x, t) ∈ Ω × R + : u(x, t) > f (x)}, u(x, t) = 0 on ∂Ω × R + , ∇u(x, t) · ν Ω (x) = 0 on ∂Ω × R + , u(x, t) ≥ f (x) in Ω × R + , u(x, 0) = u 0 (x) in Ω.
(P)
In order to state the main result of this paper precisely, we define a weak solution of (P). Let us set
(Ω × (0, T )), u ≥ f a.e. in Ω × (0, T ), (1.3) u(x, 0) = u 0 (x) a.e. in Ω} Then a weak solution of (P) is defined as follows: Definition 1.1. u is a weak solution of (P) if
(ii) For any w ∈ K, it holds that We now state the main result of this paper. Theorem 1.1. Let N ≥ 1. Let f be a function satisfying (1.1). Then, for any initial data u 0 satisfying (1.2), the problem (P) has a unique weak solution
Furthermore, for a.e. t ∈ R + the quantity (1.6) µ t := u t (·, t) + ∆ 2 u(·, t)
defines a Radon measure in Ω, and for any T > 0 there exists a constant C > 0 such that
Moreover, when N ≤ 3, the following regularity properties hold:
(i) u ∈ L 2 (0, T ; W 2,∞ (Ω)) for any T < +∞. In particular, if N = 1, u ∈ C 0,β ([0, T ]; C 1,γ (Ω) with 0 < γ < 1 2 and 0 < β < 1 − 2γ 8 , ( 1.8) if N ∈ {2, 3}, (ii) For any 0 < T < +∞, it holds that supp µ t ⊂ {(x, t) ∈ Ω × (0, T ) | u(x, t) = f (x)} (1.10) and u satisfies (P) in the sense of distribution.
We need to impose the restriction on the dimension N ≤ 3 in order to obtain the W 2,∞ estimate on the solution u(·, t) (see Remark 2.1 for further comments on this). However, in analogy with the regularity results in the stationary case [15, 9] , one may expect that the W 2,∞ estimate holds in any dimension.
Let us point out that problem (P) corresponds to the gradient flow of a convex functional defined on the Hilbert space L 2 (Ω), hence we can apply the general theory of maximal monotone operators developed in [6] . Indeed, given f as above, we can define the functional E f (u) :
(Ω) and u ≥ f, +∞ otherwise.
Notice that E f (u) is convex and lower semicontinuous on L 2 (Ω), and the problem (P) corresponds to the gradient flow (1.11)
where ∂E f denotes the subdifferential of E f in L 2 (Ω). In particular, given an initial datum u 0 ∈ H 2 0 (Ω) with u 0 ≥ f , by the results in [6] it follows that the evolution problem (1.11) has a unique solution u satisfying (1.5).
In this paper we characterize the solution u by means of an implicit variational scheme, corresponding to the minimizing movements introduced by De Giorgi (see e.g. [3] ). This approach will allow us to extend some of the arguments in [9] , concerning the regularity of the elliptic obstacle problem for the biharmonic operator. We point out that the method does not rely on the linear structure of the problem and can be applied to more general fourth order parabolic equations. Indeed, one motivation for this work comes from the motion of planar closed curves by the elastic flow, in presence of obstacles. The elastic flow is the L 2 gradient flow of the elastic energy
where γ is a planar closed curve and κ denotes the curvature of γ. Among other applications, this flow models the evolution of lipid bilayer membranes (see for instance [14] ), where the presence of obstacles is a natural features. Although this flow is governed by a fourth order quasilinear parabolic equation, we expect that the method of this paper can be adapted, and this will be subject of future investigation.
The paper is organized as follows: in Section 2 we introduce the implicit scheme corresponding to problem (P), by means of an appropriate variational problem; in Section 3 we study the regularity of solutions to the variational problem; in Section 4 we pass to the limit in the approximating scheme and prove Theorem 1.1.
Notation
The equation in (P) is the L 2 gradient flow for the functional
Let T > 0, n ∈ N, and set
Let us set u 0,n = u 0 . For i = 1, · · · , n, we define inductively u i,n as a solution of the minimum problem
where
and K is a convex set given by
In the following, we let
2 Existence and regularity of minimizers of (M i,n )
We first mention a well-known compactness result in H 2 0 (Ω) [1, 2] .
Proposition 2.1. The following embedding is compact :
We now show the existence of minimizers of (M i,n ).
Theorem 2.1. (Existence of minimizers) Let f be a function satisfying (1.1). Let u 0 satisfy (1.2). Then the problem (M i,n ) possesses a unique solution u i,n ∈ H 2 0 (Ω) with u i,n (x) ≥ f (x) a.e. in Ω for each i = 1, · · · , n.
Proof. Fix n ∈ N, T > 0, and i = 1, · · · , n, arbitrarily. From (1.12)-(1.13) and the minimality of a solution u to (M i,n ), we obtain that
Thus we can take a minimizing sequence
Observing that the norm ∆u L 2 (Ω) is equivalent to u H 2 0 (Ω) (see [23] ), it follows from
that {u j } is uniformly bounded in H 2 0 (Ω). Thus there exists u ∈ H 2 0 (Ω) such that
up to a subsequence. Thanks to Proposition 2.1, we obtain that
In particular
Recalling u j ≥ f a.e. in Ω for each j ∈ N, (2.4) yields that u ≥ f a.e. in Ω. Making use of Fatou's Lemma, we conclude that
Combining (2.5) with (2.6), we see that u ∈ H 2 0 (Ω) is the minimizer of (M i,n ) with u ≥ f a.e. in Ω. The uniqueness follows from the fact that the functional G i,n (·) is strictly convex.
Regarding the regularity of the minimizer u i,n obtained in Theorem 2.1, we start with the following: Theorem 2.2. Let u i,n be the solution of (M i,n ) obtained by Theorem 2.1. Then, for any n ∈ N, it holds that
Proof. Fix T > 0 and n ∈ N. For each i = 1, · · · , n, it follows from (1.12)-(1.13) and the minimality of u i,n that
Hence we get
Combining (2.10) with definitions (1.14) and (1.17), we obtain
i.e., (2.7). By (2.9), we obtain that E(u i,n ) ≤ E(u i−1,n ) for each i = 1, · · · , n, and then
It is clear that (2.11) is equivalent to (2.8) .
By the definition of u i,n , we see that
for any ε > 0 and ζ ∈ H 2 0 (Ω) with ζ ≥ 0. This implies
in the sense of the distribution. Hence µ i,n is a measure in Ω (e.g., see [25] ).
Regarding the finiteness of µ i,n , we have the following: Theorem 2.3. Let u i,n be the solution of (M i,n ) obtained by Theorem 2.1. Then µ i,n defined in (2.12) is a measure in Ω for each i = 1, · · · , n. Moreover there exists a positive constant C being independent of n such that
Proof. Fix T > 0, n ∈ N and i = 1, · · · , n arbitrarily. For any ε > 0, we define
14)
Let us consider the minimization problem:
A standard argument implies that the problem has a unique solution w ε . Since the variational principle yields that for any ϕ ∈ H 2 0 (Ω)
we have
The standard elliptic regularity theory implies that w ε is a classical solution of (2.17).
For any ϕ ∈ H 2 0 (Ω) with ϕ ≥ f a.e. on Ω, the minimality of w ε asserts that
Since Theorem 2.1 allows us to take u i−1,n as ϕ in (2.18), we have (2.21) and
The inequality (2.20) implies that there exist a sequence {ε ′ } and a functionū ∈ H 2 0 (Ω) such that, as ε ′ → 0,
By (2.14) and (2.22), we obtain
Combining (2.24) with Chebychev's inequality, we deduce that (ū − f ) − = 0 a.e. in Ω, i.e., u ≥ f a.e. in Ω. Thus it holds thatū ∈ K. In the following we shall prove thatū is a minimizer of (M i,n ), i.e.,
To prove the assertion, fix v ∈ K arbitrarily. Then we observe that
Making use of (2.23)-(2.24), we have
This implies thatū is a minimizer of (M i,n ). Then the uniqueness of minimizer yieldsū = u i,n . Recalling β ε ≤ 0, we find
is a measure in Ω. To begin with, we shall prove that µ ε i,n converges to a measure as ε → 0 up to a subsequence. To do so, we claim that, for each i and n, {µ ε i,n (U )} is uniformly bounded with respect to ε for any compact subset U of Ω. Indeed, for each i, n and fixed ψ ∈ C ∞ 0 (Ω) with ψ ≡ 1 on U and 0 ≤ ψ < 1 elsewhere, it follows from (2.20) and (2.21) that
Since (2.19) yields that
and ψ is fixed, combining (2.25) with (2.20) and (2.26), we obtain
Then, for each i and n, there exist a sequence {ε ′′ } ⊂ {ε ′ } and a measureμ in Ω such that, as
where (2.28) means that for any function ζ ∈ C 0 (Ω)
Next we shall prove that τ n n i=1 µ i,n (U ) is uniformly bounded with respect to n for any compact set U ⊂ Ω. Combining (2.27) with (2.23) and (2.28), we see that
.
Multiplying τ n and summing over i = 1, · · · , n, we obtain
Finally we shall prove τ n n i=1 µ i,n (Ω) is uniformly bounded with respect to n. Multiplying the equation (2.17) by w ε − f , we find
Let Ω δ denote the intersection of Ω and δ-neighborhood of ∂Ω. Since f < 0 in ∂Ω, there exists a positive constant c such that
On the other hand, it follows from (2.26) and Ω ∆ 2 w ε w ε dx ≥ 0 that
Then (2.30), (2.32), and (2.33) imply that
Thus we get
, where
. Then, by (2.23) and (2.28) we obtain
Since Ω \ Ω δ is a compact subset of Ω, multiplying τ n and summing over i = 1, · · · , n, we observe that
is independent of n. This completes the proof.
In the rest of this section, we shall prove that
In what follows, we denote the mollifier as follows:
and the function j(x) = j 0 (|x|) satisfies
Here we show a property of the support of µ i,n .
Lemma 2.1. Let x 0 ∈ Ω. Assume that there exist a neighborhood W of x 0 and a constant δ > 0 such that
Proof. We extend u i,n ∈ H 2 0 (Ω) to become a function in H 2 (R n ). By the assumption (2.34), it holds that u i,n ± ζ ∈ K for any ζ ∈ C ∞ c (W ) with |ζ| < δ. Since u i,n is the unique minimizer of (M i,n ), one can verify that for any ζ ∈ C ∞ c (W ) with
Letting ε ↓ 0 in (2.35), we find
for any ζ ∈ C ∞ c (W ) with |ζ| < δ. Fix ζ ∈ C ∞ c (W ) with |ζ| < δ arbitrarily. Then we asserts from (2.36) that 0 ≤ ±ε
Since µ i,n ≥ 0, it follows from (2.37) that 0 ≤ Ω {∆u i,n ∆ζ + V i,n ζ} dx
Since ε > 0 is arbitral, this inequality implies that
This completes the proof.
We denote the inverse operator of the Laplacian by ∆ −1 , i.e., if w satisfies
then we write ∆ −1 g = w. We note that the estimate
is followed from the elliptic regularity (e.g., see [21] ).
We start with the following lemma:
Lemma 2.2. For each n ∈ N and i ∈ {1, · · · , n}, there exists a function v i,n satisfying the following properties:
(c) For any x 0 ∈ Ω and for any sequence of balls B ρ (x 0 ) with center x 0 and radius ρ, it holds that
We claim that, for any
, we obtain from Green's formula that
where G ρ is Green's function given by
(2.40)
Remark that ω(N ) denotes the volume of unit ball in R N . From (2.12) and
and, by integration,
For general u i,n ∈ H 2 0 (Ω) with (2.12), we introduce the C ∞ functions
Since ∆U m ≥ 0, we can deduce from (2.41) that
Letting m → +∞, we obtain (2.41) for general u i,n ∈ H 2 0 (Ω). Thus we conclude that
where v i,n is a some function.
Since v ρ i,n is continuous in x, we see that v i,n is upper semicontinuous. Recalling that ∆u i,n + ∆ −1 V i,n ∈ L 2 (Ω), we also obtain that, as ρ ↓ 0,
Consequently we have
Lemma 2.3. Let 1 ≤ N ≤ 7, then for any point x 0 ∈ Ω that belongs to the support of µ i,n , it holds that
for each n ∈ N and i = 1, · · · , n.
Proof. With the aid of Lemma 2.1, we asserts that suppµ i,n is contained in the set of points where (2.34) is not satisfies. Thus, if x 0 ∈ supp µ i,n , then there exist sequences x m → x 0 and ε m ↓ 0 such that
where B ρ,m := {|y − x m | < ρ}, S ρ,m := ∂B ρ,m . Similarly it holds that 
Using a change of variables and integrating by parts, we can reduce the first term in (2.47) to 
Recalling that V i,n ∈ H 2 0 (Ω) for each n ∈ N, we see that ∆ −1 V i,n ∈ H 4 (Ω) by the elliptic regularity (see [21] ). Then it follows from Sobolev's embedding that ∆ −1 V i,n is continuious in Ω for 1 ≤ N ≤ 7. Furthermore since v i,n is upper semicontinuous, there exists a point x m,ρ ∈ B ρ,m such that the maximum of the function v i,n (x)−∆ −1 V i,n (x)−∆f (x) in B ρ,m attains at x = x m,ρ . Then (2.49) implies that
We may assume that x m,ρ → x ρ for some x ρ ∈ {y ∈ R N : |y − x 0 | ≤ ρ}, for the sequence {x m,ρ } is bounded. By the upper semicontinuity of v i,n , as m → +∞, it holds that
Letting ρ → 0 and using again the upper semicontinuity of v i,n , we see that x ρ → x 0 and
Making use of Lemmas 2.2 and 2.3, we can obtain a local bound of ∆u i,n :
for each n ∈ N and i = 1, · · · , n. Moreover, for any R > 0 with B R ⊂ Ω, there exist positive constants C 1 , C 2 , and C 3 being independent of i and n such that
where (∆ 2 ) −1 V i,n denotes a unique solution of
in Ω, w = 0 on ∂Ω.
Let fix x 0 ∈ Ω arbitrarily and denote by B ρ the ball with center x 0 and radius ρ.
where G R is Green's function defined in (2.40). Expanding the right-hand side, we obtain
where D R/2 := B R \ B R/2 and
Noticing that supp ∇ζ is contained in D R/3 := B R \ B 2R/3 , we get
Since the fact that u i,n ∈ H 2 0 (Ω) implies
the terms α ε,1 (x) and α ε,2 (x) are estimated for any x ∈ B 2R/3 as follows:
Thus we deduce that
where the constant C is independent of ε, i, and n.
Along the same line as in (2.48), the first term in the right-hand side of (2.53) is reduced to
Consider the integralG
The integral is well defined in the sense of improper integrals, that is, as
Indeed, this follows from Fubini's theorem since for any k < +∞ it holds that
Moreover one can verify thatG R is a superharmonic function (e.g., see [22] ). Since G R (z) is harmonic if |z| > ε, one can verify that (J ε G R )(z) = G R (z) holds for |z| > ε. On the other hand, from
we see that there exists an ε > 0 small enough such that (J ε G R )(z) ≤ G R (z) for |z| < ε. Therefore Lubesgue's convergence theorem gives us that
Analogously to (2.55) we have, for x ∈ B R/2 ,
whereβ ε (x) → 0 as ε ↓ 0. Thus we deduce from Lebesgue's convergence theorem that for x ∈ B R/2 , as ε ↓ 0,
We can write
where (ρ, θ) is the spherical coordinates about x and λ ε (ρ) is a smooth nonnegative function.
Since it follows from the proof of Lemma 2.2 that
the mean value theorem yields that
where ω N ρ N −1 denotes the area of surface ∂B ρ and ρ ′ ∈ (0, ε). Combining this with (2.55), (2.56), and (2.57), letting ε ↓ 0 in (2.53), we obtain that for x ∈ B R/2 there holds
Remark that (2.54) implies
where the constant C 1 is independent of i and n. Recalling thatG R is superharmonic, we shall apply a maximal principle for superharmonic functions toG R . It follows from Lemma 2.3 that
Since the integral on the right-hand side of (2.58) is non-negative, we see that
Furthermore Proposition 2.1 and (2.38) assert that
where k = 1 and 0 < γ < 1/2 if N = 1, k = 0 and 0 < γ < 2 − N/2 if N = 2, 3, and the constant C 2 is independent of i and n. Thus, combining (2.60) with (2.59) and (2.61), we observe that
and then, Theorems 1.5 and 1.6 in [22] give us that
Observing that the integral in (2.58) is estimated as
we deduce that, for any x ∈ B R/3 ,
so that
we obtain
Remark 2.1. We need to impose the restriction on the dimension N ≤ 3 in Lemma 2.4 in order to obtain the inequality
in (2.61). Such an estimate will allow us to prove a uniform W 2,∞ bound on u i,n with respect to n.
for each n ∈ N and i = 1, · · · , n. Moreover, for any R > 0 with B R ⊂ Ω, there exist positive constants C 1 and C 2 being independent of n such that
Proof. Thanks to Theorem 2.2, we see that u i,n is uniformly bounded in H 2 0 (Ω). Then, Proposition 2.1 asserts that u i,n is also uniformly bounded in C 1,γ (Ω) with 0 < γ < 1/2 if N = 1, and in C 0,γ (Ω) with γ ∈ (0, 2 − N/2) if N = 2, 3. Since u i,n = 0 on ∂Ω, there exists a neighborhood Ω δ of ∂Ω such that u i,n > f in Ω δ . By the standard elliptic regularity theory, we observe that ∆u i,n ∈ H 2 (Ω δ ) with (2.65) where the positive constant C depends only on Ω δ . Combining (2.65) with the interpolation inequality
, where K is a positive constant depending only on N , we deduce that
In the sequel, we let N = 2, 3. Let fix x 0 ∈ Ω \ Ω δ arbitrarily and B ρ denote the ball with center x 0 and radius ρ. Choose R > 0 such that B R ⊂ Ω and ζ ∈ C ∞ 0 (B R ), ζ = 1 in B 2R/3 , 0 ≤ ζ ≤ 1 elsewhere. For any x ∈ B R/2 , we can write
where U i,n is the function defined by (2.52) and W is the fundamental solution of ∆ 2 :
where γ N are constants chosen such that
where δ denotes the Dirac measure (e.g., see [15] ). Expanding ∆ 2 (ζJ ε U i,n ) and performing integrations by parts, we obtain
where D R/3 := R R \ B 2R/3 and
Since it follows from a direct calculation that
one can verify that
where c is a positive constant. Applying ∂ 2 /∂x 2 j − ∆/2 to the both sides of (2.67) and using (2.68) and the fact that ζ∆ 2 (J ε U i,n ) ≥ 0, we obtain, if x ∈ B R/2 ,
Since the integral in the right-hand side can be written as
where β ε → 0 as ε ↓ 0, we conclude that
On the other hand, it also holds that
Lemma 2.4 implies that
Letting ε ↓ 0, we find
Furthermore it follows from the Gagliardo-Nirenberg type interpolation inequality that
Recalling β ε → 0 as ε ↓ 0 and letting ε ↓ 0 in (2.69) and (2.70), we deduce from (2.71)-(2.73) that
Since x j can be in any direction, the inequality (2.74) implies that
where the constants C ′ 5 , C ′ 6 , C ′ 7 , and C ′ 8 are independent of i and n. Recalling (2.66), along the same line as above, one can verify that
where the constant C depends only on Ω δ . Since Ω \ Ω δ is compact, combining (2.75) with (2.76), we obtain the assertion u i,n ∈ W 2,∞ (Ω) and
Finally multiplying (2.77) by τ n and summing over i = 1, · · · , n, we conclude from (2.7) and (2.13) that
When we restrict to dimensions N ≤ 3, Proposition 2.1 implies that u i,n is continuous. Under such restriction, we define
It is clear that C i,n ∪ N i,n = Ω. We can show a relation between the support of µ i,n and the sets.
Lemma 2.5. Let N ≤ 3. If x 0 ∈ N i,n , then there exists a neighborhood of x 0 such that µ i,n (N i,n ) = 0. Furthermore we have
Proof. Let N ≤ 3 and fix x 0 ∈ N i,n arbitrarily. Since N i,n is an open set, there exist a constant δ > 0 and a neighborhood W of x 0 such that
Notice that u i,n satisfies
for any ϕ ∈ K, for u i,n is a solution of (M i,n ). Then for any ζ ∈ C ∞ 0 (W ) with 0 ≤ ζ ≤ δ/2, the function ψ = u i,n − ζ belongs to K. Taking this ψ as ϕ in (2.81), we have
i.e., µ i,n = 0 in W .
Existence and regularity of solutions to problem (P)
We first prove a convergence result which holds in any dimension N ≥ 1.
Theorem 3.1. Let u n be the piecewise linear interpolation of {u i,n }. Then there exists a function
up to a subsequence, for any 0 < T < +∞. Moreover
e. x ∈ Ω and for every t ∈ [0, +∞), and for each α ∈ (0,
Proof. Recalling that u n (x, ·) is absolutely continuous on [0, T ], for all t 1 , t 2 ∈ [0, T ] with t 1 < t 2 , Hölder's inequality and Fubini's Theorem give us
Then it follows from (2.7) that
(Ω)) up to a subsequence. On the other hand, the estimate (2.7) implies that
This means that ∂u/∂t ∈ L 2 (0, T ; L 2 (Ω)), i.e., u ∈ H 1 (0, T ; L 2 (Ω)). Combining (3.4) with Ascoli-Arzelà's Theorem (see e.g. [4, Proposition 3.3 .1]), we conclude (3.2).
Since (3.5) means that {u n (t)} is uniformly bounded in H 2 0 (Ω) with respect to t ∈ [0, T ] and n ∈ N, we deduce from (3.2) that, for each t ∈ [0, T ]
up to a subsequence. This asserts that u ∈ L ∞ ([0, T ]; H 2 0 (Ω)). Moreover, Proposition 2.1 implies that for each t ∈ [0, T ]
if N ≥ 5.
(3.8)
In particular, if N ≥ 4, (3.9) up to a subsequence. Since u n (t) ≥ f a.e. in Ω for each n ∈ N and t ∈ [0, T ], the fact (3.8)-(3.9) yields that u(t) ≥ f a.e. in Ω for each t ∈ [0, T ]. This completes the proof.
When N = 1, we can improve the convergence result obtained in Theorem 3.1: 
for every α ∈ (0, 1 2 ) and β ∈ (0,
Proof. Fix T > 0 and n ∈ N. To begin with, we shall prove (3.10). By (2.64) we see that u n is uniformly bounded in L 2 (0, T ; W 2,∞ (Ω)) with respect to n ∈ N. Since L 2 (0, T ; W 2,∞ (Ω)) is the dual of L 2 (0, T ; W 2,1 (Ω)), Banach-Alaoglu's Theorem asserts that u n subconverges to u weakly* in L 2 (0, T ; W 2,∞ (Ω)). In particular, combining (2.64) with
Next we prove (2.64). In the sequel we let Ω = (0, L). Let us define the function g := u n (·, t 2 ) − u n (·, t 1 ). Since g ∈ H 2 0 (Ω) for each t 1 , t 2 ∈ [0, T ] with t 1 < t 2 , we have
Then (3.12) and (3.13) yield
, we observe from (3.5) that
Then, by (3.4), we obtain
Moreover, by the Mean Value Theorem, there existsx ∈ Ω such that
and then
for each x ∈ [0, L]. Thus, by (3.4) and (3.15), we find
Furthermore, for each α ∈ (0, 1 2 ), we have
Using Morrey's inequality, it is followed from (3.5) that
where K M denotes the constant of Morrey's inequality. Then, from (3.15) and (3.17), we deduce that
Therefore it follows from (3.15), (3.16) , and (3.18) , that for every α ∈ (0, 1 2 ), u n is uniformly equicontinuous with respect to the C 1,α (Ω)-norm topology and that
for some C(L, E(u 0 ), α, T ) > 0. We then obtain (3.11) by applying the Ascoli-Arzelà's Theorem (see e.g. [4, Proposition 3.3.1]). Finally, since
we obtain the conclusion by selecting t 1 = 0.
When N = 2, 3, we can also improve the result obtained in Theorem 3.1:
Proof. Let N = 2, 3. Fix T > 0 and n ∈ N. To begin with, the convergence (3.20) follows from the same line as in the proof of (3.10). In the sequel, we shall prove (3.21). For each t 1 ,
By (3.4), we have already known
Since (2.8) asserts that
combining this with (3.22) and the interpolation inequality
where the constant C is independent of n. For each γ ∈ (0, 2 − N/2), we obtain
Since it follows from Sobolev's embedding theorem that
we get
Therefore we deduce from (3.24) and (3.25) that u n is uniformly equicontinuous with respect to the C 0,γ -norm topology for each γ ∈ (0, 2 − N/2), and that
for some constant C = C(Ω, E(u 0 ), γ, T ) > 0. By the Ascoli-Arzelà's Theorem (see e.g. [4, Proposition 3.3.1]), we get (3.21). Finally, since
Regarding the piecewise constant interpolationũ n for {u i,n } defined in Definition 1.3, we can verify the following: Lemma 3.1. Letũ n be the piecewise constant interpolation of {u i,n }.
for every γ ∈ (0, 1/2), where u is the function obtained in Theorem 3.1. If N = 2, 3, theñ
for every γ ∈ (0, 2 − N/2). Furthermore, for any N ≥ 1, it holds that
Then, along the same line as in the proof of Theorem 3.1, we verify thatũ n (t) converges to a functionũ(t), withũ(
We shall show thatũ coincides with u which is obtained as the limit of u n . Let us fix t ∈ [0, T ] arbitrarily. Then there exists a sequence of intervals {[(i n − 1)τ n , i n τ n )} n∈N such that t ∈ [(i n − 1)τ n , i n τ n ) for each n ∈ N. Recalling Definitions 1.2-1.3, if N = 1, we observe from (3.19) that
and if N = 2, 3, we deduce from (3.26) that
Hence we obtain (3.27) and (3.28).
Finally we prove (3.29). It follows from Definitions 1.2 and 1.3 that
(E(u i−1,n ) − E(u i,n )) = τ n (E(u 0 ) − E(u n,n )) ≤ τ n E(u 0 ) → 0 as n → +∞.
Then we observe that for any ϕ ∈ C ∞ c (Ω) (u n −ũ n )∆ϕ dxdt → 0 as n → ∞.
Let us define µ n as µ n (t) = µ i,n if t ∈ [(i − 1)τ n , iτ n ). (3.31)
Proof of Theorem 1.1. Let u be the function in Theorem 3.1. To begin with, we prove that u is a weak solution of (P). Since u i,n and V i,n satisfy Ω [V i,n (ϕ − u i,n ) + ∆u i,n ∆(ϕ − u i,n )] dx ≥ 0 for any ϕ ∈ K, we observe that e.g., see [27] , Proposition 23.9. By virtue of (3.32)-(3.35) and (3.37), we assert that i.e., u is a weak solution of (P).
For any ϕ ∈ C ∞ c (Ω × (0, T )) with ϕ ≥ 0, we verify that w := u + ϕ ∈ K. Hence it follows from (3.38) that Since ϕ is arbitrary, (3.39) implies that u t (x, t) + ∆ 2 u(x, t) ≥ 0 a.e. in Ω × (0, T ), (3.40) where ∆ 2 u is written in the sense of distribution. Moreover, the regularity of u follows from Theorems 3.1-3.3.
We now prove (1.7). By (3.31) and Theorem 2.3, we observe that This is equivalent to (1.7), and implies that µ is a positive Radon measure on Ω for a.e. t ∈ (0, T ).
Finally, when N ≤ 3, we prove that u satisfies the problem (P) in the sense of distribution. To prove this assertion, it is sufficient to show that, if u > f , then u t + ∆ 2 u = 0 holds. Let us set N := {(x, t) ∈ Ω × (0, T ) : u(x, t) > f (x)}.
Since u is continuous in Ω × (0, T ) by Theorems 3.2 and 3.3, N is an open set, so that, for any (x 0 , t 0 ) ∈ N , there exist δ > 0 and a neighborhood W × (t 1 , t 2 ) of (x 0 , t 0 ) such that u(x, t) − f (x) > δ in W × (t 1 , t 2 ). (3.42) Lemma 3.1 implies that there exists a number N > 0 such that u n (x, t) > u(x, t) − δ 2 in W × (t 1 , t 2 ) for any n > N.
Combining this with (3.42), we have, for any n > N , u n (x, t) > f (x) + δ 2 in W × (t 1 , t 2 ). (3.43)
Let ζ ∈ C ∞ 0 (W × (t 1 , t 2 )) with 0 ≤ ζ ≤ δ/2. Then (3.43) asserts that ψ(x, t) :=ũ n (x, t) − ζ(x, t) ∈ K for each t ∈ [0, T ].
Taking this ψ as ϕ in (2.81) and integrating it with respect to t on (0, T ), we obtain Since µ n ≥ 0, we see that the integral in (3.45) must be equal to 0, i.e., µ n (W × (t 1 , t 2 )) = 0 . Thus we deduce that µ n converges to µ t weakly in M(Ω × (0, T )), i.e., 
