Abstract. In this work we analyse the GLV method of Gallant, Lambert and Vanstone (CRYPTO 2001) which uses a fast endomorphism Φ with minimal polynomial X 2 + rX + s to compute any multiple kP of a point P of order n lying on an elliptic curve. First we fill in a gap in the proof of the bound of the kernel K vectors of the reduction map f : (i, j) → i + λj (mod n). In particular, we prove the GLV decomposition with explicit constant kP = k1P + k2Φ(P ), with max{|k1|, |k2|} ≤ 1 + |r| + s √ n .
Introduction
Since elliptic curves made their entrance into cryptography in 1985 [8, 13] , it has become of vital importance to secure the same performance on the The work described in this paper has been supported [in part] by the Commission of the European Communities through the IST Programme under Contract IST-1999-12324, http://www.cryptonessie.org/. The information in this document is provided as is, and no guarantee or warranty is given or implied that the information is fit for any particular purpose. The user thereof uses the information at its sole risk and liability. The views expressed are those of the authors and do not represent an official view/position of the NESSIE project (as a whole).
elliptic cryptosystems as on the traditional asymmetric ones such as RSA. For this, a key step is to be able to compute a scalar multiple kP of an elliptic curve point P of large prime order n (see [1, 12] for background on elliptic curve cryptography). Various methods have been devised to this end [6] , most of them adopting a binary setting (elliptic curves E over finite fields of characteristic 2). A group of methods cleverly employs a distinguished endomorphism Φ ∈ End(E) to split a large computation into a sequence of cheaper ones so that the overall computational cost is lowered [17] .
Recently, Gallant, Lambert and Vanstone [5] used such a technique, which, contrary to previous ones, also applies to curves defined over large prime fields. Their method uses an efficiently computable endomorphism Φ ∈ End(E) to rewrite kP as kP = k 1 P + k 2 Φ(P ), with max{|k 1 |, |k 2 
Their key point is an algorithm (henceforth called the GLV algorithm) which inputs integers n and 0 < λ < n and produces for any k (mod n), two residues k 1 , k 2 (mod n) such that k ≡ k 1 + λk 2 (mod n) .
However they fail to provide an upper bound on max{|k 1 |, |k 2 |} but only give a heuristic estimate that this should be O( √ n) (but again no estimation of the involved constant appears in their paper). An upper bound was first demonstrated in [15] using an apparently different method.
In this work we first supply a proof that the original GLV algorithm works by producing a required upper bound and then we give the value for sup k,n max{|k 1 |, |k 2 |}/ √ n in the case where n is the norm of an element
, which is the case in the examples given in [5, 15] . This allows us to show that the class of elliptic curves susceptible to the GLV speedup is exceptional. At the conference, we became aware of another contribution to the GLV method [7] where a necessary condition is developed to insure that in (1) the constant in O( √ n) is 1. An algorithm alternative to the GLV algorithm is then presented. A way to improve the GLV algorithm would be to find a decomposition
This is not possible in general using the GLV paradigm, since the powers Φ i are independent (over Z) only when i < 2. However, in [14] , a class of Φ's for which such a decomposition exists is found. Nevertheless this does not apply to our analysis since it is supposed that the norm of Φ is not too small (compared to n), whereas in our work it is fixed (denoted by s below).
On the other hand the previous decomposition can be applied to the generalisation of the GLV algorithm to hyperelliptic curves of genus at least d/2 as described in [16] : in this context we provide an explicit upper bound, of the same nature as (1).
Bridging the Logical Gaps of the GLV Algorithm
In this part, we will briefly summarize the Gallant-Lambert-Vanstone (GLV for short) computation method [5] . Let E be an elliptic curve defined over a finite field F q and P be a point of this curve with order n such that the cofactor h = #E(F q )/n is small, say h ≤ 4. Let us consider Φ a non trivial endomorphism defined over F q and X 2 + rX + s its characteristic polynomial. In all the examples r and s are actually small fixed integers and q is varying in some family. By the Hasse bound, since n is large, Φ(P ) = λP for some λ ∈ [0, n − 1]. Indeed, there is only one copy of Z/n inside E(F q ) and Φ(P ) has also order dividing n. We can easily exclude the case where λ = 0 which is exceptional (for instance in the examples we have n s, by the Hasse bound). In all cases, λ is obtained as a root of X 2 + rX + s modulo n.
A crucial role of the GLV method lies in the definition of the group homomorphism f :
where β i ∈ Q. Then round β i to the nearest integer
Indeed by the triangle inequality we have that
Thus it is essential in the GLV method that M be as small as possible, keeping in mind that by a simple counting argument we must have M ≥ √ n/2. Gallant, Lambert and Vanstone then claim without proof that in fact M ≤ k √ n, for some constant k. 1 We overcome this omission in the next section.
A Value for k
Recall that the GLV algorithm makes use of the extended Euclidean algorithm applied to n, λ to produce a sequence of relations
where
The GLV algorithm defines the index m as the largest integer for which r m > √ n. Then (3) with i = m gives that |t m+1 | < √ n, so that the kernel vector v 1 = (r m+1 , −t m+1 ) has rectangle norm 2 bounded by √ n.
The GLV algorithm then sets v 2 to be the shorter between (r m , −t m ) and (r m+2 , −t m+2 ) but does not give any estimate on the size of v 2 . In fact, Gallant, Lambert and Vanstone claim that
which is what we will now show, with an explicit value of k. Let λ, µ ∈ [1, n − 1] be the zeros of X 2 + rX + s (mod n). For any (x, y) ∈ K − {(0, 0)}, we have
hence since X 2 +rX+s is irreducible in Z[X] we must have x 2 −rxy+sy 2 ≥ n. This certainly implies that max(|x|, |y|) ≥ n 1 + |r| + s .
In particular, |(r m+1 , −t m+1 )| ≥ √ n/ 1 + |r| + s.
1 They actually also assume k = 1 which is true in their examples from Corollary 1, but cannot be true in general, by our analysis on the optimal bound. 2 The rectangle norm of (x, y) is by definition max(|x|, |y|). We denote it by |(x, y)|.
Case 2: r m+1 ≥ √ n/ 1 + |r| + s. The same (3) with i = m + 1
We have thus proved the following Theorem 1. An admissible value for k is
In particular any multiple kP can be decomposed as
We next revisit the GLV map f , following an idea already present in [15] . This will lead us to an improvement for k and in some instances, to the best possible constant.
An Algebraic Interpretation of the GLV Method
Let Φ be a non trivial endomorphism defined over F q , as in the GLV method, satisfying Φ 2 + rΦ + s = 0.
Consider the sequence of group homomorphisms:
Here n is a specific prime lying above n in the quadratic field Q(Φ) (remember that n splits in Q(Φ)). The composition of the two homomorphisms gives (for the appropriate n) the Gallant-Lambert-Vanstone map f : (i, j) → i + λj (mod n). We henceforth assume we made this choice of n.
Note that Z[Φ] is actually a normed ring with norm
When embedding Z[Φ] into C, this norm actually becomes the square of the usual complex Euclidean norm. Therefore under the (group) isomorphism ϕ, we can define the number theoretic norm (i, j) of (i, j) ∈ Z × Z to be (i, j) = i 2 + sj 2 − rij , different from (but equivalent to) the rectangle norm on Z × Z, denoted by
We will denote v 1 and v 2 two linearly independent vectors in the kernel K of the map f . We also require that v 1 and v 2 have rectangle norm O( √ n).
We say a vector v ∈ Z×Z is the shortest if it has the smallest rectangle norm and that it is the smallest when it has the smallest number theoretic norm.
Examples
We quote here four examples, dubbed E 1 , E 2 , E 3 and E 4 , appearing already in [5, 15] . Note that in all these examples, Z[Φ] is the maximal order and it is principal. Example 1. Let p ≡ 1 (mod 4) be a prime. Define an elliptic curve E 1 over F p by
If β is an element of order 4, then the map Φ defined in the affine plane by Φ(x, y) = (−x, βy) ,
Example 2. Let p ≡ 1 (mod 3) be a prime. Define an elliptic curve E 2 over F p by
If γ is an element of order 3, then the map Φ defined in the affine plane by Φ(x, y) = (γx, y) ,
]. Moreover Φ satisfies the equation
Example 3. Let p > 3 be a prime such that -7 is a quadratic residue modulo p. Define an elliptic curve E 3 over F p by
If ξ = (1 + √ −7)/2 and a = (ξ − 3)/4, then the map Φ defined in the affine plane by
is an endomorphism of E 3 defined over
Example 4. Let p > 3 be a prime such that -2 is a quadratic residue modulo p. Define an elliptic curve E 4 over F p by
The map Φ defined in the affine plane by
. Moreover Φ satisfies the equation
In the next section, we will investigate an alternative way to construct the GLV vectors v 1 and v 2 . We will then give an optimal result on smallest decompositions.
The GLV Method Revisited
Let ∆ = r 2 − 4s < 0 be the discriminant of the minimal polynomial of Φ and r = (1 − (−1) r )/2. In order to find v 1 and v 2 , the most natural method to use is Gaussian reduction, 3 which gives an optimal reduced basis v 1 and v 2 meaning:
The first inequality arises from Theorem 1, while the second comes from taking the norm of ϕ(v 1 )Φ , with
. Note that when n is the norm of an element of Z[Φ], one has
This is the case in the examples of the preceding section, because Z[Φ] is maximal and principal (we already know that n is the norm of the ideal n). One can also easily prove the following geometric lemma.
Lemma 1. The rectangle and number theoretic norms are related by the following optimal inequality: for any vector u ∈ Z × Z one has
Hence we deduce Theorem 2. Assume n is the norm of an element of Z[Φ] then one can take
This is already better than the first bound (Theorem 1) on the examples, although on the same assumptions one can improve on this.
3 The standard Gaussian algorithm is sufficient here. It is deterministic and runs in average constant time, better than the Euclidean algorithm and with same order of magnitude for the worst case. We refer to [3] for all these facts and for the description of the algorithm. However in the examples we do not need this algorithm as Cornacchia's algorithm [2, Section 1.5.2] to find ν such that N Z[Φ]/Z (ν) = n gives us automatically (ν, νΦ ) as a reduced basis of K (see Section 7).
An Optimal Improvement
The idea, which already appears in [15] , consists in working directly in the (Euclidean) space C where we have embedded Z[Φ]. We will denote T the triangle whose vertices are 0, 1 and Φ and P the fundamental parallelogram with vertices 0, 1, Φ and Φ + 1. The heart of our main result lies in the following lemma.
Lemma 2. Let ABC be any triangle in R 2 with vertices A, B and C. For any two points P, P , let P P denote their distance. Let O be any point inside the closure of ABC maximising f (P ) = min{P A, P B, P C} , Proof. Let O be the center of the circumscribed circle. Figure 1) . In the first case, since the triangle is acutangle, O ∈ ABC. Therefore ABC can be partitioned into three isosceles subtriangles OAB, OBC and OCA. Also, each of these three triangles can be subdivided into two symmetric right triangles, for instance, OCA is made up of OCB and OB A, where B is the midpoint of the segment [AC] and similarly for the other two subtriangles. Suppose by absurd O = O. Without loss of generality, we can suppose O ∈ OB A. Since the triangle is right-angled, OA is its diameter, which is unique, 4 therefore
(See
contradicting the definition of O and O = O. 4 The diameter of a set Σ is by definition sup P,P ∈Σ P P . We will say the diameter is unique if the sup is attained for exactly one pair {P, P }. Then ABC is partitioned into ABO, AOO and AO C, the first and the last being isosceles, since AO = BO and AO = CO . We claim that AB ≥ AC is equivalent to AO ≥ AO , with equality holding simultaneously. By an argument of symmetry, it suffices to show that AB > AC implies AO > AO . We have
Indeed working in the right-angled triangle OC B, where C is the midpoint of [AB], we have that cos CBA = BC /BO = AB/(2BO) and similarly for the other equality. Notice that the well-known fact sin CBA/AC = sin ACB/AB
together with AB > AC implies that CBA < ACB (we are measuring angles in [0, π]). Hence CBA < π/4. Using (7) in (6) Notice that CBA = x − ACB for some 0 < x < π/2. Hence 2 CBA = 2x−2 ACB = π−θ with θ > 2 ACB. Finally, we have that sin 2 CBA = sin θ < sin 2 ACB, because 2 CBA < 2 ACB < θ and 2 CBA < π/2. This proves the claim. This lemma shows that any point lying inside T (or P) will be at a distance ≤ R from one of the vertices, and that this R is optimal. Determining it is easy and we write here the final result.
Thus we get 
with R given by (8) . Such a vector v is obtained as the closest vertex of the copy of ϕ −1 (νP) (or ϕ −1 (νT )) inside which (k, 0) lies.
Hence the main difference with previous methods is that b i is not defined as β i anymore when r is odd, but rather as either β i or β i . In general one has to test three possible values but for each endomorphism ring there are shortcuts (conditions) that can be checked, so to avoid this probabilistic check. For even values of r Theorem 3 gives the same bound as [15] . Applying Lemma 1, one immediately gets Theorem 4. Assume n is the norm of an element of Z[Φ] then one can take
where R is given by (8) . Furthermore, this constant cannot be improved.
Applying this theorem to Examples E 1 to E 4 we get: Corollary 1. In Examples E 1 to E 4 , the optimal bounds for |k 1 |, |k 2 | are:
This result ought to be compared to [15] , where we improve k in the case when r = 0, that is in Examples 2 and 3.
On the Optimality of Theorems 3 and 4
We now discuss the optimality of this method. The first step is to show that the inequality in Theorem 3 is best possible, that is we have
We begin with a number theoretic lemma.
Lemma 3. In the notations of Section 3 the index (Z × Z : K) of K inside Z × Z is n. Furthermore, under the assumption that n is the norm of an element ν ∈ Z[Φ], we have
. In particular, a reduced fundamental domain of K is ϕ −1 (νP), where P is the fundamental parallelogram described at the beginning of the last section.
Proof. By the third isomorphism theorem of algebra and the group isomorphism given by ϕ we have
Since Z[Φ] + n is contained in the ring of integers I of Q(Φ), the rightmost quotient group is a subgroup of I/n ∼ = Z/n. Hence its cardinality is 1 or n. But if it were 1, then Z[Φ] ⊂ n, hence 1 ∈ n which is impossible. The cardinality must therefore be n and the same is true for the left-most group, whose cardinality is (Z × Z : K). Notice that
or equivalently
Therefore, in order to prove the second statement, we have to prove that the right-most inclusions in Equations (11) are actually equalities, and it suffices to do so for the first one.
In view of (10) The third statement is an immediate consequence of the second.
Notice that the lemma tells us something more than we already knew from the last section, namely that ϕ −1 (νP) is a fundamental domain for K. Moreover ν and νΦ form a Gaussian reduced (in the sense of Section 5) basis of K. Furthermore, the cosets (k, 0) modulo K for 0 ≤ k ≤ n − 1 represent all cosets of Z × Z /K. Their representatives (rather, their images under ϕ) are then uniformly spaced inside νP.
This fact, coupled with the trivial remark that there are n such cosets and that the area in C of νP is O(n), implies that any point in νP can be approximated by some ϕ(k, 0) with an error O(1). Hence since there is a point of νP distant as far as R √ n from a vertex of νP, there exists some ϕ(k, 0) which is at distance R √ n + O(1), implying (9).
To deduce that the constant in Theorem 4 is also optimal, we invoke the optimality of Lemma 1, together with the fact that any point in νP can be approximated by some ϕ(k, 0) in a given angular sector (cone) stemming from that point with an error O(1) (here, the constant may depend on the angle of the sector). In other words, points ϕ(k, 0) tend to be distributed all around any point.
Theorem 4 implies in particular that k ≥ √ −∆/4. A consequence of this fact is that one cannot hope to always get k ≤ 1 and that the GLV method is only effective for those exceptional elliptic curves that have complex multiplication by an order with small discriminant. We give a heuristic argument showing this: it is known by [18] that the number of elliptic curves E defined over F p with Frobenius endomorphism σ p of trace t is H(t 2 − 4p), the Kronecker class number of t 2 − 4p. By Dirichlet's class number formula [4, p. 49] , this is O( 4p − t 2 ). Hence there are few isomorphism classes with 4p − t 2 small. But generally, the index End(E) : Z[σ p ] is small [9, p. 41] , so 4p − t 2 is small if and only if the discriminant of End(E) is small. Thus there are few E's with End(E) of small discriminant. On the other hand, if 4p − t 2 becomes large (say of order p), so does −∆, so that k ≈ √ p ≈ √ n. But this implies that in the GLV decomposition we can only gain at most few bits, thus rendering the method ineffective.
The GLV Method Carries Over to Hyperelliptic Curves
In [16] it is shown 5 how to generalise the construction of the GLV method to hyperelliptic curves in two ways. The first one is a straightforward generalisation of the Gallant-Lambert-Vanstone arguments, which involve only lattice theory, to a higher dimensional setting (namely d ≤ 2g instead of 2 in the case of elliptic curves). In particular, one has to resort to the LLL algorithm to find small vectors v 1 , . . . , v d in the lattice given by a prime n lying above n in some degree d extension of the rationals. We recall here this method and give an upper bound on max |v i |, where |v| denotes the rectangle norm of v.
Let X be a hyperelliptic curve defined over a finite field F q and Jac(X) its Jacobian variety. Suppose # Jac(X)(F q ) = hn with h "small" (say less than 4, but strictly less than n would theoretically suffice) and n prime. Let Φ be an efficiently computable endomorphism of Jac(X) defined over F q and let
Consider the generalised GLV reduction map f d by We then get
The generalisation of GLV is completed if we find M of the smallest possible order, namely around n 1/d . This is what we will do next.
Let K = Q(Φ). Its degree over Q is d. The key point of [16] is that there is a prime ideal n in K dividing n, such that Nn = n. This follows from the fact that λ is a root of the minimal polynomial of Φ modulo n, ensuring the existence of such a prime ideal n, generated as a Z-algebra by n and Φ − λ.
Thus again as previously, we can factor the GLV map f d as
Note that the index (hence the volume Vol(F) of a fundamental domain 
Lemma 4. Let
Proof. This is a straightforward generalisation of the argument given in the proof of Theorem 1. Indeed for v i ∈ ϕ −1 (n ∩ Z[Φ]) we have N(v i ) ≡ 0 (mod n) and if v i = 0 we must therefore have |N(v i )| ≥ n. On the other hand, if we did not have (13) , then every component of v i would be strictly less than the right-hand side and plugging this upper bound in the definition of N(v i ) would yield a quantity < n, a contradiction.
Let B be the denominator of the right-hand side of (13), then (12) and (13) imply that
Thus we have proved the following. where B is the denominator of the right-hand side of (13) , that is a polynomial expression in the coefficients of the minimal polynomial of Φ.
Examples
We quickly list some examples by producing the minimal polynomial P (X) of Φ, which is all we need. For a complete description of the curves, we refer the reader to [16] .
-In Example 2, we have P (X) = X 2 + 1. When d = 2, the discussion about elliptic curves applies (since it's not a matter of curves, but of rings Z[Φ]) and the first bound of Corollary 1 applies. -In Examples 3 and 4, the minimal polynomial is of the form P (X) = G(X 2 ), where G(Y ) = Y 2 + rY + s is the minimal polynomial of Ψ = Φ 2 . Then we have In the case when r = 0, we get the simplified equation 
Conclusion
This work does a careful analysis of the GLV method on fast scalar multiplication on elliptic curves. It improves on existing bounds [15] and produces in classical examples the best constants obtainable by this method.
In particular we prove that the GLV method is not effective for a generic elliptic curve with complex multiplication by an order of large discriminant. This analysis can be generalised to the hyperelliptic variant of the GLV method [16] and we provide the first explicit bounds on the size of the decomposition, thus quantifying the effectiveness of the GLV method for higher genus curves.
