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Abstract
We show tight upper and lower bounds for time–space trade-offs for the c-Approximate Near
Neighbor Search problem. For the d-dimensional Euclidean space and n-point datasets, we
develop a data structure with space n1+ρu+o(1) + O(dn) and query time nρq+o(1) + dno(1) for
every ρu, ρq ≥ 0 with:
c2
√
ρq + (c2 − 1)√ρu =
√
2c2 − 1. (1)
For example, for the approximation c = 2 we can achieve:
• Space n1.77... and query time no(1), significantly improving upon known data structures
that support very fast queries [IM98, KOR00];
• Space n1.14... and query time n0.14..., matching the optimal data-dependent Locality-
Sensitive Hashing (LSH) from [AR15];
• Space n1+o(1) and query time n0.43..., making significant progress in the regime of near-linear
space, which is arguably of the most interest for practice [LJW+07].
This is the first data structure that achieves sublinear query time and near-linear space for every
approximation factor c > 1, improving upon [Kap15]. The data structure is a culmination of
a long line of work on the problem for all space regimes; it builds on spherical Locality-Sensitive
Filtering [BDGL16] and data-dependent hashing [AINR14, AR15].
Our matching lower bounds are of two types: conditional and unconditional. First, we prove
tightness of the whole trade-off (1) in a restricted model of computation, which captures all
known hashing-based approaches. We then show unconditional cell-probe lower bounds for one
and two probes that match (1) for ρq = 0, improving upon the best known lower bounds from
[PTW10]. In particular, this is the first space lower bound (for any static data structure) for
two probes which is not polynomially smaller than the corresponding one-probe bound. To show
the result for two probes, we establish and exploit a connection to locally-decodable codes.
∗This paper merges two arXiv preprints: [Laa15c] (appeared online on November 24, 2015) and [ALRW16] (appeared
online on May 9, 2016), and subsumes both of these articles. An extended abstract of this paper appeared in the
proceedings of 28th Annual ACM–SIAM Symposium on Discrete Algorithms (SODA ’2017).
ar
X
iv
:1
60
8.
03
58
0v
2 
 [c
s.D
S]
  2
1 M
ay
 20
17
Contents
1 Introduction 1
1.1 Approximate Near Neighbor problem (ANN) . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Locality-Sensitive Hashing (LSH) and beyond . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Time–space trade-offs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Lower bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.5 Our results: upper bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5.1 Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.6 Our results: lower bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6.1 One cell probe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.6.2 Two cell probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6.3 The general time–space trade-off . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7 Related work: past and concurrent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.8 Open problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2 Random instances 10
3 Upper bounds: data-independent partitions 11
3.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Data structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3.3 Setting parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3.4 An algorithm based on Locality-Sensitive Filtering (LSF) . . . . . . . . . . . . . . . . 17
4 Upper bounds: data-dependent partitions 18
4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.3 Setting parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.4 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
5 Lower bounds: preliminaries 34
5.1 Graphical Neighbor Search and robust expansion . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.2 Locally-decodable codes (LDC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
6 Lower bounds: one-probe data structures 35
6.1 Robust expansion of the Hamming space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
6.2 Lower bounds for one-probe data structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
7 Lower bounds: list-of-points data structures 38
8 Lower bounds: two-probe data structures 41
8.1 Deterministic data structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
8.2 Making low-contention data structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
8.3 Datasets which shatter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
8.4 Corrupting some cell contents of shattered points . . . . . . . . . . . . . . . . . . . . . . . . . 46
8.5 Decreasing the word size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
8.6 Connection to locally-decodable codes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
8.6.1 Crash course in quantum computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
8.6.2 Weak quantum random access codes from GNS algorithms . . . . . . . . . . . . . . . 50
8.6.3 On adaptivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
9 Acknowledgments 56
1 Introduction
1.1 Approximate Near Neighbor problem (ANN)
The Near Neighbor Search problem (NNS) is a basic and fundamental problem in computational
geometry, defined as follows. We are given a dataset P of n points from a metric space (X, dX) and
a distance threshold r > 0. The goal is to preprocess P in order to answer near neighbor queries:
given a query point q ∈ X, return a dataset point p ∈ P with dX(q, p) ≤ r, or report that there is no
such point. The d-dimensional Euclidean (Rd, `2) and Manhattan/Hamming (Rd, `1) metric spaces
have received the most attention. Besides classical applications to similarity search over many types
of data (text, audio, images, etc; see [SDI06] for an overview), NNS has been also recently used for
cryptanalysis [MO15, Laa15a, Laa15b, BDGL16] and optimization [DRT11, HLM15, ZYS16].
The performance of an NNS data structure is primarily characterized by two key metrics:
• space: the amount of memory a data structure occupies, and
• query time: the time it takes to answer a query.
All known time-efficient data structures for NNS (e.g., [Cla88, Mei93]) require space exponential
in the dimension d, which is prohibitively expensive unless d is very small. To overcome this so-called
curse of dimensionality, researchers proposed the (c, r)-Approximate Near Neighbor Search problem,
or (c, r)-ANN. In this relaxed version, we are given a dataset P and a distance threshold r > 0, as
well as an approximation factor c > 1. Given a query point q with the promise that there is at
least one data point in P within distance at most r from q, the goal is to return a data point p ∈ P
within a distance at most cr from q.
ANN does allow efficient data structures with a query time sublinear in n, and only polyno-
mial dependence in d in all parameters [IM98, GIM99, KOR00, Ind01a, Ind01b, Cha02, CR04,
DIIM04, Pan06, AI08, TT07, AC09, AINR14, Kap15, AR15, Pag16, BDGL16, ARN17, ANRW17].
In practice, ANN algorithms are often successful even when one is interested in exact nearest
neighbors [ADI+06, AIL+15]. We refer the reader to [HIM12, AI08, And09] for a survey of the
theory of ANN, and [WSSJ14, WLKC15] for a more practical perspective.
In this paper, we obtain tight time–space trade-offs for ANN in hashing-based models. Our
upper bounds are stated in Section 1.5, and the lower bounds are stated in Section 1.6. We provide
more background on the problem next.
1.2 Locality-Sensitive Hashing (LSH) and beyond
A classic technique for ANN is Locality-Sensitive Hashing (LSH), introduced in 1998 by Indyk and
Motwani [IM98, HIM12]. The main idea is to use random space partitions, for which a pair of close
points (at distance at most r) is more likely to belong to the same part than a pair of far points (at
distance more than cr). Given such a partition, the data structure splits the dataset P according
to the partition, and, given a query, retrieves all the data points which belong to the same part
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as the query. In order to return a near-neighbor with high probability of success, one maintains
several partitions and checks all of them during the query stage. LSH yields data structures with
space O(n1+ρ + dn) and query time O(dnρ), where ρ is the key quantity measuring the quality of
the random space partition for a particular metric space and approximation c ≥ 1. Usually, ρ = 1
for c = 1 and ρ→ 0 as c→∞.
Since the introduction of LSH in [IM98], subsequent research established optimal values of the
LSH exponent ρ for several metrics of interest, including `1 and `2. For the Manhattan distance (`1),
the optimal value is ρ = 1c ± o(1) [IM98, MNP07, OWZ14]. For the Euclidean metric (`2), it is
ρ = 1
c2 ± o(1) [IM98, DIIM04, AI08, MNP07, OWZ14].
More recently, it has been shown that better bounds on ρ are possible if random space partitions
are allowed to depend on the dataset1. That is, the algorithm is based on an observation that every
dataset has some structure to exploit. This more general framework of data-dependent LSH yields
ρ = 12c−1 + o(1) for the `1 distance, and ρ =
1
2c2−1 + o(1) for `2 [AINR14, Raz14, AR15]. Moreover,
these bounds are known to be tight for data-dependent LSH [AR16].
1.3 Time–space trade-offs
Since the early results on LSH, a natural question has been whether one can obtain query time vs.
space trade-offs for a fixed approximation c. Indeed, data structures with polynomial space and
poly-logarithmic query time were introduced [IM98, KOR00] simultaneously with LSH.
In practice, the most important regime is that of near-linear space, since space is usually a harder
constraint than time: see, e.g., [LJW+07]. The main question is whether it is possible to obtain near-
linear space and sublinear query time. This regime has been studied since [Ind01a], with subsequent
improvements in [Pan06, AI08, LJW+07, Kap15, AIL+15]. In particular, [LJW+07, AIL+15]
introduce practical versions of the above theoretical results.
Despite significant progress in the near-linear space regime, no known algorithms obtain near-
linear space and a sublinear query time for all approximations c > 1. For example, the best currently
known algorithm of [Kap15] obtained query time of roughly n4/(c2+1), which becomes trivial for
c <
√
3.
1.4 Lower bounds
Lower bounds for NNS and ANN have also received considerable attention. Such lower bounds
are ideally obtained in the cell-probe model [MNSW98, Mil99], where one measures the number of
memory cells the query algorithm accesses. Despite a number of success stories, high cell-probe lower
bounds are notoriously hard to prove. In fact, there are few techniques for proving high cell-probe
lower bounds, for any (static) data structure problem. For ANN in particular, we have no viable
1Let us note that the idea of data-dependent random space partitions is ubiquitous in practice, see, e.g., [WSSJ14,
WLKC15] for a survey. But the perspective in practice is that the given datasets are not “worst case” and hence it is
possible to adapt to the additional “nice” structure.
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techniques to prove ω(logn) query time lower bounds. Due to this state of affairs, one may rely on
restricted models of computation, which nevertheless capture existing algorithmic approaches.
Early lower bounds for NNS were obtained for data structures in exact or deterministic set-
tings [BOR99, CCGL99, BR02, Liu04, JKKR04, CR04, PT06, Yin16]. [CR04, LPY16] obtained
an almost tight cell-probe lower bound for the randomized Approximate Nearest Neighbor Search
under the `1 distance. In that problem, there is no distance threshold r, and instead the goal is to
find a data point that is not much further than the closest data point. This twist is the main source
of hardness, so the result is not applicable to the ANN problem as introduced above.
There are few results that show lower bounds for randomized data structures for ANN. The first
such result [AIP06] shows that any data structure that solves (1 + ε, r)-ANN for `1 or `2 using t cell
probes requires space nΩ(1/tε2).2 This result shows that the algorithms of [IM98, KOR00] are tight
up to constants in the exponent for t = O(1).
In [PTW10] (following up on [PTW08]), the authors introduce a general framework for proving
lower bounds for ANN under any metric. They show that lower bounds for ANN are implied by
the robust expansion of the underlying metric space. Using this framework, [PTW10] show that
(c, r)-ANN using t cell probes requires space n1+Ω(1/tc) for the Manhattan distance and n1+Ω(1/tc2)
for the Euclidean distance (for every c > 1).
Lower bounds have also been obtained for other metrics. For the `∞ distance, [ACP08] show
a lower bound for deterministic ANN data structures. This lower bound was later generalized
to randomized data structures [PTW10, KP12]. A recent result [AV15] adapts the framework
of [PTW10] to Bregman divergences.
To prove higher lower bounds, researchers resorted to lower bounds for restricted models. These
examples include: decision trees [ACP08] (the corresponding upper bound [Ind01b] is in the same
model), LSH [MNP07, OWZ14, AIL+15] and data-dependent LSH [AR16].
1.5 Our results: upper bounds
We give an algorithm obtaining the entire range of time–space tradeoffs, obtaining sublinear query
time for all c > 1, for the entire space Rd. Our main theorem is the following:
Theorem 1.1 (see Sections 3 and 4). For every c > 1, r > 0, ρq ≥ 0 and ρu ≥ 0 such that
c2
√
ρq +
(
c2 − 1)√ρu ≥ √2c2 − 1, (2)
there exists a data structure for (c, r)-ANN for the Euclidean space Rd, with space n1+ρu+o(1) +O(dn)
and query time nρq+o(1) + dno(1).
This algorithm has optimal exponents for all hashing-based algorithms, as well as one- and
two-probe data structures, as we prove in later sections. In particular, Theorem 1.1 recovers or
improves upon all earlier results on ANN in the entire time-space trade-off. For the near-linear
2The correct dependence on 1/ε requires the stronger Lopsided Set Disjointness lower bound from [Paˇt11].
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space regime, setting ρu = 0, we obtain space n1+o(1) with query time n
2c2−1
c4 +o(1), which is sublinear
for every c > 1. For ρq = ρu, we recover the best data-dependent LSH bound from [AR15], with
space n1+
1
2c2−1 +o(1) and query time n
1
2c2−1 +o(1). Finally, setting ρq = 0, we obtain query time no(1)
and space n
(
c2
c2−1
)2
+o(1)
, which, for c = 1 + ε with ε→ 0, becomes n1/(4ε2)+....
Using a reduction from [Ngu14], we obtain a similar trade-off for the `p spaces for 1 ≤ p < 2
with c2 replaced with cp. In particular, for the `1 distance we get:
c
√
ρq +
(
c− 1)√ρu ≥ √2c− 1.
Our algorithms can support insertions/deletions with only logarithmic loss in space/query time,
using the dynamization technique for decomposable search problems from [OvL81], achieving update
time of dnρu+o(1). To apply this technique, one needs to ensure that the preprocessing time is
near-linear in the space used, which is the case for our data structure.
1.5.1 Techniques
We now describe the proof of Theorem 1.1 at a high level. It consists of two major stages. In the
first stage, we give an algorithm for random Euclidean instances (introduced formally in Section 2).
In the random Euclidean instances, we generate a dataset uniformly at random on a unit sphere
Sd−1 ⊂ Rd and plant a query at random within distance √2/c from a randomly chosen data point.
In the second stage, we show the claimed result for the worst-case instances by combining ideas
from the first stage with data-dependent LSH from [AINR14, AR15].
Data-independent partitions. To handle random instances, we use a certain data-independent
random process, which we briefly introduce below. It can be seen as a modification of spherical
Locality-Sensitive Filtering from [BDGL16], and is related to a cell-probe upper bound from [PTW10].
While this data-independent approach can be extended to worst case instances, it gives a bound
significantly worse than (2).
We now describe the random process which produces a decision tree to solve an instance of ANN
on a Euclidean unit sphere Sd−1 ⊂ Rd. We take our initial dataset P ⊂ Sd−1 and sample T i.i.d.
standard Gaussian d-dimensional vectors z1, z2, . . . , zT . The sets Pi ⊆ P (not necessarily disjoint)
are defined for each zi as follows:
Pi = {p ∈ P | 〈zi, p〉 ≥ ηu}.
We then recurse and repeat the above procedure for each non-empty Pi. We stop the recursion
once we reach depth K. The above procedure generates a tree of depth K and degree at most
T , where each leaf explicitly stores the corresponding subset of the dataset. To answer a query
q ∈ Sd−1, we start at the root and descend into (potentially multiple) Pi’s for which 〈zi, q〉 ≥ ηq.
When we eventually reach the K-th level, we iterate through all the points stored in the accessed
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leaves searching for a near neighbor.
The parameters T , K, ηu and ηq depend on the distance threshold r, the approximation factor c,
as well as the desired space and query time exponents ρu and ρq. The special case of ηu = ηq
corresponds to the “LSH regime” ρu = ρq; ηu < ηq corresponds to the “fast queries” regime ρq < ρu
(the query procedure is more selective); and ηu > ηq corresponds to the “low memory” regime ρu < ρq.
The analysis of this algorithm relies on bounds on the Gaussian area of certain two-dimensional
sets [AR15, AIL+15], which are routinely needed for understanding “Gaussian” partitions.
This algorithm has two important consequences. First, we obtain the desired trade-off (2) for
random instances by setting r =
√
2
c . Second, we obtain an inferior trade-off for worst-case instances
of (c, r)-ANN over a unit sphere Sd−1. Namely, we get:
(c2 + 1)√ρq + (c2 − 1)√ρu ≥ 2c. (3)
Even though it is inferior to the desired bound from (2)3, it is already non-trivial. In particular, (3)
is better than all the prior work on time–space trade-offs for ANN, including the most recent
trade-off [Kap15]. Moreover, using a reduction from [Val15], we achieve the bound (3) for the whole
Rd as opposed to just the unit sphere. Let us formally record it below:
Theorem 1.2. For every c > 1, r > 0, ρq ≥ 0 and ρu ≥ 0 such that (3) holds, there exists
a data structure for (c, r)-ANN for the whole Rd with space n1+ρu+o(1) + O(dn) and query time
nρq+o(1) + dno(1).
Data-dependent partitions. We then improve Theorem 1.2 for worst-case instances and obtain
the final result, Theorem 1.1. We build on the ideas of data-dependent LSH from [AINR14, AR15].
Using the reduction from [Val15], we may assume that the dataset and queries lie on a unit
sphere Sd−1.
If pairwise distances between data points are distributed roughly like a random instance, we could
apply the data-independent procedure. In absence of such a guarantee, we manipulate the dataset
in order to reduce it to a random-looking case. Namely, we look for low-diameter clusters that
contain many data points. We extract these clusters, and we enclose each of them in a ball of radius
non-trivially smaller than one, and we recurse on each cluster. For the remaining points, which do
not lie in any cluster, we perform one step of the data-independent algorithm: we sample T Gaussian
vectors, form T subsets of the dataset, and recurse on each subset. Overall, we make progress
in two ways: for the clusters, we make them a bit more isotropic after re-centering, which, after
several re-centerings, makes the instance amenable to the data-independent algorithm, and for the
remainder of the points, we can show that the absence of dense clusters makes the data-independent
algorithm work for a single level of the tree (though, when recursing into Pi’s, dense clusters may
re-appear, which we will need to extract).
While the above intuition is very simple and, in hindsight, natural, the actual execution requires
a good amount of work. For example, we need to formalize “low-diameter”, “lots of points”, “more
3See Figure 2 for comparison for the case c = 2.
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isotropic”, etc. However, compared to [AR15], we manage to simplify certain parts. For example,
we do not need to analyze the behavior of Gaussian partitions on triples of points. While this
was necessary in [AR15], we can avoid that analysis here, which makes the overall argument much
cleaner. The algorithm still requires fine tuning of many moving parts, and we hope that it will be
further simplified in the future.
Let us note that prior work suggested that time–space trade-offs might be possible with data-
dependent partitions. To quote [Kap15]: “It would be very interesting to see if similar [. . . to
[AINR14] . . . ] analysis can be used to improve our tradeoffs”.
1.6 Our results: lower bounds
We show new cell-probe and restricted lower bounds for (c, r)-ANN matching our upper bounds. All
our lower bounds rely on a certain canonical hard distribution for the Hamming space (defined later
in Section 2). Via a standard reduction [LLR94], we obtain similar hardness results for `p with
1 < p ≤ 2 (with c being replaced by cp).
1.6.1 One cell probe
First, we show a tight lower bound on the space needed to solve ANN for a random instance, for
query algorithms that use a single cell probe. More formally, we prove the following theorem:
Theorem 1.3 (see Section 6.2). Any data structure that:
• solves (c, r)-ANN for the Hamming random instance (as defined in Section 2) with probability
at least 2/3,
• operates on memory cells of size no(1),
• for each query, looks up a single cell,
must use at least n(
c
c−1)
2−o(1) words of memory.
The space lower bound matches:
• Our upper bound for random instances that can be made single-probe;
• Our upper bound for worst-case instances with query time no(1).
The previous best lower bound from [PTW10] for a single probe are weaker by a polynomial factor.
We prove Theorem 1.3 by computing tight bounds on the robust expansion of a hypercube
{−1, 1}d as defined in [PTW10]. Then, we invoke a result from [PTW10], which yields the desired
cell probe lower bound. We obtain estimates on the robust expansion via a combination of
the hypercontractivity inequality and Hölder’s inequality [O’D14]. Equivalently, one could obtain
the same bounds by an application of the Generalized Small-Set Expansion Theorem for {−1, 1}d
from [O’D14].
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1.6.2 Two cell probes
To state our results for two cell probes, we first define the decision version of ANN (first introduced
in [PTW10]). Suppose that with every data point p ∈ P we associate a bit xp ∈ {0, 1}. A new goal
is: given a query q ∈ {−1, 1}d which is within distance r from a data point p ∈ P , if P \ {p} is
at distance at least cr from q, return xp with probability at least 2/3. It is easy to see that any
algorithm for (c, r)-ANN would solve this decision version.
We prove the following lower bound for data structures making only two cell probes per query.
Theorem 1.4 (see Section 8). Any data structure that:
• solves the decision ANN for the random instance (Section 2) with probability 2/3,
• operates on memory cells of size o(logn),
• accesses at most two cells for each query,
must use at least n(
c
c−1)
2−o(1) words of memory.
Informally speaking, Theorem 1.4 shows that the second cell probe cannot improve the space
bound by more than a subpolynomial factor. To the best of our knowledge, this is the first lower
bound on the space of any static data structure problem without a polynomial gap between t = 1
and t ≥ 2 cell-probes. Previously, the highest ANN lower bound for two queries was weaker by a
polynomial factor [PTW10]. This remains the case even if we plug the tight bound on the robust
expansion of a hypercube into the framework of [PTW10]. Thus, in order to obtain a higher lower
bound for t = 2, we must depart from the framework of [PTW10].
Our proof establishes a connection between two-query data structures (for the decision version
of ANN), and two-query locally-decodable codes (LDC) [Yek12]. A possibility of such a connection
was suggested in [PTW08]. In particular, we show that any data structure violating the lower bound
from Theorem 1.4 implies a too-good-to-be-true two-query LDC, which contradicts known LDC
lower bounds from [KdW04, BRdW08].
The first lower bound for unrestricted two-query LDCs was proved in [KdW04] via a quantum
argument. Later, the argument was simplified and made classical in [BRdW08]. It turns out that,
for our lower bound, we need to resort to the original quantum argument of [KdW04] since it has
a better dependence on the noise rate a code is able to tolerate. During the course of our proof,
we do not obtain a full-fledged LDC, but rather an object which can be called an LDC on average.
For this reason, we are unable to use [KdW04] as a black box but rather adjust their proof to the
average case.
Finally, we point out an important difference with Theorem 1.3: in Theorem 1.4 we allow words
to be merely of size o(logn) (as opposed to no(1)). Nevertheless, for the decision version of ANN
for random instances our upper bounds hold even for such “tiny” words. In fact, our techniques
do not allow us to handle words of size Ω(logn) due to the weakness of known lower bounds for
two-query LDC for large alphabets. In particular, our argument can not be pushed beyond word
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size 2Θ˜(
√
logn) in principle, since this would contradict known constructions of two-query LDCs over
large alphabets [DG15]!
1.6.3 The general time–space trade-off
Finally, we prove conditional lower bound on the entire time–space trade-off matching our upper
bounds that up to no(1) factors. Note that—since we show polynomial query time lower bounds—
proving similar lower bounds unconditionally is far beyond the current reach of techniques. Any
such statement would constitute a major breakthrough in cell probe lower bounds.
Our lower bounds are proved in the following model, which can be loosely thought of comprising
all hashing-based frameworks we are aware of:
Definition 1.5. A list-of-points data structure for the ANN problem is defined as follows:
• We fix (possibly random) sets Ai ⊆ {−1, 1}d, for 1 ≤ i ≤ m; also, with each possible query
point q ∈ {−1, 1}d, we associate a (random) set of indices I(q) ⊆ [m];
• For a given dataset P , the data structure maintains m lists of points L1, L2, . . . , Lm, where
Li = P ∩Ai;
• On query q, we scan through each list Li for i ∈ I(q) and check whether there exists some
p ∈ Li with ‖p− q‖1 ≤ cr. If it exists, return p.
The total space is defined as s = m+∑mi=1 |Li| and the query time is t = |I(q)|+∑i∈I(q) |Li|.
For this model, we prove the following theorem.
Theorem 1.6 (see Section 7). Consider any list-of-points data structure for (c, r)-ANN for random
instances of n points in the d-dimensional Hamming space with d = ω(logn), which achieves a total
space of n1+ρu, and has query time nρq−o(1), for 2/3 success probability. Then it must hold that:
c
√
ρq + (c− 1)√ρu ≥
√
2c− 1. (4)
We note that our model captures the basic hashing-based algorithms, in particular most of
the known algorithms for the high-dimensional ANN problem [KOR00, IM98, Ind01b, Ind01a,
GIM99, Cha02, DIIM04, Pan06, AC09, AI08, Pag16, Kap15], including the recently proposed
Locality-Sensitive Filters scheme from [BDGL16]. The only data structures not captured are the
data-dependent schemes from [AINR14, Raz14, AR15]; we conjecture that the natural extension of
the list-of-point model to data-dependent setting would yield the same lower bound. In particular,
Theorem 1.6 uses the random instance as a hard distribution, for which being data-dependent seems
to offer no advantage. Indeed, a data-dependent lower bound in the standard LSH regime (where
ρq = ρu) has been recently shown in [AR16], and matches (4) for ρq = ρu.
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1.7 Related work: past and concurrent
There have been many recent algorithmic advances on high-dimensional similarity search. The
closest pair problem, which can seen as the off-line version of NNS/ANN, has received much
attention recently [Val15, AW15, KKK16, KKKÓ16, ACW16]. ANN solutions with n1+ρu space
(and preprocessing), and nρq query time imply closest pair problem with O(n1+ρu + n1+ρq) time
(implying that the balanced, LSH regime is most relevant). Other work includes locality-sensitive
filters [BDGL16] and LSH without false negatives [GPY94, Ind00, AGK06, Pag16, PP16]. A step
towards bridging the data-depending hashing to the practical algorithms has been made in [ARS17].
See also the surveys [AI08, AI17].
Relation to the article of [Chr17]. The article of [Chr17] has significant intersection with this
paper (and, in particular, with the arXiv preprints [Laa15c, ALRW16] that are now merged to give
this paper), as we explain next. In November 2015, [Laa15c] announced the optimal trade-off (i.e.,
Theorem 1.1) for random instances. As mentioned earlier, it is possible to extend this result to the
entire Euclidean space, albeit with an inferior trade-off, from Theorem 1.2; for this, one can use a
standard reduction á la [Val15] (this extension was not discussed in [Laa15c]). On May 9, 2016,
both [Chr17] and [ALRW16] have been announced on arXiv. In [Chr17], the author also obtains
an upper bound similar to Theorem 1.2 (trade-offs for the entire Rd, but which are suboptimal),
using a different (data-independent) reduction from the worst-case to the spherical case. Besides
the upper bound, the author of [Chr17] also proved a conditional lower bound, similar to our lower
bound from Theorem 1.6. This lower bound of [Chr17] is independent of our work in [ALRW16]
(which is now a part of the current paper).
1.8 Open problems
We compile a list of exciting open problems:
• While our upper bounds are optimal (at least, in the hashing framework), the most general
algorithms are, unfortunately, impractical. Our trade-offs for random instances on the sphere
may well be practical (see also [BDGL16, Laa15a] for an experimental comparison with
e.g. [Cha02, AIL+15] for ρq = ρu), but a specific bottleneck for the extension to worst-case
instances in Rd is the clustering step inherited from [AR15]. Can one obtain simple and
practical algorithms that achieve the optimal time–space trade-off for these instances as well?
For the balanced regime ρq = ρu, a step in this direction was taken in [ARS17].
• The constructions presented here are optimal when ω(logn) ≤ d ≤ no(1). Do the same
constructions give optimal algorithms in the d = Θ(logn) regime?
• Our new algorithms for the Euclidean case come tantalizingly close to the best known data
structure for the `∞ distance [Ind01b]. Can we unify them and extend in a smooth way to
the `p spaces for 2 < p <∞?
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• Can we improve the dependence on the word size in the reduction from ANN data structures
to LDCs used in the two-probe lower bound? As discussed above, the word size can not be
pushed beyond 2Θ˜(
√
logn) due to known constructions [DG15].
• A more optimistic view is that LDCs may provide a way to avoid the barrier posed by
hashing-based approaches. We have shown that ANN data structures can be used to build
weak forms of LDCs, and an intriguing open question is whether known LDC constructions
can help with designing even more efficient ANN data structures.
2 Random instances
In this section, we introduce the random instances of ANN for the Hamming and Euclidean spaces.
These instances play a crucial role for both upper bounds (algorithms) and the lower bounds in all
the subsequent sections (as well as some prior work). For upper bounds, we focus on the Euclidean
space, since algorithms for `2 yield the algorithms for the Hamming space using standard reductions.
For the lower bounds, we focus on the Hamming space, since these yield lower bounds for the
Euclidean space.
Hamming distance. We now describe a distribution supported on dataset-query pairs (P, q),
where P ⊂ {−1, 1}d and q ∈ {−1, 1}d. Random instances of ANN for the Hamming space will be
dataset-query pairs drawn from this distribution.
• A dataset P ⊂ {−1, 1}d is given by n points, where each point is drawn independently and
uniformly from {−1, 1}d, where d = ω(logn);
• A query q ∈ {−1, 1}d is drawn by first picking a dataset point p ∈ P uniformly at random,
and then flipping each coordinate of p independently with probability 12c .
• The goal of the data structure is to preprocess P in order to recover the data point p from
the query point q.
The distribution defined above is similar to the classic distribution introduced for the light bulb
problem in [Val88], which can be seen as the off-line setting of ANN. This distribution has served as
the hard distribution in many of the lower bounds for ANN mentioned in Section 1.4.
Euclidean distance. Now, we describe the distribution supported on dataset-query pairs (P, q),
where P ⊂ Sd−1 and q ∈ Sd−1. Random instances of ANN for Euclidean space will be instances
drawn from this distribution.
• A dataset P ⊂ Sd−1 is given by n unit vectors, where each vector is drawn independently
and uniformly at random from Sd−1. We assume that d = ω(logn), so pairwise distances are
sufficiently concentrated around
√
2.
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• A query q ∈ Sd−1 is drawn by first choosing a dataset point p ∈ P uniformly at random, and
then choosing q uniformly at random from all points in Sd−1 within distance
√
2
c from p.
• The goal of the data structure is to preprocess P in order to recover the data point p from
the query point q.
Any data structure for
(
c+ o(1),
√
2
c
)
-ANN over `2 must handle this instance. [AR15] showed
how to reduce any (c, r)-ANN instance to several pseudo-random instances without increasing query
time and space too much. These pseudo-random instances have the necessary properties of the
random instance above in order for the data-independent algorithms (which are designed with the
random instance in mind) to achieve optimal bounds. Similarly to [AR15], a data structure for
these instances will lie at the core of our algorithm.
3 Upper bounds: data-independent partitions
3.1 Setup
For 0 < s < 2, let α(s) = 1− s22 be the cosine of the angle between two points on a unit Euclidean
sphere Sd−1 with distance s between them, and β(s) =
√
1− α2(s) be the sine of the same angle.
We introduce two functions that will be useful later. First, for η > 0, let
F (η) = Pr
z∼N(0,1)d
[〈z, u〉 ≥ η] ,
where u ∈ Sd−1 is an arbitrary point on the unit sphere, and N(0, 1)d is a distribution over Rd,
where coordinates of a vector are distributed as i.i.d. standard Gaussians. Note that F (η) does not
depend on the specific choice of u due to the spherical symmetry of Gaussians.
Second, for 0 < s < 2 and η, σ > 0, let
G(s, η, σ) = Pr
z∼N(0,1)d
[〈z, u〉 ≥ η and 〈z, v〉 ≥ σ] ,
where u, v ∈ Sd−1 are arbitrary points from the unit sphere with ‖u − v‖2 = s. As with F , the
value of G(s, η, σ) does not depend on the specific points u and v; it only depends on the distance
‖u− v‖2 between them. Clearly, G(s, η, σ) is non-increasing in s, for fixed η and σ.
We state two useful bounds on F (·) and G(·, ·, ·). The first is a standard tail bound for N(0, 1)
and the second follows from a standard computation (see the appendix of [AIL+15] for a proof).
Lemma 3.1. For η →∞,
F (η) = e−(1+o(1))·
η2
2 .
Lemma 3.2. If η, σ →∞, then, for every s, one has:
G(s, η, σ) = e−(1+o(1))·
η2+σ2−2α(s)ησ
2β2(s) .
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Finally, by using the Johnson–Lindenstrauss lemma [JL84, DG03] we can assume that d =
Θ(logn · log logn) incurring distortion at most 1 + 1logΩ(1) logn .
3.2 Results
Now we formulate the main result of Section 3, which we later significantly improve in Section 4.
Theorem 3.3. For every c > 1, r > 0, ρq ≥ 0 and ρu ≥ 0 such that cr < 2 and
(
1− α(r)α(cr))√ρq + (α(r)− α(cr))√ρu ≥ β(r)β(cr), (5)
there exists a data structure for (c, r)-ANN on a unit sphere Sd−1 ⊂ Rd with space n1+ρu+o(1) and
query time nρq+o(1).
We instantiate Theorem 3.3 for two important cases. First, we get a single trade-off between
ρq and ρu for all r > 0 at the same time by observing that (5) is the worst when r → 0. Thus,
we get a bound on ρq and ρu that depends on the approximation c only, which then can easily be
translated to a result for the whole Rd using a reduction from [Val15].
Corollary 3.4. For every c > 1, r > 0, ρq ≥ 0 and ρu ≥ 0 such that
(
c2 + 1
)√
ρq +
(
c2 − 1)√ρu ≥ 2c, (6)
there exists a data structure for (c, r)-ANN for the whole Rd with space n1+ρu+o(1) and query time
nρq+o(1).
Proof. We will show that we may transform an instance of (c, r)-ANN on Rd to an instance of
(c+ o(1), r′)-ANN on the sphere with r′ → 0. When r′ → 0, we have:
1− α(r′)α(cr′) = (c
2 + 1)r′2
2 +Oc(r
′4),
α(r′)− α(cr′) = (c
2 − 1)r′2
2 +Oc(r
′4),
β(r′)β(cr′) = cr′2 +Oc(r′4).
Substituting these estimates into (5), we get (6).
Now let us show how to reduce ANN over Rd to the case, when all the points and queries lie on
a unit sphere.
We first rescale all coordinates so as to assume r = 1. Now let us partition the whole space Rd
into randomly shifted cubes with the side length s = 10 · √d and consider each cube separately. For
any query q ∈ Rd, with near neighbor p ∈ P ,
Pr[p and q are in different cubes] ≤
d∑
i=1
|pi − qi|
s
= ‖p− q‖1
s
≤
√
d · ‖p− q‖2
s
≤ 110 .
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The `2 diameter of a single cube is d. Consider one particular cube C, where we first translate
points so x ∈ C have ‖x‖2 ≤ d. We let pi : C → Rd+1 where
pi(x) = (x,R),
where we append coordinate R d as the (d+ 1)-th coordinate. For any point x ∈ C,
∥∥∥∥pi(x)− ( R‖pi(x)‖2
)
· pi(x)
∥∥∥∥
2
≤ ‖x‖
2
2
2R
and for any two points x, y ∈ C, ‖x− y‖2 = ‖pi(x)− pi(y)‖2; thus,∥∥∥∥( R‖pi(x)‖2
)
pi(x)−
(
R
‖pi(y)‖2
)
pi(y)
∥∥∥∥
2
≤ d
2
R
+ ‖x− y‖2.
In addition, since
(
R
‖pi(x)‖2
)
pi(x) lies in a sphere of radius R for each point x ∈ C. Thus, letting
R = d2 · log logn ≤ O(log2 n · log3 logn) (which is without loss of generality by the Johnson–
Lindenstrauss Lemma), we get that an instance of (c, r)-ANN on Rd corresponds to an instance
of (c+ o(1), 1
d2 log logn)-ANN on the surface of the unit sphere S
d ⊂ Rd+1, where we lose 110 in the
success probability due to the division into disjoint cubes. Applying Theorem 3.3, we obtain the
desired bound.
If we instantiate Theorem 3.3 with inputs (dataset and query) drawn from the random instances
defined in Section 2 (corresponding to the case r =
√
2
c ), we obtain a significantly better tradeoff
than (6). By simply applying Theorem 3.3, we give a trade-off for random instances matching the
trade-off promised in Theorem 1.1.
Corollary 3.5. For every c > 1, ρq ≥ 0 and ρu ≥ 0 such that
c2
√
ρq +
(
c2 − 1)√ρu ≥ √2c2 − 1, (7)
there exists a data structure for
(
c,
√
2
c
)
-ANN on a unit sphere Sd−1 ⊂ Rd with space n1+ρu+o(1)
and query time nρq+o(1). In particular, this data structure is able to handle random instances as
defined in Section 2.
Proof. Follows from (5) and that α(
√
2) = 0 and β(
√
2) = 1.
Figure 2 plots the time-space trade-off in (6) and (7) for c = 2. Note that (7) is much better
than (6), especially when ρq = 0, where (6) gives space n2.77..., while (7) gives much better space
n1.77.... In Section 4, we show how to get best of both worlds: we obtain the trade-off (7) for
worst-case instances. The remainder of the section is devoted to proving Theorem 3.3.
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3.3 Data structure
3.3.1 Description
Fix K and T to be positive integers, we determine their exact value later. Our data structure is a
single rooted tree where each node corresponds to a spherical cap. The tree consists of K + 1 levels
of nodes where each node has out-degree at most T . We will index the levels by 0, 1, . . . , K, where
the 0-th level consists of the root denoted by v0, and each node up to the (K − 1)-th level has at
most T children. Therefore, there are at most TK nodes at the K-th level.
For every node v in the tree, let Lv be the set of nodes on the path from v to the root v0
excluding the root (but including v). Each node v, except for the root, stores a random Gaussian
vector zv ∼ N(0, 1)d. For each node v, we define the following subset of the dataset Pv ⊆ P :
Pv =
{
p ∈ P | ∀v′ ∈ Lv 〈zv′ , p〉 ≥ ηu
}
,
where ηu > 0 is a parameter to be chosen later.
At the root node v0, Pv0 = P , since Lv0 = ∅. Intuitively, each set Pv corresponds to a subset of
the dataset lying in the intersection of spherical caps centered around zv′ for all v′ ∈ Lv. Every leaf
` at the level K stores the subset P` explicitly.
We build the tree recursively. For a given node v in levels 0, . . . , K − 1, we first sample T i.i.d.
Gaussian vectors g1, g2, . . . , gT ∼ N(0, 1)d. Then, for every i such that {p ∈ Pv | 〈gi, p〉 ≥ ηu} is
non-empty, we create a new child v′ with zv′ = gi and recursively process v′. At the K-th level, each
node v stores Pv as a list of points.
In order to process a query q ∈ Sd−1, we start from the root v0 and descend down the tree. We
consider every child v of the root for which 〈zv, q〉 ≥ ηq, where ηq > 0 is another parameter to be
chosen later4. After identifying all the children, we proceed down the children recursively. If we
reach leaf ` at level K, we scan through all the points in P` and compute their distance to the
query q. If a point lies at a distance at most cr from the query, we return it and stop.
We provide pseudocode for the data structure above in Figure 1. The procedure Build(P , 0,
⊥) builds the data structure for dataset P and returns the root of the tree, v0. The procedure
Query(q, v0) queries the data structure with root v0 at point q.
3.3.2 Analysis
Probability of success We first analyze the probability of success of the data structure. We
assume that a query q has some p ∈ P where ‖p − q‖2 ≤ r. The data structure succeeds when
Query(q, v0) returns some point p′ ∈ P with ‖q − p′‖2 ≤ cr.
Lemma 3.6. If
T ≥ 100
G (r, ηu, ηq)
,
4Note that ηu may not be equal to ηq. It is exactly this discrepancy that will govern the time–space trade-off.
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function Build(P ′, l, z)
create a tree node v
store l as v.l
store z as v.z
if l = K then
store P ′ as v.P
else
for i← 1 . . . T do
sample a Gaussian vector z′ ∼ N(0, 1)d
P ′′ ← {p ∈ P ′ | 〈z′, p〉 ≥ ηu}
if P ′′ 6= ∅ then
add Build(P ′′, l + 1, z′) as a child of v
return v
function Query(q, v)
if v.l = K then
for p ∈ v.P do
if ‖p− q‖ ≤ cr then
return p
else
for v′ : v′ is a child of v do
if 〈v′.z, q〉 ≥ ηq then
p← Query(q, v′)
if p 6=⊥ then
return p
return ⊥
Figure 1: Pseudocode for data-independent partitions
then with probability at least 0.9, Query(q, v0) finds some point within distance cr from q.
Proof. We prove the lemma by induction on the depth of the tree. Let q ∈ Sd−1 be a query point
and p ∈ P its near neighbor. Suppose we are within the recursive call Query(q, v) for some node v
in the tree. Suppose we have not yet failed, that is, p ∈ Pv. We would like to prove that—if the
condition of the lemma is met—the probability that this call returns some point within distance cr
is at least 0.9.
When v is a node in the last level K, the algorithm enumerates Pv and, since we assume p ∈ Pv,
some good point will be discovered (though not necessarily p itself). Therefore, this case is trivial.
Now suppose that v is not from the K-th level. Using the inductive assumption, suppose that the
statement of the lemma is true for all T potential children of v, i.e., if p ∈ Pv′ , then with probability
0.9, Query(q, v′) returns some point within distance cr from q. Then,
Pr[failure] ≤
T∏
i=1
(
1− Pr
zvi
[〈zvi , p〉 ≥ ηu and 〈zvi , q〉 ≥ ηq] · 0.9
)
≤ (1−G (r, ηu, ηq) · 0.9)T ≤ 0.1,
where the first step follows from the inductive assumption and independence between the children
of v during the preprocessing phase. The second step follows by monotonicity of G(s, ρ, σ) in s, and
the third step is due to the assumption of the lemma.
Space We now analyze the space consumption of the data structure.
Lemma 3.7. The expected space consumption of the data structure is at most
n1+o(1) ·K · (T · F (ηu))K .
Proof. We compute the expected total size of the sets P` for leaves ` at K-th level. There are at
most TK such nodes, and for a fixed point p ∈ P and a fixed leaf ` the probability that p ∈ P` is
equal to F (ηu)K . Thus, the expected total size is at most n ·
(
T · F (ηu)
)K . Since we only store a
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node v if Pv is non-empty, the number of nodes stored is at most K + 1 times the number of points
stored at the leaves. The Gaussian vectors stored at each node require space d, which is at most
no(1).
Query time Finally, we analyze the query time.
Lemma 3.8. The expected query time is at most
no(1) · T · (T · F (ηq))K + n1+o(1) · (T ·G(cr, ηu, ηq))K . (8)
Proof. First, we compute the expected query time spent going down the tree, without scanning the
leaves. The expected number of nodes the query procedure reaches is:
1 + T · F (ηq) + (T · F (ηq))2 + . . .+ (T · F (ηq))K = O(1) · (T · F (ηq))K ,
since we will set T so T · F (ηq) ≥ 100. In each of node, we spend time no(1) · T . The product of the
two expressions gives the first term in (8).
The expected time spent scanning points in the leaves is at most no(1) times the number of
points scanned at the leaves reached. The number of points scanned is always at most one more
than the number of far points, i.e., lying a distance greater than cr from q, that reached the same
leaf. There are at most n− 1 far points and TK leaves. For each far point p′ and each leaf ` the
probability that both p′ and q end up in P` is at most G(cr, ηu, ηq)K . For each such pair, we spend
time at most no(1) processing the corresponding p′. This gives the second term in (8).
3.3.3 Setting parameters
We end the section by describing how to set parameters T , K, ηu and ηq to prove Theorem 3.3.
First, we set K ∼ √lnn. In order to satisfy the requirement of Lemma 3.6, we set
T = 100
G(r, ηu, ηq)
. (9)
Second, we (approximately) balance the terms in the query time (8). Toward this goal, we aim to
have
F (ηq)K = n ·G(cr, ηu, ηq)K . (10)
If we manage to satisfy these conditions, then we obtain space n1+o(1) · (T · F (ηu))K and query
time5 no(1) · (T · F (ηq))K .
Let F (ηu)K = n−σ and F (ηq)K = n−τ . By Lemma 3.1, Lemma 3.2 and (10), we have that, up
to o(1) terms,
τ = σ + τ − 2α(cr) ·
√
στ
β2(cr) − 1,
5Other terms from the query time are absorbed into no(1) due to our choice of K.
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which can be rewritten as ∣∣√σ − α(cr)√τ ∣∣ = β(cr), (11)
since α2(cr) + β2(cr) = 1. We have, by Lemma 3.1, Lemma 3.2 and (9),
TK = n
σ+τ−2α(r)√στ
β2(r) +o(1).
Thus, the space bound is
n1+o(1) · (T · F (ηu))K = n1+
σ+τ−2α(r)√στ
β2(r) −σ+o(1) = n1+
(α(r)√σ−√τ)2
β2(r) +o(1)
and query time is
no(1) · (T · F (ηq))K = n
σ+τ−2α(r)√στ
β2(r) −τ+o(1) = n
(√σ−α(r)√τ)2
β2(r) +o(1).
In other words,
ρq =
(√
σ − α(r)√τ)2
β2(r) ,
and
ρu =
(
α(r)
√
σ −√τ)2
β2(r)
where τ is set so that (11) is satisfied. Combining these identities, we obtain (5).
Namely, we set
√
σ = α(cr)
√
τ + β(cr) to satisfy (11). Then,
√
τ can vary between:
α(r)β(cr)
1− α(r)α(cr) ,
which corresponds to ρu = 0 and
β(cr)
α(r)− α(cr) ,
which corresponds to ρq = 0.
This gives a relation:
√
τ =
β(cr)− β(r)√ρq
α(r)− α(cr) =
α(r)β(cr) + β(r)√ρu
1− α(r)α(cr) ,
which gives the desired trade-off (5).
3.3.4 An algorithm based on Locality-Sensitive Filtering (LSF)
We remark that there is an alternative method to the algorithm described above, using Spherical
Locality-Sensitive Filtering introduced in [BDGL16]. As argued in [BDGL16], this method may
naturally extend to the d = O(logn) case with better trade-offs between ρq, ρu than in (2) (indeed,
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such better exponents were obtained in [BDGL16] for the “LSH regime” of ρu = ρq).
For spherical LSF, partitions are formed by first dividing Rd into K blocks (Rd = Rd/K × · · · ×
Rd/K), and then generating a spherical code C ⊂ Sd/K−1 ⊂ Rd/K of vectors sampled uniformly
at random from the lower-dimensional unit sphere Sd/K−1. For any vector p ∈ Rd, we write
p(1), . . . , p(K) for the K blocks of d/K coordinates in the vector p.
The tree consists of K levels, and the |C| children of a node v at level ` are defined by the
vectors (0, . . . , 0, zi, 0, . . . , 0), where only the `-th block of d/K entries is potentially non-zero and is
formed by one of the |C| code words. The subset P ′′ of a child then corresponds to the subset P ′ of
the parent, intersected with the spherical cap corresponding to the child, where
P ′ = {p ∈ P : 〈zi1 , p(1)〉+ · · ·+ 〈ziK , p(K)〉 ≥ K · ηu}. (12)
Decoding each of the K blocks separately with threshold ηu was shown in [BDGL16] to be asymp-
totically equivalent to decoding the entire vector with threshold K · ηu, as long as K does not grow
too fast as a function of d and n. The latter joint decoding method based on the sum of the partial
inner products is then used as the actual decoding method.
4 Upper bounds: data-dependent partitions
In this section we prove the main upper bound theorem, Theorem 1.1, which we restate below:
Theorem 4.1. For every c > 1, r > 0, ρq ≥ 0 and ρu ≥ 0 such that
c2
√
ρq +
(
c2 − 1)√ρu ≥ √2c2 − 1, (13)
there exists a data structure for (c, r)-ANN for the whole Rd with space n1+ρu+o(1) + O(dn) and
query time nρq+o(1) + dno(1).
This theorem achieves “the best of both worlds” in Corollary 3.4 and Corollary 3.5. Like
Corollary 3.4, our data structure works for worst-case datasets; however, we improve upon the
trade-off between time and space complexity from Corollary 3.4 to that of random instances in
Corollary 3.5. See Figure 2 for a comparison of both trade-offs for c = 2. We achieve the improvement
by combining the result of Section 3 with the techniques from [AR15].
As in [AR15], the resulting data structure is a decision tree. However, there are several notable
differences from [AR15]:
• The whole data structure is a single decision tree, while [AR15] considers a collection of nΘ(1)
trees.
• Instead of Spherical LSH used in [AR15], we use the partitioning procedure from Section 3.
• In [AR15], the algorithm continues partitioning the dataset until all parts contain less than
no(1) points. We change the stopping criterion slightly to ensure the number of “non-cluster”
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Random instances
Figure 2: Trade-offs between query time nρq+o(1) and space n1+ρu+o(1) for the Euclidean distance
and approximation c = 2. The green dashed line corresponds to the simple data-independent bound
for worst-case instances from Corollary 3.4. The red solid line corresponds to the bound for random
instances from Corollary 3.5, which we later extend to worst-case instances in Section 4. The blue
dotted line is ρq = ρu, which corresponds to the “LSH regime”. In particular, the intersection of
the dotted and the dashed lines matches the best data-independent LSH from [AI08], while the
intersection with the solid line matches the best data-dependent LSH from [AR15].
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(
√
2− ε)R
(1−Θ(ε2))R
Figure 3: Covering a spherical cap of radius (
√
2− ε)R
nodes on any root-leaf branch is the same (this value will be around
√
lnn to reflect the setting
of K in Section 3).
• Unlike [AR15], our analysis does not require the “three-point property”, which is necessary
in [AR15]. This is related to the fact that the probability success of a single tree is constant,
unlike [AR15], where it is polynomially small.
• In [AR15], the algorithm reduces the general case to the “bounded ball” case using LSH
from [DIIM04]. While the cost associated with this procedure is negligible in the LSH regime,
the cost becomes too high in certain parts of the time–space trade-off. Instead, we use a
standard trick of imposing a randomly shifted grid, which reduces an arbitrary dataset to
a dataset of diameter O˜(logn) (see the proof of Corollary 6 and [IM98]). Then, we invoke
an upper bound from Section 3 together with a reduction from [Val15] which happens to be
enough for this case.
4.1 Overview
We start with a high-level overview. Consider a dataset P0 of n points. We may assume r = 1
by rescaling. We may further assume the dataset lies in the Euclidean space of dimension d =
Θ(logn · log logn); one can always reduce the dimension to d by applying the Johnson–Lindenstrauss
lemma [JL84, DG03] which reduces the dimension and distorts pairwise distances by at most
1± 1/(log logn)Ω(1) with high probability. We may also assume the entire dataset P0 and a query
lie on a sphere ∂B(0, R) of radius R = O˜(log2 n) (see the proof of Corollary 6).
We partition P0 into various components: s dense components, denoted by C1, C2, . . . , Cs, and
one pseudo-random component, denoted by P˜ . The partition is designed to satisfy the following
properties. Each dense component Ci satisfies |Ci| ≥ τn and can be covered by a spherical cap of
radius (
√
2− ε)R (see Figure 3). Here τ, ε > 0 are small quantities to be chosen later. One should
think of Ci as clusters consisting of n1−o(1) points which are closer than random points would be.
The pseudo-random component P˜ consists of the remaining points without any dense clusters inside.
We proceed separately for each Ci and P˜ . We enclose every dense component Ci in a smaller
ball Ei of radius (1− Ω(ε2))R (see Figure 3). For simplicity, we first ignore the fact that Ci does
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not necessarily lie on the boundary ∂Ei. Once we enclose each dense cluster with a smaller ball, we
recurse on each resulting spherical instance of radius (1− Ω(ε2))R. We treat the pseudo-random
component P˜ similarly to the random instance from Section 2 described in Section 3. Namely, we
sample T Gaussian vectors z1, z2, . . . , zT ∼ N(0, 1)d, and form T subsets of P˜ :
P˜i = {p ∈ P˜ | 〈zi, p〉 ≥ ηuR},
where ηu > 0 is a parameter to be chosen later (for each pseudo-random remainder separately).
Then, we recurse on each P˜i. Note that after we recurse, new dense clusters may appear in some P˜i
since it becomes easier to satisfy the minimum size constraint.
During the query procedure, we recursively query each Ci with the query point q. For the
pseudo-random component P˜ , we identify all i’s such that 〈zi, q〉 ≥ ηqR, and query all corresponding
children recursively. Here T , ηu > 0 and ηq > 0 are parameters that need to be chosen carefully (for
each pseudo-random remainder separately).
Our algorithm makes progress in two ways. For dense clusters, we reduce the radius of the
enclosing sphere by a factor of (1 − Ω(ε2)). Ideally, we have that initially R = O˜(log2 n), so in
O(log logn/ε2) iterations of removing dense clusters, we arrive at the case of R ≤ c/√2, where
Corollary 3.5 begins to apply. For the pseudo-random component P˜ , most points will lie a distance
at least (
√
2− ε)R from each other. In particular, the ratio of R to a typical inter-point distance is
approximately 1/
√
2, exactly like in a random case. For this reasonm we call P˜ pseudo-random. In
this setting, the data structure from Section 3 performs well.
We now address the issue deferred in the above high-level description: that a dense component Ci
does not generally lie on ∂Ei, but rather can occupy the interior of Ei. In this case, we partition Ei
into very thin annuli of carefully chosen width and treat each annulus as a sphere. This discretization
of a ball adds to the complexity of the analysis, but is not fundamental from the conceptual point
of view.
4.2 Description
We are now ready to describe the data structure formally. It depends on the (small positive)
parameters τ , ε and δ, as well as an integer parameter K ∼ √lnn. We also need to choose
parameters T , ηu > 0, ηq > 0 for each pseudo-random remainder separately. Figure 5 provides
pseudocode for the algorithm.
Preprocessing. Our preprocessing algorithm consists of the following functions:
• Process(P ) does the initial preprocessing. In particular, it performs the rescaling so that r1 =
1 as well as the dimension reduction to d = Θ(logn log logn) with the Johnson–Lindenstrauss
lemma [JL84, DG03]. In addition, we partition into randomly shifted cubes, translate the
points, and think of them as lying on a sphere of radius R = O˜(log2 n) (see the proof of
Corollary 6 for details). Then we call ProcessSphere.
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rProject(R1, R2, r)
R2
R1
S1
S2
Figure 4: The definition of Project
• ProcessSphere(P , r1, r2, o, R, l) builds the data structure for a dataset P lying on a sphere
∂B(o,R), assuming we need to solve ANN with distance thresholds r1 and r2. Moreover,
we are guaranteed that queries will lie on ∂B(o,R). The parameter l counts the number of
non-cluster nodes in the recursion stack we have encountered so far. Recall that we stop as
soon as we encounter K of them.
• ProcessBall(P , r1, r2, o, R, l) builds the data structure for a dataset P lying inside the
ball B(o,R), assuming we need to solve ANN with distance thresholds r1 and r2. Unlike
ProcessSphere, here queries can be arbitrary. The parameter l has the same meaning as in
ProcessSphere.
• Project(R1, R2, r) is an auxiliary function allowing us to project points on a ball to very
thin annuli. Suppose we have two spheres S1 and S2 with a common center and radii R1 and
R2. Suppose there are points p1 ∈ S1 and p2 ∈ S2 with ‖p1 − p2‖ = r. Project(R1, R2, r)
returns the distance between p1 and the point p˜2 that lies on S1 and is the closest to p2 (see
Figure 4). This is implemented by a formula as in [AR15].
We now elaborate on the above descriptions of ProcessSphere and ProcessBall, since these
are the crucial components of our analysis. We will refer to line number of the pseudocode from
Figure 5.
ProcessSphere. We consider three base cases.
1. If l = K, we stop and store P explicitly. This corresponds to having reached a leaf in the
algorithm from Section 3. This case is handled in lines 2–4 of Figure 5.
2. If r2 ≥ 2R, then we may only store one point, since any point in P is a valid answer to any
query made on a sphere of radius R containing P . This trivial instance is checked in lines 5–7
of Figure 5.
3. The last case occurs when the algorithm from Section 3 can give the desired point on the
time–space trade-off. In this case, we may simply proceed as in the algorithm from Section 3.
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We choose ηu, ηq > 0 and T appropriately and build a single level of the tree from Section 3
with l increased by 1. We check for this last condition using (5) in line 9 of Figure 5, and if so,
we may skip lines 10–18 of Figure 5.
If none of the above three cases apply, we proceed in lines 10–18 of Figure 5 by removing the dense
components and then handling the pseudo-random remainder. The dense components are clusters
of at least τ |P | points lying in a ball of radius (√2− ε)R with its center on ∂B(o,R). These balls
can be enclosed by smaller balls of radius R˜ ≤ (1 − Ω(ε2))R. In each of these smaller balls, we
invoke ProcessBall with the same l. Finally, we build a single level of the tree in Section 3 for
the remaining pseudo-random points. We pick the appropriate ηu, ηq > 0 and T and recurse on each
part with ProcessSphere with l increased by 1.
ProcessBall. Similarly to ProcessSphere, if r1 + 2R ≤ r2, then any point from B(o,R) is a
valid answer to any query in B(o,R+ r2). We handle this trivial instance in lines 25–27 of Figure 5.
If we are not in the trivial setting above, we reduce the ball to the spherical case via a discretization
of the ball B(o,R) into thin annuli of width δr1. First, we round all distances from points to o to a
multiple of δr1 in line 28 of Figure 5. This rounding can change the distance between any pair of
points by at most 2δr1 by the triangle inequality.
Then, we handle each non-empty annuli separately. In particular, for a fixed annuli at distance
δir1 from o, a possible query can lie at most a distance δjr1 from o, where δr1|i− j| ≤ r1 + 2δr1.
For each such case, we recursively build a data structure with ProcessSphere. However, when
projecting points, the distance thresholds of r1 and r2 change, and this change is computed using
Project in lines 34 and 35 of Figure 5.
Overall, the preprocessing creates a decision tree. The root corresponds to the procedure
Process, and subsequent nodes correspond to procedures ProcessSphere and ProcessBall.
We refer to the tree nodes correspondingly, using the labels in the description of the query algorithm
from below.
Query algorithm. Consider a query point q ∈ Rd. We run the query on the decision tree, starting
with the root which executes Process, and applying the following algorithms depending on the
label of the nodes:
• In ProcessSphere we first recursively query the data structures corresponding to the clusters.
Then, we locate q in the spherical caps (with threshold ηq, like in Section 3), and query data
structures we built for the corresponding subsets of P . When we encounter a node with points
stored explicitly, we simply scan the list of points for a possible near neighbor. This happens
when l = K.
• In ProcessBall, we first consider the base case, where we just return the stored point if it
is close enough. In general, we check whether ‖q − o‖2 ≤ R + r1. If not, we return with no
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neighbor, since each dataset point lies within a ball of radius R from o, but the query point is
at least R+ r1 away from o. If ‖q − o‖2 ≤ R+ r1, we round q so the distance from o to q is
a multiple of δr1 and enumerate all possible distances from o to the potential near neighbor
we are looking for. For each possible distance, we query the corresponding ProcessSphere
children after projecting q on the sphere with a tentative near neighbor using, Project.
4.3 Setting parameters
We complete the description of the data structure by setting the remaining parameters. Recall that
the dimension is d = Θ(logn · log logn). We set ε, δ, τ as follows:
• ε = 1log log logn ;
• δ = exp(−(log log logn)C);
• τ = exp(− log2/3 n),
where C is a sufficiently large positive constant.
Now we specify how to set ηu, ηq > 0 and T for each pseudo-random remainder. The idea will be
to try to replicate the parameter settings of Section 3.3.3 corresponding to the random instance. The
important parameter will be r∗, which acts as the “effective” r2. In the case that r2 ≥
√
2R, then
we have more flexibility than in the random setting, so we let r∗ = r2. In the case that r2 <
√
2R,
then we let r∗ =
√
2R. In particular, we let
T = 100
G(r1/R, ηu, ηq)
in order to achieve a constant probability of success. Then we let ηu and ηq such that
• F (ηu)/G(r1/R, ηu, ηq) ≤ n(ρu+o(1))/K
• F (ηq)/G(r1/R, ηu, ηq) ≤ n(ρq+o(1))/K
• G(r∗/R, ηu, ηq)/G(r1/R, ηu, ηq) ≤ n(ρq−1+o(1))/K
which correspond to the parameter settings achieving the tradeoff of Section 3.3.3.
A crucial relation between the parameters is that τ should be much smaller than n−1/K = 2−
√
logn.
This implies that the “large distance” is effectively equal to
√
2R, at least for the sake of a single
step of the random partition.
We collect some basic facts from the data structure which will be useful for the analysis. These
facts follow trivially from the pseudocode in Figure 5.
• Process is called once at the beginning and has one child corresponding to one call to
ProcessSphere. In the analysis, we will disregard this node. Process does not take
up any significant space or time. Thus, we refer to the root of the tree as the first call to
ProcessSphere.
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• The children to ProcessSphere may contain at most 1τ many calls to ProcessBall,
corresponding to cluster nodes, and T calls to ProcessSphere. Each ProcessBall call
of ProcessSphere handles a disjoint subset of the dataset. Points can be replicated in the
pseudo-random remainder, when a point lies in the intersection of two or more caps.
• ProcessBall has many children, all of which are ProcessSphere which do not increment
l. Each of these children corresponds to a call on a specific annulus of width δr1 around the
center as well as possible distance for a query. For each annulus, there are at most 2δ + 4
notable distances; after rounding by δr1, a valid query can be at most r1 + 2δr1 away from a
particular annulus in both directions, thus, each point gets duplicated at most 2δ + 4 many
times.
• For each possible point p ∈ P , we may consider the subtree of nodes which process that
particular point. We make the distinction between two kinds of calls to ProcessSphere: calls
where p lies in a dense cluster, and calls where p lies in a pseudo-random remainder. If p lies
in a dense cluster, l will not be incremented; if p lies in the pseudo-random remainder, l will
be incremented. The point p may be processed by various rounds of calls to ProcessBall
and ProcessSphere without incrementing l; however, there will be a moment when p is not
in a dense cluster and will be part of the pseudo-random remainder. In that setting, p will be
processed by a call to ProcessSphere which increments l.
4.4 Analysis
Lemma 4.2. The following invariants hold.
• At any moment one has r2r1 ≥ c · (1− o(1)) and r2 ≤ c · (1 + o(1)).
• At any moment the number of calls to ProcessBall in the recursion stack is at most
O˜(log logn).
Proof. Our proof will proceed by keeping track of two quantities, γ and ξ as the algorithm proceeds
down the tree. We will be able to analyze how these values change as the algorithm executes the
subroutines ProcessSphere and ProcessBall. We will then combine these two measures to get a
potential function which always increases by a multiplicative factor of (1 + Ω(ε2)). By giving overall
bounds on γ and ξ, we will deduce an upper bound on the depth of the tree. For any particular
node of the tree v (where v may correspond to a call to ProcessSphere or ProcessBall), we let
γv =
r22
r21
and ξv =
r22
R2
where the values of r1, r2, and R are given by the procedure call at v. We will often refer to γv and
ξv as γ and ξ, respectively, when there is no confusion. Additionally, we will often refer to how γ
and ξ changes; in particular, if v˜ is a child of v, then we let γ˜ and ξ˜ be the values of γv˜ and ξv˜.
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1: function ProcessSphere(P , r1, r2, o, R, l)
2: if l = K then . base case 1
3: store P explicitly
4: return
5: if r2 ≥ 2R then . base case 2
6: store any point from P
7: return
8: r∗ ← r2
9: if
(
1− α
(
r1
R
)
α
(
r2
R
))√
ρq +
(
α
(
r1
R
)
− α
(
r2
R
))√
ρu < β
(
r1
R
)
β
(
r2
R
)
then . base case 3
10: m← |P |
11: R̂← (√2− ε)R
12: while ∃x ∈ ∂B(o,R) : |B(x, R̂) ∩ P | ≥ τm do . remove dense clusters
13: B(o˜, R˜)← the seb for P ∩B(x, R̂)
14: ProcessBall(P ∩B(x, R̂), r1, r2, o˜, R˜, l)
15: P ← P \B(x, R̂)
16: r∗ ← √2R
17: choose ηu and ηq such that: . data independent portion
• F (ηu)/G(r1/R, ηu, ηq) ≤ n(ρu+o(1))/K ;
• F (ηq)/G(r1/R, ηu, ηq) ≤ n(ρq+o(1))/K ;
• G(r∗/R, ηu, ηq)/G(r1/R, ηu, ηq) ≤ n(ρq−1+o(1))/K .
18: T ← 100/G(r1/R, ηu, ηq)
19: for i← 1 . . . T do
20: sample z ∼ N(0, 1)d
21: P ′ ← {p ∈ P | 〈z, p〉 ≥ ηuR}
22: if P ′ 6= ∅ then
23: ProcessSphere(P ′, r1, r2, o, R, l + 1)
24: function ProcessBall(P , r1, r2, o, R, l)
25: if r1 + 2R ≤ r2 then . trivial instance of ProcessBall
26: store any point from P
27: return
28: P ← {o+ δr1d ‖p−o‖δr1 e ·
p−o
‖p−o‖ | p ∈ P}
29: for i← 1 . . . d R
δr1
e do
30: P˜ ← {p ∈ P : ‖p− o‖ = δir1}
31: if P˜ 6= ∅ then
32: for j ← 1 . . . dR+r1+2δr1
δr1
e do
33: if δ|i− j| ≤ r1 + 2δr1 then
34: r˜1 ← Project(δir1, δjr1, r1 + 2δr1) . computing r˜1 and r˜2 for projected instance
35: r˜2 ← Project(δir1, δjr1, r2 − 2δr1)
36: ProcessSphere(P˜ , r˜1, r˜2, o, δir1, l)
37: function Project(R1, R2, r)
38: return
√
R1(r2 − (R1 −R2)2)/R2
Figure 5: Pseudocode of the data structure (seb stands for smallest enclosing ball)
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Claim 4.3. Initially, γ = c2, and it only changes when ProcessBall calls ProcessSphere.
Letting ∆R = δr1|i− j|, there are two cases:
• If 0 ≤ ∆R
2
r21
≤ 12δλ , then
γ˜
γ
≥ 1− 24δ.
• If ∆R
2
r22
≥ 12δλ , then
γ˜
γ
≥ 1 + ∆R
2
r21
· λ2 − 6δ.
for λ = 1− ( 2c+1)2 > 0.
Note that initially, γ = c2 since r1 = 1 and r2 = c. Now, γ˜ changes when Process-
Ball(P, r1, r2, o, R, l) calls ProcessSphere(P˜ , r˜1, r˜2, o, δir1, l) in line 36 of Figure 5. When this
occurs:
γ˜
γ
= Project(δir1, δjr1, r2 − 2δr1)
2/Project(δir1, δjr1, r1 + 2δr1)2
r22/r
2
1
= (r2 − 2δr1)
2 −∆R2
r22
· r
2
1
(r1 + 2δr1)2 −∆R2
=
(1− 2δr1r2 )2 − ∆R
2
r22
(1 + 2δ)2 − ∆R2
r21
≥ 1 +
∆R2( 1
r21
− 1
r22
)− 12δ
(1 + 2δ)2 − ∆R2
r21
= 1 +
∆R2
r21
· λ− 12δ
(1 + 2δ)2 − ∆R2
r21
assuming that r1( c+12 ) ≤ r2 (we will actually show the much tighter bound of r1 · c · (1− o(1)) ≤ r2
toward the end of the proof) and setting λ = 1−( 2c+1)2, where λ ∈ (0, 1). Note that the denominator
in the expression above is non-negative since ∆R2
r21
≤ (1 + 2δ)2. Now, consider two cases:
• Case 1: 0 ≤ ∆R2
r21
≤ 12δλ . In this case, we have:
γ˜
γ
≥ 1 +
∆R2
r21
· λ− 12δ
(1 + 2δ)2 − ∆R2
r21
≥ 1− 12δ
(1 + 2δ)2 − ∆R2
r21
≥ 1− 12δ(1/2) .
Thus, the multiplicative decrease is at most (1− 24δ) since δ = o(1).
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• Case 2: ∆R2
r21
≥ 12δλ . In this case:
γ˜
γ
≥ 1 +
∆R2
r21
· λ− 12δ
(1 + 2δ)2 − ∆R2
r21
≥ 1 +
∆R2
r21
· λ− 12δ
2
= 1 + ∆R
2
r21
· λ2 − 6δ.
Claim 4.4. Initially, ξ ≥ Ω˜
(
c2
log4 n
)
. ξ changes only when ProcessBall calls ProcressSphere,
or vice-versa. When ProcessBall calls ProcessSphere, and some later ProcessSphere calls
ProcessBall, letting ∆R = δr1|i− j|:
ξ˜
ξ
≥
(
1 + Ω(ε2)
)(
(1− 2δ)2 − ∆R
2
r21
(1− λ)
)(
1
1 + ∆RR
)
,
for λ = 1− ( 2c+1)2 > 0.
The relevant procedure calls in Claim 4.4 are:
1. ProcessBall(P, r1, r2, o, R, l) calls ProcessSphere(P˜ , r˜1, r˜2, o, δir1, l) in line 36 of Figure 5.
2. After possibly some string of calls to ProcessSphere, ProcessSphere(P ′, r˜1, r˜2, o, δir1, l′)
calls ProcessBall(P ′ ∩B(o˜, R˜), r˜1, r˜2, o˜, l′) in line 14 of Figure 5.
Since both calls to ProcessBall identified above have no ProcessBall calls in their path in the
tree, we have the following relationships between the parameters:
• r˜1 = Process(δir1, δjr1, r1 + 2δ),
• r˜2 = Process(δir1, δjr1, r2 − 2δ),
• R˜ ≤ (1− Ω(ε2)) · δir1,
Using these setting of parameters,
ξ˜
ξ
=
(
1 + Ω(ε2)
)2 · Process(δir1, δjr1, r2 − 2δr1)2/δ2i2r21
r22/R
2
=
(
1 + Ω(ε2)
)2((
1− 2δr1
r2
)2
− ∆R
2
r22
)
· R
2
δ2ijr21
≥
(
1 + Ω(ε2)
)(
(1− 2δ)2 − ∆R
2
r21
· (1− λ)
)(
1
1 + ∆RR
)
,
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where in the last step, we used the fact that r1( c+12 ) ≤ r2, and that δir1 ≤ R and δjr1 ≤ R+ ∆R.
Note that the lower bound is always positive since ∆R2
r21
≤ 1 + 2δ, δ = o(1), and λ ∈ (0, 1) is some
constant.
We consider the following potential function:
Φ = γM · ξ,
and we set M = 800√24·λ·δ .
Claim 4.5. In every iteration of ProcessBall calling ProcessSphere which at some point calls
ProcessBall again, Φ increases by a multiplicative factor of 1 + Ω(ε2).
We simply compute the multiplicative change in Φ by using Claim 4.3 and Claim 4.4. We will
first apply the first case of Claim 4.3, where 0 < ∆R2
r21
≤ 24δλ .
Φ˜
Φ ≥ (1− 24δ)
M ·
(
1 + Ω(ε2)
)
·
(
(1− 2δ)2 − ∆R
2
r21
(1− λ)
)
·
(
1
1 + ∆RR
)
≥
(
1 + Ω(ε2)
)
·
(
1− 24δM − 4δ − ∆R
2
r21
− ∆R
R
)
≥
(
1 + Ω(ε2)
)
·
(
1− 24δM − 4δ − 24δ
λ
−
√
96 · δ√
λ
)
,
where the third inequality, we used ∆R2
r21
≤ 24δλ and r1 ≤ r2 ≤ 2R by line 5 of Figure 5. Finally, we
note that ε2  24δM − 4δ − 24δλ −
√
96δ√
λ
, so in this case,
Φ˜
Φ ≥
(
1 + Ω(ε2)
)
.
We now proceed to the second case, when ∆R2
r22
> 24δλ . Using case 2 of Claim 4.3, we have
Φ˜
Φ ≥
(
1 + ∆R
2
r21
· λ4
)M
·
(
1 + Ω(ε2)
)
·
(
(1− 2δ)2 − ∆R
2
r21
(1− λ)
)
·
(
1
1 + ∆RR
)
. (14)
We claim the above expression is at least 1 + Ω(ε2). This follows from three observations:
• ∆R2
r21
≥ 24δλ implies that
√
λ√
24·δ ≥
r1
∆R .
• Since r1 ≤ r2 ≤ 2R (by line 5 of Figure 5), 2r1 ≥ 1R , so ∆R
2
r21
· 2
√
λ√
24·δ ≥
2∆R
r1
≥ ∆RR .
• Thus, if M = 800√24·λ·δ ,
∆R2
r21
· λ4 ·M ≥ 100 ·
∆R2
r21
· 2 ·
√
λ√
24 · δ ≥ 100 ·
∆R
R
.
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Furthermore, ∆R2
r21
· λ4 ·M  4δ + ∆R
2
r21
, which means that in this case,
Φ˜
Φ ≥
(
1 + Ω(ε2)
)
.
Having lower bounded the multiplicative increase in Φ, we note that initially,
Φ0 = Ω˜
(
c2M+2
log4 n
)
.
Claim 4.6. At all moments in the algorithm γ ≤ logn.
Note that before reaching r
2
2
r21
≥ logn, line 9 of Figure 5 will always evaluate to false, and the
algorithm will continue to proceed in a data-independent fashion without further changes to r1, r2
or R. Another way to see this is that when r2r1 ≥
√
logn, then the curve in Figure 2 corresponding
to [AI08] will give a data structure with runtime no(1) and space n1+o(1).
Additionally, line 5 of Figure 5 enforces that all moments in the algorithm, ξ ≤ 4. Thus, at all
moments,
Φ ≤ O(logM n).
Thus, the number of times that ProcessBall appears in the stack is O˜(log logn). We will now
show the final part of the proof which we stated earlier:
Claim 4.7. For the first O˜ (log logn) many iterations,
r1 · c · (1− o(1)) ≤ r2.
Note that showing this will imply η ≥
(
c+1
2
)2
. From Claim 4.3, η ≥ c2 (1− 24δ)N , where
N = O˜ (log logn), which is in fact, always at most c2(1−o(1)). In order to show that r2 ≤ c·(1+o(1)),
note that r2 only increases by a multiplicative factor of (1 + 2δ) in each call of ProcessBall. This
finishes the proof of all invariants.
Lemma 4.8. During the algorithm we can always be able to choose ηu and ηq such that:
• F (ηu)/G(r1/R, ηu, ηq) ≤ n(ρu+o(1))/K ;
• F (ηq)/G(r1/R, ηu, ηq) ≤ n(ρq+o(1))/K ;
• G(r∗/R, ηu, ηq)/G(r1/R, ηu, ηq) ≤ n(ρq−1+o(1))/K .
Proof. We will focus on the the part of ProcessSphere where we find settings for ηu and ηq.
There are two important cases:
• r∗ = r2. This happens when the third “if” statement evaluates to false. In other words, we
have that(
1− α
(
r1
R
)
α
(
r2
R
))√
ρq +
(
α
(
r1
R
)
− α
(
r2
R
))√
ρu ≥ β
(
r1
R
)
β
(
r2
R
)
. (15)
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Since in a call to ProcessSphere, all points are on the surface of a sphere of radius R, the
expression corresponds to the expression from Theorem 3.3. Thus, as described in Section 3.3.3,
we can set ηu and ηq to satisfy the three conditions.
• r∗ = √2R. This happens when the third “if” statement evaluates to true. We have by
Lemma 4.2 r2r1 ≥ c− o(1). Since (15) does not hold, thus r2 <
√
2R. Hence, r1 ≤
√
2R
c − o(1).
If this is the case since r1 ≤ r∗/c− o(1), we are instantiating parameters as in Subsection 3.3.3
where r = r1R and cr =
r∗
R .
Lemma 4.9. The probability of success of the data structure is at least 0.9.
Proof. In all the cases, except for the handling of the pseudo-random remainder, the data structure
is deterministic. Therefore, the proof follows in exactly the same way as Lemma 3.6. In this case,
we also have at each step that T = 100G(r1/R,ηu,ηq) , and the induction is over the number of times we
handle the pseudo-random remainder.
Lemma 4.10. The total space the data structure occupies is at most n1+ρu+o(1) in expectation.
Proof. We will prove that the total number of explicitly stored points (when l = K) is at most
n1+ρu+o(1). We will count the contribution from each point separately, and use linearity of expectation
to sum up the contributions. In particular, for a point p ∈ P0, we want to count the number of lists
where p appears in the data structure. Each root to leaf path of the tree has at most K calls to
ProcessSphere which increment l, and at most O˜ (log logn) calls to ProcessBall, and thus
O˜ (log logn) calls to ProcessSphere which do not increment l. Thus, once we count the number
of lists, we may multiply by K + O˜ (log logn) = no(1) to count the size of the whole tree.
For each point, we will consider the subtree of the data structure where the point was processed.
In particular, we may consider the tree corresponding to calls to ProcessSphere and ProcessBall
which process p. As discussed briefly in Section 4.3, we distinguish between calls to ProcessSphere
which contain p in a dense cluster, and calls to ProcessSphere which contain p in the pseudo-
random remainder. We increment l only when p lies in the pseudo-random remainder.
Claim 4.11. It suffices to consider the data structure where each node is a function call to
ProcessSphere which increments l, i.e., when p lies in the pseudo-random remainder, since the
total amount of duplication of points corresponding to other nodes is no(1).
We will account for the duplication of points in calls to ProcessBall and calls to Pro-
cessSphere which do not increment l. Consider the first node v in a path from the root which
does not increment l, this corresponds to a call to ProcessSphere which had p in some dense
cluster. Consider the subtree consisting of descendants of v where the leaves correspond to the first
occurrence of ProcessSphere which increments l. We claim that every internal node of the tree
corresponds to alternating calls to ProcessBall and ProcessSphere which do not increment
l. Note that calls to ProcessSphere which do not increment l never replicate p. Each call to
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ProcessBall replicates p in b := 2r1(1+2δ)δ many times. Since r1 ≤ r2 ≤ c+ o(1) by Lemma 4.2,
b = O(δ−1). We may consider contracting the tree and at edge, multiplying by the number of times
we encounter ProcessBall.
Note that p lies in a dense cluster if and only if it does not lie in the pseudo-random remainder.
Thus, our contracted tree looks like a tree ofK levels, each corresponding to a call to ProcessSphere
which contained p in the pseudo-random remainder.
The number of children of some nodes may be different; however, the number of times Process-
Ball is called in each branch of computation is U := O˜ (log logn), the total amount of duplication
of points due to ProcessBall is at most bU = no(1). Now, the subtree of nodes processing p
contains K levels with each T children, exactly like the data structure for Section 3.
Claim 4.12. A node v corresponding to ProcessSphere(P, r1, r2, o, R, l) has in expectation, p
appearing in n((K−l)ρu+o(1))/K many lists in the subtree of v.
The proof is an induction over the value of l in a particular node. For our base case, consider
some node v corresponding to a function call of ProcessSphere which is a leaf, so l = K, in this
case, each point is only stored at most once, so the claim holds.
Suppose for the inductive assumption the claim holds for some l, then for a particular node at
level l − 1, consider the point when p was part of the pseudo-random remainder. In this case, p is
duplicated in
T · F (ηu) = 100 · F (ηu)
G(r1/R, ηu, ηq)
≤ n(ρu+o(1))/K
many children, and in each child, the point appears n((K−l)ρu+o(1))/K many times. Therefore, in a
node v, p appears in n((K−l+1)ρu+o(1))/K many list in its subtree. Letting l = 0 for the root gives
the desired outcome.
Lemma 4.13. The expected query time is at most nρq+o(1).
Proof. We need to bound the expected number of nodes we traverse as well as the number of points
we enumerate for nodes with l = K.
We first bound the number of nodes we traverse. Let A(u, l) be an upper bound on the
expected number of visited nodes when we start in a ProcessSphere node such that there are u
ProcessBall nodes in the stack and l non-cluster nodes. By Lemma 4.2,
u ≤ U := O˜ (log logn) ,
and from the description of the algorithm, we have l ≤ K. We will prove A(0, 0) ≤ nρq+o(1), which
corresponds to the expected number of nodes we touch starting from the root.
We claim
A(u, l) ≤ exp(log2/3+o(1) n) ·A(u+ 1, l) + n(ρq+o(1))/K ·A(u, l + 1). (16)
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There are at most 1/τ = exp(log2/3 n) cluster nodes, and in each node, we recurse on 2r1(1+2δ)δ =
exp(logo(1) n) possible annuli with calls to ProcessSphere nodes where u increased by 1 and l
remains the same. On the other hand, there are
T · F (ηq) = 100 · F (ηq)
G(r1/R, ηu, ηq)
≤ n(ρq+o(1))/K
caps, where the query falls, in expectation. Each calls ProcessSphere where u remains the same
and l increased by 1.
Solving (16):
A(0, 0) ≤
(
U +K
K
)
exp(U · log2/3+o(1) n) · nρq+o(1) ≤ nρq+o(1).
We now give an upper bound on the number of points the query algorithm will test at level K.
Let B(u, l) be an upper bound on the expected fraction of the dataset in the current node that the
query algorithm will eventually test at level K (where we count multiplicities). u and l have the
same meaning as discussed above.
We claim
B(u, l) ≤ 1
τ
·B(u+ 1, l) + n(ρq−1+o(1))/K ·B(u, l + 1)
The first term comes from recursing down dense clusters. The second term is a bit more subtle. In
particular, suppose r2 = r∗, then the expected fraction of points is
T ·G(r2/R, ηu, ηq) ·B(u, l + 1) = 100 ·G(r2/R, ηu, ηq) ·B(u, l + 1)
G(r1/R, ηu, ηq)
≤ n(ρq−1+o(1))/K ·B(u, l + 1)
by the setting of ηu and ηq. On the other hand, there is the other case when r∗ =
√
2R, which
occurs after having removed some clusters. In that case, consider a particular cap containing the
points P˜i. For points with distance to the query at most (
√
2− ε)R, there are at most a τn of them.
For the far points, P˜i a G(
√
2− ε, ηu, ηq) fraction of the points in expectation.
T · F (ηq) ·
(
τ +G(
√
2− ε, ηu, ηq)
)
·B(u, l + 1) =
100 · F (ηq) ·
(
τ +G(
√
2− ε, ηu, ηq)
)
·B(u, l + 1)
G(r1/R, ηu, ηq)
≤ 100 · F (ηq) ·G(
√
2, ηu, ηq) ·B(u, l + 1)
G(r1/R, ηu, ηq)
≤ n(ρq−1+o(1))/K ·B(u, l + 1)
Where we used that τ  G(√2, ηu, ηq) and G(
√
2−ε, ηu, ηq) ≤ G(
√
2, ηu, ηq)·no(1)/K (since ε = o(1)),
and that r∗ =
√
2R. Unraveling the recursion, we note that u ≤ U and l ≤ K ∼ √lnn. Additionally,
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we have that B(u,K) ≤ 1, since we do not store duplicates in the last level. Therefore,
B(0, 0) ≤
(
U +K
U
)(1
τ
)U
·
(
n(ρq−1+o(1))/K
)K
= nρq−1+o(1).
5 Lower bounds: preliminaries
We introduce a few techniques and concepts to be used primarily for our lower bounds. We start by
defining the approximate nearest neighbor search problem.
Definition 5.1. The goal of the (c, r)-approximate nearest neighbor problem with failure probability
δ is to construct a data structure over a set of points P ⊂ {−1, 1}d supporting the following query:
given any point q such that there exists some p ∈ P with ‖q − p‖1 ≤ r, report some p′ ∈ P where
‖q − p′‖1 ≤ cr with probability at least 1− δ.
5.1 Graphical Neighbor Search and robust expansion
We introduce a few definitions from [PTW10] to setup the lower bounds for the ANN.
Definition 5.2 ([PTW10]). In the Graphical Neighbor Search problem (GNS), we are given a
bipartite graph G = (U, V,E) where the dataset comes from U and the queries come from V . The
dataset consists of pairs P = {(pi, xi) | pi ∈ U, xi ∈ {0, 1}, i ∈ [n]}. On query q ∈ V , if there exists a
unique pi with (pi, q) ∈ E, then we want to return xi.
We will sometimes use the GNS problem to prove lower bounds on (c, r)-ANN as follows: we
build a GNS graph G by taking U = V = {−1, 1}d, and connecting two points u ∈ U, v ∈ V iff their
Hamming distance most r (see details in [PTW10]). We will also ensure q is not closer than cr to
other points apart from the near neighbor.
[PTW10] showed lower bounds for ANN are intimately tied to the following quantity of a metric
space.
Definition 5.3 (Robust Expansion [PTW10]). Consider a GNS graph G = (U, V,E), and fix a
distribution e on E ⊂ U × V , where µ is the marginal distribution on U and η is the marginal
distribution on V . For δ, γ ∈ (0, 1], the robust expansion Φr(δ, γ) is:
Φr(δ, γ) = min
A⊂V :η(A)≤δ
min
B⊂U : e(A×B)
e(A×V )≥γ
µ(B)
η(A) .
5.2 Locally-decodable codes (LDC)
Our 2-probe lower bounds uses results on Locally-Decodable Codes (LDCs). We present the standard
definitions and results on LDCs below, although in Section 8, we will use a weaker definition of
LDCs for our 2-query lower bound.
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Definition 5.4. A (t, δ, ε) locally-decodable code (LDC) encodes n-bit strings x ∈ {0, 1}n into m-bit
codewords C(x) ∈ {0, 1}m such that, for each i ∈ [n], the bit xi can be recovered with probability
1
2 + ε while making only t queries into C(x), even if the codeword is arbitrarily modified (corrupted)
in δm bits.
We will use the following lower bound on the size of the LDCs.
Theorem 5.5 (Theorem 4 from [KdW04]). If C : {0, 1}n → {0, 1}m is a (2, δ, ε)-LDC, then
m ≥ 2Ω(δε2n).
6 Lower bounds: one-probe data structures
6.1 Robust expansion of the Hamming space
The goal of this section is to compute tight bounds for the robust expansion Φr(δ, γ) in the Hamming
space of dimension d, as defined in the preliminaries. We use these bounds for all of our lower
bounds in the subsequent sections.
We use the following model for generating dataset points and queries corresponding to the
random instance of Section 2.
Definition 6.1. For any x ∈ {−1, 1}n, Nσ(x) is a probability distribution over {−1, 1}n representing
the neighborhood of x. We sample y ∼ Nσ(x) by choosing yi ∈ {−1, 1} for each coordinate i ∈ [d]
independently; with probability σ, we set yi = xi, and with probability 1− σ, yi is set uniformly at
random.
Given any Boolean function f : {−1, 1}n → R, the function Tσf : {−1, 1}n → R is
Tσf(x) = E
y∼Nσ(x)
[f(y)] (17)
In the remainder of this section, will work solely on the Hamming space V = {−1, 1}d. We let
σ = 1− 1
c
d = ω(logn)
and µ will refer to the uniform distribution over V .
A query is generated as follows: we sample a dataset point x uniformly at random and then
generate the query y by sampling y ∼ Nσ(x). From the choice of σ and d, d(x, y) ≤ d2c(1 + o(1))
with high probability. In addition, for every other point in the dataset x′ 6= x, the pair (x′, y)
is distributed as two uniformly random points (even though y ∼ Nσ(x), because x is randomly
distributed). Therefore, by taking a union-bound over all dataset points, we can conclude that with
high probability, d(x′, y) ≥ d2(1− o(1)) for each x′ 6= x.
Given a query y generated as described above, we know there exists a dataset point x whose
distance to the query is d(x, y) ≤ d2c(1 + o(1)). Every other dataset point lies at a distance
d(x′, y) ≥ d2(1− o(1)). Therefore, the two distances are a factor of c− o(1) away.
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The following lemma is the main result of this section, and we will reference this lemma in
subsequent sections.
Lemma 6.2 (Robust expansion). Consider the Hamming space equipped with the Hamming norm.
For any p, q ∈ [1,∞) where (q − 1)(p− 1) = σ2, any γ ∈ [0, 1], and m ≥ 1,
Φr
( 1
m
, γ
)
≥ γqm1+ qp−q.
The robust expansion comes from a straight forward application from small-set expansion. In
fact, one can easily prove tight bounds on robust expansion via the following lemma:
Theorem 6.3 (Generalized Small-Set Expansion Theorem, [O’D14]). Let 0 ≤ σ ≤ 1. Let A,B ⊂
{−1, 1}n have volumes exp(−a22 ) and exp(− b
2
2 ) and assume 0 ≤ σa ≤ b ≤ a. Then
Pr
(x,y)
σ−correlated
[x ∈ A, y ∈ B] ≤ exp
(
−12
a2 − 2σab+ b2
1− σ2
)
.
We compute the robust expansion via an application of the Bonami-Beckner Inequality and
Hölder’s inequality. This computation gives us more flexibility with respect to parameters which
will become useful in subsequent sections. We now recall the necessary tools.
Theorem 6.4 (Bonami-Beckner Inequality [O’D14]). Fix 1 ≤ p ≤ q and 0 ≤ σ ≤ √(p− 1)/(q − 1).
Any Boolean function f : {−1, 1}n → R satisfies
‖Tσf‖q ≤ ‖f‖p.
Theorem 6.5 (Hölder’s Inequality). Let f : {−1, 1}n → R and g : {−1, 1}n → R be arbitrary
Boolean functions. Fix s, t ∈ [1,∞) where 1s + 1t = 1. Then
〈f, g〉 ≤ ‖f‖s‖g‖t.
We will let f and g be indicator functions for two sets A and B, and use a combination of the
Bonami-Beckner Inequality and Hölder’s Inequality to lower bound the robust expansion. The
operator Tσ applied to f will measure the neighborhood of set A. We compute an upper bound on
the correlation of the neighborhood of A and B (referred to as γ) with respect to the volumes of A
and B, and the expression will give a lower bound on robust expansion.
We also need the following lemma.
Lemma 6.6. Let p, q ∈ [1,∞), where (p− 1)(q − 1) = σ2 and f, g : {−1, 1}d → R be two Boolean
functions. Then
〈Tσf, g〉 ≤ ‖f‖p‖g‖q.
Proof. We first apply Hölder’s Inequality to split the inner-product into two parts, apply the
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Bonami-Beckner Inequality to each part.
〈Tσf, f〉 = 〈T√σf, T√σg〉 ≤ ‖T√σf‖s‖T√σg‖t.
We pick the parameters s = p− 1
σ
+ 1 and t = s
s− 1 , so
1
s +
1
t = 1. Note that p ≤ s because σ < 1
and p ≥ 1 because (p− 1)(q − 1) = σ2 ≤ σ. We have
q ≤ σ
p− 1 + 1 = t.
In addition,√
p− 1
s− 1 =
√
σ
√
q − 1
t− 1 =
√
(q − 1)(s− 1) =
√
(q − 1)(p− 1)
σ
=
√
σ.
We finally apply the Bonami-Beckner Inequality to both norms to obtain
‖T√σf‖s‖T√σg‖t ≤ ‖f‖p‖g‖q.
We are now ready to prove Lemma 6.2.
Proof of Lemma 6.2. We use Lemma 6.6 and the definition of robust expansion. For any two sets
A,B ⊂ V , let a = 12d |A| and b = 12d |B| be the measure of set A and B with respect to the uniform
distribution. We refer to χA : {−1, 1}d → {0, 1} and χB : {−1, 1}d → {0, 1} as the indicator
functions for A and B. Then,
γ = Pr
x∼µ,y∼Nσ(x)
[x ∈ B | y ∈ A] = 1
a
〈TσχA, χB〉 ≤ a
1
p
−1
b
1
q . (18)
Therefore, γqaq−
q
p ≤ b. Let A and B be the minimizers of ba satisfying (18) and a ≤ 1m .
Φr
( 1
m
, γ
)
= b
a
≥ γqaq− qp−1 ≥ γqm1+ qp−q.
6.2 Lower bounds for one-probe data structures
In this section, we prove Theorem 1.3. Our proof relies on the main result of [PTW10] for the GNS
problem:
Theorem 6.7 (Theorem 1.5 [PTW10]). There exists an absolute constant γ such that the following
holds. Any randomized cell-probe data structure making t probes and using m cells of w bits for a
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weakly independent instance of GNS which is correct with probability greater than 12 must satisfy
mtw
n
≥ Φr
( 1
mt
,
γ
t
)
.
Proof of Theorem 1.3. The lower bound follows from a direct application of Lemma 6.2 to Theo-
rem 6.7. Setting t = 1 in Theorem 6.7, we obtain
mw ≥ n · Φr
( 1
m
, γ
)
≥ nγqm1+ qp−q
for some p, q ∈ [1,∞) and (p−1)(q−1) = σ2. Rearranging the inequality and letting p = 1+ log lognlogn ,
and q = 1 + σ2 lognlog logn , we obtain
m ≥ γ
p
p−1n
p
pq−q
w
p
pq−q
≥ n 1σ2−o(1).
Since σ = 1− 1c and w = no(1), we obtain the desired result.
Corollary 6.8. Any 1 cell probe data structure with cell size no(1) for c-approximate nearest
neighbors on the sphere in `2 needs n
1+ 2c
2−1
(c2−1)2−o(1) many cells.
Proof. Each point in the Hamming space {−1, 1}d (after scaling by 1√
d
) can be thought of as lying
on the unit sphere. If two points are a distance r apart in the Hamming space, then they are 2
√
r
apart on the sphere with `2 norm. Therefore a data structure for a c2-approximation on the sphere
gives a data structure for a c-approximation in the Hamming space.
7 Lower bounds: list-of-points data structures
In this section, we prove Theorem 1.6, i.e., a tight lower bound against data structure that fall
inside the “list-of-points” model, as defined in Def. 1.5.
Theorem 7.1 (Restatement of Theorem 1.6). Let D be a list-of-points data structure which solves
(c, r)-ANN for n points in the d-dimensional Hamming space with d = ω(logn). Suppose D is
specified by a sequence of m sets {Ai}mi=1 and a procedure for outputting a subset I(q) ⊂ [m] using
expected space s = n1+ρu, and expected query time nρq−o(1) with success probability 23 . Then
c
√
ρq + (c− 1)√ρu ≥
√
2c− 1.
We will prove the lower bound by giving a lower bound on list-of-points data structures which
solve the random instance for the Hamming space defined in Section 2. The dataset consists of n
points {ui}ni=1 where each ui ∼ V drawn uniformly at random, and a query v is drawn from the
neighborhood of a random dataset point. Thus, we may assume D is a deterministic data structure.
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Fix a data structureD, where Ai ⊂ V specifies which dataset points are placed in Li. Additionally,
we may define Bi ⊂ V which specifies which query points scan Li, i.e., Bi = {v ∈ V | i ∈ I(v)}.
Suppose we sample a random dataset point u ∼ V and then a random query point v from the
neighborhood of u. Let
γi = Pr[v ∈ Bi | u ∈ Ai]
represent the probability that query v scans the list Li, conditioned on u being in Li. Additionally,
we write si = µ(Ai) as the normalized size of A. The query time for D is given by the following
expression:
T =
m∑
i=1
χBi(v)
1 + n∑
j=1
χAi(uj)

E[T ] =
m∑
i=1
µ(Bi) +
m∑
i=1
γiµ(Ai) + (n− 1)
m∑
i=1
µ(Bi)µ(Ai)
≥
m∑
i=1
Φr(si, γi)si +
m∑
i=1
siγi + (n− 1)
m∑
i=1
Φr(si, γi)s2i . (19)
Since the data structure succeeds with probability γ,
m∑
i=1
siγi ≥ γ = Pr
j∼[n],v∼N(uj)
[∃i ∈ [m] : v ∈ Bi, uj ∈ Ai]. (20)
Additionally, since D uses at most s space,
n
m∑
i=1
si ≤ O(s). (21)
Using the two constraints in (20) and (21), we will use the estimates of robust expansion in order to
find a lower bound for (19). From Lemma 6.2, for any p, q ∈ [1,∞) where (p− 1)(q− 1) = σ2 where
σ = 1− 1c ,
E[T ] ≥
m∑
i=1
s
q− q
p
i γ
q
i + (n− 1)
m∑
i=1
s
q− q
p
+1
i γ
q
i + γ
γ ≤
m∑
i=1
siγi
O
(
s
n
)
≥
m∑
i=1
si.
We set S = {i ∈ [m] : si 6= 0} and for i ∈ S, we write vi = siγi. Then
E[T ] ≥
∑
i∈S
vqi
(
s
− q
p
i + (n− 1)s
− q
p
+1
i
)
≥
∑
i∈S
(
γ
|S|
)q (
s
− q
p
i + (n− 1)s
− q
p
+1
i
)
(22)
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where we used the fact q ≥ 1. Consider
F =
∑
i∈S
(
s
− q
p
i + (n− 1)s
− q
p
+1
i
)
. (23)
We analyze three cases separately:
• 0 < ρu ≤ 12c−1
• 12c−1 < ρu ≤
2c− 1
(c− 1)2
• ρu = 0.
For the first two cases, we let
q = 1− σ2 + σβ p = β
β − σ β =
√
1− σ2
ρu
(24)
Since 0 < ρu ≤ 2c− 1(c− 1)2 , one can verify β > σ and both p and q are at least 1.
Lemma 7.2. When ρu ≤ 12c−1 , and s = n1+ρu,
E[T ] ≥ Ω(nρq)
where ρq and ρu satisfy Equation 4.
Proof. In this setting, p and q are constants, and q ≥ p. Therefore, qp ≥ 1. F can be viewed as
consisting of the contributions of each si’s in Equation 23, constrained by (21). One can easily
verify that F minimized when si = O( sn|S|), so substituting in (22),
E[T ] ≥ Ω
(
γqs−q/p+1nq/p
|S|q−q/p
)
≥ Ω(γqs1−qnq/p)
since q − q/p > 0 and |S| ≤ s. In addition, p, q and γ are constants, and note the fact s = n1+ρu ,
and (24), we let nρq be the best query time we can achieve. Combining these facts, along with the
lower bound for ρq in (7), we obtain the following relationship between ρq and ρu:
ρq = (1 + ρu)(1− q) + q
p
= (1 + ρu)(σ2 − σβ) + (1− σ
2 + σβ)(β − σ)
β
=
(√
1− σ2 −√ρuσ
)2
=
(√
2c− 1
c
−√ρu · (c− 1)
c
)2
.
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Lemma 7.3. When ρu > 12c−1 ,
E[T ] ≥ Ω(nρq)
where ρq and ρu satisfy Equation 4.
Proof. We follow a similar pattern to Lemma 7.2.
∂F
∂si
=
(
−q
p
)
s
− q
p
−1
i +
(
−q
p
+ 1
)
(n− 1)s−
q
p
i .
Consider the case when each ∂F∂si (si) = 0, by setting si =
q
(p− q)(n− 1) . Since q < p, this value
is positive and ∑i∈S si ≤ O (mn ) for large enough n. Thus, F is minimized at this point, and
E[T ] ≥
(
γ
|S|
)q |S| ( q(p−q)(n−1))− qp . Since q ≥ 1 and |S| ≤ s,
E[T ] ≥
(
γ
s
)q
s
(
q
(p− q)(n− 1)
)− q
p
.
Since p, q and γ are constants, E[T ] ≥ Ω(nρq),
ρq = (1 + ρu)(1− q) + q
p
which is the same expression for ρq as in Lemma 7.2.
Lemma 7.4. When ρu = 0 (so s = O(n)),
E[T ] ≥ nρq−o(1)
where ρq =
2c− 1
c2
= 1− σ2.
Proof. In this case, we let
q = 1 + σ2 · lognlog logn p = 1 +
log logn
logn .
Since q > p, we have
E[T ] = Ω(γqs1−qn
q
p ) = n1−σ2−o(1),
which is the desired expression.
8 Lower bounds: two-probe data structures
In this section, we prove the cell probe lower bound for t = 2 cell probes stated in Theorem 1.4.
We follow the framework in [PTW10] and prove lower bounds for GNS when U = V with
measure µ (see Def. 5.2). We assume there is an underlying graph G with vertex set V . For any
point p ∈ V , we write p’s neighborhood, N(p), as the set of points with an edge incident on p in G.
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In the 2-probe GNS problem, we are given a dataset P = {pi}ni=1 ⊂ V of n points as well as a
bit-string x ∈ {0, 1}n. The goal is to build a data structure supporting the following types of queries:
given a point q ∈ V , if there exists a unique neighbor pi ∈ N(q) ∩ P , return xi with probability at
least 23 after making two cell-probes.
We let D denote a data structure with m cells of w bits each. D will depend on the dataset P
as well as the bit-string x. We will prove the following theorem.
Theorem 8.1. There exists a constant γ > 0 such that any non-adaptive GNS data structure
holding a dataset of n ≥ 1 points which succeeds with probability 23 using two cell probes and m cells
of w bits satisfies
m logm · 2O(w)
n
≥ Ω
(
Φr
( 1
m
, γ
))
.
Theorem 1.4 will follow from Theorem 8.1 together with the robust expansion bound from
Lemma 6.2 for the special case of non-adaptive probes. We will later show how to reduce adaptive
algorithms losing a sub-polynomial factor in the space for w = o(logn) in Section 8.6.3. We now
proceed to proving Theorem 8.1.
At a high-level, we show that a “too-good-to-be-true”, 2-probe data structure implies a weaker
notion of 2-query locally-decodable code (LDC) with small noise rate using the same amount of
space6. Even though our notion of LDC is weaker than Def. 5.4, we adapt the tools for showing
2-query LDC lower bounds from [KdW04]. These arguments, using quantum information theory,
are very robust and work well with the weaker 2-query LDC we construct.
We note that [PTW08] was the first to suggest the connection between ANN and LDCs. This
work represents the first concrete connection which gives rise to better lower bounds.
Proof structure. The proof of Theorem 8.1 proceeds in six steps.
1. First we use Yao’s principle to focus on deterministic non-adaptive data structures for GNS
with two cell-probes. We provide distributions over n-point datasets P , as well as bit-strings
x and a query q, and assume the existence of a deterministic data structure succeeding with
probability at least 23 .
2. We simplify the deterministic data structure in order to get “low-contention” data structures.
These are data structures which do not rely on any single cell too much (similar to Def. 6.1 in
[PTW10]).
3. We use ideas from [PTW10] to understand how queries neighboring particular dataset points
probe various cells of the data structure. We fix an n-point dataset P with a constant fraction
of the points satisfying the following condition: many possible queries in the neighborhood of
these points probe disjoint pairs of cells.
6A 2-query LDC corresponds to LDCs which make two probes to their memory contents. Even though there is a
slight ambiguity with the data structure notion of query, we say “2-query LDCs” in order to be consistent with the
LDC literature.
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4. For the fixed dataset P , we show that we can recover a constant fraction of bits of x with
significant probability even if we corrupt the contents of some cells.
5. We reduce to data structures with 1-bit words in order to apply the LDC arguments from
[KdW04].
6. Finally, we design an LDC with weaker guarantees and use the arguments in [KdW04] to
prove lower bounds on the space of the weak LDC.
8.1 Deterministic data structures
Definition 8.2. A non-adaptive randomized algorithm R for the GNS problem making two cell-
probes is an algorithm specified by the following two components:
1. A procedure which preprocess a dataset P = {pi}ni=1 of n points, as well as a bit-string
x ∈ {0, 1}n in order to output a data structure D ∈ ({0, 1}w)m.
2. An algorithm R that given a query q, chooses two indices (i, j) ∈ [m]2 and specifies a function
fq : {0, 1}w × {0, 1}w → {0, 1}.
We require the data structure D and the algorithm R satisfy
Pr
R,D
[fq(Dj , Dk) = xi] ≥ 23
whenever q ∈ N(pi) and pi is the unique such neighbor.
Note that the procedure which outputs the data structure does not depend on the query q, and
that the algorithm R does not depend on the dataset P or bit-string x.
Definition 8.3. We define the following distributions:
• Let P be the uniform distribution supported on n-point datasets from V .
• Let X be the uniform distribution over {0, 1}n.
• Let Q(P ) be the distribution over queries given by first drawing a dataset point p ∈ P uniformly
at random and then drawing q ∈ N(p) uniformly at random.
Lemma 8.4. Assume R is a non-adaptive randomized algorithm for GNS using two cell-probes.
Then, there exists a non-adaptive deterministic algorithm A for GNS using two cell-probes succeeding
with probability at least 23 when the dataset P ∼ P, the bit-string x ∼ X , and q ∼ Q(P ).
Proof. We apply Yao’s principle to the success probability of the algorithm. By assumption, there
exists a distribution over algorithms which can achieve probability of success at least 23 for any single
query. Therefore, for the fixed distributions P,X , and Q, there exists a deterministic algorithm
achieving at least the same success probability.
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In order to simplify notation, we let AD(q) denote output of the algorithm A. We assume that
A(q) outputs a pair of indices (j, k) as well as the function fq : {0, 1}w × {0, 1}w → {0, 1}, and
thus, we use AD(q) as the output of fq(Dj , Dk). For any fixed dataset P = {pi}ni=1 and bit-string
x ∈ {0, 1}n,
Pr
q∼N(pi)
[AD(q) = xi] = Pr
q∼N(pi)
[fq(Dj , Dk) = xi].
This notation allows us to succinctly state the probability of correctness when the query is a neighbor
of pi.
For the remainder of the section, we let A denote a non-adaptive deterministic algorithm
succeeding with probability at least 23 using m cells of width w. The success probability is taken
over the random choice of the dataset P ∼ P, x ∼ X and q ∼ Q(P ).
8.2 Making low-contention data structures
For any t ∈ {1, 2} and j ∈ [m], let At,j be the set of queries which probe cell j at the t-th probe
of algorithm A. Since A is deterministic, the indices (i, j) ∈ [m]2 which A outputs are completely
determined by two collections A1 = {A1,j}j∈[m] and A2 = {A2,j}j∈[m] which independently partition
the query space V . On query q, if q ∈ A1,i and q ∈ A2,j , algorithm A outputs the indices (i, j).
We now define the notion of low-contention data structures, which requires the data structure
to not rely on any one particular cell too much by ensuring no At,j is too large.
Definition 8.5. A deterministic non-adaptive algorithm A using m cells has low contention if
every set µ(At,j) ≤ 1m for t ∈ {1, 2} and j ∈ [m].
We now use the following lemma to argue that up to a small increase in space, a data structure
can be made low-contention.
Lemma 8.6. Let A be a deterministic non-adaptive algorithm for GNS making two cell-probes using
m cells. There exists a deterministic non-adaptive algorithm A′ for GNS making two cell-probes
using 3m cells which has low contention and succeeds with the same probability.
Proof. Suppose µ(At,j) ≥ 1m for some j ∈ [m]. We partition At,j into enough sets {A
(j)
t,k}k of measure
1
m and at most one set with measure between 0 and
1
m . For each of set A
(j)
t,k , we make a new cell jk
with the same contents as cell j. When a query lies inside A(j)t,k the t-th probe is made to the new
cell jk instead of cell j.
We apply the above transformation on all sets with µ(At,j) ≥ 1m . In the resulting data structure,
in each partition A1 and A2, there can be at most m cells of measure 1m and at most m sets with
measure less than 1m . Therefore, the transformed data structure has at most 3m cells. Since the
contents remain the same, the data structure succeeds with the same probability.
Given Lemma 8.6, we assume that A is a deterministic non-adaptive algorithm for GNS with
two cell-probes using m cells which has low contention. The extra factor of 3 in the number of cells
is absorbed in the asymptotic notation.
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8.3 Datasets which shatter
We fix some γ > 0 to be a sufficiently small constant.
Definition 8.7 (Weak-shattering [PTW10]). We say a partition A1, . . . , Am of V (K, γ)-weakly
shatters a point p if ∑
i∈[m]
(
µ(Ai ∩N(p))− 1
K
)+
≤ γ,
where the operator (·)+ : R→ R+ is the identity on positive real numbers and zero otherwise.
Lemma 8.8 (Shattering [PTW10]). Let A1, . . . , Ak collection of disjoint subsets of measure at most
1
m . Then
Pr
p∼µ[p is (K, γ)-weakly shattered] ≥ 1− γ
for K = Φr
(
1
m ,
γ2
4
)
· γ316 .
For the remainder of the section, we let
K = Φr
(
1
m
,
γ2
4
)
· γ
3
16 .
We are interested in dataset points which are shattered with respect to the collections A1 and
A2. Intuitively, queries which are near-neighbors of these dataset points probe various disjoint cells
in the data structure, so their corresponding bit is stored in many cells.
Definition 8.9. Let p ∈ V be a dataset point which is (K, γ)-weakly shattered by A1 and A2. Let
β1, β2 ⊂ N(p) be arbitrary subsets where each j ∈ [m] satisfies
µ(A1,j ∩N(p) \ β1) ≤ 1
K
and
µ(A2,j ∩N(p) \ β2) ≤ 1
K
Since p is (K, γ)-weakly shattered, we can pick β1 and β2 with measure at most γ each. We will
refer to β(p) = β1 ∪ β2.
For a fixed dataset point p ∈ P , we refer to β(p) as the set holding the slack in the shattering
of measure at most 2γ. For a given collection A, let S(A, p) be the event that the collection A
(K, γ)-weakly shatters p. Note that Lemma 8.8 implies that Prp∼µ[S(A, p)] ≥ 1− γ.
Lemma 8.10. With high probability over the choice of n-point dataset, at most 4γn points do not
satisfy S(A1, p) and S(A2, p).
Proof. The expected number of points p which do not satisfy S(A1, p) and S(A2, p) is at most 2γn.
Therefore via a Chernoff bound, the probability that more than 4γn points do not satisfy S(A1, p)
and S(A2, p) is at most exp
(
−2γn3
)
.
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We call a dataset good if there are at most 4γn dataset points which are not (K, γ)-weakly
shattered by A1 and A2.
Lemma 8.11. There exists a good dataset P = {pi}ni=1 where
Pr
x∼X ,q∼Q(P )
[AD(q) = xi] ≥ 23 − o(1)
Proof. For any fixed dataset P = {pi}ni=1, let
P = Pr
x∼X ,q∼Q(p)
[AD(q) = xi].
Then,
2
3 ≤ EP∼P[P]
= (1− o(1)) · E
P∼P
[P | P is good] + o(1) · E
P∼P
[P | P is not good]
2
3 − o(1) ≤ (1− o(1)) · EP∼P[P | P is good].
Therefore, there exists a dataset which is not shattered by at most 4γn and Prx∼X ,q∼Q(P )[AD(y) =
xi] ≥ 23 − o(1).
8.4 Corrupting some cell contents of shattered points
In the rest of the proof, we fix the dataset P = {pi}ni=1 satisfying the conditions of Lemma 8.11, i.e.,
P satisfies
Pr
x∼X ,q∼Q(P )
[AD(q) = xi] ≥ 23 − o(1). (25)
We now introduce the notion of corruption of the data structure cells D, which parallels the
notion of noise in locally-decodable codes. Remember that, after fixing some bit-string x, the
algorithm A produces some data structure D ∈ ({0, 1}w)m.
Definition 8.12. We call D′ ∈ ({0, 1}w)m a corrupted version of D at k cells if D and D′ differ
on at most k cells, i.e., if |{i ∈ [m] : Di 6= D′i}| ≤ k.
Definition 8.13. For a fixed x ∈ {0, 1}n, let
cx(i) = Pr
q∼N(pi)
[AD(q) = xi] (26)
denote the recovery probability of bit i. Note that from the definitions of Q(P ), E[cx(i)] ≥ 23 − o(1),
where the expectation is taken over x ∼ X and i ∈ [n].
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In this section, we show there exist a subset S ⊂ [n] of size Ω(n) where each i ∈ S has constant
recovery probability averaged over x ∼ X , even if the algorithm probes a corrupted version of data
structure. We let ε > 0 be a sufficiently small constant.
Lemma 8.14. Fix a vector x ∈ {0, 1}n, and let D ∈ ({0, 1}w)m be the data structure that algorithm
A produces on dataset P and bit-string x. Let D′ be a corruption of D at εK cells. For every i ∈ [n]
where events S(A1, pi) and S(A2, pi) occur,
Pr
q∼N(pi)
[AD′(q) = xi] ≥ cx(i)− 2γ − 2ε.
Proof. Note that cx(i) represents the probability that algorithm A run on a uniformly chosen query
from the neighborhood of pi returns the correct answer, i.e. xi. We denote the subset C1 ⊂ N(p) of
queries that when run on A return xi; so, µ(C1) = cx(i) by definition.
By assumption, pi is (K, γ)-weakly shattered by A1 and A2, so by Def. 8.9, we specify some
β(p) ⊂ N(p) where µ(C1 ∩ β(p)) ≤ µ(β(p)) ≤ 2γ. Let C2 = C1 \ β(p), where µ(C2) ≥ ci(x) − 2γ.
Again, by assumption that pi is (K, γ)-weakly shattered, each j ∈ [m] and t ∈ {1, 2} satisfy
µ(C2 ∩At,j) ≤ 1K . Let ∆ ⊂ [m] be the set of εK cells where D and D′ differ, and let C3 ⊂ C2 be
given by
C3 = C2 \
⋃
j∈∆
(A1,j ∪A2,j)
 .
Thus,
µ(C3) ≥ µ(C2)−
∑
j∈∆
(µ(C2 ∩A1,j) + µ(C2 ∩A2,j)) ≥ ci(x)− 2γ − 2ε.
If q ∈ C3, then on query q, algorithm A probes cells outside of ∆, so AD′(q) = AD(q) = xi.
Lemma 8.15. There exists a set S ⊂ [n] of size Ω(n) with the following property. If i ∈ S, then
events S(A1, pi) and S(A2, pi) occur, and
E
x∼X
[cx(i)] ≥ 12 + ν,
where ν is a constant. 7
Proof. For i ∈ [n], let Ei be the event that S(A1, pi) and S(A2, pi) occur and Ex∼X [cx(i)] ≥ 12 + ν.
Additionally, let
P = Pr
i∈[n]
[Ei] .
7One can think of ν as around 110 .
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We set S = {i ∈ [n] | Ei}, so it remains to show that P = Ω(1). To this end,
2
3 − o(1) ≤ Ex∼X ,i∈[n][cx(i)] (by Equations 25 and 26)
≤ 4γ + P +
(1
2 + ν
)
· (1−P) (since P is good)
1
6 − o(1)− 4γ − ν ≤ P ·
(1
2 − ν
)
.
Fix the set S ⊂ [n] satisfying the conditions of Lemma 8.15. We combine Lemma 8.14 and
Lemma 8.15 to obtain the following condition on the dataset.
Lemma 8.16. Whenever i ∈ S,
E
x∼X
[
Pr
q∼N(pi)
[AD′(q) = xi]
]
≥ 12 + η
where η = ν − 2γ − 2ε and D′ differs from D in εK cells.
Proof. Whenever i ∈ S, pi is (K, γ)-weakly shattered. By Lemma 8.15, A outputs xi with probability
1
2 + ν on average when probing the data structure D on input q ∼ N(pi), i.e
E
x∼X
[
Pr
q∼N(pi)
[AD(q) = xi]
]
≥ 12 + ν.
Therefore, from Lemma 8.14, if A probes D′ which is a corruption of D in any εK cells, A will
recover xi with probability at least 12 + ν − 2γ − 2ε averaged over all x ∼ X where q ∼ N(pi). In
other words,
E
x∼X
[
Pr
q∼N(pi)
[AD′(q) = xi]
]
≥ 12 + ν − 2γ − 2ε.
Summarizing the results of the section, we conclude with the following theorem.
Theorem 8.17. There exists a two-probe algorithm and a subset S ⊆ [n] of size Ω(n), satisfying
the following property. When i ∈ S, we can recover xi with probability at least 12 + η over a random
choice of x ∼ X , even if we probe a corrupted version of the data structure at εK cells.
Proof. We describe how one can recover bit xi from a data structure generated by algorithm A. In
order to recover xi, we generate a random query q ∼ N(pi) and probe the data structure at the cells
specified by A. From Lemma 8.16, there exists a set S ⊂ [n] of size Ω(n) for which the described
algorithm recovers xi with probability at least 12 + η, where the probability is taken on average over
all possible x ∈ {0, 1}n.
48
Since we fixed the dataset P = {pi}ni=1 satisfying the conditions of Lemma 8.11, we will abuse
a bit of notation, and refer to algorithm A as the algorithm which recovers bits of x described in
Theorem 8.17. We say that x ∈ {0, 1}n is an input to algorithm A in order to initialize the data
structure with dataset P = {pi}ni=1 and xi is the bit associated with pi.
8.5 Decreasing the word size
In order to apply the lower bounds of 2-query locally-decodable codes, we reduce to the case when
the word size w is one bit.
Lemma 8.18. There exists a deterministic non-adaptive algorithm A′ which on input x ∈ {0, 1}n
builds a data structure D′ using m · 2w cells of 1 bit. For any i ∈ S as well as any corruption C
which differs from D′ in at most εK cells satisfies
E
x∈{0,1}n
[
Pr
q∼N(pi)
[A′C(q) = xi]
]
≥ 12 +
η
22w .
Proof. Given algorithm A which constructs the data structure D ∈ ({0, 1}w)m on input x ∈ {0, 1}n,
construct the following data structure D′ ∈ ({0, 1})m·2w . For each cell Dj ∈ {0, 1}w, make 2w cells
containing all parities of the w bits in Dj . This procedure increases the size of the data structure
by a factor of 2w.
Fix i ∈ S and q ∈ N(pi) be a query. If the algorithm A produces a function fq : {0, 1}w ×
{0, 1}w → {0, 1} which succeeds with probability at least 12 + ζ over x ∈ {0, 1}n, then there exists a
signed parity on some input bits which equals fq in at least 12 +
ζ
22w inputs x ∈ {0, 1}n. Let Sj be the
parity of the bits of cell j and Sk be the parity of the bits of cell k. Let f ′q : {0, 1} × {0, 1} → {0, 1}
denote the parity or the negation of the parity which equals fq on 12 +
ζ
22w possible input strings
x ∈ {0, 1}n.
Algorithm A′ will evaluate f ′q at the cell containing the parity of the Sj bits in cell j and the
parity of Sk bits in cell k. Let ISj , ISk ∈ [m · 2w] be the indices of these cells. If C ′ is a sequence of
m · 2w cells which differ in εK many cells from D′, then
E
x∈{0,1}n
[
Pr
q∼N(pi)
[f ′q(CISj , CISk ) = xi]
]
≥ 12 +
η
22w
whenever i ∈ S.
For the remainder of the section, we will prove a version of Theorem 8.1 for algorithms with
1-bit words. Given Lemma 8.18, we will modify the space to m · 2w and the probability to 12 + η22w
to obtain the answer. So for the remainder of the section, assume algorithm A has 1 bit words.
8.6 Connection to locally-decodable codes
To complete the proof of Theorem 8.1, it remains to prove the following lemma.
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Lemma 8.19. Let A be a non-adaptive deterministic algorithm which makes 2 cell probes to a data
structure D of m cells of 1 bit and recover xi with probability 12 + η on random input x ∈ {0, 1}n
even after εK cells are corrupted whenever i ∈ S for some fixed S of size Ω(n). Then the following
must hold:
m logm
n
≥ Ω
(
εKη2
)
.
The proof of the lemma uses [KdW04] and relies heavily on notions from quantum computing.
In particular, quantum information theory applied to LDC lower bounds.
8.6.1 Crash course in quantum computing
We introduce a few concepts from quantum computing that are necessary in our subsequent
arguments. The quantum state of a qubit is described by a unit-length vector in C2. We write the
quantum state as a linear combination of the basis states (10) = |0〉 and (01) = |1〉. The quantum
state α = (α1α2) can be written
|α〉 = α1 |0〉+ α2 |1〉
where we refer to α1 and α2 as amplitudes and |α1|2 + |α2|2 = 1. The quantum state of an
m-qubit system is a unit vector in the tensor product C2 ⊗ · · · ⊗ C2 of dimension 2m. The basis
states correspond to all 2m bit-strings of length m. For j ∈ [2m], we write |j〉 as the basis state
|j1〉 ⊗ |j2〉 ⊗ · · · ⊗ |jm〉 where j = j1j2 . . . jm is the binary representation of j. We will write the
m-qubit quantum state |φ〉 as unit-vector given by linear combination over all 2m basis states. So
|φ〉 = ∑j∈[2m] φj |j〉. As a shorthand, 〈φ| corresponds to the conjugate transpose of a quantum state.
A mixed state {pi, |φi〉} is a probability distribution over quantum states. In this case, we the
quantum system is in state |φi〉 with probability pi. We represent mixed states by a density matrix∑
pi |φi〉 〈φi|.
A measurement is given by a family of Hermitian positive semi-definite operators which sum to
the identity operator. Given a quantum state |φ〉 and a measurement corresponding to the family
of operators {M∗iMi}i, the measurement yields outcome i with probability ‖Mi |φ〉 ‖2 and results in
state Mi|φ〉‖Mi|φ〉‖ , where the norm ‖ · ‖ is the `2 norm. We say the measurement makes the observation
Mi.
Finally, a quantum algorithm makes a query to some bit-string y ∈ {0, 1}m by starting with the
state |c〉 |j〉 and returning (−1)c·yj |c〉 |j〉. One can think of c as the control qubit taking values 0 or
1; if c = 0, the state remains unchanged by the query, and if c = 1 the state receives a (−1)yj in its
amplitude. The queries may be made in superposition to a state, so the state∑c∈{0,1},j∈[m] αcj |c〉 |j〉
becomes ∑c∈{0,1},j∈[m](−1)c·yjαcj |c〉 |j〉.
8.6.2 Weak quantum random access codes from GNS algorithms
Definition 8.20. C : {0, 1}n → {0, 1}m is a (2, δ, η)-LDC if there exists a randomized decoding
algorithm making at most 2 queries to an m-bit string y non-adaptively, and for all x ∈ {0, 1}n,
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i ∈ [n], and y ∈ {0, 1}m where d(y, C(x)) ≤ δm, the algorithm can recover xi from the two queries
to y with probability at least 12 + η.
In their paper, [KdW04] prove the following result about 2-query LDCs.
Theorem 8.21 (Theorem 4 in [KdW04]). If C : {0, 1}n → {0, 1}m is a (2, δ, η)-LDC, then
m ≥ 2Ω(δη2n).
The proof of Theorem 8.21 proceeds as follows. They show how to construct a 1-query quantum-
LDC from a classical 2-query LDC. From a 1-query quantum-LDC, [KdW04] constructs a quantum
random access code which encodes n-bit strings in O(logm) qubits. Then they apply a quantum
information theory lower bound due to Nayak [Nay99]:
Theorem 8.22 (Theorem 2 stated in [KdW04] from Nayak [Nay99]). For any encoding x → ρx
of n-bit strings into m-qubit states, such that a quantum algorithm, given query access to ρx, can
decode any fixed xi with probability at least 1/2 + η, it must hold that m ≥ (1−H(1/2 + η))n.
Our proof will follow a pattern similar to the proof of Theorem 8.21. We assume the existence
of a GNS algorithm A which builds a data structure D ∈ {0, 1}m.
Our algorithm A from Theorem 8.17 does not satisfy the strong properties of an LDC, preventing
us from applying 8.21 directly. However, it does have some LDC-ish guarantees. In particular, we
can recover bits in the presence of εK corruptions to D. In the LDC language, this means that we
can tolerate a noise rate of δ = εKm . Additionally, we cannot necessarily recover every coordinate xi,
but we can recover xi for i ∈ S, where |S| = Ω(n). Also, our success probability is 12 + η over the
random choice of i ∈ S and the random choice of the bit-string x ∈ {0, 1}n. Our proof follows by
adapting the arguments of [KdW04] to this weaker setting.
Lemma 8.23. Let r = 2
δa2 where δ =
εK
m
and a ≤ 1 is a constant. Let D be the data structure
from above (i.e., satisfying the hypothesis of Lemma 8.19). Then there exists a quantum algorithm
that, starting from the r(logm+ 1)-qubit state with r copies of |U(x)〉, where
|U(x)〉 = 1√
2m
∑
c∈{0,1},j∈[m]
(−1)c·Dj |c〉 |j〉
can recover xi for any i ∈ S with probability 12 + Ω(η) (over a random choice of x).
Assuming Lemma 8.23, we can complete the proof of Lemma 8.19.
Proof of Lemma 8.19. The proof is similar to the proof of Theorem 2 of [KdW04]. Let ρx represent
the s-qubit system consisting of the r copies of the state |U(x)〉, where s = r(logm+ 1); ρx is an
encoding of x. Using Lemma 8.23, we can assume we have a quantum algorithm that, given ρx, can
recover xi for any i ∈ S with probability α = 12 + Ω(η) over the random choice of x ∈ {0, 1}n.
We will let H(A) be the Von Neumann entropy of A, and H(A|B) be the conditional entropy
and H(A : B) the mutual information.
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Let XM be the (n+ s)-qubit system
1
2n
∑
x∈{0,1}n
|x〉 〈x| ⊗ ρx.
The system corresponds to the uniform superposition of all 2n strings concatenated with their
encoding ρx. Let X be the first subsystem corresponding to the first n qubits and M be the second
subsystem corresponding to the s qubits. We have
H(XM) = n+ 12n
∑
x∈{0,1}n
H(ρx) ≥ n = H(X)
H(M) ≤ s,
sinceM has s qubits. Therefore, the mutual information H(X : M) = H(X)+H(M)−H(XM) ≤ s.
Note that H(X|M) ≤∑ni=1H(Xi|M). By Fano’s inequality, if i ∈ S,
H(Xi|M) ≤ H(α)
where we are using the fact that Fano’s inequality works even if we can recover xi with probability
α averaged over all x’s. Additionally, if i /∈ S, H(Xi|M) ≤ 1. Therefore,
s ≥ H(X : M) = H(X)−H(X|M)
≥ H(X)−
n∑
i=1
H(Xi|M)
≥ n− |S|H(α)− (n− |S|)
= |S|(1−H(α)).
Furthermore, 1−H(α) ≥ Ω(η2) since, and |S| = Ω(n), we have
2m
a2εK
(logm+ 1) ≥ Ω
(
nη2
)
m logm
n
≥ Ω
(
εKη2
)
.
It remains to prove Lemma 8.23, which we proceed to do in the rest of the section. We first
show that we can simulate our GNS algorithm with a 1-query quantum algorithm.
Lemma 8.24. Fix an x ∈ {0, 1}n and i ∈ [n]. Let D ∈ {0, 1}m be the data structure produced by
algorithm A on input x. Suppose Prq∼N(pi)[AD(q) = xi] =
1
2 + b for b > 0. Then there exists a
quantum algorithm which makes one quantum query (to D) and succeeds with probability 12 +
4b
7 to
output xi.
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Proof. We use the procedure in Lemma 1 of [KdW04] to determine the output algorithm A on
input x at index i. The procedure simulates two classical queries with one quantum query.
Without loss of generality, all quantum algorithms which make 1-query to D can be specified in
the following manner: there is a quantum state |Qi〉, where
|Qi〉 =
∑
c∈{0,1},j∈[m]
αcj |c〉 |j〉
which queries D. After querying D, the resulting quantum state is |Qi(x)〉, where
|Qi(x)〉 =
∑
c∈{0,1},j∈[m]
(−1)c·Djαcj |c〉 |j〉 .
There is also a quantum measurement {R, I −R} such that, after the algorithm obtains the state
|Qi(x)〉, it performs the measurement {R, I −R}. If the algorithm observes R, it outputs 1 and if
the algorithm observes I −R, it outputs 0.
From Lemma 8.24, we know there exist a state |Qi〉 and a measurement {R, I − R} where if
algorithm A succeeds with probability 12 + η on random x ∼ {0, 1}n, then the quantum algorithm
succeeds with probability 12 +
4η
7 on random x ∼ {0, 1}n.
In order to simplify notation, we write p(φ) as the probability of making observation R from
state |φ〉. Since R is a positive semi-definite matrix, R = M∗M and so p(φ) = ‖M |φ〉 ‖2.
In exactly the same way as [KdW04], we can remove parts of the quantum state |Qi(x)〉 where
αcj >
1√
δm
= 1√
εK
. If we let L = {(c, j) | αcj ≤ 1√εK }, after keeping only the amplitudes in L, we
obtain the quantum state 1a |Ai(x)〉, where
|Ai(x)〉 =
∑
(c,j)∈L
(−1)c·Djαcj |c〉 |j〉 , a =
√ ∑
(c,j)∈L
α2cj .
Lemma 8.25. Fix i ∈ S. The quantum state |Ai(x)〉 satisfies
E
x∈{0,1}n
[
p
(1
a
Ai(x)
)
| xi = 1
]
− E
x∈{0,1}n
[
p
(1
a
Ai(x)
)
| xi = 0
]
≥ 8η7a2 .
Proof. Note that since |Qi(x)〉 and {R, I − R} simulate A and succeed with probability at least
1
2 +
4η
7 on a random x ∈ {0, 1}n, we have that
1
2 Ex∈{0,1}n
[p (Qi(x)) | xi = 1] + 12 Ex∈{0,1}n [1− p (Qi(x)) | xi = 0] ≥
1
2 +
4η
7 ,
which we can simplify to say
E
x∈{0,1}n
[p (Qi(x)) | xi = 1] + E
x∈{0,1}n
[p (Qi(x)) | xi = 0] ≥ 8η7 .
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Since |Qi(x)〉 = |Ai(x)〉 + |Bi(x)〉 and |Bi(x)〉 contains at most εK parts, if all probes to D
in |Bi(x)〉 had corrupted values, the algorithm should still succeed with the same probability on
random inputs x. Therefore, the following two inequalities hold:
E
x∈{0,1}n
[p (Ai(x) +B(x)) | xi = 1] + E
x∈{0,1}n
[p (Ai(x) +B(x)) | xi = 0] ≥ 8η7 (27)
E
x∈{0,1}n
[p (Ai(x)−B(x)) | xi = 1] + E
x∈{0,1}n
[p (Ai(x)−B(x)) | xi = 0] ≥ 8η7 (28)
Note that p(φ ± ψ) = p(φ) + p(ψ) ± (〈φ|R |ψ〉+ 〈ψ|D |φ〉) and p(1cφ) = p(φ)c2 . One can verify by
averaging the two inequalities (27) and (28) that we get the desired expression.
Lemma 8.26. Fix i ∈ S. There exists a quantum algorithm that starting from the quantum state
1
a |Ai(x)〉, can recover the value of xi with probability 12 + 2η7a2 over random x ∈ {0, 1}n.
Proof. The algorithm and argument are almost identical to Theorem 3 in [KdW04], we just check
that it works under the weaker assumptions. Let
q1 = E
x∈{0,1}n
[
p
(1
a
Ai(x)
)
| xi = 1
]
q0 = E
x∈{0,1}n
[
p
(1
a
Ai(x)
)
| xi = 0
]
.
From Lemma 8.25, we know q1 − q0 ≥ 8η7a2 . In order to simplify notation, let b = 4η7a2 . So we want
a quantum algorithm which starting from state 1a |Ai(x)〉 can recover xi with probability 12 + b2
on random x ∈ {0, 1}n. Assume q1 ≥ 12 + b, since otherwise q0 ≤ 12 − b and the same argument
will work for 0 and 1 flipped. Also, assume q1 + q0 ≥ 1, since otherwise simply outputting 1 on
observation R and 0 on observation I −R will work.
The algorithm works in the following way: it outputs 0 with probability 1− 1q1+q0 and otherwise
makes the measurement {R, I − R} on state 1a |Ai(x)〉. If the observation made is R, then the
algorithm outputs 1, otherwise, it outputs 0. The probability of success over random input x ∈ {0, 1}n
is
E
x∈{0,1}n
[Pr[returns correctly]]
= 12 Ex∈{0,1}n
[Pr[returns 1] | xi = 1] + 12 Ex∈{0,1}n [Pr[returns 0] | xi = 0] . (29)
When xi = 1, the probability the algorithm returns correctly is (1− q)p
(
1
aAi(x)
)
and when xi = 0,
the probability the algorithm returns correctly is q + (1− q)(1− p( 1aAi(x))). So simplifying (29),
E
x∈{0,1}n
[Pr[returns correctly]] = 12(1− q)q1 +
1
2(q + (1− q)(1− q0)) ≥
1
2 +
b
2 .
Now we can finally complete the proof of Lemma 8.23.
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Proof of Lemma 8.23. Again, the proof is exactly the same as the finishing arguments of Theorem 3
in [KdW04], and we simply check the weaker conditions give the desired outcome. On input i ∈ [n]
and access to r copies of the state |U(x)〉, the algorithm applies the measurement {M∗iMi, I−M∗iMi}
where
Mi =
√
εK
∑
(c,j)∈L
αcj |c, j〉 〈c, j| .
This measurement is designed in order to yield the state 1a |Ai(x)〉 on |U(x)〉 if the measurement
makes the observation M∗iMi. The fact that the amplitudes of |Ai(x)〉 are not too large makes
{M∗iMi, I −M∗iMi} a valid measurement.
The probability of observing M∗iMi is 〈U(x)|M∗iMi |U(x)〉 = δa
2
2 , where we used that δ =
εK
m .
So the algorithm repeatedly applies the measurement until observing outcome M∗iMi. If it never
makes the observation, the algorithm outputs 0 or 1 uniformly at random. If the algorithm does
observe M∗iMi, it runs the output of the algorithm of Lemma 8.26. The following simple calculation
(done in [KdW04]) gives the desired probability of success on random input,
E
x∈{0,1}n
[Pr[returns correctly]] ≥
(
1− (1− δa2/2)r
)(1
2 +
2η
7a2
)
+ (1− δa2/2)r · 12 ≥
1
2 +
η
7a2 .
8.6.3 On adaptivity
We can extend our lower bounds from the non-adaptive to the adaptive setting.
Lemma 8.27. If there exists a deterministic data structure which makes two queries adaptively
and succeeds with probability at least 12 + η, there exists a deterministic data structure which makes
the two queries non-adaptively and succeeds with probability at least 12 +
η
2w .
Proof. The algorithm guesses the outcome of the first cell probe and simulates the adaptive algorithm
with the guess. After knowing which two probes to make, we probe the data structure non-adaptively.
If the algorithm guessed the contents of the first cell-probe correctly, then we output the value of
the non-adaptive algorithm. Otherwise, we output a random value. This algorithm is non-adaptive
and succeeds with probability at least
(
1− 12w
)
· 12 + 12w
(
1
2 + η
)
= 12 +
η
2w .
Applying Lemma 8.27, from an adaptive algorithm succeeding with probability 23 , we obtain
a non-adaptive algorithm succeeding with probability 12 + Ω(2−w). This value is lower than the
intended 23 , but we may still reduce to a weak LDC, where we require γ = Θ(2−w), ε = Θ(2−w),
and |S| = Ω(2−wn). With these minor changes to the parameters in Subsections 8.1 through 8.6,
one can easily verify
m logm · 2Θ(w)
n
≥ Ω
(
Φr
( 1
m
, γ
))
.
This inequality yields tight lower bounds (up to sub-polynomial factors) for the Hamming space
when w = o(logn).
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In the case of the Hamming space, we can compute robust expansion in a similar fashion to
Theorem 1.3. In particular, for any p, q ∈ [1,∞) where (p− 1)(q − 1) = σ2, we have
m logm · 2O(w)
n
≥ Ω(γqm1+q/p−q)
mq−q/p+o(1) ≥ n1−o(1)γq
m ≥ n
1−o(1)
q−q/p+o(1)γ
q
q−q/p+o(1) = n
p
pq−q−o(1)γ
p
p−1−o(1).
Let p = 1 + wf(n)logn and q = 1 + σ2
logn
wf(n) where we require that wf(n) = o(logn) and f(n)→∞ as
n→∞. Then,
m ≥ n 1σ2−o(1)2
logn
wf(n) ≥ n 1σ2−o(1).
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