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Several proposals aimed at measuring the Electric Dipole Moment (EDM) for charged particles
require very precise simulations and understanding of the systematic errors that can contribute to a
spin buildup mimicking the EDM signal to be detected. In what follows, one used the Bogoliubov-
Krylov-Mitropolski method of averages to solve the T-BMT equation and calculate the Berry phases
arising for a proton EDM storage ring. The formalism employed proved to be particularly useful to
determine the evolution of the spin at the observation point, i.e. at the location of the polarimeter.
Several selected cases of lattice imperfections were simulated and benchmarked with the analytical
estimates. This allowed the proof of the convergence of the numerical simulations and helped gain
better understanding of the systematic errors.
I. INTRODUCTION
A storage ring represents a new attractive method to search and measure the electric dipole moment of the proton
(or other charged particles) by using polarized particles at their magic momentum [1]. However, to reach the sensitivity
level required for such a measurement, it is crucial to understand and mitigate the systematic errors that can yield a
fake signal mimicking the EDM one. The objective of this paper is to contribute some better understanding regarding
that matter: starting from the spin precession equation, we will establish the formalism and all necessary quantities
to compute the spin evolution in a storage ring. Then, using a perturbation method, an approximate solution to this
equation will be derived and benchmarked with numerical simulations in MATHEMATICA. Then, using the tracking
code BMAD, we will investigate the impact of several imperfections on the spin buildup for a fully electrostatic ring
lattice.
II. FROZEN SPIN
The Thomas Bargman-Michel-Telegdi (T-BMT) equation gives the precession rate of the angle between the spin
and momentum vectors of a relativistic particle in the presence of electromagnetic fields [2][3]:
ds
dt
= (ΩBMT + ΩEDM )× s (1)
where
ΩBMT = − e
mc
[(
a+
1
γ
)
cB − aγc
γ + 1
(β.B)β −
(
a+
1
γ + 1
)
β ×E
]
(2)
= − e
mc
[(
a+
1
γ
)
cB⊥ +
(1 + a)c
γ
B‖ −
(
a+
1
γ + 1
)
β ×E
]
is the precession vector due to the particle’s magnetic moment and
ΩEDM = − e
mc
η
2
[
E − γ
γ + 1
(β.E)β + cβ ×B
]
(3)
is the precession vector due the particle’s finite electric dipole moment [4]. The charged particle considered throughout
this paper is the proton.
The above equation describes the spin changes with the time t in the laboratory frame. s is the classical spin vector
expressed in the rest frame of the particle while B, E are the magnetic and electric field vectors expressed in the
laboratory frame. B⊥ and B‖ are the components perpendicular and parallel to the particle’s momentum. a is the
particle’s anomalous gyro-magnetic factor and γ is the relativistic gamma factor.
In accelerator coordinates, i.e. in a frame co-moving with the reference particle (curvilinear coordinates system), the
above equation can be re-written in the following way [5]:
ds
ds
=
(
dt
ds
ΩBMT − κ× el
)
× s (4)
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FIG. 1: The local reference coordinate system in BMAD [6]. The curvature vector g lies in the median plane of the
accelerator (sketch from the BMAD manual).
where s is the arc length of the reference particle, el or ez is the unit vector in the longitudinal direction and κ is the
curvature vector as illustrated in fig 1.
For simplicity, we will first assume that there are no magnetic fields and no EDM effects, i.e. η = 0 and B = 0.
Defining ρ as the radius of curvature of the reference orbit, one can write:
dt
ds
=
1 + x/ρ
βlc
; eEbr = −
γmE0βm
2
ρ
; κ =
1
ρ
ux (5)
where βm and γm are the Lorentz factors at the magic energy, E0 the energy of mass of the proton and E
b
r is the
radial electric field of the electrostatic bends for the ideal particle. Thus, in the following formalism, the spin buildup
is measured with respect to the planar reference orbit [7]. This will be the reference frame that we will use both for
the analytical estimates as well as the numerical simulations.
In matrix notation, Eq. (4) writes:

dsr/ds
dsy/ds
dsl/ds
 = emc
[
a+
1
γ + 1
]
dt
ds

[
(βlEr − βrEl) + mc
e
(
a+
1
γ + 1
)−1
1
ρ
ds/dt
]
sl + (βyEr − βrEy)sy
(βrEy − βyEr)sr + (βlEy − βyEl)sl
(βyEl − βlEy)sy −
[
(βlEr − βrEl) + mc
e
(
a+
1
γ + 1
)−1
1
ρ
ds/dt
]
sr

(6)
where the subscripts r or x denote equivalently the horizontal transverse coordinate pointing towards outer radii, y
denotes the vertical transverse coordinate orthogonal to the median plane of the unperturbed particle motion and l
or z the longitudinal coordinate in the Frenet Serret frame. Differentiating with respect to time, one obtains:
3
dsr/dt
dsy/dt
dsl/dt
 = emc

([
a+
1
γ + 1
]
(βlEr − βrEl) + mc
e
1
ρ
ds
dt
)
sl +
[
a+
1
γ + 1
]
(βyEr − βrEy)sy[
a+
1
γ + 1
]
(βrEy − βyEr)sr +
[
a+
1
γ + 1
]
(βlEy − βyEl)sl[
a+
1
γ + 1
]
(βyEl − βlEy)sy −
([
a+
1
γ + 1
]
(βlEr − βrEl) + mc
e
1
ρ
ds
dt
)
sr
 (7)
=

0 −Ωl Ωy
Ωl 0 −Ωr
−Ωy Ωr 0


sr
sy
sl
 (8)
which writes in the general form dS/dt = MS. Now, we compute the spin precession components (Ωr, Ωy, Ωl) in
order to express them as a function of the accelerator coordinates (x, x′, y, y′, z,∆p/p) in the Frenet Serret system
(where ′ = d/ds). For that, one has to express (βr, βy, βl) as a function of (x, x′, y, y′, z,∆p/p).
A. Calculation of the Lorentz factors
Given that p = γmcβ and E = γmc2 = γE0 where E0 is the mass energy, then the normalized particle velocity is
obtained:
β =
pc
E
(9)
Recalling that E2 = p2c2 + E20 , it results that for a particle with a momentum offset ∆p and slope
∆p/p = (p− pref )/pref :
β =
1 +
∆p
p[(
1 +
∆p
p
)2
+
(
E0
prefc
)2]1/2 (10)
In electrostatic elements, the change in energy implies a change in the particle momentum, i.e. a variation of ∆p/p.
It results from Eq. (9) that:
γ =
prefc
(
1 +
∆p
p
)
βE0
=
[
1 +
(
prefc
E0
)2(
1 +
∆p
p
)2]1/2
(11)
In accordance with BMAD [6], which has been used for the simulation presented in this paper, the phase space
momenta are defined as:
px,y =
Px,y
Pref
=
βr,yγ
βrefγref
=
βr,y
β
(
1 +
∆p
p
)
(12)
and
βr =
1
c
dx
dt
=
1
c
dx
ds
ds
dt
=
βlx
′
1 + x/ρ
=
βpx
1 + ∆p/p
(13)
βy =
1
c
dy
dt
=
1
c
dy
ds
ds
dt
=
βly
′
1 + x/ρ
=
βpy
1 + ∆p/p
(14)
βl =
(
β2 − β2r − β2y
)1/2
=
β
1 + ∆p/p
[
(1 + ∆p/p)2 − p2x − p2y
]1/2
(15)
4B. Calculation of the spin precession vectors
Injecting Eqs. (13) and (14) into the expression of Ωl and Ωr, one obtains:
Ωl =
e
mc
[
a+
1
γ + 1
]
(βrEy − βyEr)
=
e
mc
[
a+
1
γ + 1
]
βl
1 + x/ρ
(x′Ey − y′Er) (16)
and
Ωr =
e
mc
[
a+
1
γ + 1
]
(βyEl − βlEy)
=
e
mc
[
a+
1
γ + 1
]
βl
(
y′
1 + x/ρ
El − Ey
)
(17)
By means of Eq. (5), the horizontal spin precession vector can be calculated for an electrostatic bend:
Ωy =
e
mc
[
a+
1
γ + 1
]
(βlEr − βrEl) + 1
ρ
ds
dt
≈ e
mc
βlE
b
r
[
a+
1
γ + 1
− 1
γmβ2m
]
+
e
mc
[
a+
1
γ + 1
]
βl(Er − Ebr)− βlc
x
ρ2
− e
mc
[
a+
1
γ + 1
]
βl
1 + x/ρ
x′El (18)
where Ebr is the design radial electric field of the electrostatic deflector.
If γ = γm, i.e. for a particle at the reference energy and with no transverse displacements (x = x
′ = y = y′ = 0),
a+
1
γ + 1
− 1
γmβ2m
= a− 1
β2mγ
2
m
= a−
(
mc
p
)2
(19)
The above quantity vanishes at the momentum p = mc/
√
a which is generally referred to as the magic momentum
since then, this guarantees that Ωr = Ωy = Ωl = 0, i.e. the spin precession vanishes. This is referred to as the frozen
spin condition and is considered as a robust way to improve the sensitivity of the EDM measurement for charged
particles. The main idea is to keep the spin aligned along the momentum vector of the particle and to provide a
strong enough radial electric field acting on the EDM for the duration of the beam storage time [1].
For protons, this is achieved for,
pm =
mc√
a
=
938.2721 MeV/c√
1.79285
= 700.7398 MeV/c (20)
corresponding to a proton kinetic energy of Em ∼ 232.79 MeV.
In reality though, the particle momentum deviates from the magic value. Thus, it is important to evaluate the impact
of any momentum offset on the spin precession rate.
Back to Eq. (18). Let’s assume that γ 6= γm. Then, one can write:
a+
1
γ + 1
− 1
γmβ2m
= − 1
γm + 1
+
1
γ + 1
; a =
1
β2mγ
2
m
= − 1
γm + 1
+
1
(γm + 1)
1
[1 + (γ − γm)/(γm + 1)]
= − γ − γm
(γm + 1)2
+
(γ − γm)2
(γm + 1)3
− (γ − γm)
3
(γm + 1)4
+ ... (21)
5Substituting Eq. (11) into the first order term of the above expression yields:
γm − γ =
[
1 +
(
pmc
E0
)2]1/2
−
[
1 +
(
pmc
E0
)2(
1 +
∆p
p
)2]1/2
≈
−
(
pmc
E0
)2
[
1 +
(
pmc
E0
)2]1/2
[
∆p
p
+
1
2γm2
(
∆p
p
)2]
=
−1
a
(
1 +
1
a
)1/2 ∆pp − 1
2a
(
1 +
1
a
)3/2 (∆pp
)2
(22)
Injecting the latter into the expression of Ωy, one finally obtains:
Ωy ≈ −e
mc
βlE
b
r
[
1
a(γm + 1)2γm
∆p
p
+
2γm − a(γm + 1)
2(γm + 1)3γ3ma
2
(
∆p
p
)2]
+
e
mc
[
a+
1
γ + 1
]
βl(Er − Ebr)
−βlc x
ρ2
− e
mc
[
a+
1
γ + 1
]
βl
1 + x/ρ
x′El (23)
In the above derivation, it is important to note that the spin precession vector is calculated with respect to the
momentum of the reference particle orbit. In summary, the expressions of the spin precession components are as
follows: 
Ωy = K − e
mc
[
a+
1
γ + 1
]
βl
1 + x/ρ
x′El
Ωl =
e
mc
[
a+
1
γ + 1
]
βl
1 + x/ρ
(x′Ey − y′Er)
Ωr =
e
mc
[
a+
1
γ + 1
]
βl
(
y′
1 + x/ρ
El − Ey
)
K ≈

−e/mc
a (γm + 1)
2
γm
βlE
b
r
∆p
p
+
e
mc
[
a+
1
γ + 1
]
βl(Er − Ebr)− βlc
x
ρ2
if bend
e
mc
[
a+
1
γ + 1
]
βlEr otherwise
(24)
III. ON SOLVING THE THOMAS BMT EQUATION USING PERTURBATION METHOD
Eq. (8) can also be written in the matrix form:
dS
dt
= M(t)S(t) = M1(t)S(t) = Y (t,S) (25)
where  > 0 is a small parameter. Thus, the Bogoliubov-Krylov-Mitropolski (BKM) method of averages can be
invoked [8]. The main idea of the averaging method is based on the assumption that the derivative dS/dt is small,
which is typically the case for the frozen spin method considered here (see (Eq. 20)). Thus, the evolution of S contains
two contributions (obeying two timescales): a slowly varying term ξ due to the presence of  in front of M1, and
small rapidly oscillating terms, due to the presence of t in M1, i.e. describing the spin precession changes within the
elements.
The basic idea of this approach was first developed by Krylov and Bogoliubov (1934). Later on, in 1958, Bogoliubov
and Mitropolski established the general scheme and a more rigorous treatment for this method. Finally, in 1969,
6Perko almost completed the theory with error estimates for the periodic and quasi-periodic cases [9].
It is assumed that the vector function Y (t,S) possesses an average value:
〈Y (t,S)〉 = lim
T→∞
1
T
∫ T
0
Y (t,S)dt (26)
This condition is satisfied for all cases considered here given that Y is almost periodic in time. The asymptotic
solution of Eq. (25) can be obtained in the following way: in a first approximation in terms of , one can write:
S(t) = ξ(t) + Y˜ (t, ξ) (27)
where ξ(t) satisfies the equation:
dξ
dt
=  〈Y (t, ξ)〉 = 〈M(t)〉 ξ (28)
The average is to be taken only with respect to the explicit variable t and the tilde ∼ is the integrating operator
defined by:
Y˜ (t, ξ) =
∫
[Y (t, ξ)− 〈Y (t, ξ)〉] dt (29)
From Eq. (25), (27) and (29), it results that a first order approximate solution to the T-BMT equation where the
frozen spin condition is quasi-satisfied ( small) is given by:
S(t) =
[
1 + M˜(t)
]
ξ(t) (30)
To simplify the analysis, let’s solve for the slowly varying term in S. From what preceded (Eq. 28), the zero order
approximation of S is a solution of:
dξ
dt
= 〈M(t)〉 ξ (31)
In order to apply the above formalism, one has to compute the average of the matrix M(t) by tracking the particle
over a sufficient number of turns, or in a simpler way by searching for the closed orbit which satisfies the periodicity
of M(t) and thus the averages are defined over one full turn.
NB: In the above definitions, 〈〉, ∼ represent operators acting on all the elements of the matrix.
〈M〉 is a skew symmetric matrix. So all eigenvalues are imaginary. Solving for the eigenvalues λi, one ob-
tains:
λ1 = 0 (32)
λ2 = −i
√
〈Ωr〉2 + 〈Ωy〉2 + 〈Ωl〉2 = −i 〈Ω〉 (33)
λ3 = i
√
〈Ωr〉2 + 〈Ωy〉2 + 〈Ωl〉2 = i 〈Ω〉 (34)
and the corresponding eigenvectors are:
vλ1 =

〈Ωr〉
〈Ωl〉
〈Ωy〉
〈Ωl〉
1
 ; vλ2 =

〈Ωr〉〈Ωy〉+i〈Ωl〉〈Ω〉
〈Ωl〉〈Ωy〉−i〈Ωr〉〈Ω〉
− 〈Ωl〉2+〈Ωr〉2〈Ωl〉〈Ωy〉−i〈Ωr〉〈Ω〉
1
 ; vλ3 =

〈Ωr〉〈Ωy〉−i〈Ωl〉〈Ω〉
〈Ωl〉〈Ωy〉+i〈Ωr〉〈Ω〉
− 〈Ωl〉2+〈Ωr〉2〈Ωl〉〈Ωy〉+i〈Ωr〉〈Ω〉
1

A general solution to this equation writes in the form: ξ(t) = c1vλ1e
λ1t + c2vλ2e
λ2t + c3vλ3e
λ3t. Now, solving for ξ
such that ξ(0)=(0,0,1), one obtains the zero order solution:
ξr(t) =
〈Ωl〉〈Ωr〉
〈Ω〉2 [1− cos (t 〈Ω〉)] +
〈Ωy〉
〈Ω〉 [sin (t 〈Ω〉)]
ξy(t) =
〈Ωl〉〈Ωy〉
〈Ω〉2 [1− cos (t 〈Ω〉)]−
〈Ωr〉
〈Ω〉 [sin (t 〈Ω〉)]
ξl(t) = 1 +
〈Ωy〉2+〈Ωr〉2
〈Ω〉2 [cos (t 〈Ω〉)− 1]
(35)
7Assuming that the argument of the cos and sin functions is small (EDM signal level), then Eq. (35) may be rewritten:
ξr(t) ≈ 〈Ωl〉 〈Ωr〉
2
t2 + 〈Ωy〉 t (36)
ξy(t) ≈ 〈Ωl〉 〈Ωy〉
2
t2 − 〈Ωr〉 t (37)
ξl(t) ≈ 1− 〈Ωy〉
2
+ 〈Ωr〉2
2
t2 (38)
To verify the validity of the above solutions, one can compute the norm of ξ(t) and it can be shown that for any given t,
‖ ξ(t) ‖= (ξr2 + ξy2 + ξl2)1/2 =‖ ξ(0) ‖= 1. The conservation of the Hermiticity of the zero order solutions is thus
verified. From Eqs. (35) and (30) it results that, to the first order in the method of averages, the solution of the
T-BMT equation is given by: 
sr(t) = ξr(t) + Ω˜y(t)ξl(t)− Ω˜l(t)ξy(t)
sy(t) = ξy(t)− Ω˜r(t)ξl(t) + Ω˜l(t)ξr(t)
sl(t) = ξl(t)− Ω˜y(t)ξr(t) + Ω˜r(t)ξy(t)
(39)
where
Ω˜i(t) =
∫ t
0
[Ωi(τ)− 〈Ωi〉] dτ ; i = r, y, l (40)
In the above derivation, it is assumed that S changes slowly. This is formulated in such a way that the right hand
side term of Eq. (25) is proportional to , therefore S ∼ . Thus, S changes appreciably only in a large time interval
t ∼ 1/. Of course, the above argument is not rigorous. However, the foundation of the method of averaging was
established by N. N. Bogoliubov who demonstrated that one can construct a system of first approximation and higher
orders, the solutions of which approximate the solutions of the initial system within an arbitrary degree of accuracy.
It is important to note that the tilde parameters in Eq. (39) give rise only to small vibrations around ξ and do not
influence the systematic change of the spin.
Now, let’s characterize the evolution of the tilde parameters on the closed orbit:
Property
“On the closed orbit, the tilde parameters vanish after the completion of each turn.”
To establish this, let’s consider a quantity x. x refers to the field or the coordinates of the particle. Such a
quantity defined on the closed orbit is periodic in T . Thus, without any loss of generality, x can be written in the
following way:
x(t) = 〈x〉+ gx(t) (41)
where gx(t) is a periodic function in T such that 〈gx〉 = 0. Now,
x˜(t) =
∫ t
0
[x(τ)− 〈x〉] dτ =
∫ t
0
gx(τ)dτ (42)
Thus, given that 〈gx〉 = 0, one obtains
x˜(nT ) = n
∫ T
0
gx(τ)dτ = 0 (43)
A. Spin rotation matrix
We start from
dξ
dt
= 〈M(t)〉 ξ(t) (44)
8Then, assuming that ξ(t) = R(t)ξ(t0) where R(t) is the spin rotation matrix satisfying R(t0) = I, one obtains:
dR
dt
= 〈M(t)〉R(t) ; R(t0) = I (45)
The solution is obtained using the Euler-Rodrigues formula:
R(t) = e〈M〉t = I + 〈M〉 sin(〈Ω〉 t)〈Ω〉 + 〈M〉
2 1− cos(〈Ω〉 t)
〈Ω〉2 (46)
Now, assuming that ξ(0) = (0, 0, 1), one obtains:
ξr
ξy
ξl

CW
=

〈Ωy〉 sin(t〈Ω〉)
〈Ω〉 +
〈Ωl〉〈Ωr〉(1−cos(t〈Ω〉))
〈Ω〉2
−〈Ωr〉 sin(t〈Ω〉)
〈Ω〉 +
〈Ωl〉〈Ωy〉(1−cos(t〈Ω〉))
〈Ω〉2
(−〈Ωr〉2−〈Ωy〉2)(1−cos(t〈Ω〉))
〈Ω〉2 + 1
 ≈

〈Ωy〉 t+ 〈Ωl〉 〈Ωr〉
2
t2
−〈Ωr〉 t+ 〈Ωl〉 〈Ωy〉
2
t2
1− 〈Ωy〉
2
+ 〈Ωr〉2
2
t2
 (47)
which is the same result as obtained in Eq. (35) above.
B. 2nd order approximation
In reality, when solving for the vertical spin component, the buildup is determined by the product of the rapidly
oscillating terms of the particle motion (velocities and experienced fields) with the rapidly oscillating spin components.
In certain configurations where the average value of the rapidly oscillating terms of the spin precession vanishes
i.e. 〈Ω〉 = 0, a spin buildup still exists. This is due to the non-commutativity of spin rotations around different axes
and is generally referred to as geometric phase. Such a phenomena, also known as Pancharatnam-Berry phase [10]
or often Berry phase [11] is defined as the phase difference acquired over the course of a cycle, when a system is
subjected to cyclic adiabatic processes. Therefore, to account for such a contribution to the vertical spin buildup, a
second order approximation is employed in which one can integrate the Thomas BMT equation by re-injecting the
first order solution based on the method of averages. First, one re-writes the radial spin buildup from the exact
T-BMT equation:
dsr
dt
= Ωysl − Ωlsy (48)
where sl and sy are solved using the method of averages (Eq. 39):
sl(t) = ξl(t) + φl(t)
sy(t) = ξy(t) + φy(t) (49)
and φl, φy are the rapidly oscillating terms that vanish after each turn completion (on the closed orbit) as established
in the property above and defined by:
φl(t) = −Ω˜y(t)ξr(t) + Ω˜r(t)ξy(t) (50)
φy(t) = −Ω˜r(t)ξl(t) + Ω˜l(t)ξr(t) (51)
Next, one injects this improved first approximation into the exact equation (48). This yields:
dsr
dt
= [Ωy(t)ξl(t)− Ωl(t)ξy(t)] +
[
Ωy(t)
(
−Ω˜y(t)ξr(t) + Ω˜r(t)ξy(t)
)
+ Ωl(t)
(
Ω˜r(t)ξl(t)− Ω˜l(t)ξr(t)
)]
(52)
=
[
Ωy(t) + Ωl(t)Ω˜r(t)
]
ξl(t) +
[
−Ωy(t)Ω˜y(t)− Ωl(t)Ω˜l(t)
]
ξr(t) +
[
−Ωl(t) + Ωy(t)Ω˜r(t)
]
ξy(t) (53)
Assuming that ξy(t), ξr(t) ξl(t), and keeping the terms up to the second order, one can integrate the above equation
(assuming ξl ≈ 1 and ξy ≈ −〈Ωr〉 t) to compute the radial spin component:
sr(t) ≈
〈
Ωy(t) + Ωl(t)Ω˜r(t)
〉
t+ Ω˜y(t) +
˜Ωl(t)Ω˜r(t) + 〈Ωr〉
∫ t
0
dττΩl(τ) (54)
9Now, one expresses Ωl in the following way:
Ωl(t) = (Ωl(t)− 〈Ωl〉) + 〈Ωl〉
=
d
dt
Ω˜l + 〈Ωl〉 (55)
Thus, by means of an integration per parts, the expression of the integral can be simplified:∫ t
0
dτΩl(τ)τ =
∫ t
0
dτ 〈Ωl〉 τ +
∫ t
0
dτ
d
dτ
Ω˜l(τ)τ
=
〈Ωl〉
2
t2 +
[
τ Ω˜l
]t
0
−
∫ t
0
dτ Ω˜l
=
〈Ωl〉
2
t2 + tΩ˜l(t)−
〈
Ω˜l
〉
t− ˜˜Ωl(t) (56)
so that Eq. (54) re-writes in the following way:
sr,2(t) = ξr,2(t) + φr,2(t) (57)
where the subscript 2 denotes the second order approximation for which the frozen solution is given by:
ξr,2(t) = 〈Ωy〉 t+
〈
ΩlΩ˜r
〉
t− 〈Ωr〉
〈
Ω˜l
〉
t+
〈Ωr〉 〈Ωl〉
2
t2 (58)
and the rapidly oscillating terms that vanish after each turn completion are:
φr,2(t) = Ω˜y(t) +
˜Ωl(t)Ω˜r(t) + 〈Ωr〉
[
tΩ˜l(t)− ˜˜Ωl(t)] (59)
Thus, the second order approximation yielded additional terms for the frozen solution in comparison with the 1st order
approximation:
• The first additional term
〈
ΩlΩ˜r
〉
t accounts for the geometric phases induced by the rapid oscillations of the ver-
tical spin component (although its average is neglected) and longitudinal spin precession. As will be established
later on, such a contribution becomes dominant at the proximity to the magic energy (〈Ωy〉 ≈ 0).
• The second additional term −〈Ωr〉
〈
Ω˜l
〉
t is due to the slowly linear varying term of the vertical spin component
coupled with the rapidly oscillating terms of the longitudinal spin precession.
Next, one repeats the same steps to compute the vertical spin buildup from the exact T-BMT equation:
dsy
dt
= −Ωr(t)sl(t) + Ωl(t)sr(t) (60)
where sr and sl are solved using the method of averages (Eq. 39):
sr(t) = ξr(t) + φr(t)
sl(t) = ξl(t) + φl(t) (61)
and φr, φl are the rapidly oscillating terms that vanish after each turn completion (on the closed orbit) as established
in the property above and defined by:
φr(t) = Ω˜y(t)ξl(t) + Ω˜l(t)ξy(t) (62)
φl(t) = −Ω˜y(t)ξr(t) + Ω˜r(t)ξy(t) (63)
Next, one injects this improved first approximation into the exact equation (60). This yields:
dsy
dt
= [−Ωr(t)ξl(t) + Ωl(t)ξr(t)] +
[
Ωr(t)
(
Ω˜y(t)ξr(t)− Ω˜r(t)ξy(t)
)
+ Ωl(t)
(
Ω˜y(t)ξl(t)− Ω˜l(t)ξy(t)
)]
(64)
=
[
−Ωr(t) + Ωl(t)Ω˜y(t)
]
ξl(t) +
[
Ωl(t) + Ωr(t)Ω˜y(t)
]
ξr(t) +
[
−Ωr(t)Ω˜r(t)− Ωl(t)Ω˜l(t)
]
ξy(t) (65)
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where the third (Right Hand Side) term can be neglected. Now, injecting the approximate expressions
of ξ (ξl ≈ 1, ξr ≈ 〈Ωy〉 t), keeping the terms up to the second order and integrating over time, one obtains:
sy(t) ≈
〈
−Ωr(t) + Ωl(t)Ω˜y(t)
〉
t− Ω˜r(t) + ˜Ωl(t)Ω˜y(t) + 〈Ωy(t)〉
∫ t
0
dττΩl(τ) (66)
and injecting Eq. (56) into the above expression, one can write a second order approximation to the vertical spin
component:
sy,2(t) = ξy,2(t) + φy,2(t) (67)
where the subscript 2 denotes the second order approximation for which the frozen solution is given by:
ξy,2(t) ≈ −〈Ωr〉 t+
〈
ΩlΩ˜y
〉
t− 〈Ωy〉
〈
Ω˜l
〉
t+
〈Ωy〉 〈Ωl〉
2
t2 (68)
and the rapidly oscillating terms that vanish after each turn completion are:
φy,2(t) = −Ω˜r(t) + ˜Ωl(t)Ω˜y(t) + 〈Ωy〉
[
tΩ˜l(t)− ˜˜Ωl(t)] (69)
In summary, the second order frozen solution yields 4 terms contributing to the vertical spin buildup:
1. The first contribution is due to the longitudinal spin component coupled with the average contribution of the
radial spin precession. This accounts for any net average radial magnetic field for instance.
2. The second contribution is due to the rapidly oscillating terms of the radial spin components coupled with the
longitudinal spin precession. This accounts for the geometric phases as well for any net average longitudinal
spin precession.
3. The third contribution is due to the slowly linearly varying term of the radial spin component coupled with the
rapidly oscillating terms of the longitudinal spin precession.
4. The fourth and last contribution is due to the slowly linearly varying term of the radial spin component coupled
with the average contribution of the longitudinal spin precession (quadratic increase).
Finally, one repeats the same steps to compute the second order approximation of the longitudinal spin buildup:
dsl
dt
= −Ωy(t)sr(t) + Ωr(t)sy(t)
=
[
−Ωy(t)Ω˜y(t)− Ωr(t)Ω˜r(t)
]
ξl(t) +
[
−Ωy(t) + Ωr(t)Ω˜l(t)
]
ξr(t) +
[
Ωr(t) + Ωy(t)Ω˜l(t)
]
ξy(t) (70)
Assuming ξl ≈ 1, ξr ≈ 〈Ωy〉 t, ξy ≈ −〈Ωr〉 t, one can integrate the above equation. First, one can establish the
following identity: ∫ t
0
dτΩr(τ)Ω˜r(τ) =
[Ω˜r(t)]
2
2
+ 〈Ωr〉
〈
Ω˜r
〉
t+ 〈Ωr〉 ˜˜Ωr(t) (71)
so that one can solve for the longitudinal spin component which writes in the following way:
sl,2(t) = ξl,2(t) + φl,2(t)
ξl,2(t) = 1− 〈Ωy〉
2
+ 〈Ωr〉2
2
t2
φl,2(t) = −〈Ωr〉 tΩ˜r − 〈Ωy〉 tΩ˜y − [Ω˜r(t)]
2 + [Ω˜y(t)]
2
2
(72)
Remarks:
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• The second order approximation above is modified from the original BKM method of averages: if one follows the
original method, the second order approximation is obtained from the exact T-BMT equation by re-injecting
the first order approximation and taking the averages with respect to the time as an explicit variable while
considering ξ constant. Such an assumption is not rigorous since it neglects the impact of the product of the
linearly varying terms of ξ with the rapid oscillations of the spin precession components Ω.
• If the average value of Ωl or Ωy is zero, then the quadratic evolution with time of the vertical spin vanishes.
Therefore, clearing the frozen radial spin component by means of a feedback system can eliminate the quadratic
buildup. However, this is only valid up to the second order. Higher order terms yield additional quadratic time
dependence.
• The frozen solution ξ (see Eq. (68)) is only valid at time t which is an integer number of the revolution period.
In other terms if the spin components are recorded after each turn completion. Therefore it is a natural quantity
to describe the signal measured at the location of the polarimeter.
• If 〈Ωr〉 = 〈Ωy〉 = 〈Ωl〉 = 0 then ξy,2(t) ≈
〈
ΩlΩ˜y
〉
t which accounts for the geometric phases to the second order.
• The above calculation can be easily extended to the next order. Although there seems to be no need in general
to pursue this, one might be interested though to determine the high order terms of the Berry phases. The final
result of the third order frozen spin solution is given by:
ξy,3(t) = A1t+A2t
2 +A3t
3
A1 = −〈Ωr〉
[
1 +
〈
Ωl
˜˜Ωl〉+ 〈Ω˜rΩ˜r〉+ 〈Ω˜l〉2 + 〈Ωl〉〈Ω˜l〉− 〈Ωl〉〈˜˜Ωl〉− 〈Ωr〉〈˜˜Ωr〉]+ 〈ΩlΩ˜y〉+〈ΩlΩ˜lΩ˜r〉
−〈Ωy〉
[〈
Ω˜l
〉
+
〈
Ω˜rΩ˜y
〉
− 〈Ωy〉
〈˜˜Ωr〉]+
〈
Ωr
[
(Ω˜r)
2 + (Ω˜y)
2
]〉
2
−
〈
ΩlΩ˜r
〉〈
Ω˜l
〉
A2 =
〈Ωy〉 〈Ωl〉
2
+
〈Ωy〉
2
[〈
ΩrΩ˜y
〉
− 〈Ωy〉
〈
Ω˜r
〉]
+
〈Ωl〉
2
[〈
ΩlΩ˜r
〉
− 〈Ωr〉
〈
Ω˜l
〉]
A3 = 〈Ωr〉 〈Ωr〉
2
+ 〈Ωy〉2
6
+
〈Ωr〉 〈Ωl〉2
6
It results that the only contribution of the geometric phases up to the third order is given by:
ξy,3(t) =
〈
ΩlΩ˜y
〉
t+
〈
ΩlΩ˜lΩ˜r
〉
t−
〈
ΩlΩ˜r
〉〈
Ω˜l
〉
t+
〈
Ωr(Ω˜y)
2
〉
2
t (73)
since
〈
Ωr(Ω˜r)
2
〉
= 0 if 〈Ωr〉 = 0.
This will be discussed later on in this paper.
C. Error analysis
The above second (and third) order approximation to the T-BMT equation is based on the assumption that the
average spin precession component is negligible on the timescales of the EDM experiment. If the spin coherence time
is Tcoh = 1000 s as is generally assumed to reach the sensitivity required to measure the EDM, then the previous
assumption can be formulated as follows:
〈Ω〉Tcoh =
√
〈Ωr〉2 + 〈Ωy〉2 + 〈Ωl〉2Tcoh  1 ⇒ 〈Ωr〉 , 〈Ωy〉 , 〈Ωl〉  1
Tcoh
≈ 10−3 (74)
From the above scheme one can infer that the general frozen solution to the T-BMT equation can be classified into
three main regimes depending on the value of the average spin precession:
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1. If 0 < 〈Ω〉  1/Tcoh then any non-linear increase with time of the spin can be neglected on the timescales of
the EDM experiment. And using the N th order approximation based on the Bogoliubov method of averages, it
can be seen that:
ξy(t) = ξy,n(t) +O
(
〈Ω〉n+1 t
)
(75)
For instance, the second order approximation satisfies the T-BMT equation to an accuracy of the order of 〈Ω〉3 t.
In general though, the non-linearities arising from the solution can be neglected for short timescales in comparison
with Tcoh (∼ milliseconds).
2. If 〈Ω〉 & 1/Tcoh then the spin evolution is mainly governed by the averages of the spin precession components
if the same property holds for all components i.e. 〈Ωy〉 , 〈Ωr〉 , 〈Ωl〉 & 1/Tcoh. Therefore, the first order solution
(Eq. (35)) is the most accurate one.
3. In the limit where 〈Ω〉 = 0, i.e. 〈Ωr〉 = 〈Ωl〉 = 〈Ωy〉 = 0, the geometric phases are the only contribution to
the spin buildup. The latter is governed by the non-commutativity of the rotation around different axes. There
appears no obvious way to estimate the error of the solution in this particular case, since the spin buildup is
mainly determined by how the errors are distributed in the ring with respect to each other. However the third
order approximation (see Eq. (73)) contains the dominant contributions. Note that the geometric phases which
arise initially as a linear function of time can be transferred from one plane to the other therefore yielding
additional terms.
It is important to note that the Hermiticity of the approximate frozen solution is only conserved for the 1st order
terms of the approximation. To show this, let’s consider the second order approximation in the particular case where
〈Ω〉 = 0 and calculate the norm of the frozen solution only at times t = kT i.e. after each turn completion:
‖ ξ(t = kT ) ‖= (ξl,22 + ξr,22 + ξy,22)1/2 =
(
1 +
[〈
ΩlΩ˜r
〉2
+
〈
ΩlΩ˜y
〉2]
t2
)1/2
≈ 1 +
〈
ΩlΩ˜r
〉2
+
〈
ΩlΩ˜y
〉2
2
t2 (76)
Such an effect is negligible for the timescales of the EDM experiment. However, the Hermiticity can be improved by
keeping the higher order terms in the expansion of the sinusoidal functions of the 1st order solution. This will not be
pursued here since the EDM experiment requires slowly varying parameters of the average spin precession.
D. Benchmarking of the analytical solution with numerical simulations
To establish the validity of the analytical solutions, one simulated several cases by solving the T-BMT differential
equations using explicit Runge Kutta tracker in MATHEMATICA. The spin precession components are defined as a
linear combination of sinusoidal functions. For all cases considered, one assumed 〈Ωr〉 = 0 to simplify the analysis.
For more details regarding the numerical solution, see Appendix A. Note that, for all cases considered here, unless
otherwise specified, one relies on the second order approximation since the first order approximation is particularly
inaccurate when the averages of the spin precession components vanish. This is generally the case at the proximity
to the magic energy.
1. Geometric phases
In the first case considered, one assumes 〈Ω〉 = 0. The result is that the vertical spin buildup is determined
by the geometric phases such as ξr,2(t) ≈
〈
ΩlΩ˜r
〉
≈ 0 and ξy,2(t) ≈
〈
ΩlΩ˜y
〉
t = −1.1 ∗ 10−6t rad. Such an effect is
always present and is strongly related to how the errors are distributed in the ring. A comparison of the numerical
simulation with the analytical result is shown in fig 2. We define abs (resp. rel) as the absolute error (resp. relative
error) between the convergent numerical solution and the analytical one. Fig 3 shows the absolute error which grows
linearly with time (the relative error is therefore constant).
13
srtrack@tD
sranal@tD=Ξr,2@tD+Φr,2@tD
srtrack@kTD
Ξr,2@tD
0 2.´10-6 4.´10-6 6.´10-6 8.´10-6
0
5.´10-7
1.´10-6
1.5´10-6
2.´10-6
2.5´10-6
3.´10-6
3.5´10-6
Time @sD
s r
@ra
dD
(a) Radial spin versus time.
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(b) Vertical spin versus time.
FIG. 2: Comparison of the analytical estimate with the tracking simulations in MATHEMATICA. The tracking
results are shown in red while the analytical ones are shown in blue dashed lines. The stepwise function (in green)
displays the tracking results evaluated after each turn completion which coincide with the frozen solution (orange).
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FIG. 3: Logarithmic plot of the absolute error versus time of the vertical spin component. It can be seen from the
plot that the absolute error increases linearly with time so that the relative error between the analytical and the
numerical solution remains constant: rel = 5 ∗ 10−10%.
2. Geometric phases and growing radial spin component
In this case, 〈Ω〉 = 〈Ωy〉 = 10 rad/s which typically occurs when the particle is not at the magic energy. This yields
a non-vanishing frozen radial spin component ξr,2(t) ≈ 〈Ωy〉 t = −10 ∗ t rad as well as an additional term contributing
to the vertical spin buildup such as ξy,2(t) ≈
〈
ΩlΩ˜y
〉
t− 〈Ωy〉
〈
Ω˜l
〉
t = −1.1 ∗ 10−6t− 2.2 ∗ 10−5t rad. A comparison
of the analytical results with the numerical simulations is shown in fig 4 where one can observe a good agreement.
However, as illustrated in fig 5, the error grows cubically with time. This is explained by the fact that in the above
derivations, one only considered the first order linear term in the expansion of ξr (Eq. 35). This is valid for very small
timescales. However, as the time grows, the approximation may no longer be valid, and this is particularly enhanced
here by the fact that 〈Ω〉 = 10 rad/s is non negligible. Thus, one needs to include the next higher order term in the
expansion, which yields the cubical time dependence since sin(t) ≈ t− t3/6.
Note as well that the vertical spin oscillates with an amplitude growing over time. As predicted by Eq. (69), this is
due to 〈Ωy〉 6= 0. Thus, it is advantageous to use more than one polarimeter located at specific azimuthal locations
around the ring to probe such imperfections.
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FIG. 4: Comparison of the analytical estimate with the tracking simulations in MATHEMATICA.
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FIG. 5: Logarithmic plot of the absolute error versus time of the vertical spin component. In this case, the absolute
error can be approximated by abs(t) ≈ 4 ∗ 10−4 ∗ t3.
3. Geometric phases, growing radial spin component and quadratic increase
In this case, one added a non-vanishing longitudinal spin precession such as 〈Ωl〉 = 10−2 rad/s in comparison with
the previous case. This yields an additional quadratic spin buildup so that:
ξy,2(t) ≈
〈
ΩlΩ˜y
〉
t− 〈Ωy〉
〈
Ω˜l
〉
t+
〈Ωy〉 〈Ωl〉
2
t2 (77)
= −1.1 ∗ 10−6t− 2.2 ∗ 10−5t+ 0.05 ∗ t2rad (78)
Figure 6 displays the tracking results as well as a comparison with the analytical formula for the first 20 revolution
periods where one can observe the impact of the quadratic spin buildup in comparison with the linear one. The error
(see fig 7) is similar to the previous case although one can observe the existence of additional higher order terms.
4. No vertical spin precession and zero averages
A question that arises frequently is whether a beam injected at the magic energy so that the vertical spin precession
vanishes everywhere can still yield a vertical spin buildup? To answer this, one assumes no vertical spin precession
as well as zero averages of the spin precession components in the ring, i.e. Ωy(t) = 0 and 〈Ωl〉 = 〈Ωr〉 = 0. It results
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FIG. 6: Comparison of the analytical estimate with the tracking simulations in MATHEMATICA.
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FIG. 7: Logarithmic plot of the absolute error versus time of the vertical spin component. In this case, the absolute
error can be approximated by abs(t) ≈ 4 ∗ 10−4 ∗ t3 − 0.4 ∗ t4.
from the second order approximation that:
sr,2(t) =
〈
ΩlΩ˜r
〉
t+ ˜Ωl(t)Ω˜r(t) (79)
so that the radial spin increase results from the net effect of the spin rotations around the longitudinal and radial
axes. However, given that Ωy(t) = 0, the second order approximation yielded no vertical spin buildup which is not in
agreement with the numerical simulations. This is a sign that higher order terms are missing. To derive the 3rd order
approximation of the vertical spin component in this particular case, one re-injects Eq. (79) into (60). This yields:
dsy
dt
= −Ωr(t) + Ωl(t)
[〈
ΩlΩ˜r
〉
t+ ˜Ωl(t)Ω˜r(t)
]
(80)
or, after integration:
sy(t) = −Ω˜r(t)−
〈
ΩlΩ˜r
〉〈
Ω˜l
〉
t+
〈
ΩlΩ˜r
〉 [
tΩ˜l(t)− ˜˜Ωl(t)]+〈ΩlΩ˜lΩ˜r〉 t+ ˜Ωl(t)Ω˜lΩ˜r (81)
so that the frozen spin solution is approximated by:
ξr,2(t) =
〈
ΩlΩ˜r
〉
t = 1.1 ∗ 10−9t rad
ξy,3(t) = −
〈
ΩlΩ˜r
〉〈
Ω˜l
〉
t+
〈
ΩlΩ˜lΩ˜r
〉
t = 2.45 ∗ 10−15t− 4.9 ∗ 10−12t rad
(82)
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FIG. 8: Comparison of the analytical estimate with the tracking simulations in MATHEMATICA. The radial spin
buildup is due to the geometric phases. The latter are transferred from the horizontal to the vertical plane following
consecutive rotations around the longitudinal axis.
Thus, in the above system, the vertical spin buildup arises first by means of radial spin precession. This leads to a
linear radial spin buildup via rotations around the longitudinal axis that do not commute with the radial one. Such a
radial spin buildup acts back on the vertical one by means of rotations around the longitudinal axis. These rotations
transfer the geometric phases from the horizontal plane to the vertical one. The following diagram summarizes this
scheme:
sl
Ωr−−→ sy = φy = −Ω˜r(t) Ωl−−→ sr = ξr,2 + φr,2 Ωl−−→ sy = ξy,3 + φy,3
and comparison of the tracking simulations with the analytical results are shown in fig 8. Therefore, in a fully
electrostatic ring, and for a beam injected at the magic energy, vertical spin buildup can occur by means of consecutive
rotations around the longitudinal and radial axes induced by the electric fields and the non-vanishing slope of the
particle trajectories.
Furthermore, assuming Ωl(t) = 0 and 〈Ωr〉 = 〈Ωy〉 = 0, it can be verified (although it will not be discussed here) that
the vertical spin buildup can occur due to the rapidly oscillating terms of the longitudinal spin component coupled
with the radial spin precession such as sy(t) ≈ 1/2
〈
Ωr(Ω˜y)
2
〉
t.
E. System oscillating with several frequencies
In reality, the spin precession components can be oscillating with different frequencies, not necessarily equal to the
particle revolution frequency. In this case, the question arises of whether there exists an efficient way to compute the
averages of the previous equations without having to track a particle for a consequent number of turns? The question
can also be formulated differently: can we define a period T associated to the system under which the spin oscillations
are represented as a sum of slowly varying terms and rapidly rotating terms that vanish at times t = kT, k integer?
To simplify the analysis, let’s assume that the system is oscillating with two frequencies: the revolution frequency
of the particle since the stable motion is always near the closed orbit, and a second frequency perturbing the spin
motion. The latter can be due to any external or internal force of the beam, mismatching issue, etc. For instance,
the vertical spin precession component can be written in the following way:
Ωy(t) = f1
(
2pi
Trev
t
)
+ f2
(
2pi
Tper
t
)
(83)
where f1 and f2 are two periodic functions in t with periods Trev and Tper respectively. Now, assuming there exists
a rational number p/q (p, q mutually prime numbers) such as:
Trev
Tper
=
p
q
(84)
⇒ qTrev = pTper = T (85)
this implies that T is the frequency of the system as defined above. In reality, Trev/Tper is a real number. Therefore,
the idea is to obtain its closest rational approximation. This can be done with the help of continued fractions.
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F. Accuracy of the numerical simulations
In general, the higher the order of the integration method, the more accurate is the numerical scheme. Accuracy
here refers to the smallness of the local error, i.e. the error introduced after each integration step of the differential
equation. Therefore, to improve the accuracy of the solution, it is generally assumed that smaller step size is a sufficient
condition. However, when stiff systems are considered, some of the solutions obtained can be highly unstable. Besides,
it appears that the accuracy of the obtained solutions is highly sensitive to the step size chosen. Stiffness is mainly
encountered when hard edge models are assumed, i.e. due to an abrupt change in the particle field or its coordinates.
In addition, the total energy conservation is a fundamental criterion to assess the accuracy of the numerical simulations
as is discussed in [12]. Using the explicit Runge Kutta tracker available in MATHEMATICA, one investigated the
impact of the stiffness of the T-BMT equaton on the error of the calculation (see appendix B).
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FIG. 9: Overview of the ideal ring. The beam is circulating clockwise such as the particle momentum vector is
aligned with the spin vector.
IV. SPIN TRACKING SIMULATIONS IN AN ALL-ELECTRIC RING LATTICE
As established earlier, when the proton is at the magic energy (Eq. (20)), the spin is frozen in the horizontal plane
along the momentum direction. Such a condition is met at one specific energy for a purely electric ring.
In what follows one simulated the all-electric Lebedev ring lattice in BMAD based on the storage ring EDM collabo-
ration proposal [13][14]. The ring structure consists of 4 superperiods, each including 5 FODO cells with 3 cylindrical
deflectors per half cell. An overview of the simulated ring is shown in fig 9 in the ideal case where the particle
momentum vector is perfectly aligned with the spin vector. The main ring and beam parameters are summarized in
table I.
Total beam energy 1.171 GeV
Focusing structure FODO
Ncells, number of cells 20
Deflector shape cylindrical
Number of deflectors per cell 6
Bending radius ρ 52.3089 m
Radial E field 8.016 MV/m
Gap 3 cm
Bending voltage ± 120 kV
Horizontal tune Qx 2.42
Vertical tune Qy 0.44
TABLE I: Table of the ring parameters of the proton EDM experiment.
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FIG. 10: Twiss parameters for the entire circumference of the all-electric ring lattice.
Fig 10 shows the Twiss parameters in the ring. In particular, the weak vertical focusing, βmaxy = 216 m, was chosen
in order to achieve enough sensitivity on the radial magnetic field. The aim of the remaining sections of this paper
is to benchmark the previously established analytical formula against tracking simulations. The approach relies on
computing the averages of the spin precession components on the closed orbit (no betatron motion considered) and
comparing the results with the tracking simulations.
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V. CASE WITH NO LONGITUDINAL AND NO MAGNETIC FIELD COMPONENTS
In order to undertake the benchmarking analysis, one needs to reduce the complexity of the problem. For that
reason, one first considers a lattice which is free of magnetic fields as well as any longitudinal electric field imperfections
El = 0. Thus, the spin precession components may be written:
Ωy = K
Ωl =
e
mc
[
a+
1
γ + 1
]
βl
1 + x/ρ
(x′Ey − y′Er)
Ωr = − e
mc
[
a+
1
γ + 1
]
βlEy
K =

−e/mc
a (γm + 1)
2
γm
βlE
b
r
∆p
p
+
e
mc
[
a+
1
γ + 1
]
βl(Er − Ebr)− βlc
x
ρ2
if bend
e
mc
[
a+
1
γ + 1
]
βlEr otherwise
(86)
From the first order approximation (Eq. (39)), one can write for very short timescales:
sr(t) = ξr(t) + Ω˜y(t)ξl(t)− Ω˜l(t)ξy(t) ≈ ξr(t) + Ω˜y(t) (87)
sy(t) = ξy(t)− Ω˜r(t)ξl(t) + Ω˜l(t)ξr(t) ≈ ξy(t)− Ω˜r(t) (88)
so that one can compute the rapidly oscillating terms for the vertical spin component:
Ω˜r(t) =
−e
mc
[
a+
1
γ + 1
]
βl
∫ t
0
[Ey(τ)− 〈Ey〉] dτ (89)
Now, for a fully eletrostatic ring, the particle equation of motion in the vertical plane may be written:
eEy =
dpy
dt
(90)
which yields after integration ∫ t
0
Ey(τ)dτ =
1
e
[py(t)− py(0)] = βlγmc
e
[y′(t)− y′(0)] (91)
Thus, on the closed orbit, 〈Ey〉 = 0 and consequently 〈Ωr〉 = 0. Injecting Eq. (91) into (89) yields:
φy(t) ≈ [y′(t)− y′(0)] (92)
To the first order, the rapidly oscillating terms of the vertical spin components are mainly determined by the vertical
particle slope.
A. Benchmarking of the analytical solution with numerical simulations for very small timescales
Now, let’s compare the analytical solution with the results of tracking simulations in a fully electrostatic ring
in the case where t → 0, i.e. for a few turns from injection: a particle is launched with an initial momentum
offset ∆p/p = 10−5 and tracked over several 1000 of turns to compute its trajectory. One defocusing quadrupole is
vertically misaligned in the lattice by ∆y = 10 µm thereby yielding a vertical orbit motion. The spin is computed by
solving the Thomas BMT equation in the Frenet Serret coordinate system using a Runge Kutta integrator available
in BMAD. From the orbit tracking results, one can compute the averages as well as the tilde of all quantities needed
in Eq. (86).
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FIG. 11: Comparison of the approximate solution of the radial spin component with the tracking results for one
revolution period.
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FIG. 12: Comparison of the approximate solution of the vertical spin component with the tracking results for one
revolution period.
Comparison of the tracking results with Eqs. (87) and (92) is shown in figures 11 and 12 respectively. The
agreement is quite good for both quantities which demonstrates that the perturbation approach based on the method
of averages is an adequate way to obtain an approximate solution of the T-BMT equation since all quantities evolve
adiabatically in time. In particular, it is shown that the rapid oscillating terms for the vertical spin component are
determined by the vertical angles of the particle. From Eq. (92), it follows that a first order approximation for very
short timescales is given by:
sy(t) ≈ y′(t)− y′(0) for t→ 0 (93)
Note that the above analysis still holds if the particle is off the closed orbit. However, in that case, the averages
should be calculated over several turns in order to remove the fluctuations of the spin precession components.
22
 0
 2e-05
 4e-05
 6e-05
 8e-05
 0.0001
 0  50  100  150  200  250  300  350  400  450  500  550
y 
[m
]
Path length [m]
∆p/p=10-5 and ∆y=10 µm
∆p/p=10-5 and ∆y=20 µm
FIG. 13: Vertical closed orbit as a function of the path length.
B. Study of misalignment errors
Next, one compares the previously established analytical formula with the tracking results without restriction to
very short timescales. The Lebedev lattice [13] is modified by introducing a vertical misalignment of one or several
quadrupoles. The spin is only recorded after each turn completion. Thus, the benchmarking analysis with the
analytical formula is based on the frozen spin solution. We discuss two cases, depending on the value of the average
spin precession. Some of the following simulation results were discussed in previous publications [15].
1. Case of a beam injected off the magic momentum
If the particle is injected with an initial momentum offset, then a vertical spin buildup will occur in presence of
vertical motion. Assuming a net vertical misalignment of one quadrupole, one can search for the closed orbit ensuring
the periodicity of the ring as illustrated in fig 13. For instance, let’s consider the case of a particle injected with a
momentum offset ∆p/p = 10−5. Given that the particle is traveling through electrostatic elements, the total energy
conservation is a crucial aspect of the simulation. The effect is most dominant inside the electrostatic bends [16]
leading to a non negligible change of the momentum offset of the particle as shown in fig 14. The latter can be
calculated in the following way:
∆p
p
=
∆E
βlcp
=
∆Eout − eφ
βlcp
≈ 1
βlcp
[
∆Eout + eE
b
r
(
x− x
2
2R0
)
− eG
2
(x2 − y2)
]
=
(
∆p
p
)
out
+
eEbr
βlcp
x− eE
b
r/(2R0) + eG/2
βlcp
x2 +
eG/2
βlcp
y2
≈
(
∆p
p
)
out
+
eEbr
βlcp
x (94)
where the subscript out denotes the value outside the electrostatic elements. From what preceded, one can calculate
the average spin precession components and one obtains:
〈Ω〉 =
√
〈Ωy〉2 + 〈Ωl〉2 =
√
(−24.09)2 + (9.22 ∗ 10−3)2 ≈ 24.09 rad/s (95)
so that the spin precession is dominated by the average of its vertical component 〈Ωy〉. It results that the non-linear
terms cannot be neglected, even for timescales of the order of few milliseconds. Thus, relying on the first order
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FIG. 15: Comparison of the tracking simulations with the analytical estimates (solid lines) for the case with one
vertically misaligned quadrupole ∆y = 10 µm.
approximation (35), one can compute an approximate solution to the vertical spin buildup:
sr(t) ≈ 〈Ωy〉〈Ω〉 sin (t 〈Ω〉) ≈ − sin (24.09 ∗ t) (96)
sl(t) ≈ 1 + 〈Ωy〉
2
〈Ω〉2 [cos (t 〈Ω〉)− 1] ≈ cos (24.09 ∗ t) (97)
sy(t) ≈ −〈Ωl〉 〈Ωy〉〈Ω〉2 [cos (t 〈Ω〉)− 1] ≈ −7.6348 ∗ 10
−4 [cos(24.09 ∗ t)− 1] (98)
Then, several particles are tracked with different initial momenta. Figs 15 shows a comparison of the longitudinal
and radial spin results (obtained from BMAD tracking) with the analytical formula (96) and (97). As can be seen,
the agreement is good.
Next, one varies the initial momentum offset as well as the quadrupole misalignment to determine its impact on
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FIG. 16: Comparison of the tracking simulations with the analytical estimates (solid lines, Eq. (98)) for the case
with one vertically misaligned quadrupole.
the vertical spin buildup. From Eq. (98), a Taylor expansion yields:
sy(t) =
〈Ωy〉 〈Ωl〉
2
t2 +O(t4)
∝ 〈y′Er〉 〈Er∆p/p〉 (99)
so that the vertical spin buildup is proportional to the momentum offset from the magic energy as well as to the
vertical slope in the bends and therefore to the net vertical misalignment of the quadrupole. This is confirmed by
tracking simulations as shown in fig 16. Nevertheless, the first order approximation fails at the magic energy, i.e.
when ∆p/p → 0 since then, 〈Ω〉 → 0 and one needs to exploit the higher order terms in order to explain any spin
buildup. This is discussed in the next section.
NB: In order to evaluate the above average quantities properly, one has to calculate the averages of all quantities
by integrating over the closed orbit. For instance, a particle off-momentum yields a closed orbit that is different from
the ideal one. Thus, a search for the closed orbit is necessary in order to avoid any fluctuations of the calculated
quantities, since the above formalism is based on the assumption that all quantities are periodic so that the average
value is unchanged from one turn to the next.
2. Case of a beam injected at the magic momentum
If a beam is injected at the magic momentum, then, in presence of misalignment errors, spin precession will occur.
To show this, let’s consider a lattice that has two misaligned quadrupoles as follows: in the first quarter of the ring, a
defocusing quadrupole is misaligned vertically and horizontally by (+∆x,+∆y). In the third quarter, i.e. 180 degrees
out of phase, a second defocusing quadrupole is misaligned by (−∆x,−∆y). Thus, the average misalignment vanishes
in this configuration. For a beam injected at the magic energy, an energy spread will appear at the entrance of the
misaligned quadrupole. This results in a change of the closed orbit and consequently in a change of the kinetic energy
within the electrostatic bends:
∆p
p
=
eEbr
βlcp
x (100)
This consequently yields a radial spin buildup within the electrostatic bends where the effect is most important, which
generates a vertical spin as well by means of a longitudinal spin precession. Assuming ∆x = ∆y = 10µm, one obtains:
sr(t) ≈ 〈Ωy〉 t+
〈
ΩlΩ˜r
〉
t− 〈Ωr〉
〈
Ω˜l
〉
t+
〈Ωr〉 〈Ωl〉
2
t2
≈ −7.11 ∗ 10−4t− 2.66 ∗ 10−7t+ 0 ∗ t+ 0 ∗ t2 (101)
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FIG. 17: Vertical spin buildup from tracking simulations and comparison with the analytical estimates (solid lines)
for the case with alternating misaligned quadrupoles.
and
sy(t) ≈ −〈Ωr〉 t+
〈
ΩlΩ˜y
〉
t− 〈Ωy〉
〈
Ω˜l
〉
t+
〈Ωy〉 〈Ωl〉
2
t2
≈ 0 ∗ t− 8.68 ∗ 10−8t+ 2.60 ∗ 10−10t+ 1.67 ∗ 10−12t2 (102)
Thus, the vertical spin buildup is mainly due to the geometric phases given by:
dsy
dt
≈
〈
ΩlΩ˜y
〉
≈ − 1
C
∫
Lbend
ΩlΩ˜yds
∝ Er2 ∆p
p
y′ ∝ ∆x ∗∆y (103)
which is proportional to the product of the displacements of both quadrupoles: the horizontal displacement of the
quadrupoles yields larger radial spin oscillations due to the variation of the kinetic energy in the electrostatic bends
while the vertical displacement of the quadrupoles yields a vertical slope inside the electrostatic bends, therefore a
longitudinal spin precession which rotates the radial spin into the vertical plane. Such an effect yields a non-vanishing
average value, therefore the frozen spin is proportional to both displacements as verified by tracking simulations in
fig 17.
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VI. MAGNETIC FIELD IMPERFECTIONS AND EDM EFFECT
In the case where the magnetic fields as well as the EDM signal are taken into account, the previous formalism
holds, the only difference being the coefficients of the transfer matrix. The spin vector is still propagated with respect
to the local reference frame of the accelerator. In other words, the presence of magnetic fields is considered as a
perturbation that does not modify the reference frame: the latter remains attached to the ideal orbit in the median
plane of the accelerator and although the horizontal restoring force contains a perturbation induced by the transverse
magnetic fields, the accelerator reference frame does not rotate with such a perturbation. Such definition shall be
taken with care though: in some derivations, one subtracts the angular velocity induced by the vertical magnetic fields
eBy/(γm). Given that the bending is only achieved by the electrostatic deflectors, we do not make such a correction
in our calculations. Besides, successive quadrupoles in the lattice provide alternate bending in opposite directions
to keep the beam stable so that, on average, such a correction may be neglected. An excellent note discussing this
matter can be found in [17].
Keeping terms up to the second order only, Eq. (24) re-writes:

Ωy = K − e
mc
[
a+
1
γ + 1
]
βl
1 + x/ρ
x′El − e
m
(
a+
1
γ
)
By +
e
m
a
1 + x/ρ
(
1− 1
γ
)
y′Bl
− e
mc
η
2
[
Ey − γ
γ + 1
(β.E)βly
′ + cβl(Bx − x′Bl)
]
Ωl =
e
mc
[
a+
1
γ + 1
]
βl
1 + x/ρ
(x′Ey − y′Er)− e
m
1 + a
γ
Bl +
e
m
a
1 + x/ρ
(
1− 1
γ
)
(x′Bx + y′By)
− e
mc
η
2
[
El − γ
γ + 1
(β.E)βl + cβl(x
′By − y′Bx)
]
Ωr =
e
mc
[
a+
1
γ + 1
]
βl
(
y′
1 + x/ρ
El − Ey
)
− e
m
(
a+
1
γ
)
Bx +
e
m
a
1 + x/ρ
(
1− 1
γ
)
x′Bl
− e
mc
η
2
[
Er − γ
γ + 1
(β.E)βlx
′ + cβl(y′Bl −By)
]
K =

−e/mc
a (γm + 1)
2
γm
βlE
b
r
∆p
p
+
e
mc
[
a+
1
γ + 1
]
βl(Er − Ebr)− βlc
x
ρ2
if bend
e
mc
[
a+
1
γ + 1
]
βlEr otherwise
(104)
In what follows, one focuses on investigating the impact of the systematic errors originating from magnetic field im-
perfections. To simplify the analysis, one assumes a vanishing EDM signal, i.e. η = 0. Unless otherwise specified, one
relies on the second order approximation for the benchmarking of the analytical results with the tracking simulations.
A. Geometric phases contributing to the vertical spin buildup
If the beam is injected at the magic energy, the geometric phase effects may become important. It is extremely
difficult though to reach such configuration where 〈Ωr〉 = 〈Ωy〉 = 〈Ωl〉 = 0. In general, one may reach a configuration
where only the averages of two components of the spin precession vector vanish. The remaining component can however
play an important role to transfer the spin buildup to another plane as is discussed in section VI D. Table II summarizes
the leading terms of the geometric phases as established in Eq. (73). Some of these contributions, particularly the
third order terms cannot be eliminated by using counter-rotating beams. However, if the ring is properly shielded
such as the integrated magnetic fields imperfections are below the nT.m level, then one can reasonably neglect such
contributions to the vertical spin buildup in comparison with the aimed sensitivity of the experiment (∼ nrad/s EDM
signal). Precise orbit control is a condition sine qua non to eliminate such contributions mimicking the EDM signal.
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Geometric phases (leading terms) Acting fields〈
ΩlΩ˜y
〉
t Ωl ∝ (y′Er, x′Ey, y′By, x′Bx, Bl) Ωy ∝ (Er∆p/p, x′El, y′Bl, By)
Leading terms ∝ y′E2r∆p/p, y′ErBy, BlBy〈
ΩlΩ˜lΩ˜r
〉
t−
〈
ΩlΩ˜r
〉〈
Ω˜l
〉
t Ωl ∝ (y′Er, x′Ey, y′By, x′Bx, Bl) Ωr ∝ (Ey, y′El, x′Bl, Bx)
Leading terms ∝ (y′Er)2Bx, B2l Bx〈
Ωr(Ω˜y)
2
〉
2
t Ωr ∝ (Ey, y′El, x′Bl, Bx) Ωy ∝ (Er∆p/p, x′El, y′Bl, By)
Leading terms ∝ (Er∆p/p)2Bx, B2yBx
TABLE II: Leading terms of the geometric phases and contributing fields.
B. Horizontal magnetic field imperfections
The particle equation of motion in the vertical plane may be written:
dpy
dt
= e (Ey + vlBx − vxBl)
= e
(
Ey + βlc(Bx − x
′
1 + x/ρ
Bl)
)
(105)
which yields after integration
1
e
[py(t)− py(0)] =
∫ t
0
Ey(τ)dτ +
∫ t
0
βlcBx(τ)dτ −
∫ t
0
βlc
x′
1 + x/ρ
Bl(τ)dτ
=
βlγmc
e
[y′(t)− y′(0)] (106)
which vanishes on the closed orbit. This implies:
〈Ey + βlcBx〉 = βlc
〈
x′
1 + x/ρ
Bl
〉
(107)
Now, integrating the expression of the radial spin precession, and assuming no longitudinal electric fields one obtains:∫ t
0
Ωrdτ = − e
mc
(
a+
1
γ + 1
)
βl
∫ t
0
Eydτ − e
m
(
a+
1
γ
)∫ t
0
Bxdτ +
e
m
a
(
1− 1
γ
)∫ t
0
x′
1 + x/ρ
Bldτ
= − e
mcβlγ
∫ t
0
[(
a+
1
γ + 1
)
β2l γEy +
(
a+
1
γ
)
γβlcBx
]
dτ +
e
m
a
(
1− 1
γ
)∫ t
0
x′
1 + x/ρ
Bldτ
= − e
mcβlγ
∫ t
0
[Ey + βlcBx + aγβlcBx] dτ +
e
m
a
(
1− 1
γ
)∫ t
0
x′
1 + x/ρ
Bldτ (108)
given that, at the magic energy
(
a+
1
γ + 1
)
β2l γ = 1. Now, injecting Eq. (107) into (108) to compute the average
on the closed orbit yields:∫ t
0
Ωrdτ = − e
m
a
∫ t
0
Bxdτ − e
mγ
∫ t
0
x′
1 + x/ρ
Bldτ +
e
m
a
(
1− 1
γ
)∫ t
0
x′
1 + x/ρ
Bldτ
≈ − e
m
a 〈Bx〉 t− e
m(γ + 1)
〈x′Bl〉 t
≈ −1.7173 ∗ 108 〈Bx〉 t− 0.4261 ∗ 108 〈x′Bl〉 t (109)
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where the magnetic fields are expressed in units of Tesla. For an aimed EDM sensitivity of dp = 10
−29e.cm corre-
sponding to η = 1.9 ∗ 10−15, the resulting vertical spin buildup is
dsy
dt
= 〈Ωr〉 = − e
mc
η
2
〈Er〉 = 1.6 nrad/s ; 〈Er〉 = −5.27 MV (110)
so that an average radial magnetic field of ≈ 10 aT will generate the same signal as the smallest spin precession to
be identified [14].
In addition, the presence of any longitudinal magnetic fields can cause a vertical spin buildup and needs to be taken
into account in the analysis. Therefore clearing the average radial magnetic fields is not a sufficient condition to
eliminate the first order linear terms of the systematic errors arising from the radial spin precession.
C. Longitudinal and vertical magnetic field imperfections
1. Case with
∆p
p
= 0
In the configuration where the particle is at the magic energy, the quadratic evolution with time is negligible since
the average quantities of the spin precession vectors are negligible. Assuming that the imperfection is due to the
presence of both vertical and longitudinal magnetic fields which are 90 degrees out of phase as illustrated in fig 18
and for which the integrated fields are ±1 nT.m, one obtains:
sy(t) ≈ −〈Ωr〉 t+
〈
ΩlΩ˜y
〉
t− 〈Ωy〉
〈
Ω˜l
〉
t+
〈Ωy〉 〈Ωl〉
2
t2
≈ 7.03 ∗ 10−14t+ 2.43 ∗ 10−13t+ 1.22 ∗ 10−15t− 1.47 ∗ 10−20t2 (111)
The third term is non vanishing due to an average radial spin precession such as sr(t) ≈ 〈Ωy〉 t ≈ 7.36 ∗ 10−7t which
is mainly due to the variation of the energy within the electrostatic deflectors and is proportional to the horizontal
orbit offset, therefore to the amplitude of the vertical magnetic fields. However, the second term is the dominant
contribution to the vertical spin buildup. The order of the spin rotations is particularly important to explain the
latter as shown below: Ω˜y represents the integral of Ωy − 〈Ωy〉 therefore accounts for the presence of any rapidly
oscillating radial spin component. Such alternating magnetic field imperfections in the ring yield alternating spin
precession vectors as illustrated in fig 19.
Next, one computes the contribution of the Berry phases to the vertical spin buildup:〈
ΩlΩ˜y
〉
=
1
C
∫ C
0
ΩlΩ˜yds (112)
where Ω˜y is defined by;
Ω˜y =
∫
[Ωy − 〈Ωy〉] dt ; dz = βlcdt
=
1
βlc
∫ s
0
[Ωy − 〈Ωy〉] dz (113)
so that 〈
ΩlΩ˜y
〉
=
1
C
∫ C
0
ΩlΩ˜yds
=
1
cβlC
∫ C
0
Ωl(s)
(∫ s
0
[Ωy − 〈Ωy〉] dz
)
ds (114)
The spin precession is a result of several localized imperfections in the ring. Using the hard edge model, one can
express the perturbations as a sum of box distributions in the following way:
Ω(s) =
Nerr∑
i=1
ΩiΠ
(
s− si
Li
− 1
2
)
(115)
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FIG. 19: Illustrations of the longitudinal and vertical components of the spin precession vector due to alternating
longitudinal and vertical magnetic field imperfections. The vertical tilde component Ω˜y represents the integral of the
vertical component and accounts for the rapidly oscillating terms of the radial spin component. The average of the
product of Ω˜y and Ωl yields a non-vanishing vertical spin component.
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FIG. 20: Vertical spin buildup from tracking simulations and comparison with the analytical estimate.
where Li is the length of the perturbation located at si and Π(x) is the box distribution defined by:
Π(x) =
{
1 |x| ≤ 1/2
0 otherwise
The integral of the box distribution is the stepwise function defined by:
I(x) =
∫
Π(x)dx =

0 x ≤ −1/2
1 x > 1/2
x+ 1/2 otherwise
so that Ω˜ can be expressed in the following way:
Ω˜(s) =
Nerr∑
i=1
ΩiI
(
s− si
Li
− 1
2
)
(116)
Injecting this into Eq. (114) yields:
〈
ΩlΩ˜y
〉
=
1
cβlC
Nl∑
i=1
Ny∑
j=1
ΩliΩyj
∫ C
0
Π
(
s− si
Li
− 1
2
)
I
(
s− sj
Lj
− 1
2
)
ds
=
1
cβlC
Nl∑
i=1
Ny∑
j=1
ΩliΩyjLiH(si − sj − Lj) (117)
where one assumed that both longitudinal and vertical perturbations do not overlap. H is the Heaviside function
which accounts for the fact that a vertical spin buildup arises after the radial one. In the case considered above this
yields: 〈
ΩlΩ˜y
〉
≈ −L
cβlC
( e
m
)2(
a+
1
γ
)
1 + a
γ
ByBlL (118)
which is proportional to the amplitude of the magnetic field perturbations. The tracking simulation results are finally
summarized in fig 18 and 20 where one obtained a good agreement.
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FIG. 21: Vertical spin buildup from tracking simulations and comparison with the analytical estimate.
2. Case with
∆p
p
6= 0
In the case where ∆p/p = 10−9, i.e. the particle is slightly above the magic energy, one obtains:
sy(t) ≈ −〈Ωr〉 t+
〈
ΩlΩ˜y
〉
t− 〈Ωy〉
〈
Ω˜l
〉
t+
〈Ωy〉 〈Ωl〉
2
t2
≈ 6.56 ∗ 10−14t+ 2.43 ∗ 10−13t+ 1.66 ∗ 10−12t− 4.96 ∗ 10−18t2 (119)
≈ 1.66 ∗ 10−3 ∆p
p
t (120)
A comparison of the tracking simulations with the analytical estimate (Eq. 119) is shown in fig 21. The dominant
contribution is due to the third term which accounts for the linear slowly varying term of the radial spin component
coupled with the rapidly oscillating term of the longitudinal spin precession.
In particular, such an effect sets a limit on the difference of energy of the two counter-rotating beams that can be
employed to extract the EDM signal: for the case considered here with alternating magnetic field imperfections of
1nT.m, one obtains: ∣∣∣∣(∆pp
)
cw
−
(
∆p
p
)
ccw
∣∣∣∣ < η 〈Er〉1.66 ∗ 10−3 ≈ 10−6 (121)
In reality though, the amplitude of the vertical spin buildup is dependent on the location of the perturbation in the
lattice, in particular on the shape of the integral of the longitudinal spin precession function, i.e. Ω˜l. To show this,
let’s calculate the latter based on the Heaviside function model:
Ω˜l =
∫
[Ωl − 〈Ωl〉] dt ; 〈Ωl〉 ≈ 0
=
1
βlc
∫ s
0
[
n∑
i=1
ΩliΠ
(
s− si
Li
− 1
2
)]
dz
=
1
βlc
n∑
i=1
ΩliI
(
s− si
Li
− 1
2
)
(122)
Now, assuming that Ωl consists of two alternating perturbations at locations s1 and s2 with the same length L, one
can compute the integral: 〈
Ω˜l
〉
=
1
Cβlc
n∑
i=1
Ωli
∫ C
0
I
(
s− si
Li
− 1
2
)
ds
=
Ωl1(s2 − s1)L
Cβlc
(123)
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which shows that the amplitude of the vertical spin buildup due to the 〈Ωy〉
〈
Ω˜l
〉
is proportional to the distance
between the two alternating perturbations of the longitudinal magnetic fields. To verify this result, one constructs
several cases where the location of the perturbation is varied as shown in fig 22. Tracking simulations are performed
for each case and one can see in fig 23 good agreement between the numerical simulations and the analytical estimates.
D. Longitudinal and radial magnetic field imperfections
Assuming that the only perturbation for a particle at the magic energy is due to the radial and longitudinal magnetic
fields such that 〈Ωy〉 , 〈Ωr〉 ≈ 0 and 〈Ωl〉 = 4.3 rad/s, it results from the second order approximation that the radial
and vertical spin buildup are mainly due to the geometric phases such as:ξr,2(t) = 〈Ωy〉 t+
〈
ΩlΩ˜r
〉
t = 1.56 ∗ 10−9 − 8.62 ∗ 10−9rad
ξy,2(t) =
〈
ΩlΩ˜y
〉
t = 1.7 ∗ 10−15rad
(124)
The simulated imperfections are shown in fig 24 and the comparison with the analytical results are summarized in
fig 25. As can be seen the second order approximation is sufficient to explain the radial spin buildup. However, it
fails to explain the quadratic spin buildup in the vertical plane. Thus, the third order approximation is invoked which
yields:
ξy,3(t) ≈
[〈
ΩlΩ˜y
〉
+
〈
ΩlΩ˜lΩ˜r
〉
−
〈
ΩlΩ˜r
〉〈
Ω˜l
〉]
t
+
〈Ωl〉
2
[
〈Ωy〉+
〈
ΩlΩ˜r
〉]
t2 +
[
〈Ωr〉 〈Ωr〉
2
+ 〈Ωy〉2
6
+
〈Ωr〉 〈Ωl〉2
6
]
t3
= 2.41 ∗ 10−14t− 1.58 ∗ 10−8t2 + 2.72 ∗ 10−7t3 (125)
In summary, the geometric phases explain in part the radial spin buildup. However, the latter are transferred to
the vertical plane by means of an average longitudinal spin precession.
E. Longitudinal magnetic field imperfections
Assuming that the only perturbation is due to longitudinal magnetic field imperfections such that 〈Bl〉 = 0, a
vertical spin buildup can arise only if the particle is not at the magic energy which yields two contributions: a non-
vanishing radial spin precession due to the horizontal orbit displacements coupled with the longitudinal magnetic
fields, therefore dsy/dt = Ωrsl ∝ 〈x′Bl〉 sl, and a non vanishing longitudinal spin precession coupled with the radial
spin component. For instance, assuming an initial momentum offset ∆p/p = 10−8 and BlL = ±10−7 T.m, it follows
from Eq. (68) that:
sy(t) ≈ −〈Ωr〉 t+
〈
ΩlΩ˜y
〉
t− 〈Ωy〉
〈
Ω˜l
〉
t+
〈Ωy〉 〈Ωl〉
2
t2
≈ 2.35 ∗ 10−12t− 3.63 ∗ 10−11t+ 1.48 ∗ 10−9t+ 5.86 ∗ 10−17t2 (126)
where Ω˜l is given by: 〈
Ω˜l
〉
=
Ωl1(s2 − s1)L
Cβlc
=
−e
mcβlγ
1 + a
C
Bl1L(s2 − s1) (127)
= −2.38 ∗ 10−3Bl1L(s2 − s1) (128)
Such an effect is illustrated in fig 26 where one can see that, starting from point A, a linear radial spin component grows
linearly with time. The latter yields a vertical spin buildup which depends on the location of the perturbations in the
ring. This is verified by simulating two different lattices with different alternating field imperfections as illustrated in
fig 27.
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FIG. 22: Different cases where the alternating field imperfections are located differently in the lattice.
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FIG. 27: Vertical spin buildup from tracking simulations and comparison with the analytical estimates.
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FIG. 28: Different cases where the alternating field imperfections are located differently in the lattice.
If the average contribution of the longitudinal magnetic fields is non-vanishing, then a quadratic increase of the
vertical spin buildup with time is expected. Assuming ∆p/p = 10−12 and an average longitudinal magnetic field of
1 nT.m, one evaluates the vertical spin buildup by computing the averages:
sy(t) ≈ −〈Ωr〉 t+
〈
ΩlΩ˜y
〉
t− 〈Ωy〉
〈
Ω˜l
〉
t+
〈Ωy〉 〈Ωl〉
2
t2
≈ 1.11 ∗ 10−17t− 2.93 ∗ 10−15t+ 2.22 ∗ 10−13t+ 5.27 ∗ 10−10t2 (129)
Comparison with the tracking simulations is shown in fig 28 where one can observe a good agreement between the
two calculations.
VII. CONCLUSION
Several formula were established and benchmarked against numerical simulations for the purpose of computing the
systematic errors in an all-electric proton EDM storage ring. In particular, it appears that the established formalism
is very useful to calculate the spin precession rates at the location of the polarimeter, i.e. at specific locations of the
storage ring. To reach the sensitivity level required for such an experiment, the second order approximation based on
the BKM method of averages is generally sufficient. In addition, it is very practical to benchmark different simulation
codes for precision tracking by simply comparing the average quantities of the spin precession components and their
periodic tilde functions.
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Appendix A: Spin Tracking example using Mathematica
ClearAll[“Global`*”]
SetOptions[$FrontEndSession,PrintPrecision→ Ceiling[$MachinePrecision]]
T = 2.7872 ∗ 10−6;
Norder = 7;
Ωl[t ] = −20 ∗ (Sin[8 ∗ Pi/T ∗ t])− 10−2;
Ωla = Integrate [Ωl[t]/T, {t, 0, T}]
Ωlt[x ] = Integrate [Ωl[t]− Ωla, {t, 0, x},Assumptions→ x>=0&&x < 0.01] ;
Ωlta = Integrate [Ωlt[t]/T, {t, 0, T}]
Ωltt[x ] = Integrate [Ωlt[t]− Ωlta, {t, 0, x},Assumptions→ x>=0&&x < 0.01] ;
Ωr[t ] = −2 ∗ 10−10 ∗ Sin[6 ∗ Pi/T ∗ t];
Ωra = Integrate [Ωr[t]/T, {t, 0, T}]
Ωrt[x ] = Integrate [Ωr[t]− Ωra, {t, 0, x},Assumptions→ x>=0&&x < 0.01] ;
Ωy[t ] = 20 ∗ Sin[10 ∗ Pi/T ∗ t] + Cos[8 ∗ Pi/T ∗ t]− 10;
Ωya = Integrate [Ωy[t]/T, {t, 0, T}]
Ωyt[x ] = Integrate [Ωy[t]− Ωya, {t, 0, x},Assumptions→ x>=0&&x < 0.01] ;
Ωlyta = Integrate [Ωl[t] ∗ Ωyt[t]/T, {t, 0, T}]
Ωlytt[x ] = Integrate [Ωl[t]Ωyt[t]− Ωlyta, {t, 0, x},Assumptions→ x>=0&&x < 0.01] ;
************* second order frozen solution for the radial spin **************
************* ξr,2(t) = (r1 + r2 + r3) ∗ t+ r4 ∗ t2
r1 = Ωya
r2 = Integrate [Ωl[t] ∗ Ωrt[t]/T, {t, 0, T}]
r3 = −Ωra ∗ Ωlta
r4 = Ωra ∗ Ωla/ 2
************* second order frozen solution for the vertical spin **************
************* ξy,2(t) = (t1 + t2 + t3) ∗ t+ t4 ∗ t2
t1 = −Ωra
t2 = Ωlyta
t3 = −Ωya ∗ Integrate [Ωlt[t]/T, {t, 0, T}]
t4 = Ωya ∗ Ωla/ 2
Ωtot =
(
Ωra
2 + Ωya
2 + Ωla
2
)
0.5
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sol = NDSolve[{s′r[t] == Ωy[t] ∗ sl[t]− Ωl[t] ∗ sy[t], s′y[t] == Ωl[t] ∗ sr[t]− Ωr[t] ∗ sl[t],
s′l[t] == Ωr[t] ∗ sy[t]− Ωy[t] ∗ sr[t], sy[0] == sr[0] == 0, sl[0] == 1},{sr[t], sy[t], sl[t]}, {t, 0, 400.1 ∗ T},MaxStepSize→ 10−9,MaxSteps→ 8000000,
Method→ {“ExplicitRungeKutta”, “DifferenceOrder”→ Norder}];
************* solution for the vertical spin using explicit Runge Kutta tracker **************
sytrack[t ] = sy[t]/.sol;
frozsytrack[t ] = sytrack[IntegerPart[t/T ] ∗ T ];
************* second order analytical solution for the vertical spin **************
************* ξy,2(t) + φy,2(t)
syanal[t ] = (t1 + t2 + t3) ∗ t+ t4 ∗ t2 − Ωrt[t] + Ωya ∗ (Ωlt[t] ∗ t− Ωltt[t]) + Ωlytt[t];
frozsyanal[t ] = (t1 + t2 + t3) ∗ t+ t4 ∗ t2;
plotsy = Plot[{sytrack[t], syanal[t], frozsytrack[t], frozsyanal[t]}, {t, 0, 1.1 ∗ T}]
************* compute and plot the error of the analytical approximation **************
error[t ] = sytrack[t]− syanal[t];
frozerror[t ] = frozsytrack[t]− frozsyanal[IntegerPart[t/T ] ∗ T ];
errorplot = LogLogPlot[{Abs[error[t]],Abs[frozerror[t]]}, {t, 1.1 ∗ T, 400.1 ∗ T}]
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FIG. 29: Stepwise function approximating the hard edge model. By controlling the width of the rising function, one
can control the stiffness of the system. A hard edge model corresponds to a zero width of the rising function.
Appendix B: Stiffness studies using explicit Runge Kutta tracker
When hard edge models are encountered, stiffness becomes the bottleneck of precision tracking. When solving
the equation of motion and/or the T-BMT equation, some singularities may arise at the entrance/exit of the hard
edge elements due to discontinuities in the fields calculated or their derivatives. In order to assess its impact on
the convergence of the Runge Kutta tracker, one simulated several cases in Mathematica where one started from
a smooth model with continuous functions and approximate it by stepwise functions for which the stiffness can be
controlled. For instance, increasing the stiffness can be achieved by reducing the width of the stepwise function,
therefore increasing the slope at the entrance/exit of the element (the hard edge model corresponds to an infinite
slope). This is better illustrated in fig 29. The idea is to investigate the convergence of the Runge Kutta tracker by
slowly increasing the stiffness of the system. One first starts from smooth functions describing the spin precession
components as sinusoidal oscillations. Then, using the above model, one can vary the stiffness of the system: from one
case to the next, one reduces by half the rising time of the spin precession components. The T-BMT equation is then
solved for each case using a specific order and a fixed step size of the explicit Runge Kutta tracker in Mathematica.
The relative error after 10 revolution periods is computed for each case corresponding to a fixed integration step
size, a specific order of the Runge Kutta method and a given spin precession function. In one case the assumed
reference solution corresponds to the 9th order Runge Kutta method with the smallest step size. In the second case,
the assumed reference solution corresponds to the second order analytical solution. The results are displayed in fig 30
where one can observe some oscillatory behavior of the relative error due to instability of the Runge Kutta method.
However, in general, the higher the stiffness, the larger the error becomes for a given step size. Nevertheless both
the analytical and the Runge Kutta solutions converge towards each other. Using implicit Runge Kutta tracker does
reduce the error. This will be discussed in later publication.
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