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Interleaved Online Task Planning, Simulation, Task Allocation and
Motion Control for Flexible Human-Robot Cooperation
Kourosh Darvish1, Barbara Bruno, Enrico Simetti, Fulvio Mastrogiovanni, Giuseppe Casalino
Abstract— Modern manufacturing paradigms introduce the
need for robots able to naturally cooperate with humans in
an unstructured and dynamic environment. In this article we
extend FlexHRC, an architecture for flexible and collaborative
manufacturing robots, with an online perception-simulation-
planning framework that allows the robot to assess the status
of the workspace, keeping track at all times of the stage at
which the cooperative manufacturing process is, to identify
its next action, to simulate it to check its feasibility and, as
a consequence, to dynamically allocate tasks to itself or the
human operator. We have tested the FlexHRC with a dual-arm
manipulator cooperating with a person to assemble a table with
one tabletop and four legs.
I. INTRODUCTION
Consumer-driven markets have introduced a new paradigm
to production, called social manufacturing, according to
which consumers should be fully involved in the production
process [1]. A flexible and agile production process is
envisaged, and it is expected that frequent reconfigurations
at the shop-floor and warehouse levels will be necessary
to cope with diversified demands on tight schedules [1],
[2]. Human-Robot Cooperation (HRC) is considered a very
promising approach to deal with highly dynamic manufac-
turing processes, because it trades-off robot capabilities and
the flexibility of human operators. The approach, however,
also entails a number of challenges, including physical safety,
psychological assessment of operators’ well-being, human-
centric design, natural and intuitive information exchange
and communication, as well as robot autonomy and learning
[2], [3], [4].
A natural and efficient interaction assumes different de-
grees of autonomy in robot decision making processes, and
human-like communication capabilities. On the one hand, if
simple tasks are to be performed by the collaborative robot,
it should execute the associated actions making internal
decisions without the need for human intervention. On the
other hand, the robot should recognize at runtime and adapt
to human operators’ intentions using sensory data, while
balancing the need to meet common goals and to limit the
cognitive burden on the human side [5].
In this paper, we present a novel approach to human-robot
cooperation in shop-floor settings aimed at increasing the on-
line flexibility, the adaptation capabilities, and the controlled
autonomy of collaborative robots, which is integrated in the
FlexHRC architecture introduced in [6]. FlexHRC estimates
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future robot behaviors online, exploits such estimates to take
decisions as far as cooperation is concerned, and allocates
tasks to either humans or robots, reactively adapting to
human operator decisions. The main contribution of the paper
is two-fold: (i) an in-the-loop prediction of the outcome of
robot actions via different, alternative simulations of robot
behaviors aimed at minimizing the chance of task execution
failures and at defining promising human-robot cooperation
strategies, and (ii) a new dynamic robot action selection and
task allocation method taking into account both humans and
robots, specifically designed for HRC scenarios. Online or
offline action planning and task allocation highly affect the
overall cooperation efficiency, effectiveness, and flexibility.
While working offline is computationally more efficient at
the representation level, online use enhances flexibility and
the overall success rate of the cooperation process.
In the literature, different task planning approaches have
been proposed for HRC scenarios. The approaches described
in [7], [8] generate different plans offline, and optimize a
utility function to find the optimal sequence of actions and
to perform task allocation. During online execution, humans
and robots are constrained to follow the optimal plan while
executing the cooperation task. Major issues arise when the
cooperation process cannot be described in its entirety, or
some relevant features of the environment are uncertain, or
cannot be properly perceived by the robot or represented. In
all these cases finding an optimal sequence of actions for
allocated tasks cannot be but sub-optimal. Other approaches
[9], [10], [6] allow for tuning the cooperation process as it
unfolds, by enabling human operators only to decide how to
progress, while a robot reactively adapts to human actions.
In a number of HRC scenarios, task allocation has been
addressed as an optimization problem with constrained re-
sources [11], [12]. These approaches optimize a utility met-
rics which estimates the performance as a function of the
expected quality of task execution and the resources’ cost
[13]. Considered metrics include execution time, idle periods,
task switching time, resources and human- or robot-related
costs, reachability, as well as human factors such as the
cognitive task load, and the psychological burden [11], [12],
[14], [7]. The approaches in [7], [12], [6], [8] assume offline
allocation, whereas others perform it online [11], [14]. It is
noteworthy that offline task allocation is limited as far as the
reliability is concerned, due to uncertainties and changes in
the workspace and unpredictable human decisions.
The paper is organized as follows. Section II introduces
the FlexHRC architecture. Section III describes the proposed
solution for online task planning, simulation and task allo-
cation. Section IV, describes the experimental scenario and
discusses the experimental results. Conclusions follow.
II. SYSTEM’S ARCHITECTURE
A. Rationale
Figure 1 shows the three levels of the FlexHRC archi-
tecture, namely perception, action, and representation. The
perception level (in blue) is composed of three modules,
namely Object & Scene Perception, Human Action Recogni-
tion (HAR), and Knowledge Base, which provide and store
information about the state of the workspace and about
human actions. The action level (in red) is responsible for
managing the robot and consists of three modules, i.e., Robot
Execution Manager, Controller and Simulator, the latter two
being related to actions defined by the former and to be
performed by the real or the simulated robot, respectively.
The Task Representation and Planner form the representation
level (in green), where the cooperation process is defined and
handled.
B. Perception Level
1) Human Action Recognition: The module gets inertial
data from wearable devices worn by human operators and
models human actions in terms of gestures using Gaussian
Mixture Modeling and Gaussian Mixture Regression over the
inertial data. Online, it computes the Malahanobis distance
between the continuous data stream and the available gesture
models to classify operator motions, and therefore actions,
providing the possibility of each modelled gesture to match
the data stream [15]. Finally, as discussed in [6], the module
checks the possibility patterns of all gestures to recognize
the execution of an action when performed by an operator.
2) Object & Scene Perception: The module receives depth
information related to the robot’s workspace from an RGB-D
sensor mounted on top of the robot, it applies a Euclidean
metric for clustering the point cloud, and it uses the Random
Sample Consensus (RANSAC) method to classify and tag
objects considered as primitive shapes with a semantic label.
For each classified shape, a number of relevant geometrical
features to determine grasping poses are computed [16].
3) Knowledge Base: The module is a data structure that
stores information related to the status of the workspace (i.e.,
the objects therein) and the robot.
C. Action Level
1) Robot Execution Manager: This module is responsible
for turning high-level action commands, received from the
Planner, into commands that the robot Controller can exe-
cute. Simple actions, such as approaching an object, can be
performed by the Controller module directly, whereas more
complex actions, such as screwing, are mapped to a number
of simpler actions defined by the controller interface. More-
over, the Robot Execution Manager performs a symbolic-to-
numerical mapping to the controller-level representation, and
checks the success/failure of an executed action.
Fig. 1: The FlexHRC architecture: modules and data flow.
2) Controller: Given a certain target pose for the robot,
a Task Priority framework controls robot motions at the
kinematic level. The Controller module issues a sequence of
prioritized optimization problems to find the most appropri-
ate control signals. The scalar value xo(c) defines the control
objective as a function of the configuration value vector c.
The framework can take both equality and inequality control
objectives into account. A control task is defined so as to
accomplish each control objective. The reference rate ˙̄xo for
a control task is:
˙̄xo , γ(x
∗
o − xo), γ > 0. (1)
where the gain γ defines the desired convergence rate. The
Jacobian relationship Jo(c) maps the system velocity ẏ
vector to the task velocity scalar ẋo by:
ẋo = Jo(c)ẏ. (2)
For each control objective, we define an activation function
α(xo) = αo(xo), which is a continuous sigmoid function
such that αo(xo) ∈ [0, 1]. The solution found by the Task
Priority framework with p priority levels is a recursion of p
minimization problems [17]. The interested reader can find
a detailed description of the Controller module in [6].
3) Robot Simulator: The Robot Simulator module pre-
dicts the robot behavior in its workspace by simulating
the robot’s closed loop kinematic model, thus allowing for
predicting the outcome (in terms of success/failure) of any
given action before its actual execution. A simulation is
marked as successful if the robot reaches the given goal
within a predefined time, and it is marked as failed otherwise.
Although we simulate the robot’s kinematic motion, during
online execution there may be disturbances affecting robot
motion, that may even lead the robot to instability. For the
work described in this paper, we assume that the Controller
module can compensate such disturbances. The output of the
simulator includes a label indicating success or failure of an
action, estimated execution time, suggested robot’s trajectory,
and the effort to perform the action.
The robot simulator solves a system of ordinary differen-
tial equations in the form:
Ẋ(t) = F (X(t), U(X)). (3)
from time t0 and initial conditions X0, to time tend, where
X(t) is the vector of system states at each moment, and
U(X) is the control output vector, which is a function of
states at each moment. To solve (3) we use the Runge-Kutta
method, whereas to compute the control outputs we use the
Task Priority based controller described above.
D. Representation Level
1) Task Representation: In order to semantically formal-
ize the cooperation process between human operators and
robots we employ AND/OR graphs. An AND/OR graph
G(N,H) consists of a set of nodes N and a set of hyper-
arcs H . A node n ∈ N represents a state of the cooperation,
whereas a hyper-arc h ∈ H represents a specific transition
among states. In particular, a hyper-arc h connects a set of
child nodes NC ⊆ N to a parent node nP ∈ N . The relation
between child nodes in a hyper-arc is the logic AND, while
the relation between different hyper-arcs inducing on the
same parent node is the logic OR. We assign to each node
ni ∈ N a cost c(ni), and to each hyper-arc hi a cost c(hi),
according to criteria and metrics related to the human-robot
cooperation. A path Pi in an AND/OR graph is a set of nodes
and hyper-arcs, such that Pi = {ni, . . . , nj , hl, . . . , hm},
connecting the set of leaf nodes NL ⊆ N to the root node
nr ∈ N . Leaf nodes are nodes without child nodes. Each








A hyper-arc hi ∈ H corresponds to a sequence of k
ordered actions A(hi) = (aj , . . . , ak) to be executed by
the human operator or the robot to reach a given node.
Most nodes represent stages of the cooperative process (e.g.,
sub-assemblies), but some are robot-specific, for example
defining maintenance/setup operations or workspace checks.
An action ai is initially undone. When the human or the
robot executes action ai, the action status changes to done.
Initially, all the actions associated with hyper-arcs in a graph
are undone. A hyper-arc is solved if all the actions in a
hyper-arc are marked as done in a certain order. Similarly,
a node ni is marked as solved if all the actions associated
with it are done or they constitute an empty set. A node ni is
feasible if there exists a solved hyper-arc hj ∈ H for which
parent(hj) = ni holds; otherwise, if there is no hyper-arc
inducing on node ni, it is unfeasible. All leaf nodes in an
AND/OR graph are feasible when the cooperation process
starts. A hyper-arc hi ∈ H is feasible if all its child nodes
are solved. Once a hyper-arc is solved, all of its child nodes
and all the hyper-arcs connected to them become unfeasible.
At all times, the set Nf of feasible nodes and the set Hf of
feasible hyper-arcs are defined. An AND/OR graph is solved
if the root node is solved.
The AND/OR graph traversal algorithm includes two
phases, performed respectively offline and online. The offline
phase loads the description of the AND/OR graph defining
a cooperation process and initializes all nodes, hyper-arcs
and paths. In the online phase, when the AND/OR graph
is queried with the last set Ns of solved nodes and set Hs
of solved hyper-arcs, the algorithm updates the status of all
nodes and hyper-arcs, as well as the cost of the paths, and
provides the sets Nf and Hf of currently feasible nodes
and hyper-arcs. The offline and online phases have been
described in [6].
2) Planner: The Planner module maps the states and
state transitions to the corresponding sets of ordered actions.
Using the workspace information accumulated in the Knowl-
edge Base and the predictions on the robot’s future behaviour
done by the Simulator, the module grounds the parameters of
the chosen action and assigns it to the robot or human. The
planning process, which constitutes the main contributions
of this article, is described in Section III.
III. ONLINE PLANNING, SIMULATION AND TASK
ALLOCATION
The Planner receives a set of feasible states and state
transitions Sf = {Nf , Hf} with their associated costs from
the AND/OR graph, and among them it selects the one with
the minimum path cost si to follow. To solve si the robot or
the human should execute the associated ordered sequence
of actions Ai = (a1, ..., an) [6]. In the current version of the
Planner module, an action ai is defined by the 5-ple:
〈Params, Precond,Effects, TempCond,Agents〉,
where Params is a set of parameters (e.g., required pre-
cision, or possible grasping poses), Precond includes all
action preconditions (i.e., state features for ai to be ex-
ecuted), Effects is the set of action effects (i.e., state
features modified by ai), TempCond is a set of temporary
conditions, and Agents is the set of agents agi responsible
to perform the action, i.e., human operators and/or robots.
For an action ai, if the number of agents is more than one,
then ai is labelled as a joint action. In a joint action, all
the responsible agents must have a consensus on a set of
constraints, which we refer to as a convention, to perform it.
The current version of FlexHRC allows the cooperative
robot to examine the actions’ execution proactively using
the robot simulator (first contribution). Moreover, if the
actions in Ai are not assigned to a set of collaborators
or the parameters are not grounded, the Planner creates a
data structure online to examine all possible combinations.
Later, it examines all the combinations by simulating them
and finds the utility value J , a performance measure of
Ai actions execution, for all of combinations online. The
Planner selects the set of collaborators and grounds the
parameters of Ai actions such that utility value is optimized
(second contribution). If all the combinations of the Ai
associated with the state si fail to execute in the simulation,
the Planner alters the feasibility of si and performs the
planning steps again proactively (re-planning).
The Planner module workflow is organized in two phases,
the first offline and the second online. The offline phase
loads all action definitions, their parameters, the semantic
knowledge associated with the capability of agents to per-
form different actions (i.e., either alone or jointly), and, from
the description of the cooperative process given in the form
of an AND/OR graph, the action sequences A(hi) associated
with each hyper-arc.
During the online phase, as the human-robot cooperation
process unfolds, the sequences of actions corresponding to
currently feasible states and state transitions are evaluated.
More precisely, thanks to the predictions of robot behaviors
given by the simulations, the Planner module maximizes
the performance of the human-robot cooperation process in
terms of actual costs c(Pi) associated with path Pi in the
AND/OR graph as shown in (4). The module receives the
set of feasible states (i.e., graph nodes) and state transitions
(i.e., hyper-arcs) from the Task Representation module, it
finds the sequence of actions for human operators and robots
that minimizes the cost (4) of the cooperation (i.e., a specific
feasible hyper-arc in the graph), it assigns actions to them
and, upon receiving perceptual information, it updates the
feasibility status of states and states transitions.
In classical action planning approaches, preconditions and
effects model how actions modify symbolic states, once
executed [18]; in FlexHRC, instead, the sequence of actions
A(hi) associated with an hyper-arc hi and the parameters of
each actions are defined beforehand. In fact, in a realistic,
goal-oriented HRC scenario it is necessary to increase a
robot’s capability in operating both proactively and without
ambiguity from the perspective of human operators. To this
aim, the Planner module is expected to decide whether
a human operator or a robot should perform an action,
whereas the cooperative robot behavior should maximize
the overall objective function (by minimizing the cost of
a cooperation path Pi). The allocation of actions to either
human operators or robots, as well as the definition of the
most appropriate instances of action parameters, are done
in two possible ways. In the simplest case, the cooperation
designer allocates possible agents to actions, or defines a
subset of action parameters offline. The Planner thus only
has to fetch and use such information. In the more complex
case, multiple agents or parameter instances are associated
with an action and the Planner is responsible for identifying
the most effective combination along the currently optimal
cooperation path (i.e., the path minimizing the current overall
cooperation cost). To this aim, the Planner fetches parameter
values from the Knowledge Base module and simulation
results from the Simulator module.
The interplay between the Planner and the Simulator
modules is of particular relevance for the human-robot co-
operation process in the FlexHRC architecture, especially
for dynamic task allocation, parameter instantiation and
proactive recovery from failures.
Concerning the first two goals, consider the action Put
down screwdriver on table, which does not specify which
screwdriver and table are involved; in principle, there may
exist more than one screwdriver and table in the robot
workspace, which may ground such a command. On the one
hand, the robot should consider all the possible instances
of screwdriver and table to find the optimal and complete
plan to address such a command. On the other hand, there
might be more than one agent capable of performing the
associated put down action, and therefore they should co-
ordinate to determine which one executes it. In fact, if the
number of instances of screwdrivers and tables are m and n,
respectively, and k agents (human operators or robots) can
perform the action, there are m× n× k possible realization
of the put down action.
An example of the analysis done by the Simulator in the
case of action Put down screwdriver on table is shown in
Figure 2, where it is assumed that in the workspace there are
two tables {Tab1, Tab2}, two screwdrivers {SD1, SD2},
and two robot agents {R1, R2} that can perform all the
steps required by the action. In the case of Figure 2, there
are 2 × 2 × 2 = 8 possible combinations to ground the
parameters and allocate the tasks to the agents, represented
as 8 branches of the so-called simulation tree. We select the
branches to simulate using Breadth-first search algorithm.
When all the branches are simulated, we compare them
according to a predefined utility function. In this work, it





where Jj is the utility value of branch j, K is the number
of steps required by the action to simulate, and tj,k is
the time it takes to perform step k of branch j. On the
basis of (5), the Simulator module determines the most
appropriate and realistic combination of screwdriver, table
and robot minimizing the overall cooperation cost, that the
Planner compares with the a-priori defined best combination
involving a human operator performing the action, to finally
allocate it to one agent or the other.
If an action execution fails in the simulation tree, the Plan-
ner deletes the branch associated to that action. For example,
if Approach(SD1, R1) fails in the simulation, the Planner
deletes branches (1) and (2). If Approach(Tab1, R1) fails
to perform, it deletes only branch (1). If all the branches
are deleted, the simulations imply the robots cannot execute
the state transition. Therefore the Planner sets the feasibility
value of the state transition associated to the optimal path
Pi to false. Later the Planner get updated, and generates
new simulation tree for the feasible state transition associated
with a new optimal path Po.
Fig. 2: The simulation tree used by the Simulator module for online task allocation and parameter grounding. SD stands for
a screwdriver, Ag stands for an agent, and Tab stands for a table.
Failures occur whenever a robot does not succeed in ex-
ecuting a given command because of unexpected conditions
of the workspace, uncertainty, or the impossibility to meet
specific kinematics constraints or safety requirements. In
this case, the Simulator module can proactively determine
the feasibility of actions before they are actually executed
and it can suggest the Planner to allocate actions to human
operators if their outcome is uncertain, or inefficient, given
the robot capabilities and the current status of the workspace.
IV. EXPERIMENTAL EVALUATION
A. Setup
The equipment adopted for the evaluation of the proposed
system includes a dual-arm seven DoF Baxter robot for coop-
erative manipulation, an LG G watch R (W110) smartwatch
to acquire the acceleration data from the right wrist of the
person, an LG G3 smartphone as a communication bridge
between the smartwatch (Bluetooth) and the workstation
(WiFi), and a Microsoft Kinect to acquire RGB-D data of
the workspace. The whole FlexHRC architecture shown in
Figure 1 is based on ROS Indigo and it runs on a workstation
with Ubuntu 14.04 LTS 64-bit, 16 GB RAM, and Intel Core
i7-4790, 3.60GHz CPU.
To test the FlexHRC architecture, we consider the cooper-
ative assembly of a table consisting of one tabletop and four
legs. The corresponding AND/OR graph includes 256 paths
from the leaves (the 4 legs and tabletop, randomly placed in
the robot workspace) to the root (the assembled table). The
cooperation involves three agents: human, robot left arm, and
robot right arm. The human can perform the actions pick
up, screw, and put down. The robot can perform the actions
approach, transport, grasp, ungrasp, screw and unscrew.
The action transport can be performed singly or jointly by
the two robot arms. The human obtains information about
the cooperation, such as the robot and the human symbolic
actions, in natural language from the robot display. An action
is defined as failed, both in reality and in simulation, if it is
not successful within 30 seconds.
TABLE I: Required planning, simulation, task representation,
human, and robot time for the table assembly task.
P time [s] time [%]
Planning 0.01 0.00
Simulation 6.28 1.77
Task Representation 0.57 0.16
Human Action 97.08 27.35
Robot Action 251.00 70.72
B. Results
Figure 3 illustrates the human-robot cooperation for the
table assembly task. For this task, the offline phase of the
planning takes 0.17 seconds, while the online cooperation
takes 354.95 seconds for successful table assemble. Table I
reports the time allocation for the FlexHRC modules. As the
Table shows, not only the Planner and Task Representation
modules require very little time to identify at all stages fea-
sible and optimal actions (taking less than 1% of the overall
execution time), but also the Simulator is very efficient: in
the test, it simulates a total of 3720 seconds of robot actions
in less than 7 seconds.
Figure 3 (1) shows the initial configuration of the
workspace: the robot initializes the cooperation state, re-
ceives the first feasible state transitions from the Task Rep-
resentation module and simulates them to allow the Planner
to optimally allocate them to the agents. Figure 4 shows
the configuration values in simulation (dashed lines) and
reality (solid lines) for the robot left arm for the action
Approach(Tabletop), corresponding to scenes (1-3) of Figure
3. Figure 4 demonstrates that the simulation can reliably
predict the robot behavior in case of small disturbances.
Scenes (3-8) of Figure 3 show the placing of the tabletop
in its final position. The tabletop weighs 1.4 Kg, and, to test
a condition of high disturbance, this fact is purposefully not
considered in the simulation. Figure 5 shows the simulation
and reality results for the left arm tool frame. As expected,
the controller is able to compensate the high disturbances on
Fig. 3: The sequence of actions associated to the table assembly task.
Fig. 4: The real (solid line) and simulated (dashed line) joints
positions of the robot left arm with low disturbance.
Fig. 5: The real (solid line) and simulated (dashed line) tool
frame orientation and position of the robot left arm with high
disturbance.
the robot while performing the joint transportation action.
Once the tabletop is in its final position, the state of the
cooperation is updated and the robot is given the new feasible
states and state transitions, which all lead to the placement of
a leg. Since this scenario assumes two robot agents and four
legs in the workspace, the Simulator generates and tests eight
simulation branches. On the basis of the simulation results,
the Planner assigns the action to the robot left arm, but, as
the robot begins moving, the human decides to perform an
action and connect one of the legs to the tabletop (scenes (9-
10) of Figure 3). This situation tests the planning flexibility.
Whenever the human interrupts a robot action, the robot goes
to its initial pose. At scene (11) one leg and the tabletop
are connected and the robot, upon analysing the workspace,
again updates its Task Representation.
The Simulator analyses the new feasible actions, generat-
ing six simulation branches (two agents and three remaining
legs). The simulations fail: none of the robot arms is able
to place any of the legs on the tabletop, given their current
placement within the workspace (see Figure 6). This situation
tests the ability of the FlexHRC architecture to recover from
failures. As a result of the failure notification, the optimal
state transition (hyper-arc in the AND/OR graph) becomes
unfeasible, the path cost is updated and a new optimal path
is identified by the Task Representation module, which, in
Fig. 6: The real robot (solid line) and simulated robot (dashed
line) joints position of the left arm for a failed action: some
of the joint positions do not converge to constant values.
particular, requires the robot to move a leg in front of the
human to let him screw it to the tabletop. The new set of
feasible states and state transitions is given to the Planner
and, consequently, to the Simulator. Since the simulation
proves successful, the action is actually executed (scenes (12-
13) of Figure 3). Having placed a leg in front of the human
operator, in scene (14) the robot asks the person to connect a
leg to the tabletop to proceed along the cooperative process
(scenes (15-16) of Figure 3).
In scene (17) the robot again uses its perception modules
to update its representation of the cooperation and identify
the new feasible states and state transitions. Scenes (17-19)
show the approaching and transporting of a leg by the robot
right arm. Scenes (20-21) show the screwing of the leg to the
tabletop by the robot, while scene (22) shows the subsequent
ungrasping and unscrewing actions. Scene (23) shows the
human operator again interrupting the robot to complete the
screwing of the leg. Once three legs are connected to the
tabletop (scene (24) of Figure 3), the Planner assigns the
placement of the last leg to the robot left arm (scenes (24-
29) of Figure 3). The human operator assists the robot by
holding the tabletop and later controls the stability of the
connection between the legs and the tabletop, before finally
turning the assembled table in the correct orientation (scenes
(30-32) of Figure 3), which signals the successful end of the
cooperative process.
V. CONCLUSIONS
In this article we propose and examine a framework for
dynamic task planning, simulation and allocation for coop-
erative robots. The framework, which extends the previously
proposed FlexHRC architecture, allows both human opera-
tors and robots to deviate from the optimal plan, ensuring
that all other agents adapt their actions accordingly.
In particular, the paper presents an interleaved approach
to perception, task representation, planning and simulation,
which allows a robot to define, at all times, the current
situation of the cooperative task and its workspace, plan its
optimal action, simulate its execution and, upon the outcome
of the simulation, execute it in accordance with the results
of the simulation or re-plan.
These features are tested in a real cooperative scenario,
in which a dual-arm manipulator cooperates with a human
operator to assemble a small table composed of a tabletop
and four legs. The experiment proves that the proposed
architecture is able to dynamically simulate actions, allocate
tasks and recover from unexpected events by re-planning.
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