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Abstract
Let k an algebraically closed field, Pn the n-dimensional projective space over k and
TPn the tangent vector bundle of P
n. In this paper I prove the following result : for every
integer ℓ, for every non-negative integer s, if Zs is the union of s points in sufficiently
general position in Pn, then the restriction map H0(Pn, TPn(ℓ)) → H
0(Zs, TPn(ℓ)|Zs)
has maximal rank. This result implies that the last non-trivial term of the minimal
free resolution of the homogeneous ideal of Zs is the conjectured one by the Minimal
Resolution Conjecture of Anna Lorenzini (cf [Lo]).
1. Introduction
Soit k un corps alge´briquement clos et Pn = Pn
k
l’espace projectif de dimension n sur k et
S = k[x0, . . . , xn] l’anneau des coordonne´es homoge`nes sur P
n. Soit a un entier non ne´gatif et
R := {P1, . . . , Pa} ⊂ P
n des points en position suffisamment ge´ne´rale, IR le faisceau d’ide´aux
de R et I = Γ∗(IR) l’ide´al homoge`ne de Z dans S. Si on pose d := min{ℓ, h
0(Pn,IR(ℓ)) > 0},
alors I est engendre´ par Id ⊕ Id+1 ou` Is de´signe la partie homoge`ne de degre´ s de I (The´orie
de Castelnuovo-Mumford, [M], p 99). La re´solution minimale libre de I s’e´crit alors :
0→ Ln → . . .→ Lp → . . .→ L0 → I → 0
avec
Lp = S(−d− p− 1)
ap ⊕ S(−d− p)bp
et
ap := h
1(Pn,Ωp+1
Pn
(d+ p+ 1)⊗ IR) , bp := h
0(Pn,Ωp
Pn
(d+ p)⊗ IR).
Puisque l’application de restriction
H0(Pn,OPn(ℓ))→ H
0(R,OR(ℓ)) (1)
est de rang maximal, c’est a` dire surjective ou injective, les nombres b0, an−1 et bn sont
connus.
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Les nombres ap et bp ont e´te´s calcule´s dans [H-S] pour tout nombre a de points suffisam-
ment grand et tout entier p. L’entier an est e´videmment nul et puisque l’application (1) est
de rang maximal, on a
• bn = max{0, h
0(Pn,OPn(d− 1))− a} = 0, par de´finition de d,
• an−1 = max{0, a− h
0(Pn,OPn(d− 1))} = a−
(
n+d−1
n
)
, pour les meˆmes raisons.
Le but de cet article est de calculer, sans restriction sur le nombre de points, les entiers an−2
et bn−1. On va e´tablir le the´ore`me suivant :
The´ore`me 1 Avec les notations pre´ce´dentes :
• an−2 = max{0, na− h
0(Pn,Ωn−1
Pn
(d+ n− 1))}
• bn−1 = max{0, h
0(Pn,Ωn−1
Pn
(d+ n− 1))− na},
c’est a` dire que l’application de restriction
H0(Pn,Ωn−1
Pn
(d+ n− 1))→ H0(R,Ωn−1
Pn
(d+ n− 1)|R)
est de rang maximal, i.e. surjective ou injective (puisque rg(Ωn−1
Pn
) = n).
Des cas particuliers de ce the´ore`me ont e´te´ de´montre´s dans [G-G-R], [G-01], [G-O2],
[G-M] ainsi que dans [Ro]. Une de´monstration ge´ne´rale se trouve dans [T-V], mais selon
Charles Walter, elle contient un point litigieux au milieu de la page 116 (“ ...it is clear that
the monomial γ is greater than any other M−product ...”). La de´monstration donne´e ici
est plus de nature ge´ome´trique qu’alge´brique et est un raffinement de la me´thode d’Horace
introduite par A. Hirschowitz et C. Simpson dans [H-S] pour prouver la “Minimal Resolution
Conjecture” (MRC) de [Lo] pour tout nombre de points suffisamment grand et en position
suffisamment ge´ne´rale dans Pn.
2. Re´duction du proble`me
Pour e´tablir le the´ore`me 1 il suffit e´videment de prouver le suivant.
The´ore`me Pour tout entier non-ne´gatif a il existe des points P1, . . . , Pa de P
n, tels que
tout entier ℓ, le morphisme d’e´valuation
σℓ,a : H
0(Pn, TPn(ℓ))→ TPn(ℓ)|P1 ⊕ . . .⊕ TPn(ℓ)|Pa
est de rang maximal.
2
(on utilise l’isomorphisme Ωn−1
Pn
(ℓ) ≃ TPn(ℓ− n− 1).)
On va d’abord re´duire le proble`me de rang maximal a` de´calage ℓ fixe´ a` celui d’une bi-
jection, ceci graˆce a` des arguments standards (cf [H-H], [B], [I]). Pour plus de simplicite´, on
posera
• tn(ℓ) := h
0(Pn, TPn(ℓ)),
• on(ℓ) := h
0(Pn,OPn(ℓ)).
Lemme Soient q = q(ℓ) et r = r(ℓ) respectivement le quotient et le reste de la division eu-
clidienne de tn(ℓ) par n. Alors pour que le the´ore`me 1 soit vrai, il suffit qu’il existe un point
Pq+1 tel que pour tout quotient
TPn(ℓ)Pq+1 → B → 0
de dimension r, il existe des points P1, . . . , Pq+1 tels que le morphisme d’e´valuation
τℓ : H
0(Pn, TPn(ℓ))→ TPn(ℓ)|P1 ⊕ . . .⊕ TPn(ℓ)|Pq ⊕B
soit bijectif.
De´monstration : Supposons donc qu’il existe des points P1, . . . , Pq+1 tels que τℓ soit bijectif.
Alors si z ≤ q, on a une application σℓ,z, compose´e de τℓ et de la surjection
TPn(ℓ)|P1 ⊕ . . . ⊕ TPn(ℓ)|Pq ⊕B
↓
TPn(ℓ)|P1 ⊕ . . .⊕ TPn(ℓ)|Pz
donc surjective.
Soit maintenant z′ un entier plus grand que q + 1. Soient alors Pq+2, . . . Pz′ des points
distincts, et diffe´rents de P1, . . . , Pq+1. A l’aide du quotient TPn(ℓ)Pq+1 → B → 0, on de´duit
que le morphisme τℓ se factorise par σℓ,z′ et la projection
TPn(ℓ)|P1 ⊕ . . .⊕ TPn(ℓ)|Pz′
↓
TPn(ℓ)|P1 ⊕ . . .⊕ TPn(ℓ)|Pq ⊕B.
On en de´duit donc que σℓ,z′ est injective.
Pour obtenir le re´sultat escompte´ pour an−2 et bn−1 il suffit donc de montrer le
The´ore`me Pour tout entier ℓ, il existe des points P1, . . . Pq+1 tels que le morphisme τℓ soit
bijectif.
Remarquons que le the´ore`me est trivialement vrai si ℓ ≤ −2. on fera donc dans la suite
l’hypothe`se que ℓ ≥ −1.
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3. Me´thodes d’Horace vectorielles
Dans ce paragraphe on introduit la me´thode d’Horace pour les proble`mes d’e´valuation de
sections de fibre´s vectoriels en des points et des “fractions de points”. Cette me´thode, es-
sentiellement base´e sur les transformations e´le´mentaires de fibre´s vectoriels, fut introduite en
1984 dans une lettre d’A. Hirschowitz a` R. Hartshorne pour montrer que si P1, . . . , P28 sont
des points en position ge´ne´rale dans P3, l’application naturelle
H0(P3,ΩP3(5))→ ΩP3(5)|P1 ⊕ . . . ⊕ ΩP3(5)|P28
est bijective. Elle a aussi e´te´ utilise´e par M. Ida` dans [I] cette fois-ci avec des droites et des
points pour calculer la re´solution minimale des ide´aux d’arrangement de droites en position
ge´ne´rale dans P3, et par O.F. Rahavandrainy dans [Ra] pour calculer des re´solutions de fibre´s
instantons. La pre´sentation suivante est celle de A. Hirschowitz et C. Simpson (cf. [H-S]).
Fixons quelques notations qu’on utilisera re´gulie`rement par la suite. Soit X une varie´te´
projective lisse, et X ′ un diviseur non-singulier de X. Soit F un faisceau localement libre sur
X et
0→ F ′′ → F|X′ → F
′ → 0
une suite exacte stricte de faisceaux localement libres sur X ′. On notera E le noyau du
morphisme F → F ′; on notera que E est localement libre sur X et qu’on a la suite exacte
0→ F ′(−X ′)→ E|X′ → F
′′ → 0.
La me´thode d’Horace ”simple” :
Le lemme suivant est une conse´quence triviale du lemme du serpent.
Lemme 1 Supposons donne´ une application line´aire bijective λ : H0(X ′,F ′)→ L. Supposons
que H1(X, E) = 0. Soit µ : H0(X,F) → M une application line´aire. Alors, pour que le
morphisme
H0(X,F)→M ⊕ L
soit de rang maximal, il faut et il suffit que le morphisme
H0(X, E)→M
le soit.
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La me´thode d’Horace ”diffe´rentielle”:
Le lemme suivant est le lemme 1 de [H-S].
Lemme 2 On se donne maintenant une application line´aire surjective λ : H0(X ′,F ′) → L
et supposons qu’il existe un point Z ′ ∈ X ′ tel que l’application H0(X ′,F ′) → L ⊕ F ′Z′ soit
injective.
Supposons encore que H1(X, E) = 0. Alors il existe un quotient EZ′ → D avec noyau
contenu dans F ′(−X ′)Z′ , de dimension dim(D) = r(F) − dim(ker(λ)), ayant la proprie´te´
suivante.
Soit µ : H0(X,F) → M une application line´aire. Pour qu’il existe Z ∈ X tel que
l’application
H0(X,F)→M ⊕ L⊕FZ
soit de rang maximal, il suffit que
H0(X, E)→M ⊕D
le soit.
Conside´rons maintenant G un quotient localement libre de F et K le noyau du morphisme
F → G. Posons H = (E +K)/K le sous-faisceau de G engendre´ par E et G′ le quotient G/H.
Ge´ome´triquement on a
P(G′) = P(G) ∩P(F ′) ⊂ P(F).
On supposera G′ localement libre sur X ′ de sorte que H est localement libre sur X.
Le lemme suivant est alors une ge´ne´ralisation du pre´ce´dent.
Lemme 3 Soit λ : H0(X ′,F ′) → L une application line´aire surjective. On suppose qu’il
existe Y ′ ∈ X ′ tel que l’application H0(X ′,F ′) → L⊕ G′Y ′ soit injective. On suppose encore
que H1(X, E) = 0. Alors il existe un quotient HY ′ → D avec noyau contenu dans G(−X
′) et
de dimension rg(G)− dim(ker(λ)) ayant la proprie´te´ suivante.
Soit µ : H0(X,F) → M une application line´aire. Pour qu’il existe Y ∈ X tel que
l’application
H0(X,F)→M ⊕ L⊕ GY
soit de rang maximal, il suffit que
H0(X, E)→M ⊕D
le soit.
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De´monstration : Puisque l’application H0(X ′,F ′)→ L⊕ G′Y ′ est injective, l’application
H0(X ′,F ′)→ L⊕F ′Y ′
l’est aussi. Ces conditions ainsi que la premie`re hypothe`se du lemme entraˆınent que le mor-
phisme
ker(λ)⊗k OX′ → F
′ (resp. ker(λ)⊗k OX′ → G
′)
est injectif et que son image A′ ⊂ F ′ (resp. A′′ ⊂ G′) est un sous-fibre´ de F ′ (resp. G′) au
voisinage de Y ′. Notons que rg(A′) = rg(A′′) = dim(ker(λ)) et que A′′ est l’image de A′ par
le morphisme surjectif F ′ → G′.
Notons B le noyau de F → F ′/A′. Alors le noyau de H0(X,F)→ L est e´gal a` H0(X,B).
Soit C l’image de B par le morphisme F → G. Soit D l’image du morphisme HY ′ → CY ′ . On
a une suite exacte
0→ D → CY ′ → A
′′
Y ′ → 0.
Puisque A′′ ⊂ G′ est un sous-fibre´ de rang dim(ker(λ)) au voisinage de Y ′, et C est localement
libre au voisinage de Y ′ avec rg(C) = rg(G), on a
dim(D) = rg(G) − dim(ker(λ)).
Si Y est un point de X − X ′ les fibres CY et GY s’identifient. Le fait que H
1(X, E) est
nul entraˆıne que l’application H0(X,F)→ H0(X ′,F ′) est surjective, en particulier la suite
0→ H0(X,B)→ H0(X,F)→ L→ 0
est exacte, et puisque la suite
0→M ⊕ CY →M ⊕ L⊕ GY → L→ 0
l’est aussi, on obtient alors que le morphisme
H0(X,F)→M ⊕ L⊕ GY
est de rang maximal si et seulement si
H0(X,B)→M ⊕ CY
l’est aussi.
On va maintenant spe´cialiser et prendre Y = Y ′. Puisque H1(X, E) = 0, on a une suite
exacte
0→ H0(X, E)→ H0(X,B)→ H0(X,A′)→ 0
Du diagramme commutatif a` lignes exactes
0 // E //

B //

A′ //

0
0 // H // C // A′′ // 0
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on de´duit que le morphisme naturel compose´
H0(X, E) ⊂ H0(X,B)→ CY ′ → A
′′
Y ′
est nul. On en de´duit que le morphisme naturel compose´
H0(X,B)→M ⊕ CY ′ → A
′′
Y ′
se factorise par H0(X,A′)→ A′′Y ′ . Le morphisme H
0(X, E)→M ⊕CY ′ se factorise alors par
le noyau deM⊕CY ′ → AY ′ , c’est a` direM⊕D. Le noyau du morphismeH
0(X,B)→M⊕CY ′
est contenu dans le noyau de
H0(X,F)→ L⊕A′′Y ′ ⊂ L⊕ G
′
Y ′ .
Par hypothe`se, il est donc contenu dans le noyau de H0(X,F) → H0(X,F ′), c’est a` dire
H0(X, E) et donc les noyaux des deux morphismes suivants son e´gaux :
H0(X, E)→M ⊕D, H0(X,B)→M ⊕ CY ′
Puisque le morphisme H0(X ′,A′)→ A′′Y ′ est surjectif, on conclut alors que pour que
H0(X,B)→M ⊕ CY ′
soit de rang maximal, il suffit que
H0(X, E)→M ⊕D
le soit. Mais la condition de maximalite´ du rang e´tant ouverte, on en de´duit alors qu’il existe
Y ∈ X −X ′ tel que
H0(X,B)→M ⊕ CY
soit de rang maximal, ce qui donne la conclusion cherche´e.
4. Les e´nonce´s R, RB et un lemme d’Horace
Enonce´ R(F ; a)
Soit a un entier non-ne´gatif. L’e´nonce´ R(F ; a) veut dire que pour tout entier non-ne´gatif z,
il existe des points T1, . . . , Ta ∈ X, tels que pour tous quotients
FTi → Ai → 0,
il existe des points P1, . . . , Pz ∈ X, tels que le morphisme d’e´valuation
H0(X,F) → A1 ⊕ . . .⊕Aa ⊕
FP1 ⊕ . . . ⊕FPz
est de rang maximal.
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Enonce´ RB(F ,F ′, z, y;α, β)
Soit X ′ un diviseur lisse connexe de X et soient z, y, α et β des entiers non-ne´gatifs ve´rifiant
• rg(F)z + rg(F ′)y + α+ β = h0(X,F)
• rg(F ′)y + α+ b ≤ h0(X,F ′)
• 0 ≤ α ≤ rg(F ′)
• si β 6= 0, rg(F ′) ≤ β < rg(F),
ou` b = b(β) vaut r′ si β est non nul et 0 sinon.
L’e´nonce´ RB(F ,F ′, z, y;α, β) signifie alors la chose suivante. Il existe des points T et V
de X ′, tels que pour tout quotient
F ′T → A→ 0
de dimension α et si β 6= 0,pour tout quotient de´pendant rationnellement de y points ge´ne´raux
de X ′,
FV → B → 0
de dimension β avec noyau contenu dans F ′′V , (si β = 0 on pose B = 0), il existe y points
Y1, . . . , Yy ∈ X
′ et z points P1, . . . , Pz ∈ X tel que le morphisme d’e´valuation
H0(X,F) → A⊕B ⊕
F ′Y1 ⊕ . . .⊕F
′
Yy ⊕
FP1 ⊕ . . .⊕FPz
soit bijectif.
Soient z, y, α et β des entiers ve´rifiant les conditions de l’e´nonce´ RB(F ,F ′, z, y;α, β). On
rappelle qu’on avait de´fini l’entier b = b(β) comme valant r′ si β est non nul et 0 sinon.
Posons alors
• t := h0(X ′,F ′)− r′y − α− b,
• y′ le quotient de la division euclidienne de t par r′, δ le reste,
• ζ := 1 si δ 6= 0 et 0 sinon,
• β′ := ζ(r − δ)
• α′ := β − r′ si β 6= 0 et 0 sinon.
• z′ := z − y′ − ζ qu’on supposera non-ne´gatif.
ou` r := rg(F) = rg(E) et r′ := rg(F ′). On peut alors e´noncer le lemme suivant :
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Lemme 4 Soient z, y, α et β des entiers non-ne´gatifs ve´rifiant les conditions de l’e´nonce´
RB(F ,F ′, z, y;α, β). On de´finit a(α) = 0 si α est nul, 1 sinon. Supposons que H1(X, E) = 0
et que (avec les notations pre´ce´dant le lemme) les e´nonce´s
R(F ′; a) et RB(E ,F ′′, z′, y′;α′, β′)
soient vrais. Alors l’e´nonce´ RB(F ,F ′, z, y;α, β) l’est aussi.
De´monstration : On ne va traiter que le cas ou` β 6= 0, le cas β = 0 e´tant laisse´ au lecteur.
l’hypothe`se R(F ′; a) entraˆıne qu’il existe T et V ∈ X ′, tels que pour tout quotient
F ′U → A→ 0
de dimension α et pour tout quotient
FV → B → 0,
avec noyau contenu dans F ′′V il existe des points Y1, . . . Yy ∈ X
′ et Z1, . . . Zy′ tel que le
morphisme d’e´valuation
λ : H0(X ′F ′) → A⊕
F ′Y1 ⊕ . . .⊕F
′
Yy
⊕
F ′Z1 ⊕ . . .⊕F
′
Zy′
F ′V
soit de rang maximal, donc surjectif ici.
• Si λ est bijectif, (c’est en particulier le cas si rg(F ′) = 1), on entre dans le cadre du
lemme 1 et on conclut que pour tous Zy′+1, . . . , Zz ∈ X, le morphisme
H0(X,F) → A⊕B ⊕
F ′Y1 ⊕ . . .⊕F
′
Yy
⊕
FZ1 ⊕ . . .⊕FZz
est bijectif pourvu que, en de´signant par B′′ l’image de F ′′V dans B, le morphisme
ǫ : H0(X, E) → B′′ ⊕
F ′′Z1 ⊕ . . .⊕F
′′
Zy′
⊕
EZy′+1 ⊕ . . .⊕ EZz
le soit. L’hypothe`se RB(E ,F ′′, z′, y′, α′, β′) garantit qu’il existe un point V et des points
Z1, . . . , Zz tel que ǫ soit de rang maximal. L’existence de tels choix pour l’une ou l’autre
des hypothe`ses entraˆıne l’existence d’ouverts de choix qui sont irre´ductibles, puisqu’ils sont
des ouverts de produit de X ou X ′. L’ouvert des choix de la premie`re hypothe`se intersecte
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donc celui de la seconde. On notera le fait important que B′′ de´pend a priori de Y1, . . . , Yy,
lesquels n’interviennent pas dans ǫ.
• Si λ n’est pas bijectif, il existe un point Z¯ de X ′ tel que le morphisme
H0(X ′F ′) → A⊕
F ′Y1 ⊕ . . . ⊕F
′
Yy ⊕
F ′Z1 ⊕ . . .⊕F
′
Zy′
⊕
F ′V ⊕
F ′
Z¯
est injectif. On entre alors dans le cadre du lemme 2 et on conclut qu’il existe un quotient
EZ¯ → D, de dimension β
′, avec noyau contenu dans F ′
Z¯
, avec la proprie´te´ suivante. Pour
tout ensemble de points Zy′+2, . . . , Zz , et tout quotient B, il existe Zy′+1 dans X tel que le
morphisme
H0(X,F) → A⊕B ⊕
F ′Y1 ⊕ . . .⊕F
′
Yy
⊕
FZ1 ⊕ . . .⊕FZy′ ⊕
FZy′+1 ⊕
FZy′+2 ⊕ . . .⊕FZz
est bijectif, pourvu que, en de´signant par B′′ l’image de F ′′V dans B, le morphisme
ǫ : H0(X, E) → B′′ ⊕D ⊕
F ′′Z1 ⊕ . . .⊕F
′′
Zy′
⊕
EZy′+2 ⊕ . . .⊕ EZz
le soit. L’hypothe`se RB(E ,F ′′, z′, y′, α′, β′) et l’argument donne´ dans le cas pre´ce´dent per-
mettent alors de conclure.
5. L’e´nonce´ MB et un autre lemme d’Horace
Enonce´ MB(F ,G, z, y; a)
Soit maintenant
F → G → 0
une suite exacte stricte de faisceaux localement libres et z, y et a des entiers ve´rifiant
10
• rg(F)z + rg(G)y + a = h0(X,F),
• rg(G)(z + y) + a ≤ h0(X ′,F ′)
• a < rg(G).
L’e´nonce´ MB(F ,G, z, y; a) signifie alors la chose suivante : Il existe un point V tel que
pour tout quotient
GT → A→ 0
de dimension a, il existe des points Z1, . . . , Zz et des points Y1, . . . , Yy dans X tels que le
morphisme d’e´valuation
H0(X,F) → A⊕
GY1 ⊕ . . .⊕ GYy
FZ1 ⊕ . . .⊕FZz
soit bijectif.
On va maintenant donner un lemme d’Horace permettant d’obtenir un e´nonce´ RB a`
partir d’un e´nonce´ de type R et d’un e´nonce´ de type MB.
Lemme 5 Soient z, y et a des entiers ve´rifiant les conditions de l’e´nonce´RB(F ,F ′, z, y; a, 0).
Posons
z′ =
h0(X ′,F|X′)− r
′y − a
r
qu’on suppose entier et supposons que H1(X,F(−X ′)) = 0 et que les e´nonce´s
R(F(−X ′); 0) et MB(F|X′ ,F
′, z′, y, a)
soient vrais. Alors l’e´nonce´ RB(F ,F ′, z, y; a, 0) l’est.
De´monstration : C’est une conse´quence triviale du lemme 1 et de la suite exacte
0→ F(−X ′)→ F → F|X′ → 0.
6. Le the´ore`me principal
Le the´ore`me suivant, contient dans sa partie (i) le the´ore`me avec z = q(ℓ), y = a = 0 et
b = r(ℓ).
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The´ore`me 2 Soit n un entier ≥ 1. Alors
(i) on a RB(TPn(ℓ),OPn−1(ℓ+ 1), z, y; 0, b) avec y ≤ on−1(ℓ+ 1) et b ∈ {0, . . . , n− 1},
(ii) on a RB(nOPn(ℓ+ 1), TPn−1(ℓ), z, y; a, 0) avec a ∈ {0, . . . , n− 2},
(iii) on a R(TPn−1(ℓ); 1),
(iv) on a MB((n+1)OPn(ℓ+ 1), TPn(ℓ); z, y; a) avec z ≥ on(ℓ) et a ≤ n− 1.
Remarque 1 Dans l’e´nonce´ (ii) on a toujours z ≥ on(ℓ). En effet,des deux premie`res
conditions des e´nonce´s RB on tire que
nz ≥ non(ℓ+ 1)− tn−1(ℓ) = tn(ℓ− 1)
et ce dernier est plus grand que non(ℓ).
Le reste de cet article sera consacre´ a` la preuve de ce the´ore`me. Celle-ci se fera par
re´currence sur l dimension. Pour amorcer cette re´currence, notons d’abord que pour n = 1,
les assertions (i) a` (iii) sont trivialement vraies. On va maintenant donner une preuve de
l’assertion (iv) dans ce cas. Cette assertion s’e´crit ainsi.
On a
• MB(2OP1(ℓ+ 1),OP1(ℓ+ 2), o1(ℓ+ 1), 0; 0),
• MB(2OP1(ℓ+ 1),OP1(ℓ+ 2), o1(ℓ), 1; 1).
Le premier de ces e´nonce´s est trivialement vrai. Montrons alors le second. Conside´rons donc
des points distincts Z1, . . . , Zo1(ℓ), Y et U de P
1. Il faut alors montrer que le morphisme
µ : H0(P1, 2OP1(ℓ+ 1)) → 2OP1(ℓ+ 1)Z1 ⊕ . . . ⊕ 2OP1(ℓ+ 1)Zo1(ℓ) ⊕
OP1(ℓ+ 2)Y ⊕OP1(ℓ+ 2)U
est bijectif. On va utiliser pour ce faire la suite exacte suivante
0→ OP1(ℓ)→ 2OP1(ℓ+ 1)→ OP1(ℓ+ 2)→ 0,
ainsi que celle qui s’en de´duit en cohomologie. Cette suite permet aussi, si Z ∈ P1 de
de´composer 2OP1(ℓ+ 1)Z en OP1(ℓ)Z ⊕OP1(ℓ+ 2)Z . Posons alors
M = OP1(ℓ)Z1 ⊕ . . .⊕OP1(ℓ)Zo1(ℓ) ,
L = OP1(ℓ+ 2)Z1 ⊕ . . . ⊕OP1(ℓ+ 2)Zo1(ℓ) ⊕
OP1(ℓ+ 2)Y ⊕OP1(ℓ+ 2)U .
Alors les applications H0(P1,OP1(ℓ)) → M et H
0(P1,OP1(ℓ+ 1)) → L sont bijectives. On
en de´duit alors que µ l’est. Le the´ore`me est donc montre´ pour n = 1. On supposera donc
dans la suite n ≥ 2.
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On proce`de maintenant a` la preuve des parties (i) et (ii) du the´ore`me. Elle se fait par
re´ductions successives, pour aboutir a` un e´nonce´ du typeMB(nOPn−1(m+1), TPn−1(m), z, y; a :
α) avec z ≥ on−1(m) et α ≤ n − 2, qui est vrai par hypothe`se de re´currence. On utilisera
pour ce faire les trois lemmes de re´duction suivants.
Lemme 6 Soient z, y et b des entiers non ne´gatifs ve´rifiant les hypothe`ses de l’e´nonce´
RB(TPn(ℓ),OPn (ℓ), z, y; 0, b).
Posons β = 0 si b = 0, 1 sinon. Alors, pour que l’e´nonce´ ci-dessus soit vrai, il suffit que
RB(nOPn(ℓ+ 1), TPn−1(ℓ), z − on(ℓ+ 1) + y + β, on(ℓ+ 1)− y − β; b− β, 0)
le soit.
De´monstration : C’est une instanciation du lemme 4 (l’e´nonce´ R(OPn−1 (ℓ+1); 1) est triv-
ialement vrai). Il faut noter que le quotient intervenant dans l’e´noue´ re´duit est inde´pendant
des points intervenant dans cet e´nonce´.
Soient maintenant z, y et a des entiers non ne´gatifs ve´rifiant les hypothe`ses de l’e´nonce´
RB(nOPn(ℓ+ 1), TPn−1(ℓ), z, y; a, 0). Posons
• t = tn(ℓ)− 3y − a,
• u le reste de la division euclidienne de t par n-1,
• b′ = 0 si u = 0, b′ = n− u sinon,
• y′ = (t− u)/(n − 1) si b′ 6= 0, y = t/(n− 1) sinon,
• z′ = z − y′ − 1 si b′ 6= 0, z = z − y′ sinon.
Lemme 7 Supposons t ≤ n on(ℓ).Alors pour que l’e´nonce´ ci-dessus soit vrai, il suffit que
RB(TPn(ℓ− 1),OPn (ℓ), z
′, y′; 0, b′)
le soit.
De´monstration : C’est une instanciation du lemme 4 (on utilise l’hypothe`se de re´currence
sur R(TPn−1(ℓ); 1)).
Supposons maintenant que t > n on(ℓ). On re´e´crit cette dernie`re ine´galite´ en tenant
compte de la relation nz+(n− 1)y+a = non(ℓ+1). On trouve que z > on(ℓ)+ on−1(ℓ). On
a alors le lemme suivant.
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Lemme 8 Pour que l’e´nonce´RB(nOPn(ℓ+1), TPn(ℓ), z, y; a, 0) soit vrai, il suffit que l’e´nonce´
MB(nOPn−1(ℓ+ 1), TPn−1(ℓ), z − on(ℓ), y; a)
le soit.
De´monstration : C’est une instanciation du lemme 5.
Pour de´montrer (ii) on utilise soit le lemme 8 si l’e´nonce´ entre dans ses hypothe`ses, soit
successivement les lemmes 7 et 6 autant qu’il est ne´cessaire pour obtenir soit un e´nonce´ triv-
ialement vrai, soit rentrer dans les hypothe`ses du lemme 8. On utilise alors l’hypothe`se de
re´currence sur les e´nonce´s MB pour conclure.
Pour de´montrer (i) on utilise le lemme 6 qui permet alors de ce re´duire a` (ii) et on conclut
comme pre´ce´demment.
On va maintenant proce´der a` la de´monstration de la partie (iii) du the´ore`me. C’est une
conse´quence de l’ e´nonce´
RB(TPn(ℓ),OPn−1(ℓ+ 1), q(ℓ), 0; 0, r(ℓ)).
L’e´nonce´ ci-dessus dit que pour tout Pq+1 ∈ P
n−1,et pour tout quotient
TPn(ℓ)Zq(ℓ)+1 → B → 0
de dimension r(ℓ), il existe P1, . . . , Pq ∈ P
n tels que le morphisme d’e´valuation
H0(Pn, TPn(ℓ))→ TPn(ℓ)Z1 ⊕ . . . ⊕ TPn(ℓ)Zq(ℓ) ⊕B
soit bijectif. Il suffira de montrer l’assertion pour q(ℓ) et q(ℓ) + 1 points lorsque a ≤ r(ℓ) et
pour q(ℓ) − 1 et q(ℓ) points lorsque a > r(ℓ). Soit TPn(ℓ)Zq+1 → A → 0 un quotient. de
dimension a. Supposons a ≤ r(ℓ). Il existe alors un quotient TPn(ℓ)Zq+1 → B → 0 tel que
A soit un quotient de B. On conclut alors d’apre`s ce qu’on a vu plus haut qu’il existe des
points Z1, . . . Zq(ℓ) tels que, en notant L l’espace vectoriel
TPn(ℓ)Z1 ⊕ . . .⊕ TPn(ℓ)Zq
l’application
H0(Pn, TPn(ℓ))→ L⊕A
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soit surjective. Par semi-continuite´ on de´duit qu’il existe un point T 6= Zq+1 et un quotient
TPn(ℓ)T → Q→ 0 de dimension r(ℓ) tel que l’application
H0(Pn, TPn(ℓ))→ L⊕Q
soit bijective. De la surjection L⊕A⊕ TPn(ℓ)Q → L⊕Q on de´duit l’injectivite´ de
H0(Pn, TPn(ℓ))→ L⊕ TPn(ℓ)Q ⊕A.
Le cas a > r(ℓ) se traite avec des arguments similaires et est laisse´ au lecteur.
Il reste maintenant, pour conclure la de´monstration du the´ore`me a` prouver la partie (iv).
Pour cela, on distinguera, dans l’e´nonce´
MB((n+1)OPn (ℓ+ 1), TPn(ℓ); z, y; a)
quatre cas : z = on(ℓ+ 1), qui est trivialement vrai, on(ℓ− 1) + on−1(ℓ+ 1) ≤ z < on(ℓ+ 1),
qu’on re´duira trivialement a` un autre e´nonce´ du meˆme type mais de degre´ plus petit, le cas
on(ℓ) < z < on(ℓ− 1) + on−1(ℓ+1) et enfin le cas ou` z = on(ℓ). On va donc prouver les trois
cas restants.
Second cas : on(ℓ−1)+ on−1(ℓ+1) ≤ z < on(ℓ+1). Choisissons un hyperplan P
n−1 ⊂ Pn et
soient Z1, . . . , Zon−1(ℓ+1) ∈ P
n−1 en position ge´ne´rale. L’application d’e´valuation des sections
H0(Pn−1, (n + 1)OPn(ℓ+ 1)|Pn−1)
↓
(n+1)OPn(ℓ+ 1)|Pn−1 Z1 ⊕ . . .⊕ (n+1)OPn(ℓ+ 1)|Pn−1 Zon−1(ℓ+1)
est alors bijective. Graˆce au lemme 1, avec la suite exacte
0→ (n+1)OPn(ℓ)→ (n+1)OPn(ℓ+ 1)→ (n+1)OPn(ℓ+ 1)|Pn−1 → 0
on se re´duit alors a` l’e´nonce´
MB((n+1)OPn(ℓ), TPn(ℓ− 1); z − on−1(ℓ+ 1), y; a).
Troisie`me cas : z = on(ℓ). On utilisera pour cela la suite d’Euler pour le fibre´ tangent et
celle qui s’en de´duit en cohomologie :
0→ OPn(ℓ)→ (n+ 1)OPn(ℓ+ 1)→ TPn(ℓ)→ 0,
0→ H0(Pn,OPn(ℓ))→ H
0(Pn, (n+ 1)OPn (ℓ+ 1))→ H
0(Pn, TPn(ℓ))→ 0.
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Remarquons que Si P ∈ Pn, alors, graˆce a` la suite d’Euler, (n+1)OPn(ℓ+1)P se de´compose
en OPn(ℓ)P ⊕ TPn(ℓ)P . Les entiers on(ℓ) + y et a ve´rifient les hypothe`ses de l’e´nonce´
RB(TPn(ℓ),OPn−1(ℓ+1), , 0; 0, a). Soit donc V un point de P
n−1 tel que pour tout quotient
TPn(ℓ)V → A→ 0
il existe des points Z1, . . . , Zon(ℓ), Y1, . . . , Yy ∈ P
n tels que en notant L l’espace vectoriel
A⊕ TPn(ℓ)Z1 ⊕ . . .⊕ TPn(ℓ)Zon(ℓ) ⊕ TPn(ℓ)Y1 ⊕ . . .⊕ TPn(ℓ)Yy
l’application H0(Pn, TPn(ℓ)) → L soit bijective. Si P1, . . . , Pon(ℓ) ∈ P
n sont en position
suffisamment ge´ne´rale, en notant M l’espace vectoriel
OPn(ℓ)P1 ⊕ . . . ⊕OPn(ℓ)Pon(ℓ)
l’application H0(Pn,OPn(ℓ)) → M est bijective. Or les ouverts de choix des Zi et des Pj
sont des ouverts de (Pn)on(ℓ) et donc s’intersectent. On peut donc supposer Pi = Zi et on
conclut alors par le lemme du serpent que l’application
H0(Pn, (n+ 1)OPn (ℓ+ 1))→M ⊕ L
est bijective.
Quatrie`me cas : on(ℓ) < z < on(ℓ − 1) + on−1(ℓ + 1). C’est le plus technique d’entre eux
et c’est pour les besoins cette de´monstration qu’on a introduit le lemme 3. On va d’abord
introduire les faisceaux et les suites exactes utilise´es dans la de´monstration.
On a la suite exacte
0→ nOPn(ℓ+ 1)⊕OPn(ℓ)→ (n+ 1)OPn(ℓ+ 1)→ OPn−1(ℓ+ 1)→ 0
et par transformation e´le´mentaire
0→ (n+ 1)OPn(ℓ)→ nOPn(ℓ+ 1)⊕OPn(ℓ)→ nOPn−1(ℓ+ 1)→ 0.
On a aussi le diagramme commutatif a` lignes et colonnes exactes
0 // nOPn(ℓ+1)⊕OPn(ℓ)

// (n+1)OPn(ℓ+1)

// OPn−1(ℓ+1) // 0
0 // nOPn(ℓ+1) //

TPn(ℓ)

// OPn−1(ℓ+1) // 0
0 0
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et en appliquant la transformation e´le´mentaire pre´ce´dente, le diagramme suivant commutatif
a` lignes et colonnes exactes.
0 // (n+ 1)OPn(ℓ)

// nOPn(ℓ+ 1)⊕OPn(ℓ) //

nOPn−1(ℓ+ 1) //

0
0 // TPn(ℓ− 1) //

nOPn(ℓ+ 1) //

TPn−1(ℓ) //

0
0 0 0
On posera α = 0 si a = 0 et α = 1 sinon. On notera encore Pn−1 un hyperplan de Pn.
Soit d l’entier z − on(ℓ) et y
′ l’entier on−1(ℓ+ 1)− d− α. Les hypothe`ses entraˆınent que d et
y′ sont tous deux non-ne´gatifs. Supposons α 6= 0. Alors il existe V ∈ Pn−1 tel que pour tout
quotient
TPn(ℓ)V → A→ 0
de dimension a avec noyau contenu dans TPn−1(ℓ), il existe des points Z1, . . . , Zd, Y1, . . . , Yy′ ∈
Pn−1 tel que l’application
H0(Pn−1,OPn−1(ℓ+ 1)) → OPn−1(ℓ+ 1)V ⊕
OPn−1(ℓ+ 1)Z1 ⊕ . . .⊕OPn−1(ℓ+ 1)Zd ⊕
OPn−1(ℓ+ 1)Y1 ⊕ . . .⊕OPn−1(ℓ+ 1)Yy′
soit bijective et si α = 0, l’application
H0(Pn−1,OPn−1(ℓ+ 1)) → OPn−1(ℓ+ 1)Z1 ⊕ . . .⊕OPn−1(ℓ+ 1)Zd ⊕
OPn−1(ℓ+ 1)Y1 ⊕ . . .⊕OPn−1(ℓ+ 1)Yy′
l’est dans ce cas. On rentre alors dans le cadre du lemme 1et on conclut que, pour que l’e´nonce´
MB((n+1)OPn (ℓ+1), TPn(ℓ), z, y; a) soit vrai, il suffit qu’il existe des points Zd+1, . . . , Zz,
Yy′+1, . . . , Yy ∈ P
n, tel que, en de´signant par A′ l’image de TPn−1(ℓ)V dans A si A 6= 0,
A′ = 0 sinon, que l’application
µ : H0(Pn, (n+1)OPn(ℓ+1)) → A
′ ⊕
TPn−1(ℓ)Y1 ⊕ . . . ⊕ TPn−1(ℓ)Yy′ ⊕
nOPn−1(ℓ+ 1)Z1 ⊕ . . .⊕ nOPn−1(ℓ+ 1)Zd ⊕
nOPn(ℓ+ 1)Yy′+1 ⊕ . . .⊕ nOPn(ℓ+ 1)Yy ⊕
nOPn(ℓ+ 1)⊕OPn(ℓ)Zd+1 ⊕ . . . ⊕ nOPn(ℓ+ 1)⊕OPn(ℓ)Zon(ℓ)
soit bijective.
Notons que a′ := dim(A′) = 0 si a ≤ 1, a − 1 sinon. Soit alors e l’entier non−1(ℓ + 1) −
dn− (n− 1)y′ − a′, f et g respectivement le quotient et le reste de la division euclidienne de
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e par n − 1. On va alors diviser la preuve de la bijectivite´ de µ en deux cas, le plus simple
e´tant celui ou` g = 0, le second, g 6= 0 utilisera le lemme 3.
Dans le premier cas, le lecteur ve´rifiera que les entiers d, y′+f et a′ ve´rifient les hypothe`ses
de l’e´nonce´ MB(nOPn−1(ℓ+1), TPn−1(ℓ), d, y
′+ f, a′), qui est suppose´ vrai par hypothe`se de
re´currence.
Il existe donc un point V ∈ Pn−1 tel que pour tout quotient
TPn−1(ℓ)V → A
′ → 0
il existe des points Z1, . . . , Zd, Y1, . . . , Yy′+f tel que l’application
H0(Pn−1, nOPn−1(ℓ+ 1)) → A
′ ⊕
TPn−1(ℓ)Y1 ⊕ . . .⊕ TPn−1(ℓ)Yy′+f ⊕
nOPn−1(ℓ+ 1)Z1 ⊕ . . .⊕ nOPn−1(ℓ+ 1)Zd
soit bijective. On rentre alors dans le cadre du lemme 1 et on en conclut qu’il existe des
points Yy′+f+1, . . . , Yy, Zd+1, . . . , Zz ∈ P
n tel que µ soit bijective pourvu que l’application
ǫ : H0(Pn, (n+ 1)OPn (ℓ)) → OPn−1(ℓ)Yy′+1 ⊕ . . .⊕OPn−1(ℓ)Yy′+f ⊕
TPn(ℓ− 1)Yy′+f+1 ⊕ . . .⊕ TPn(ℓ− 1)Yy ⊕
(n + 1)OPn (ℓ)Zd+1 ⊕ . . .⊕ (n+ 1)OPn(ℓ)Zz
le soit. Remarquons alors que z − d = on(ℓ− 1). En utilisant alors un argument similaire a`
celui de la preuve du troisie`me cas de (iv), pour que ǫ soit bijective, il suffit que l’application
H0(Pn, TPn(ℓ− 1))) → OPn−1(ℓ)Yy′+1 ⊕ . . .⊕OPn−1(ℓ)Yy′+f ⊕
TPn(ℓ− 1)Yy′+f+1 ⊕ . . .⊕ TPn(ℓ− 1)Yy ⊕
TPn(ℓ− 1)Zd+1 ⊕ . . .⊕ TPn(ℓ− 1)Zz
le soit. Or l’existence de choix de points pour que ce dernier e´nonce´ soit ve´rifie´ est garanti
par l’e´nonce´ RB(TPn(ℓ−1),OPn−1(ℓ), on(ℓ)−1+y−y
′−f, f ; 0, 0). Pour conclure, on utilise
alors l’irreductibilite´ des espaces de parame`tres pour garantir la se´rie de choix que l’on vient
de faire.
Reste maintenant a` traiter le cas ou` g est non nul. On va montrer que si V ∈ Pn, alors
pour tout quotient
TPn(ℓ)→ A
′ → 0
il existe des points Z1, . . . , Zd, Y1, . . . , Yy′+f et un point Y¯ in P
n−1 tel que en notant L l’espace
vectoriel
TPn−1(ℓ)Y1 ⊕ . . . ⊕ TPn−1(ℓ)Yy′+f ⊕ nOPn−1(ℓ+ 1)Z1 ⊕ . . .⊕ nOPn−1(ℓ+ 1)Zd
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l’application λ : H0(Pn−1, nOPn−1(ℓ+1))→ L⊕A
′ est surjective et que l’application de´duite
λ′ : H0(Pn−1, nOPn−1(ℓ+ 1)) → L⊕ A
′ ⊕ TPn−1(ℓ)Y¯ est injective. Pour ce faire on va alors
distinguer suivant la valeur de g + a′.
• g + a′ ≤ n− 1. Alors les entiers d, y′ + f et g + a′ ve´rifient les conditions de l’e´nonce´
MB(nOPn−1(ℓ+ 1), TPn−1(ℓ), d, y
′ + f, g + a′).
• g + a′ > n− 1. Alors les entiers d, y′ + f + 1 et g + a′ − (n− 1) ve´rifient les conditions
de l’e´nonce´
MB(nOPn−1(ℓ+ 1), TPn−1(ℓ), d, y
′ + f + 1, g + a′ − (n − 1)).
Ces deux e´nonce´s sont suppose´s vrais par hypothe`se de re´currence. Conside´rons le cas g+a′ ≤
n− 1. D’apre`s l’hypothe`se correspondante, il existe T ∈ Pn−1 tel que pour tout quotient
TPn−1(ℓ)T → G→ 0
de dimension g + a′, il existe des points Z1, . . . , Zd, Y1, . . . , Yy′+f ∈ P
n−1 tel que, en notant
N l’espace vectoriel
TPn−1(ℓ)Y1 ⊕ . . . ⊕ TPn−1(ℓ)Yy′+f ⊕ nOPn−1(ℓ+ 1)Z1 ⊕ . . .⊕ nOPn−1(ℓ+ 1)Zd
l’application
ξ : H0(Pn−1, nOPn−1(ℓ))→ G⊕N
soit bijective. On pose alors V = T . Tout quotient TPn−1(ℓ) → A
′ se factorise par un quo-
tient G de dimension g + a′. On en de´duit alors la surjectivite de λ, avec L = N . Montrons
l’injectivite´ de λ′. Par semi-continuite´, il existe un ouvert U ⊂ Pn−1, un point Y¯ 6= T et un
quotient TPn−1(ℓ)Y¯ → G
′ de dimension g′ + a tel que l’application H0(Pn−1, nOPn−1(ℓ)) →
G′⊕N soit aussi bijective. De la surjection N⊕A′⊕TPn−1(ℓ)Y¯ → N⊕G
′ on tire l’injectivite´
de λ′.
Le cas g + a′ > n − 1 se traite de fac¸on similaire, il suffit seulement de remarquer qu’on a
e´videment g + a′ − (n− 1) ≤ a′.
On rentre alors dans le cadre du lemme 3 et on conclut qu’il existe un quotient
TPn−1(ℓ)Y¯ → D → 0
de dimension δ = n − dimKerλ avec noyau contenu dans TPn−1(ℓ − 1)Y¯ jouissant de la
proprie´te´ suivante. Pour tout choix de points Zd+1, . . . , Zz, Yy′+f+2, . . . , Yy ∈ P
n, il existe un
point Yy′+f+1 ∈ P
n tel que l’application µ correspondante (page 17) soit bijective, pourvu
que l’application
ǫ : H0(Pn, (n+ 1)OPn (ℓ)) → OPn−1(ℓ)Yy′+1 ⊕ . . .⊕OPn−1(ℓ)Yy′+f ⊕
D ⊕
TPn(ℓ− 1)Yy′+f+2 ⊕ . . .⊕ TPn(ℓ− 1)Yy ⊕
(n + 1)OPn (ℓ)Zd+1 ⊕ . . .⊕ (n+ 1)OPn(ℓ)Zz
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le soit. En utilisant alors un argument similaire a` celui du troisie`me cas de la preuve de (vi)
on re´duit cette dernie`re assertion a` la preuve de l’e´nonce´
RB(TPn−1(ℓ− 1), n − 1OP(ℓ), on(ℓ− 1) + y − y
′ − f − 1, f ; 0, δ)
Dans les deux cas g = 0 et g 6= 0, le lecteur pourra ve´rifier, pour que ce qui pre´ce`de ait
un sens, que y ≥ y′ + f + 1, (a` noter que les hypothe`ses n ≥ 2 et ℓ ≥ 0 sont ne´cessaires pour
ce faire). Ceci conclut donc la preuve du the´ore`me 2.
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