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Abstract: Teaching robotics necessarily involves the study of the kinematic models of robot manipulators. In turn, the kinematics of 
a robot manipulator can be described by its forward and reverse models. The inverse kinematic model, which provides the status of 
the joints according to the desired position for the tool of the robot, is typically taught and described in robotics classes through an 
algebraic way. However, the algebraic representation of this model is often difficult to obtain. Thus, although it is unquestionable the 
need for the accurate determination of the inverse kinematic model of a robot, the use of ANNs (artificial neural networks) in the 
design stage can be very attractive, because it allows us to predict the behavior of the robot before the formal development of its 
model. In this way, this paper presents a relatively quick way to simulate the inverse kinematic model of a robot, thereby allowing 
the student to have an overview of the model, coming to identify points that should be corrected, or that can be optimized in the 
structure of a robot. 
 
Key words: Robotics, artificial neural networks, engineering education. 
 
1. Introduction 
The motion described by a manipulator robot can be 
represented through its direct and inverse kinematic 
models according to Ref. [1]. Obtaining the direct 
kinematic model is relatively simple, being defined by 
a set of transformations among the reference systems 
and their joints (or degrees of freedom). Through this 
model, we can determine the position of the tool at the 
free end of the robot knowing the position of its joints. 
The inverse kinematic model, in turn, allows us to 
determine the state of the joints of a robot according to 
the desired position for its tool. In this way, when we 
define a path for the tool, it is possible to determinate 
the set of positions of the joints that will allow the 
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robot to describe the desired motion. 
Obtaining the inverse kinematic model, however, is 
much more complex than obtaining the direct 
kinematic model, since it involves the solution of a 
nonlinear system of equations that can accept more 
than one solution. Even in relatively simple cases, as 
for the planar robot with two DOF (degrees of 
freedom) described below, the definition of the 
inverse kinematic model is not trivial. 
Thus, being able to predict the behavior of a robot, 
in a relatively simple way, before the formal 
development of its inverse kinematic model, may 
become a crucial factor for the success of a project. 
Through the use of ANNs (artificial neural networks), 
it is possible to simulate the behavior of a robot, by 
determining with relative precision the state of its 
joints, depending on the desired position for its tool, 
allowing that design failures can be detected, and 
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the error correction, calculated according to the error 
backpropagated by the network; yi is the output value 
of the neuron i. 
The value of the local gradient δj for the neuron j 
can be calculated as follows: 




kjkj  ' , if neuron j belongs to a 
hidden layer. 
In order to improve the convergence of the delta 
rule, we may use a momentum factor (μ) that will 
consider the value of Δωji of the previous iteration to 
calculate the next value: 
)()()1()( tyttt ijjiji    (14) 
being μ arbitrated between 0 and 1. 
In a simplified manner, the process of creation and 
training of a neural network can be described as: 
Creation of the ANN: 
(1) Define the size of the input vector of the 
network, i.e., the number of nodes of the input layer of 
the network; 
(2) Define the size of the output vector of the 
network, i.e., the number of neurons in the output 
layer of the network; 
(3) Define the number of hidden layers of the 
network; 
(4) Define the number of neurons in each hidden 
layer of the network; 
(5) Assign random values (between -1 and 1) for 
the bias signal of each neuron; 
(6) Assign random values (between -1 and 1) for 
the synaptic weights of each connection of the ANN; 
(7) Define the activation function of the neurons 
and its derived; 
(8) End. 
Network training: 
(1) Define the values for η and μ; 
(2) Define the threshold value for εQM; 
(3) While εQM is not low enough: 
a. For each training pattern: 
 Apply the pattern to the input x of the ANN; 
 Calculate the output y of each neuron in the first 
hidden layer, applying these outputs to the inputs of 
the next layer, also calculating the outputs of this layer 
until the output layer (propagation of the input signal); 
 Calculate the error (e) for this pattern, comparing 
the desired value for the output (d) and the value 
obtained at the output (o) for the applied input; 
 From the output layer, toward the input layer of 
the network (error backpropagation): 
- Calculate the local gradient (δ) of each neuron of 
each layer. 
 From the output layer toward the input layer of 
the network: 
- Calculate Δω of each synaptic connection; 
- Update ω of each synaptic connection. 
 End. 
b. Update the value of εQM for this epoch; 
c. End. 
(4) End. 
After training the network, its use is performed just 
by presenting an input pattern, which is propagated 
toward the output the network, where the network 
response can be observed. 
4. Implementation for the Case of the Planar 
Robot 
The implementation and simulation of a MLP 
network can be accomplished through the development 
of computer programs in different languages. These 
authors performed the implementation of ANNs 
through the use of “SciLab” programming language 
(http://www.scilab.org). 
According to Refs. [13, 14], an ANN with a single 
hidden layer is enough to approximate any continuous 
function. In turn, Ref. [15] states that any 
mathematical function can be modeled by an ANN 
with, at most, two hidden layers. 
For the planar robot model presented in this paper, 
all simulations were performed with ANNs endowed 
Simulating the Inverse Kinematic Model of a Robot through Artificial Neural Networks: 
 Complementing the Teaching of Robotics 
 
966
with two hidden layers. In the simulation shown in 
Appendix, it was used an ANN with two neurons in 
the input layer (associated with the desired position 
for the tool: XP and YP), two hidden layers with six 
neurons each and two neurons in the output layer 
(associated with the angles θ1 and θ2 of the joints). In 
this simulation, it was used a learning rate (η) equal to 
0.1 and a momentum factor (μ) equal to 0.3. It was 
also used a logistic activation function. Appendix 
presents the results for the simulation performed. 
As can be seen from Appendix, the results 
presented by the simulation are, mostly, relatively 
close to the values of the training, which can justify 
the use of this method as a tool for analyzing the 
behavior of a robot, prior to the final design of its 
inverse kinematic model by algebraic methods. 
5. Final Conclusions 
Through this work, it can be seen that the 
application of ANNs in robotics produces satisfactory 
results for the previous simulation of the behavior of 
robots, allowing the detection of design failures or 
optimization opportunities. The major disadvantage in 
the use of the ANNs in robotics lies in the difficulty of 
finding the most suitable network topology for each 
case to be simulated. Using a large number of layers is 
not recommended because each time the error 
measured during training is propagated to the previous 
layer, it may eventually become higher. 
The number of nodes in the hidden layers of an 
ANN strongly depends on the distribution of the 
training patterns. The use of many neurons may 
facilitate the storage of training patterns, however, this 
will limit the ability of extracting the general features 
that allow the generalization or pattern recognition 
unseen during training (this problem is called 
overfitting). On the other hand, a very small number 
of nodes may force the network to spend too much 
time trying to find an excellent representation. If the 
number of patterns is much greater than the number of 
connections among the nodes, the overfitting is 
improbable, but underfitting can occur (the network 
does not converge during its training). 
Finally, the applicability of this proposal in the 
classroom is justified by the need to provide to 
students of engineering new tools for the study of 
problems in robotics. In this way, the use of ANN 
seeks to excite students to research new and better 
tools for solving problems, considering the 
inseparability of teaching and research. Specifically, 
in the case of these authors, the method presented 
throughout this text was introduced during the classes 
of “artificial intelligence”. This proposal was 
presented with the intention of encouraging students, 
beyond the use of this method, to constantly develop 
new researches, as a way to continually seek 
improvement of solutions for engineering problems. 
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Appendix: Results for the Simulation of the Planar Robot 
Training and simulation of the inverse kinematics of a planar robot through a MLP 
Length of the arm L1 = 3 un. Length of the arm L2 = 2 un. 
Training patterns Simulation results 
Inputs Outputs Inputs Outputs 
Xp Yp θ1 θ2 Xp Yp θ1 θ2 Dif. θ1 Dif. θ2 
(un.) (un.) (deg.) (deg.) (un.) (un.) (deg.) (deg.) (deg.) (deg.) 
5.0 0.0 0.0 0.0 5.0 0.0 0.0 0.0 0.0 0.0 
4.7 1.0 0.0 30.0 4.7 1.0 0.0 30.4 0.0 0.4 
4.0 1.7 0.0 60.0 4.0 1.7 2.2 58.5 2.2 1.5 
3.0 2.0 0.0 90.0 3.0 2.0 6.0 93.4 6.0 3.4 
2.6 3.5 30.0 60.0 2.6 3.5 29.9 59.7 0.1 0.3 
1.6 3.2 30.0 90.0 1.6 3.2 29.9 92.9 0.1 2.9 
0.9 2.5 30.0 120.0 0.9 2.5 29.5 115.2 0.5 4.8 
0.6 1.5 30.0 150.0 0.6 1.5 30.5 153.5 0.5 3.5 
-0.2 3.6 60.0 90.0 -0.2 3.6 58.9 93.0 1.1 3.0 
-0.5 2.6 60.0 120.0 -0.5 2.6 57.8 116.2 2.2 3.8 
-0.2 1.6 60.0 150.0 -0.2 1.6 57.0 150.0 3.0 0.0 
0.5 0.9 60.0 180.0 0.5 0.9 58.5 175.2 1.5 4.8 
-1.7 4.0 90.0 60.0 -1.7 4.0 90.6 58.7 0.6 1.3 
-1.7 2.0 90.0 120.0 -1.7 2.0 87.8 120.7 2.2 0.7 
-1.0 1.3 90.0 150.0 -1.0 1.3 90.0 153.2 0.0 3.2 
-3.5 2.6 120.0 60.0 -3.5 2.6 122.5 57.4 2.5 2.6 
-3.2 1.6 120.0 90.0 -3.2 1.6 120.3 93.0 0.3 3.0 
-1.5 0.6 120.0 150.0 -1.5 0.6 126.2 152.4 6.2 2.4 
-0.5 0.9 120.0 180.0 -0.5 0.9 121.1 173.7 1.1 6.3 
-4.6 1.5 150.0 30.0 -4.6 1.5 145.6 25.1 4.4 4.9 
-4.3 0.5 150.0 60.0 -4.3 0.5 153.2 63.5 3.2 3.5 
-3.6 -0.2 150.0 90.0 -3.6 -0.2 149.0 85.1 1.0 4.9 
-2.6 -0.5 150.0 120.0 -2.6 -0.5 144.2 119.0 5.8 1.0 
-0.9 0.5 150.0 180.0 -0.9 0.5 149.5 174.5 0.5 5.5 
-5.0 0.0 180.0 0.0 -5.0 0.0 180.0 5.2 0.0 5.2 
-4.7 -1.0 180.0 30.0 -4.7 -1.0 179.1 29.5 0.9 0.5 
-4.0 -1.7 180.0 60.0 -4.0 -1.7 178.0 60.7 2.0 0.7 
-3.0 -2.0 180.0 90.0 -3.0 -2.0 180.0 91.1 0.0 1.1 
-2.0 -1.7 180.0 120.0 -2.0 -1.7 180.0 121.0 0.0 1.0 
-1.3 -1.0 180.0 150.0 -1.3 -1.0 179.8 150.0 0.2 0.0 
 
