Abstract. The Perron-Frobenius theory for nonnegative matrices has been generalized to orderpreserving homogeneous mappings on a cone and more recently to nonnegative multilinear forms. We unify both approaches by introducing the concept of order-preserving multi-homogeneous mappings, their associated nonlinear spectral problems and spectral radii. We show several Perron-Frobenius type results for these mappings addressing existence, uniqueness and maximality of nonnegative and positive eigenpairs. We prove a Collatz-Wielandt principle and other characterizations of the spectral radius and analyze the convergence of iterates of these mappings towards their unique positive eigenvectors. On top of providing a remarkable extension of the nonlinear Perron-Frobenius theory to the multi-dimensional case, our contribution poses the basis for several improvements and a deeper understanding of the current spectral theory for nonnegative tensors. In fact, in recent years, important results have been obtained by recasting certain spectral equations for multilinear forms in terms of homogeneous maps, however as our approach is more adapted to such problems, these results can be further refined and improved by employing our new multi-homogeneous setting.
Introduction.
The classical Perron-Frobenius theory addresses properties such as existence, uniqueness and maximality of eigenvectors and eigenvalues of matrices with nonnegative entries. Two important generalizations of this theory arise in the study of eigenvectors of order-preserving homogeneous mappings defined on cones and in multilinear algebra where spectral problems involving nonnegative tensors are considered. In this work we consider a framework allowing the unified study of both directions by introducing the concept of order-preserving multihomogeneous mappings. While some multi-homogeneous spectral problems can be reformulated in terms of standard homogeneous maps (see e.g. [10] ), the novel multihomogeneous formulation allows us to go further and prove several results that either hold for a larger class of problems or that require weaker assumptions. In particular, we provide a notion of eigenvalue and spectral radius for multi-homogeneous mappings and prove several Perron-Frobenius type results. These results include the existence of a nonnegative eigenvector corresponding to the spectral radius, the existence and uniqueness of a positive maximal eigenvector, and a Collatz-Wielandt characterization of the spectral radius. Furthermore, we investigate the simplicity of the spectral radius and the convergence of the iterates of the mapping towards its unique positive eigenvector. The latter result is particularly relevant from a computational viewpoint as it naturally gives rise to an efficient and general algorithm for the computation of the positive eigenvector, with a linear convergence rate.
As on the one side linear algebra can be seen as a special case of multilinear algebra, on the other side eigenvectors and eigenvalues of nonnegative matrices are a special case of those of order-preserving homogeneous mappings on R n + = {u ∈ R n : u i ≥ 0, ∀i}. Following a similar analogy, the nonlinear Perron-Frobenius theory for homogeneous mappings is a special case of that for multi-homogeneous mappings and the study of spectral problems induced by nonnegative multi-linear forms is a special case of the study of eigenvectors of order-preserving multi-homogeneous mappings on the product R n1 + × . . . × R n d + . Therefore, when d = 1, our results reduce to their counterparts in the existing linear and nonlinear finite dimensional Perron-Frobenius theories. However, when d > 1, the use of the proposed multi-homogeneous setting allows us to improve and unify many results and definitions in the study of spectral problems induced by nonnegative multi-linear forms, as for instance the ℓ p -eigenvector problem for (square) nonnegative tensors, the ℓ p,q -singular vector problem for nonnegative (rectangular) tensors and the ℓ p,q,r -singular vector problem for nonnegative tensors [13, 27, 28] . In [15] we discuss several of these implications in detail.
In recent years, the nonlinear Perron-Frobenius theory and spectral theory of nonnegative multi-linear forms have been successfully employed in a variety of applications ranging from signal processing [24] to multi-variate low rank approximation [8] , mathematical economics [11] and dynamical systems [7] . The use of the multihomogeneous framework opens the avenue to several challenging applications too. For instance, the techniques proposed in this paper have recently inspired the first practicable algorithm for the training of a class of generalized polynomial neural networks to global optimality [14] , and have been employed in network science in order to extend eigenvector-based centrality measures to multi-dimensional graphs [25] .
The nonlinear Perron-Frobenius theory has been developed for order-preserving mappings on general cones. However, for the sake of simplicity and in order to make our ideas more transparent, we restrict ourself to cones of the form R n + and their Cartesian product. Nevertheless, we took special care to use as few as possible the particular structure of R n + in order to facilitate the generalization of our results to general cones.
The paper is organized as follows: In Section 2, we introduce and motivate the class of order-preserving multi-homogeneous mappings. We propose a way to define eigenvectors and eigenvalues for multi-homogeneous mappings. Furthermore, we discuss characteristics of these mappings. In Section 3, we prove a contraction principle for our class of mappings in Theorem 3.1. In particular, this theorem implies the existence and uniqueness of a positive eigenvector under very mild conditions. In Section 4, we propose a generalized notion of spectral radius and prove, in Theorem 4.1, a weak form of the Perron-Frobenius theorem which implies the existence of a nonnegative eigenvector corresponding to the spectral radius. Then, we discuss a generalized notion of irreducibility allowing us to give in Theorem 4.3 a sufficient condition for the existence of a positive eigenvector of non-expansive mappings. In Section 5, we prove a Collatz-Wielandt formula for the spectral radius (Theorem 5.1) and discuss the simplicity and uniqueness of positive eigenvectors and their associated eigenvalues (Theorem 5.2). Finally, in Section 6, we discuss a method for computing the positive eigenvector of order-preserving multi-homogeneous mappings. The convergence of this method (with a linear rate) is discussed in Theorem 6.1. In Sectionsrelevant operations under which the considered class of mappings is closed.
Multi-homogeneous mappings.
Let us first define the class of mappings considered here. To this end, let n 1 , . . . , n d be positive integers and consider K + the product cones defined as
+ be a continuous mapping and define F :
. We say that F is (positively) multi-homogeneous if there exists a d × d nonnegative matrix A such that for every
We refer to A as the homogeneity matrix of F . Clearly, every p-homogeneous mapping F : R n → R n is multi-homogeneous with homogeneity matrix A = p ∈ R 1×1 . A multihomogeneous mapping F is said to be order-preserving if it preserves the order induced by K + , that is
Finally, we consider non-degenerated mappings, that is we assume that
++ are the interiors of R d + and K + respectively. In order to shorten the statements of our results, we introduce the following: Definition 2.1. Let H d be the class of mappings defined as
For F ∈ H d , we write A(F ) to denote the homogeneity matrix A defined in (1).
As discussed in the preface of [19] , the development of the nonlinear Perron-Frobenius theory has its origin in an observation made independently by Birkhoff and Samelson. They remarked that one can use Hilbert's projective metric and results of fixed point theory to prove some of the theorems of Perron and Frobenius concerning eigenvectors and eigenvalues of nonnegative matrices. More precisely, they made the following observation: For any matrix M ∈ R n×n with positive entries, it holds
where µ :
In particular, it is known that for any norm · on R n , the pair {x ∈ R n ++ : x = 1}, µ forms a complete metric space (see for instance Proposition 4.4 in [23] , p.82) and so one can use results of fixed point theory to analyze the eigenvectors of M . This observation was then extended to a wider class of mappings, namely the class of mappings F : R n + → R n + which are positively p-homogeneous, order-preserving and leave R n ++ invariant. It can then be shown that p is a Lipschitz constant of F with respect to µ (see for instance Theorem 3.1 in [5] ). A generalization of this observation can be proved for mappings in
where µ b : K ++ × K ++ → R + is the weighted product metric defined as
Clearly, (4) is a special case of (5). The upper bound on the Lipschitz constant of F in (5) depends on the choice of the weights b ∈ R d ++ . This upper bound can be minimized using the Collatz-Wielandt formula. For example, if A in (5) is irreducible, then the spectral radius ρ(A) of A satisfies (6) ρ(A) = min
and the minimum is attained at
This is a key property of the Perron-Frobenius theory for order-preserving multi-homogeneous mappings. Furthermore, we note that (5) [10] and [13] where a spectral problem for nonnegative tensor is transformed into a spectral problem for order-preserving 1-homogeneous mapping. However, it turns out that, for equivalent results, the assumptions induced by these kind of transformations are much more restrictive than if one treats the problem in its original formulation, namely as a multi-homogeneous problem. Details on such improvement on the literature of nonnegative tensors can be found in [15] .
As, the Perron-Frobenius theorem is concerned with eigenvectors and eigenvalues of mappings, we propose a generalization of these objects in the context of multihomogeneous mappings:
For consistency, in the above definition, we call λ an eigenvalue of F although it is a vector. We have several motivations for such a definition:
2 coincides with the usual definition of (nonnegative) eigenvector.
• If F ∈ H d and x ∈ K + satisfies x i = 0 for every i and F (x) = λx for some λ ∈ R + , then x is an eigenvector of F with eigenvalue λ = (λ, . . . , λ).
• Likewise the eigenvectors of a p-homogeneous mapping F ∈ H 1 are its fixed point in the projective space, the eigenvectors of a multi-homogeneous mapping F ∈ H d are its fixed points in the product of projective spaces.
• Unlike the case
for some β ≥ 0. However, it is the case that for every
We conclude the section with simple examples which illustrate the notions discussed above: Let M ∈ R n×n be a positive matrix. 
) where the powers are taken component-wise and p, q ∈ (1, ∞). Then, we have H ∈ H 2 with A(H) = diag(1/(p − 1), 1/(q − 1))A(G) and the eigenvectors of H are the so-called nonnegative ℓ p,q -singulars vectors of M [3] . In particular, it can be shown that the eigenvectors of H are exactly the nonnegative critical points of the function
where · p is the p-norm on R n . Furthermore, if p = q, then the eigenvalues of H are of the form λ = (λ 1 , λ 2 ) with λ 1 = λ 2 . Based on the above observations, we introduce notation, on top of the standard one, which allows to better capture the structure of mappings in H d .
Notation. For
, we write z p to denote the usual pnorm of z ∈ C n . We write |z| to denote the component-wise absolute value of z, i.e. |z| = (|z 1 |, . . . , |z n |).
On R n + we consider the partial ordering induced by R n + , i.e. for every y, z ∈ R n we write z ≤ y, z y and z < y if y − z ∈ R n + , y − z ∈ R n + \ {0} and y − z ∈ R n ++ , respectively. We write I ∈ R n×n and 1 ∈ R n to denote the identity matrix and the vector of all ones respectively. We write ρ(A) for the spectral radius of a matrix A ∈ R n×n . Let us recall that a matrix A ∈ R 
++ . We use bold letters without index to denote elements of V , bold letters with index i ∈ [d] denote vectors in R ni , whereas components of x i are written in normal font. Namely
To express entries of x ∈ V , it is convenient to consider the following sets of indices
The cone K + induces a partial ordering on V . We write
and u − x ∈ K ++ respectively. In particular, we note that (2) can be rewritten as F (x) ≤ K F (y) for every x, y ∈ K + with x ≤ K y. 
For technical reasons we will need to consider different types of product of unit spheres. For i ∈ [d], let · γi be a norm on R ni and let φ ∈ K ++ . We consider
In some proofs, it useful to assume that the norms · γ1 , . . . , · γ d are monotonic, thus we make a general assumption in this paper. 
In particular, for simplicity, the reader may assume that · γi is the Euclidean norm on
A direct computation shows that for every α, β ∈ R n ++ and every B, C ∈ R n×n , the following identities hold
where • denotes the entrywise product, i.e.
We use the symbol ⊗ to denote the following operation
As discussed in the previous section, ⊗ arises naturally when considering spectral problems for multi-homogeneous mappings
++ . Furthermore, we have that x ∈ K + is an eigenvector of F if x ∈ K +,0 and there
We consider the mappings
for every x, y ∈ K ++ . These mappings are useful for two main reasons: First we have
Second, they appear in the definition of the weighted Hilbert metric and the weighted Thompson metric on K ++ . That is, for b ∈ R d ++ , we consider the weighted Hilbert and Thompson metric µ b , µ b :
In particular, it follows from Corollary 2.5.6 in [19] that for any b ∈ R d ++ and any φ ∈ K ++ , the metric spaces (S 
We briefly discuss each of the three points above: First, we recall a known theorem that characterizes property (a). In particular, it implies that the differential of a mapping F ∈ H d is order-preserving.
and F is order-preserving if and only if DF
Next, we prove a lemma that generalizes Euler's theorem for homogeneous mappings to multi-homogeneous mappings. More precisely, this lemma gives a characterization of multi-homogeneous mappings and provides information on the multihomogeneity of their derivatives.
. If (1) holds, then g x is constant and (2) follows from ∇g x (1) = 0. If (2) holds, then ∇h x (α) = 0 for every α and (1) follows from h x (α) = h x (1) = 0. To show the last part, let (i, j i ) ∈ J and consider e (i,ji) ∈ K + , the vector such that (
Letting h → 0 concludes the proof.
There exist order-preserving multi-homogeneous mappings which are naturally defined on K ++ rather than on K + . This frequently happens in the case d = 1 when considering the log-exp transform of a topical mapping (see e.g. [1] ). We also face such a situation when deriving a dual condition for the existence of a positive eigenvector in Corollary 4.8. It is then useful to know whether the considered mapping can be continuously extended to a mapping in H d . In the case d = 1, such an extension has been proved to exist in Theorem 3.10 [4] and Theorem 5.1.2 [19] . As the proof of this result can be easily generalized for d > 1 (with the help of Lemma 3.2), we omit it here. 
The following straightforward lemma describes operations under which H d is closed.
Then H (1) , H (2) , H (3) ∈ H d with homogeneity matrices AB, A + B, D respectively.
In particular, it follows that for every
This observation is particularly useful when discussing the behavior of the iterates of multihomogeneous mappings in Section 6.
Contraction principle for Multi-homogeneous mappings.
Our first result is a combination of (5) with the Banach fixed point theorem. This result is particularly interesting as it shows that when we can build a metric so that F ∈ H d is a strict contraction then the existence and uniqueness of a positive eigenvector are always guaranteed without further assumptions. As discussed below (5), such a metric can be explicitly constructed using the left eigenvector of the homogeneity matrix of F in order to obtain the following:
The simplicity of the assumptions in the above theorem is remarkable. While this result was known in the case d = 1 (see for instance [5] ), it has strong novel implications in the Perron-Frobenius theory for spectral problems induced by nonnegative tensors, which we discuss in [15] . A simple consequence of Theorem 3.1 is the following: Let M ∈ R m×n be a nonnegative matrix, then this theorem implies that the nonlinear power method of [3] for the estimation of M p,q = max{ M x p | x q = 1} always converges to the global maximum, whenever p < q and M ⊤ M has at least one nonzero entry per row. The existing convergence result for this method requires M ⊤ M to be irreducible which is much more restrictive.
Unfortunately, the eigenvalue problem M x = λx where M ∈ R n×n is a positive matrix and x ∈ R n + , does not fulfill the assumptions of Theorem 3.1 because in this particular case, F (x) = M x is one homogeneous and so A(F ) = 1. That is, F is non-expansive but may not be a strict contraction. This explains to some extent why the linear Perron-Frobenius theorem requires M to be irreducible and not simply
To distinguish these cases and facilitate our discussion, for a mapping F ∈ H d , we say that F is a (strict) contraction if ρ(A(F )) < 1 and say that F is non-expansive if ρ(A(F )) = 1. As for the case d = 1, when d > 1 the study of non-expansive mappings is more involved than that of strict contractions.
Lipschitz continuity and the contraction principle.
We prove the analogue of the observation of Birkhoff and Samelson stated in (5) and discuss why this generalization is tight by an example. Then we prove Theorem 3.1 and give an example to illustrate its relevance.
where
Proof. For any x, y ∈ K ++ , we have
It follows that for every (
Hence, we have
Furthermore, Equation (9) implies that
which concludes the proof.
The constant C in the above lemma can not be improved further without additional assumptions on F ∈ H d . This fact is illustrated by the following example where we show that for any matrix
such that A(F ) = A and we have equality in (8) for some x, y ∈ K ++ with x = y.
Before proving Theorem 3.1, we note that when ρ(A) < 1, there is always a choice for the vector b so that C < 1 in Lemma 3.2. 
We are now ready to prove Theorem 3.1 which is a combination of Lemma 3.2 and Remark 3.4.
Proof of Theorem 3.1. As ρ(A) < 1 by assumption, Remark 3.4 implies the existence of r ∈ [ρ(A), 1) and y) for all x, y ∈ K ++ . Now, consider the mapping
for every x, y ∈ S ++ . Thus, G is a strict contraction on the complete metric space (S ++ , µ b ). The result is now a consequence of the Banach fixed point theorem (see e.g. Theorem 3.1 in [18] ).
To conclude this section, we give an example of a mapping which is expansive with respect to the Hilbert and Thompson metrics on R
n1+...+n d ++
but satisfies all the assumptions of Theorem 3.1. This example motivates the study of multi-homogeneous mappings and illustrates that several arguments involving homogeneous mappings do not hold anymore in the multi-homogeneous framework.
Clearly, F is not homogeneous. It is nevertheless subhomogeneous of degree 2, i.e. λ 2 F (z) ≤ F (λz) for λ ∈ (0, 1) and z ∈ R Hence, ρ(A) = 1/2 is a Lipschitz constant of F with respect to the metric
where µ is the Hilbert metric on R [19] and essentially relies on the fact that the spectral radius of an order-preserving homogeneous mapping can be characterized in terms of its Bonsall spectral radius [2] and in terms of its cone spectral radius [20] . By generalizing these characterizations, we obtain the following:
As in the linear case, we need to introduce a concept of irreducibility in order to ensure that a non-expansive mapping has a positive eigenvector F . To this end, we extend the definition of directed graph associated to order-preserving homogeneous mappings, proposed in [11] , to multi-homogeneous mappings. For the definition of this graph, we consider, for all i
Then, the graph associated with a mapping in H d is given by the following:
In particular, we note that if F (x) = M x for some nonnegative matrix M ∈ R n×n , then G(F ) = ([n], E) is the graph with M as adjacency matrix. Furthermore, if Let
Then, for every α ∈ R d ++ and x ∈ K +,0 , it holds In the case d = 1,r b is known as Bonsall spectral radius [2] and r b is known as cone spectral radius [20] . Note that for every λ > 0, we have
Moreover, if M ∈ R n×n + and F (x) = M x, then the Gelfand formula [16] implies that ρ(M ) = r 1 (F ) =r 1 (F ). The proof of Theorem 5.31 [19] , a special case of Theorem 2.2 [20] , can be easily adapted to obtain the following:
In the following proposition we extend the second part of Theorem 2.2 [20] to the multi-homogeneous case. In particular, it implies that if F ∈ H d is non-expansive and has a positive eigenvector u ∈ S ++ with
Moreover, we use this proposition for the proof of the Collatz-Wielandt formula in Section 5.1.
for all x ∈ K ++ . Moreover, for every y ∈ S + and
For k ∈ N and y ∈ S + we have
Taking the supremum over y ∈ S + , we get
Theorem 4.4 implies lim
The last tool we need to prove our weak Perron-Frobenius Theorem 4.1, is the next result which is a generalization of Theorem 5.4.1 [19] . We prove the existence of an eigenvector corresponding to the spectral radius for a class of mappings in H d . Although being of interest in its own, this theorem will also be helpful in Section 4.2 for the proof of the existence of a positive eigenvector. Furthermore, we will use it in Section 5 to show that the Collatz-Wielandt characterization of the spectral radius holds without the assumption that there exists a positive eigenvector.
where 1 is the vector of all ones. Then, the following statements hold:
), converges to a maximal eigenpair of F . That is, there exists a pair
is well defined and continuous. It follows from the Brouwer fixed point theorem (see for instance [17] ) that G (δ) has a fixed pointx
There exist ζ > 0 such that ζx
Hence, r b (F (η) ) < r b (F (ε) ) for every 0 < η < ε and lim δ→0 r b (F (δ) ) = r exists. Finally, we prove (3). There exists C > 0 such that y ≤ C1 for every y ∈ S + . It follows that for every 0 < ε ≤ 1, it holds
and thus {λ
Hence, there exists (ε k )
. So, by continuity of F , we get
On the one hand, by definition, we have
On the other hand, Proposition 4.
Letting k → ∞, we finally get r b (F ) ≤ 
Existence of positive eigenvectors for non-expansive mappings.
In order to obtain a sufficient condition for the existence of a positive eigenvector of a non-expansive mapping in H d , we propose a notion of irreducibility adapted from [11] . When d = 1, the graph of Definition 4.2 coincides with the one proposed in [11] and our existence Theorem 4.3 coincides with Theorem 2 [11] where the graph is required to be strongly connected. However, this is not true anymore when d > 1. The following is an example of a mapping F ∈ H 2 such that the graph G(F ) of Definition 4.2 is not strongly connected but satisfies the connectivity assumption of Theorem 4.3. 
Note that, by definition of G(F ), Ψ(r) < ∞ for any r > 0 and Ψ is an increasing function. Moreover, note that Ψ has the following property:
In the case d = 1, the proof of Theorem 6.2.3 [19] relies on the following idea: if F ∈ H 1 is homogeneous, G(F ) is strongly connected and its maximal nonnegative eigenvector x ∈ R n1 \ {0} (given by Theorem 4.5) has a zero entry, then one gets the contradiction x = 0. Following the same idea, for a non-expansive mapping F ∈ H d with d ≥ 1, the condition on G(F ) in Theorem 4.3 is so that, if its maximal eigenvector x ∈ K +,0 has a zero entry, then x i = 0 for some i ∈ [d] contradicting x ∈ K +,0 .
Proof of Theorem 4.3. By Theorem 4.6, there exists (λ
Suppose by contradiction that x * ∈ S + \ S ++ . By taking a subsequence if necessary, we may assume that there exists (
In particular, as
s,ts ≤C for every (s, t s ) ∈ I and k ∈ N. Thus, (14) 0
Fix k ∈ N and let t = x
where M 0 > 0 satisfies (13) . Hence, by (12) 
Applying this procedure again to (m 3 , ξ m3 ), we get the existence of a constant M 2 > 0 independent of k, such that 3 , we get the desired inequality. Repeating this process at most N ν times, we obtain C ν > 0 independent of k, such that
Taking the product over ν ∈ [d] in (16) and dividing by
Finally, using (14) and (15) we get a contradiction. As noted in Corollary 6.2.4 [19] for the case d = 1, there exists a dual version of Theorem 4.3 which follows by considering the mapping τ :
) for all x ∈ K ++ . Then, τ is a bijection between the positive eigenvectors of F andF . Moreover, by Theorem 2.6,F can be continuously extended on K + so thatF ∈ H d . The following corollary follows directly from Theorem 4.3 applied toF .
We make some observations on G(F ) = (I,Ê). First, note that if u (k,j k ) (t) is defined as in (10), then we have (k, l k ), (i, j i ) ∈Ê, if and only if lim t→0 F k,l k u (i,ji) (t) = 0. Furthermore, G(F ) and G(F ) can be very different. In fact, consider again the mapping F ∈ H 1 of Example 4.7. Then, G(F ) contains only two self-loops. On the other hand, if we substitute the max's with min's in the definition of F , we obtain a mapping H ∈ H 1 with G(Ĥ) = G(F ) and G(H) = G(F ). We conclude this section by noting that unlike the linear case, the assumption that G(F ) is strongly connected does not imply the uniqueness of positive eigenvectors. F (a, b, c) = max(a, b, c), max(εa, b), max(εb, c) . strongly connected and (1, b, c) is an eigenvector of F for all b, c ∈ [ε, 1].
5. Maximality and uniqueness of positive eigenvectors. Theorems 3.1 and 4.3 provide sufficient conditions for the existence of a positive eigenvector. In the linear case, it is known that the eigenvalue associated to a positive eigenvector of a nonnegative matrix always coincides with its spectral radius. This can be deduced by the Collatz-Wielandt formula. A generalization of this characterization to the spectral radius of non-expansive mappings in H 1 can be found in Theorem 5.6.1 [19] and Theorem 1 [12] . In the context of nonnegative multi-linear forms, Collatz-Wielandt formulas were established for different types of spectral problems [10, 13, 27] . By combining techniques from the proofs of Theorem 5.6.1 in [19] and of Theorem 1 in [13] , we obtain the following Collatz-Wielandt characterization of the spectral radius for mappings in H d :
In particular, we note that if d = 1 and F is linear, then the left hand side of (17) reduces to the classical Collatz-Wielandt formula (6). Our next result is concerned with the simplicity of the positive eigenvector of a multi-homogeneous mappings and its eigenvalue. In the linear case, it is known that every nonnegative irreducible matrix has a unique real eigenvector corresponding to its spectral radius and this vector must have positive entries. We have seen in Theorem 4.3 a possible way to generalize the notion of irreducibility to mappings in H d which ensures existence of a positive eigenvector. However, as shown in Example 4.9, already in the case d = 1, this assumption does not guarantee that this positive eigenvector is unique in S ++ . This suggests that the notion of irreducibility needs to be generalized in a different way in order to obtain uniqueness results. A possible approach is proposed in Theorem 2.5 [22] and Theorem 6.1.7 [19] , which have assumptions on the derivative of the mapping. More precisely, let F ∈ H 1 be such that A(F ) = 1, F has a positive eigenvector u ∈ S ++ and F is differentiable at u ∈ S ++ . Let DF (u) be the Jacobian of F at u. If DF (u) is irreducible, then Theorem 2.5 [22] implies that u is the unique eigenvector of F in S ++ and Theorem 6.1.7 [19] implies that for any eigenvector v ∈ S + \ S ++ with F (v) = θv we have θ < r 1 (F ). The combination of these results can therefore be interpreted as a result on the simplicity of the spectral radius. Indeed the first one implies that the positive eigenvector is unique and the second one implies that the spectral radius of F can only be attained by a positive eigenvector. The following theorem generalizes the results above to the multi-homogeneous setting.
It turns out that the assumptions in the theorem above can be refined. On the one hand, as in Theorem 2.5 [22] , in order to guarantee the uniqueness of a positive eigenvector the requirement that DF (u) is irreducible can be relaxed to a condition on the eigenspace of DF (u) corresponding to its spectral radius. On the other hand, for d > 1, it can be shown that the spectral radius can not be attained in S + \ S ++ under a weaker assumption than irreducibility. These relaxed assumptions are given in Theorems 5.5 and 5.3 at the end of the section. 
With this notation, the characterization of Theorem 5.1 can be reformulated as
Note also that for 
To show equality, assume first that F has an eigenvector u ∈ S ++ . Then | cw b (F, u) = r b (F ) and we are done. Now, suppose that F does not have an eigenvector in S ++ , let To prove the right-hand side of (19) , it suffices to prove that for every y ∈ S + , we have cw b (F, y) ≤ r b (F ). So, let y ∈ S + , if there exists (i, j i ) ∈ I such that y i,ji > 0 and F i,ji (y) = 0, then the inequality is clear. Thus, we may assume without loss of generality that
The left-hand side of (19) can be proved in a similar way. Indeed, if y ∈ S ++ , then
Uniqueness and simplicity of positive eigenvectors.
We prove the following theorem which gives a condition ensuring that the eigenvalue corresponding to an eigenvector which has some zero entry can not be maximal. 
Then, for every eigenpair 
Then, F (1) = 1, Theorem 5.3 applies to F , but DF (1) is not irreducible. 
The proof of Theorem 6.4.1 [19] can be easily adapted to obtain the following:
The next lemma shows that when u is a fixed point of F ∈ H d and F is differentiable at u, then one can findb ∈ R d + such thatb ⊗ u is an eigenvector of DF (u). Lemma 5.7. Let φ ∈ K ++ , F ∈ H d , A = A(F ) and G as in (21) . If there exists
Moreover, G is differentiable at u and for every z ∈ V ,
In particular, if x = u ∈ S φ ++ and F (u) = u, the above equation simplifies to
We now prove Theorem 5.5 which extends Theorem 6.4.6 in [19] to the case d ≥ 1. 
otherwise. Furthermore, consider ϕ (i,ji) ∈ K +,0 defined as
Plugging ϕ (i,ji) into Equation (25) for every (i, j i ) ∈ I implies the existence of M ∈ 
On the one hand, asũ > 0, there exists t > 0 with
On the other hand, as A is irreducible, we know from Theorem 1.1 [26] that the sequence 6. Convergence to the unique positive eigenvector. We conclude the paper with a study of the convergence of the iterates of a mapping F ∈ H d towards its unique positive eigenvector u. Such analysis is particularly interesting in applications as it naturally induces an algorithm for the computation of u and r b (F ). For example, this allows to solve certain nonconvex optimization problems to global optimality [14] , a hard task in general, or can be used to efficiently identify important components in networks with multiple layers [25] .
When F is a strict contraction, convergence is a direct consequence of the Banach fixed point theorem, however when F is non-expansive we need stronger assumptions on F . For example, if F : R 2 + → R 2 + is the linear mapping F (x) = M x where M is the matrix representing the nontrivial permutation of two elements then, although M is irreducible, the iterates of F will never converge towards its eigenvector. For the case d = 1, it is proved in Theorem 2.3 [22] that the normalized iterates of a non-expansive mapping F ∈ H 1 converge towards its positive eigenvector u if DF (u) is primitive. We prove in the following theorem that such a result can be extended for the case d > 1. Furthermore, taking inspiration from the study of nonnegative multilinear forms (see e.g. [3, 9, 13, 21] ), we show that each of the iterates induce two monotonic sequences which are particularly useful for the estimation of the spectral radius. These results are summarized in the following:
Suppose that F has a positive eigenvector u ∈ S ++ and define the sequence of normalized iterates given by x 0 ∈ S ++ and 
Finally, if Ab < b, then ρ(A) < 1 and the following bound on the convergence rate holds
∀k ∈ N.
6.1. Convergence analysis. First, we need the subsequent lemma which can be proved in the same way as Lemma 6.5.7 [19] dealing with the case d = 1. Lemma 6.2. Let F ∈ H d and u ∈ K ++ with F (u) = u. If F is differentiable at u and ν is a positive integer such that DF (u) ν has strictly positive entries, then F ν (u) < F ν (x) for all x ∈ K ++ with u K x.
We recall known results of fixed point theory: For x ∈ K ++ and F ∈ H d , the orbit O(F, x) of x under F is defined as O(F, x) = F k (x) | k ∈ N . Furthermore, the ω-limit set ω(F, x) of x under F is the set of accumulation points of O (F, x) ⊂ K ++ has a bounded subsequence, then O(F, x) is bounded for each x ∈ K ++ . (II) If x ∈ K ++ is such that O(F, x) has a compact closure, then ω(F, x) is a non-empty compact set and F ω(F, x) ⊂ ω(F, x). (III) If x ∈ K ++ is such that O(F, x) has a compact closure and |ω(F, x)| = p, then there exists z ∈ K ++ such that lim k→∞ F pk (x) = z and ω(F, x) = O(F, z). (IV) If F is non-expansive with respect to µ b , then for all x ∈ K ++ and y ∈ ω (F, x) , we have that ω(F, y) = ω(F, x).
Property (I) is also know as Calka's Theorem [6] . We are now ready to prove the following theorem which is a special case of Corollary 6.5.8 in [19] when d = 1. 
