Nauticle is a general-purpose numerical solver pursuing the easy adoption and application of arbitrary particle-based numerical schemes. Phenomena seemingly different from both physical and length-scale point of views, such as the motion of celestial objects or individuals in a flowing crowd are considered as processes governed by internodal (interplanetary, interpersonal etc.) laws. Furthermore, a skeleton comprised of a system of spatially distributed particles is separated from the physical laws, which is therefore arbitrarily exchangeable and combineable. Motivated by this generalization, Nauticle considers interactions as mathematical functions operating on field variables over a particle system. Thus the governing equations are moved to the users level, facilitating the handling of almost arbitrary equations using the interaction operators of the adopted interaction laws.
Introduction
Due to their attractive properties, particle-based numerical methods enjoy increasing attention in many fields of engineering applications. In contrast to mesh-based methods like the Finite Element Method (FEM), particle schemes have more flexible and adaptable spatial discretization of the computational domain of any shape, especially in case of large deformations involving topology changes even with domain splitting [1] . As far as the implementation is considered, most of the common features of particle-based numerical schemes are fundamentally different from mesh-based methods. Some of these differences are the lack of internodal structure (mesh), the persistent changing of nodal connectivity and the overlapping spatial covering of computational domains.
During the past decades, several meshless numerical solvers like [2] , [3] and [4] or [5] successfully verified the usage of particle methods in engineering and scientific applications. Such tools have successfully solved problems like free surface flows [6] even with fluid-solid interactions [7] , crack growth and propagation in a solid domain [8] or collision of granular material parcels [9] and [10] , in which areas mesh-based methods usually suffer from serious bottlenecks. Furthermore, although they are inherently computationally intensive, efficient massive parallelization of computations on multicore CPU and GPGPU devices [11, 12, 13] can be carried out. However, most of these simulation tools are designed to employ a certain particle scheme, moreover, the governing equations of the mathematical model are usually buried in the code. The lack of generality considering both the mathematical model and the computational scheme results in a robust but rigid numerical engine with a limited range of applications.
To leap towards a more general formulation of computations, two aspects of generality needs to be distinguished. Firstly, it is inevitable for the governing equations to emerge from the depth of the solver core up to the user's level. Obviously, it requires a fundamentally different realization of the solver but ensures higher flexibility at the same time. Secondly, the governing equations should be interpreted and discretized according to a suitable numerical method, consequently, the same environment should be suitable for the implementation of several different methods. Using a proper formulation for the interface between the solver core, the different numerical schemes and the user-defined equations it turns out that a truly flexible meshless simulation tool can be established. Note that the existence of multipurpose schemes in a single environment significantly facilitates not only the flexible modeling of almost arbitrary problems but the efficient simulation of coupled problems as well.
It is apparent, that the interest in such numerical tools has begun to increase in the past few years, following the trend of modern FEM-based simulation environments like FEniCS [14] or deal.II [15] . Such an attempt on generality eventuated the meshless numerical library SYMPLER by D. Kauzlarich et al. [16] performing simulations using both molecular and collocation schemes. The recently published tool, the general-purpose lightweight (header-only) code Aboria [17] facilitates the flexible implementation and application of particle-based schemes in C++. However, as M. Robinson and M. Bruna pointed out in [17] , most of the tools (e.g. [18] , [19] or [20] ) are confined to a more or less narrow area of applications, namely molecular dynamics, and still not sufficiently general to serve a wider audience.
Nauticle is a novel general-purpose open-source C++ scientific numerical environment and solver for the application and implementation particle methods. The goal of the library is to establish a particle-based numerical solver that can solve user-defined system of algebraic and differential equations over a set of spatially distributed particles in one, two or three dimensions with the most suitable numerical particle-schemes. The list of currently implemented numerical methods:
• Discrete Element method (DEM)
• Gravitational interaction (for N-body simulations)
Concept of Nauticle
Nauticle is a meshless numerical simulation tool, which aims to solve systems governed by the interaction laws between pointlike objects involved in a dynamical system. As it is laid down by one of the most frequent classification of meshless particle methods, they can represent physically existing objects (e.g. celestial objects, grains of sand or individuals drifting in a crowd), or parcels chosen more or less intuitively from a continuum substance by a collocation technique. Based on the same concept, the main objectives of the solver can be expressed in two aspects:
• adoption of arbitrary interaction laws flexibly and efficiently through the Nauticle-interface introduced later in Section 3,
• building simulation cases through XML forms with symbolic user-defined equations constructed by the adopted interaction laws without programming and recompilation.
Interaction laws (particle schemes) are considered to be mathematical operators acting on user-defined symbols -assigned to the objects -leading to an approach that allows one to construct and solve equations of the form presented in Section 2.1.
Basic idea
Consider a set of N spatially distributed point-like objects (hereinafter referred to as particles p) forming a discrete frame of reference called particle system P N inside a one, two or three dimensional axis-aligned rectangular domain D. Assign arbitrary fields of zeroth, first or second order tensorial quantities Φ α to P N :
where α, β = 1, 2, ... corresponds to field 1, 2, etc. Obviously, the positions of the particles can also be expressed as a tensorial field. Assume that the dynamics of quantity Φ α i assigned to particle i can be expressed as
where
n is the number of neighbors around particle i depending on the finite or infinite influence radius ∆, and
.. is considered to be an appropriate interaction law between particles i and j. Thus, the first term f Ψ 1 , Ψ 2 , ..., Ψ K on the RHS implies pair-interactions depending on the spatial configuration of the particles, while the second term g Φ I i , Φ II i , ... covers particlewise expressions omitting neighboring particles. The construction of (2) for each particle leads to a set of N ordinary differential equations (ODEs).
Nauticle, as a numerical meshless solver is capable to solve such problems that are directly governed by equations of the form of the ODE in (2) or can be transformed (through a suitable discretization scheme) to the same form. In other words, for instance, the governing equations obtained with the famous meshless collocation technique Smoothed Particle Hydrodynamics (SPH) [21, 22, 23, 24] or the Discrete Element Method (DEM) [25, 26] and many other particle-based and meshless schemes (even the stochastic Dissipative Particle Dynamics (DPD) scheme [27] ) meet the ODE in (2) offering the potential to construct and solve them similarly through numerical integration. A further benefit is that arbitrary combinations (even for coupled problems) of mathematical models are also possible to simulate by the proper combination of different interaction laws. Furthermore, it is not required to construct the same equations for all particles. However, complex problems are out of scope of the present paper.
Implementation

Fundamentals
To allow users to flexibly define and solve arbitrary equations having the form of (2), the definition of the governing equations has to be moved from the core of the solver to the user's level. The intention of maintaining generality and flexibility at the same time results in the need of runtime expression parsing and evaluation based on a hierarchy of user-deinfed symbols and operators.
Expression tree
In Nauticle, the built-in expression parser applies the tree of expressions shown in Figure 1 . In order to handle user-defined symbols of scalar, vector or tensor quantities, a fundamental and atomic real-valued tensor container is used to represent zeroth, first or second order tensors. Regarding their in- terpretation, the symbol branch of the expression tree implements different types of user-defined quantities, although, all symbols must have a unique name assigned to them. Single values represent global standalone constant or variable values, hence they are stored as single tensorial values. Contrastingly, field values can assign different values to each particle (aforementioned Φ i ). The particle system is realized as a special form of field operating as the storage of particle positions. The nodes of the operator branch can be classified into two groups, the particlewise and the pairwise nodes. The former implements the fundamental operations (addition, subtraction, multiplication etc.) as arithmetic operators as well as mathematical functions (sine, cosine, square root, logarithm etc.) as arithmetic functions, which belong to the second term on the RHS of (2). Since these operators are independent from the particle layout, the computational complexity of them is approximately linear concerning the number of particles. Contrarily, the evaluation of pairwise or interaction operators takes more than one particles into account, for instance, the summation, of a field refers all particles in the particle system. Furthermore, a special collection of interactions are the particle-based numerical schemes operating on pairs of particles defined by the neighborhood and local configuration. In (2), the interaction operators are represented by the first term on the RHS. For those of a considerable group of particle schemes that require spatial filtering, a filter node is employed to manage filter functions.
The computational domain
The computational domain of any particle simulation in Nauticle is considered to be a d = 1, 2 or 3 dimensional axis-aligned box, in which the particle system P N is interpreted, hence the neighbor search is performed. By definition, the existence of particles is not allowed out of the domain's volume. To support the neighbor search algorithm, the domain is divided into square cells of user-defined edge size ∆ e (practically greater or equal than the influence radii of the particles) covering the computational volume with a uniform spatial grid. Since due to the cell-based neighbor search, pairs with interparticle distance larger than ∆ e are consistently ignored, ∆ e is recommended to be equal to the influence radius of the applied interaction law. The domain size and grid layout is defined at the start and remain unchanged during the whole simulation.
Regarding the particle interactions and motions close to the domain surfaces, three different types of boundary treatments are possible: periodic, symmetric and cut-off. Obviously, the opposing bounding surfaces of the do-main need to possess identical boundary conditions. Additionally, particles crossing any of the bounding surfaces -hence leaving the computational domain -are shifted periodically, however, in case of symmetric boundaries it should never occur. As the simplest model, cut-off surfaces omit any specific particle treatment except for the periodic particle shifting. Any simulation constructed in Nauticle is built up using the structure of a case shown in Figure 2 , that contains a workspace as well as a collection of user-defined symbolic equations. Besides several pre-defined default quantities (e.g. physical or mathematical constants, unit basis vectors, etc.), the user-defined symbols like constants, variables and fields of the physical problem are stored and owned by the workspace. One of the most important automatically defined symbol is the particle system storing the particle data, handling the simulation domain and neighbor search methods. In the current Nauticle release, the number of particle systems in the workspace has to be exactly one. The number of particles (which has to be identical with the size of each field) is also supervised by the workspace. During the definition of the equations, symbols in the workspace (default or user-defined) can be assigned to operators by simply referring them by their names. Since the ownership of symbols is managed by standard C++ smart pointers, namely std::shared ptr objects, after the evaluation of any equation, new values are assigned immediately to the symbols, without the demand of any further user actions.
Solution
Simulation workflow
To configure and run a calculation using Nauticle, the following preprocessing steps should be performed in order:
• Construct governing equations to the desired problem and list the symbols required to describe the physical model.
• Choose suitable numerical schemes for the given equations.
• If not yet adopted, implement class of interaction laws for the desired numerical scheme in C++ (see Section 4.2) and connect it to the expression tree in Nauticle.
• Rewrite equations using the adopted interaction operators.
• Edit the configuration XML form with the definition of the case including the workspace and equations.
• Set parameters for the simulation and output data.
• Run Nauticle to perform the calculation with the pre-defined XML form.
Application of adopted schemes
Every simulation case is defined by a single XML form, however, in case of hot start simulations, a former Nauticle result file is also required, and it is applied as an initial condition. Furthermore, particle positions can be imported from an external source using an optional ASCII data storage file. By default, the working directory, in which Nauticle reads and writes data (including the XML form istelf), is set to be that where Nauticle is launched. Optional files of both the nodal positions and initial conditions have to be placed in the working directory, and accessed by their names defined in the XML form. Before the assembly of the simulation case, the expression parser translates the extracted data of the workspace and the user-defined equations (defined as strings of characters) and passes them to the case assembler. Later, when the case is assembled, the solution process is governed by the simulation scheduler based on the simulation parameters also contained by the XML form. In every time step, the data held by the simulation case object including both the workspace and the list of equations is written to ASCII or binary formatted VTK result files. Being too specific data structures for VTK format, some parts of the simulation case (the computational domain, single symbols of the workspace and the user-defined equations) are converted to character strings, however, these are essential and automatically retrieved data for initial conditions in further simulations. One important part of the workflow is the proper execution of the neighbor searching methods. Since the equations are defined by the user, it is not known a priori, when to update the list for neighbors. Furthermore, in case of constant particle positions the neighbour search need to be run only once in the beginning of the simulation. Hence, to avoid unnecessary waste of computational time, but at the same time, perform the searching process once it is required, the neighbor search methods are linked to the simulation scheduler and executed periodically only if the particle layout has been changed. Although, the current Nauticle release does not support MPI or massively parallel GPGPU devices, it supports the option of parallel execution of the calculations using the standard C++ std::thread class distributing the solution to independent threads.
For the sake of clarity, the simulation process shown in Figure 3 is restricted to the application of Nauticle, assuming that the particle schemes in question are already assigned in the expression tree. Such cases, when the interaction laws of a numerical model are not yet adopted in Nauticle are discussed in the subsequent section 4.2.
Adoption of new particle-schemes
To apply a new -yet not adopted -particle interaction law in a simulation, the expression tree should be extended before its application in the XML form. This section provides a brief overview on the process but omits the particular implementation issues.
The design of the expression tree, especially the interaction branch facilitates its extension with user-defined particle interaction laws merely by the definition of interaction classes derived from the abstract interaction class. As it is expressed by Algorithms 1 and 2 the definition of an interparticle law I(r ji ) (considered between the pair of particle i and j) is pulled out from the interaction node and replaced as a C++ lambda object contribute in the evaluation method defined in the derived class Scheme. Thus, the newly defined Scheme class does not require any further modification in the code (however, the new interaction has to be registered using its name and argument list to become available for reference in the XML file), nevertheless, all necessary information about the particle layout becomes available in the contribute function. return interact(i, contribute) 9: end function During the solution process, the evaluate method of the Scheme class is called for each particle individually.
Examples
As a brief presentation of the generality of Nauticle, this section provides three simple application examples relying on fundamentally different phenomena and mathematical models. r ji ← process BC(r ji ) 8:
end for 10:
return result i 11: end function
Particle damper
Particle dampers are today one of the widely investigated passive damper systems. Although there exist several analytical models like [28] or [29] to investigate and design a particle damper, the complexity of the problem still requires experimental and numerical investigation. The geometry of the tank, the number and size of particles, materials, the operating frequency are only some of the huge amount of possibilities concerning the development of particle dampers.
Problem definition
Consider a simple three-dimensional oscillating cubic tank filled with spheres of identical radii. The tank is initially at rest in the position z 0 = −0.05 m. The layout of the particle damper is presented in Figure 4 , furthermore the values of the introduced quantities are summarized in Table  1 . The system is supported by an ideal linear spring merely damped by the collision of the included set of spheres. The one-dimensional equation of motion of the tank is
where F b is the resultant of the particle-boundary forces F b i appearing in the equation of motion of the particles:
where F c is the particle-particle collision force and g = −9.81e z is the gravitational acceleration.
Numerical model and results
The motion of large number of colliding individual particles is often simulated using the Discrete Element Method (DEM) directly calculating the interparticle collisions based on different contact models.
A simple representation of the three-dimensional mathematical is introduced in this section with the notation that other valid solutions are also possible. To simplify the model and omit the tank the simulation domain is chosen to be the interior of the tank. Since the domain is fixed, this assumption means that the simulation of the particle motion and collision is interpreted in the moving coordinate system associated to the tank and the excitation of the particles is governed purely by a time-dependent acceleration field superposed with the gravitational acceleration. The boundaries of the domain are set to be symmetric, which plays an important role in the calculation of the forces acting on the tank. For the sake of simplicity the angular momentum of the particles is neglected. The solution of the homogeneous part of (4) is the harmonic function Z(t) = C 1 sin(γt) + C 2 cos(γt),
where C 1 and C 2 are constants depending on the initial conditions and γ 2 = S/M . Due to the lack of damping, the oscillation yet has constant amplitude. The particles' motion is determined by (6):
where f c j is the sum of the normal and tangential interparticle forces based on the Hertzian contact model [30] :
neglecting the angular velocities and their influence on the particle motion.
Since the deformation of the spheres is neglected, the contact theory models the interparticle forces as functions of the particle-overlap δ = R i + R j − |r j − r i |. The effective quantities are expressed as
.
The second term on the RHS of (6) operates with the same collision laws at the symmetric boundaries, which in turn contributes to (4) . During the simulation the tank position, velocity and acceleration has to be calculated at each time steps. These quantities are considered as variables and calculated by the numerical solution of (4). The configuration file for the particle damper problem is as follows: As it can be seen the oscillation amplitude is being reduced significantly until the particles start to gather at the bottom due to the decaying peak acceleration.
Phase separation over the surface of a sphere 5.2.1. Problem definition
The process of the separation of two phases is usually modelled by the fourth order nonlinear Cahn-Hilliard equation
where c ∈ [−1, 1] is the phase concentration, µ is the chemical potential, √ γ is the thickness of the transition region between the two phases and D is a diffusion coefficient. In this particular case the solution of equation (13) is investigated over the surface of a sphere.
Numerical model and results
The numerical scheme to discretize the system (13) is chosen to be SPH. The method has been firstly published in 1977 by R.A. Gingold and J.J.
Monaghan [21] but the most significant advances in the topic were made in the past fifteen years. Similarly to the Finite Difference Method (FDM), the derivatives and consequently the governing equations are approximated using algebraic expressions, however, without the strict and rigid underlying grid of sample points. The basic idea of the approximation is deduced from the generalized interpolation
where A is an arbitrary function of the position r over the domain Ω and δ is Dirac's function often substituted with a numerically feasible mollifier or smoothing kernel function W (r − r , ∆) of finite or infinite influence radius ∆ [31] . Furthermore, the continuum integration can be discretized to obtain the fundamental SPH sampling expression over a set of point-like discrete nodes
Without the detailed representation provided by [32] , the second order spatial derivative of A is expressed as
where ∇W ij is the analytical derivative of the smoothing kernel function, which in this particular model is chosen to be the symmetric third order polynomial function of the ratio q = d ij /h of the distance d ij = |r i − r j | and the smoothing radius h = ∆/2:
Here D = 1, 2 or 3 is the number of spatial dimensions with α 1 = 2/(3h), α 2 = 10/(7πh 2 ) and α 3 = 1/(πh 3 ).
Since the spherical geometry is generated in Cartesian coordinates, the domain itself has to be three-dimensional. However, the mollifier in the spatial interpolant should be two-dimensional due to the fact, that the problem is interpreted on a spherical surface. Using (16) , the discretized form of the equations (13) are
where again, W ij is normalized in two dimensions. The configuration file to solve (18) in Nauticle is The phase separation process has a decaying intensity in the function of time, therefore the printing interval is adaptively modified with an exponential law to minimize the amount of simulation result files and keep the temporal sampling appropriate at the same time. The evolution of phase separation is shown in Figure 6 by the triangulation of the surface. 
Building evacuation
Evacuation time and efficiency acquire crucial importance during the design process of modern buildings. The demand of safety protocols facilitates the research of crowd motion under predefined conditions. During the recent decades, several models of different fundamentals were built to simulate the flow of people in buildings of complex geometries based on the fundamental work of D. Helbing and P. Molnár [33] . More recent models like [34] (analogy with fluid mechanics) or [35] (implying Cellular Automata (CA)) were built to simulate large scale dynamics of pedestrians.
Problem definition
A simplified single storey building is given with 7 rooms opening into the same corridor. It is assumed that 120 initially randomly distributed people aim to leave the building in the shortest possible direction and start to move at the same time.
Numerical model and results
The standard Social Force Model is a micro-scale deterministic model considering the intentions of each individual person as driving forces besides the repulsive forces during collisions of their bodies. One of the simplest driving force is included in the equation
where m i and v i are the mass and velocity of the i th person respectively, v 0 is the desired velocity magnitude in the direction e 0 and τ is the time scale.
Furthermore, A i , B i , k are constants of repulsive, c ij is of attractive forces, R ij = R i +R j is the sum of the radii of the two individuals in collision. n ji , as formerly, is the normalized direction vector pointing from person i to j, and finally, d ij is the distance between them. The desired velocity vector v 0 e 0 is continually changing as the person moves towards the desired position. The equation (19) forms the basic social force interaction implemented in Nauticle.
The constants A, B, k, c are considered to be identical for each individual person. The desired position of each person is calculated based on the current position, hence it is automatically updated as a person leaves a room. The mass of the individuals is randomly distributed between 50 kg and 100 kg and used to calculate their sizes (radii) with the linear function
The desired velocities are also randomly chosen independently from the sizes. To prevent people from crossing any of the walls, the boundary conditions -hence the building itself -is built up using particles shown in Figure 8 having the same properties as the people except that they are fixed in space during the whole simulation. The R w radii of the wall-particles are constant and R w = 0.1 m. Altough the initial condition seems to be unphysical due to the interference of people and wall particles, the repulsion model rapidly forces red particles to a feasible position without significantly influencing the results. Running the following configuration file The complete evacuation occured in slightly more than 40 seconds.
Future
The development of Nauticle is started around the second half of 2015. Initially, the code was built up using former particle-based algorithms written by the author. After the implementation of the solver core following the basic ideas aiming generality, the software became a useful simulation tool in several research areas. However, being a small and new project, further developments are required to extend the capabilities of the solver.
The following features are planned to be included in the next versions of Nauticle:
1. Generation and runtime compilation of user-defined equations to increase computational efficiency. 2. Extend the environment for implicit meshless schemes and other meshless interpolants e.g. Moving Least Squares (MLS) interpolant. 3. Implementation of particle sources and sinks.
Conclusions
The present paper introduces the novel general-purpose meshless particle based numerical simulation tool Nauticle, which facilitates both the application (and even their arbitrary combinations) and implementation of meshless particle-methods. As a fundamental concept, all particle methods are considered as interaction laws between physically existing or abstract individual elements (particles), followed by the construction of the general form of governing equations that can be solved using Nauticle. The basic implementaion idea was to move the mathematical model up from the core of the solver to the users's level and provide an XML-based user interface in order to ensure generality from both the governing equations and numerical methods point of views -without the need of knowledge of either C++ or the Nauticle core itself.
The main features of the current Nauticle release are summarized below:
• solution of symbolic user-defined governing equations in one, two or three dimensions,
• definition of symbols and equations in XML forms,
• periodic and symmetric boundary conditions in the computational domain as an axis-aligned rectangular box,
• hot start simulations using former results as initial conditions written in binary or ASCII VTK files,
• adoption of new particle schemes by merely writing an interaction class derived from the interaction node of the expression tree.
