Abstract. Entrywise powers of symmetric matrices preserving positivity, monotonicity or convexity with respect to the Loewner ordering arise in various applications, and have received much attention recently in the literature. Following FitzGerald and Horn [J. Math. Anal. Appl., 1977], it is well-known that there exists a critical exponent beyond which all entrywise powers preserve positive definiteness. Similar phase transition phenomena have also recently been shown by Hiai (2009) to occur for monotonicity and convexity. In this paper, we complete the characterization of all the entrywise powers below and above the critical exponents that are positive, monotone, or convex on the cone of positive semidefinite matrices. We then extend the original problem by fully classifying the positive, monotone, or convex powers in a more general setting where additional rank constraints are imposed on the matrices. We also classify the entrywise powers that are super/sub-additive with respect to the Loewner ordering. Finally, we extend all the previous characterizations to matrices with negative entries. Our analysis consequently allows us to answer a question raised by Bhatia and Elsner (2007) regarding the smallest dimension for which even extensions of the power functions do not preserve Loewner positivity.
Introduction and main results
The study of positive definite matrices and of functions that preserve them arises naturally in many branches of mathematics and other disciplines. Given a function f : R → R and a matrix A = (a ij ), the matrix f [A] := (f (a ij )) is obtained by applying f to the entries of A. Such mappings are called Hadamard functions (see [16, §6.3] ) and appear naturally in many fields of pure and applied mathematics, probability, and statistics.
Characterizing functions f : R → R such that f [A] is positive semidefinite for every positive semidefinite matrix A is critical for many applications. For example, in modern high-dimensional probability and statistics, functions are often applied to the entries of covariance/correlation matrices in order to obtain regularized estimators with attractive properties (like sparsity, good condition number, etc.). Particular examples of functions used in practice include the so-called hard and soft-thresholding functions (see [5, 11, 12, 13, 14] ), and the power functions -see e.g. [20] and [24, §2.2] . The resulting matrices often serve as ingredients in other statistical procedures that require these matrices to be positive semidefinite. In order for such procedures to be widely applicable, it is therefore important to know whether a given Hadamard function preserves positivity. Let A be a positive semidefinite matrix with nonnegative entries. In this paper, we study the properties of entrywise powers of A, i.e., the properties of f [A] when f (x) = x α is applied elementwise to A (for some α ≥ 0). This question of which entrywise (or Hadamard) powers x α preserve Loewner positivity has been widely studied in the literature. One of the earliest works in this setting is by FitzGerald and Horn [8] , who studied the set of entrywise powers preserving Loewner positivity among n × n matrices, in connection with the Bieberbach conjecture. They show that a certain phase transition occurs at α = n − 2. More precisely, every α ≥ n − 2 as well as every positive integer preserve Loewner positivity, while no non-integers in (0, n − 2) do so.
The phase transition at the integer n − 2 has been popularly referred to in the literature as the "critical exponent" (CE) for preserving Loewner positivity. Indeed, the study of critical exponents -and more generally of functions preserving a form of positivity -is an interesting and important endeavor in a wide variety of situations, and has been studied in many settings (see e.g. [21, 17, 10, 22, 18] ).
While it is more common in the critical exponents literature to study matrices with nonnegative entries, positive semidefinite matrices containing negative entries also occur frequently in practice. In recent work, Hiai [15] extended previous work by FitzGerald and Horn by considering the odd and even extensions of the power functions to R. Recall that for α ∈ R, the even and odd multiplicative extensions to R of the power function f α (x) := x α are defined to be φ α (x) := |x| α and ψ α (x) := sign(x)|x| α at x = 0, and f α (0) = φ α (0) = ψ α (0) := 0. In loc. cit., Hiai [15] studied the powers α > 0 for which φ α and ψ α preserve Loewner positivity, and showed that the same phase transition also occurs at n − 2 for φ α , ψ α , as demonstrated in [8] . He also analyzed functions that are monotone and convex with respect to the Loewner ordering, and proved several deep results and connections between these classes of functions. These results are akin to the corresponding connections between positivity, monotonicity, and convexity for real functions of one variable. Before recalling these notions, we first introduce some notation. Given n ∈ N and I ⊂ R, let P n (I) denote the set of symmetric positive semidefinite n × n matrices with entries in I; denote P n (R) by P n . We write A ≥ B when A − B ∈ P n . For a function f : I → R and a matrix A ∈ P n (I), we denote by f [A] the matrix f [A] := (f (a ij )). For a matrix A with nonnegative entries, the entrywise power
. Given a subset V ⊂ P n (I), recall [15] that a function f : I → R is For convenience, functions satisfying these properties are henceforth termed Loewner positive, Loewner monotone, Loewner convex, and Loewner super/sub-additive respectively. Note that many of the critical exponents for Hadamard powers preserving positivity, monotonicity, and convexity have already been determined in the literature [8, 4, 15] . Yet the sets of all powers preserving these properties have not been fully characterized. Specifically, the powers below the critical exponents have not been fully analyzed. However, when one uses power functions to regularize positive semidefinite matrices such as correlation matrices, the lower powers are crucially important, as they produce a lesser degree of perturbation from the original matrix. So it is also important to classify the powers below the critical exponent, which preserve positivity. There is thus a fundamental gap, which is addressed in this paper. Specifically, we completely characterize all powers α > 0 for which the functions f α (x), φ α (x), and ψ α (x) are positive, monotone, convex, or super/sub-additive with respect to the Loewner ordering, thus completing the analysis.
An important refinement of the above problem is when an additional rank constraint is imposed. Specifically, we are interested in classifying the entrywise powers that are Loewner positive, monotone, or convex, when restricted to matrices in P n of rank at most k, for fixed 1 ≤ k ≤ n. Our motivation for imposing such constraints is twofold. First, for each non-integer power α < n − 2 below the critical exponent, one can find low rank n × n matrices whose positivity is not preserved by applying f α entrywise. Preliminary results in this regard can be found in FitzGerald-Horn [8] and Bhatia-Elsner [4] ; however, the role that rank plays in preserving positivity is not fully understood. It is thus natural to ask which entrywise powers are Loewner positive, monotone, or convex, when restricted to positive semidefinite matrices with low rank, or rank bounded above. Second, many applications in modern-day high-dimensional statistics require working with correlation matrices arising from small samples. Such matrices are very often rank-deficient in practice, and thus it is useful to characterize maps that preserve positivity when applied to matrices of a fixed rank.
Before stating our main result, we introduce some notation.
Definition 1.1. Fix integers n ≥ 2 and 1 ≤ k ≤ n, and subsets I ⊂ R. Let P k n (I) denote the subset of matrices in P n (I) that have rank at most k. Define:
, with J ∈ {positivity, monotonicity, convexity, super-additivity, sub-additivity}.
We now state the main result of this paper in the form of As the present paper achieves a complete classification of the powers preserving various Loewner properties, previous contributions in the literature are also included in Table 1 .3 for completeness. Note that there are many cases which had not been considered previously and which we settle completely in the paper. For sake of brevity, we will only briefly sketch proofs for the previously addressed cases (in order to mention how the rank constraint affects the problem). We instead focus our attention on the cases that remain open in the literature. Our original contributions in this paper are:
• We complete all of the previously unsolved cases involving powers preserving positivity, monotonicity, and convexity.
• We classify all powers preserving super-additivity and sub-additivity. These properties have not been explored in the literature in the entrywise setting.
• We also examine negative powers preserving Loewner properties, which were also previously unexplored.
• Finally, we extend all of the above results -as well as those in the literature -by introducing rank constraints. Once again, we are able to obtain a complete classification of all real powers preserving the five aforementioned Loewner properties. Similar to many settings in the literature (see [18] ), one can define Hadamard critical exponents for positivity, monotonicity, convexity, and super-additivity for P k n -these are the phase transition points akin to [8] . From Theorem 1.2, we immediately obtain the Hadamard critical exponents (CE) for the four Loewner properties for matrices with rank constraints: Corollary 1.4. Suppose n ≥ 2 and 1 ≤ k ≤ n. The Hadamard critical exponents for positivity, monotonicity, convexity, and super-additivity for P k n are n − 2, n − 1, n, n respectively if 2 ≤ k ≤ n, and 0, 0, 1, n respectively if k = 1. In particular, they are completely independent of the type of entrywise power used. An interesting consequence of Corollary 1.4 is that if k ≥ 2, then the sets of fractional Hadamard powers f α , φ α , or ψ α that are Loewner positive, monotone, convex, or super-additive on P k n do not depend on k. Thus, entrywise powers that preserve such properties on P 2 n automatically preserve them on all of P n . Corollary 1.4 also shows that the rank 1 case is different from that of other k, in that three of the critical exponents do not depend on n if k = 1. This is not surprising for positivity because the functions f α , φ α , ψ α are all multiplicative. Furthermore, note that if 2 ≤ k ≤ n, then entrywise maps are Loewner convex on P k n (I) if and only if they are Loewner super-additive. Finally, the structure of the H J (n, k)-sets is different for J = sub-additivity, compared to the other Loewner properties.
process demonstrate an interesting connection to Loewner convexity. We conclude the paper by discussing related questions and extensions to other power functions in Section 6.
Characterizing entrywise powers that are Loewner positive
The study of Hadamard powers originates in the work of FitzGerald and Horn [8] . We begin our analysis by stating one of their main results that characterizes the Hadamard powers preserving Loewner positivity.
Theorem 2.1 (FitzGerald and Horn
More precisely, Loewner positivity is not preserved for
Additionally, Hiai [15] showed that the same results as above hold for the critical exponent for the even and odd extensions φ α and ψ α :
It is easy to see using a rescaling argument, that entrywise powers preserving positivity, monotonicity, or convexity on P n (−R, R) also preserve the respective property on P n (R), and vice versa. Thus in the present paper we only work with P n (R) (or in case of the usual powers f α (x) = x α , with P n ([0, ∞))). Note that the above results correspond to the unconstrained-rank case: P n (I) = P n n (I). Our main result in this section refines Theorems 2.2 and 2.4, and completely characterizes the sets
Theorem 2.5. Suppose 2 ≤ k ≤ n are integers with n ≥ 3. Then,
To prove Theorem 2.5, recall the following classical result about generalized Dirichlet polynomials.
for some a i ∈ R with a 0 = 0. Then f has at most m zeros on the real line.
We now proceed to characterize all of the sets
Proof of Theorem 2.5. First suppose k = 1, n ≥ 2, and A = uu T ∈ P 1 n for some u ∈ R n . Since the functions f α , ψ α , φ α are multiplicative for all α ∈ R, we have
n for u ∈ [0, ∞) n , and similarly for ψ α [A], φ α [A] for u ∈ R n . The result thus follows for k = 1. Furthermore, the result is obvious for n = 2 and all α ∈ R. Now suppose that 2 ≤ k ≤ n and n ≥ 3. We consider three cases corresponding to the three functions f (x) = f α (x), φ α (x), and ψ α (x).
It is easily verified that f α [A] / ∈ P n for all α ≤ 0. Thus using Theorem 2.1, we have
Now note that the counterexample ((1 + ǫij)) ∈ P 2 n ([0, ∞)) provided in Theorem 2.1 is a rank 2 matrix and hence α ∈ H pos (n, 2) for any α ∈ (0, n − 2)\N. Thus
Case 2: f (x) = φ α (x). Note that 2N ⊂ H φ pos (n, k) by the Schur product theorem. Using Theorem 2.2 and Case 1, it remains to show that no odd integer α ∈ (0, n − 2) belongs to H φ pos (n, k). To do so, first define the matrix A r for r ∈ N as follows:
Note that A n ∈ P 2 n since A n = uu T + vv T where u := (cos(jπ/n)) n j=1 and v :
∈ P α+3 . Since we are considering integer powers α such that α < n − 2, we have α + 3 ≤ n, so
This proves Theorem 2.5 for the powers φ α .
by the Schur product theorem. Using Theorem 2.2 and Case 1, it remains to show that no even integer α ∈ (0, n−2) belongs to H ψ pos (n, k).
To do so, we will construct a matrix C ∈ P 2 n such that ψ α [C] ∈ P n . We first claim that
where A α+3 is defined as in (2.3). To prove the claim, define
We now show that the eigenvalue f (p) is negative for p ∈ (α − 1, α + 1), proving that ψ p [A α+3 ] / ∈ P α+3 . The function f satisfies the assumptions of Lemma 2.6, and hence f has at most α/2 + 1 zeros on the real line. Also note that
where the last equality is given by [4, Lemma 2] (to apply loc. cit. we note that 0 < p < n = α + 3 and p, n are both odd integers, so that p + n = p + α + 3 is even). Therefore 1, 3, . . . , α − 1, α + 1 are precisely the α/2 + 1 real roots of f . It follows that f is continuous and nonzero on (α − 1, α + 1). Moreover, f ′ has precisely α/2 real zeros p 1 < · · · < p α/2 by Rolle's Theorem and Lemma 2.6, where
Then f is either strictly increasing or strictly decreasing on (p α/2 , ∞). Since f (α + 1) = 0 and lim p→∞ f (p) = 1, f must be increasing on (p α/2 , ∞). In particular, f is negative on (α − 1, α + 1).
Remark 2.7. We now come to an open question raised by Bhatia and Elsner in [4, §3] -namely, Given p ∈ (0, ∞) \ 2N, find the smallest n ∈ N such that φ p [A] / ∈ P n for at least one matrix A ∈ P n . Our result on the full characterization of the even extensions of entrywise powers that preserve Loewner positivity, as given by Theorem 2.5, allows us to answer this question. By Theorem 2.5, the smallest n ∈ N such that φ p [A] / ∈ P n for at least one matrix A ∈ P n , is n = ⌊p⌋ + 3. Similarly, one can ask the analogous question for ψ: given p ∈ (0, ∞) \ (−1 + 2N) , find the smallest n ∈ N such that ψ p [A] / ∈ P n for at least one A ∈ P n . Once again by Theorem 2.5, the answer to this question is n = ⌊p⌋ + 3.
Remark 2.8. We note that an alternate approach to proving the claim in (2.4) is to conjugate ψ α [A α+3 ] by the orthogonal matrix D α+3 = diag(1, −1, 1, . . . , 1) to obtain a circulant matrix, and then follow the approach in [4] .
Characterizing entrywise powers that are Loewner monotone
We now characterize the entrywise powers that are monotone with respect to the Loewner ordering. The following theorem by FitzGerald and Horn that is analogous to Theorem 2.1 but for monotonicity, answers the question for matrices with nonnegative entries. In what follows, we denote by 1 n×n the n × n matrix with all entries equal to 1. 
]). Suppose
More precisely, Loewner monotonicity is not preserved for A = ((1 + ǫij)) n i,j=1 , B = 1 n×n , for all sufficiently small ǫ > 0 with α ∈ (0, n − 1) \ N.
We now discuss a parallel result to Theorem 3.1 for φ α and ψ α that was proved by Hiai in [15] . The theorem extends to the cone of positive semidefinite matrices the standard real analysis result that a differentiable function is nondecreasing if and only if its derivative is nonnegative. (1) For each n ≥ 3, f is monotone on P n (I) if and only if f is differentiable on I and f ′ is Loewner positive on P n (I).
Theorem 3.2 is a powerful result, but cannot be applied directly to study entrywise functions preserving matrices in the more restricted set P k n . We thus refine the first part of the theorem to also include rank constraints. Proposition 3.3. Fix 0 < R ≤ ∞, I = (−R, R), and 2 ≤ k ≤ n. Suppose f : I → R is differentiable on I and Loewner monotone on P k n (I). If A ∈ P k n (I) is irreducible, then f ′ [A] ∈ P n . Proof. We first make the following observation (which in fact holds over any infinite field):
Suppose A n×n is a symmetric irreducible matrix. Then there exists a vector ζ ∈ Im A (the image of A) with no zero component.
To see why the observation is true, first suppose that all vectors in Im A have the ith component zero for some 1 ≤ i ≤ n -i.e., e T i Av = 0 for all vectors v. Then the ith row (and hence column) of A is zero, which contradicts irreducibility. Now fix vectors w i ∈ Im A for all 1 ≤ i ≤ n, such that the ith entry of w i is nonzero. Let W := [w 1 |w 2 | . . . |w n ]; then for all tuples c := (c 1 , . . . , c n ) T ∈ R n ,
Consider the set S of all c ∈ R n such that W c has a zero entry. Then S = n i=1 S i , where c ∈ S i if e T i W c = 0. Note that S i is a proper subspace of R n since e i / ∈ S i by assumption on w i . Since R is an infinite field, S is a proper subset of R n , which proves the observation. Now given an irreducible matrix A ∈ P k n (I), choose a vector ζ ∈ Im A as in the above observation. Let A ǫ := A + ǫζζ T for ǫ > 0; then A ǫ ∈ P k n (I) since ζ ∈ Im A. Therefore by monotonicity,
With the above results in hand, we now completely classify the powers preserving Loewner monotonicity, and also specify them when rank constraints are imposed.
Theorem 3.4. Suppose 2 ≤ k ≤ n are integers. Then,
Proof. First suppose k = 1 < n and A = uu T , B = vv T ∈ P 1 n . If A ≥ B ≥ 0, then we claim that v = cu for some c ∈ [−1, 1]. To see the claim, assume to the contrary that u, v are linearly independent. We can then choose w ∈ R n such that w is orthogonal to u but not to v. But then w T (A − B)w = −(w T v) 2 < 0, which contradicts the assumption A ≥ B. Thus u, v are linearly dependent. Since A ≥ B ≥ 0, it follows that v = cu with |c| ≤ 1. Now for all α ≥ 0 and all A, B ∈ P 1 n ([0, ∞)) such that A ≥ B ≥ 0, we use the multiplicativity of f α to compute:
Thus f α is monotone on P 1 n ([0, ∞)). Similar computations show the monotonicity of φ α and ψ α on P 1 n (R) for all α ≥ 0. The same computations also show that f α , φ α , ψ α are not monotone on P 1 n (I), for any α < 0. Now suppose 2 ≤ k ≤ n. Note that if A ≥ B ≥ 0, then one inductively shows using the Schur product theorem that
Therefore every positive integer Hadamard power is monotone on P n . We now consider three cases corresponding to the three functions f (x) = f α (x), φ α (x), and ψ α (x).
Case 1: f (x) = f α (x). First suppose α < 1. By considering the matrices B = 1 2×2 and A = B + uu T with u = (1, −1) T , we immediately obtain that f α is not monotone on P 2 2 ([0, ∞)), and hence not on P k n ([0, ∞)) for all α < 1. Now Theorem 3.1 and the above analysis implies that 
Indeed, the first inclusion above follows because every monotone function on P k n (R) is simultaneously monotone on P k n ([0, ∞)) and positive on P k n (R) by definition. The second inclusion above holds by Theorem 2.5 and Case 1.
It thus remains to consider if φ n−2 is monotone on P k n (R). We consider three sub-cases: if n > 2 is even, then n−2 ∈ 2N∪[n−1, ∞). Hence H φ mono (n, k) = 2N∪[n−1, ∞) by the analysis mentioned above in Case 2. Next if n = 3, we produce a three-parameter family of matrices A ≥ 1 3×3 ≥ 0 in Then both A, B are in P 2 3 (R), and
Thus φ 1 is not monotone on P 2 3 (R). Finally, suppose n > 3 is odd and that φ n−2 is monotone on P k n (R). We then obtain a contradiction as follows: recall from Equation (2.4) that the matrix A n constructed in Equation (2.3) satisfies:
This is a contradiction and so φ n−2 is not monotone for odd integers n > 3. This concludes the classification of the powers φ α that preserve Loewner monotonicity. 
. Indeed, the first inclusion above follows because every monotone function on P k n (R) is simultaneously monotone on P k n ([0, ∞)) and positive on P k n (R) by definition. The second inclusion above holds by Theorem 2.5 and Case 1.
It thus remains to consider if ψ n−2 is monotone on P k n (R). We consider two sub-cases: if n > 2 is odd, then n − 2
by the analysis mentioned above in Case 3. Finally, if n > 2 is even, then an argument similar to that for φ n−2 above (together with the analogous example in Theorem 2.5 for ψ ′ n−2 = (n − 2)φ n−3 ) shows that n − 2 / ∈ H ψ mono (n, 2). In particular, n − 2 / ∈ H ψ mono (n, k) for all 2 ≤ k ≤ n, concluding the proof.
Characterizing entrywise powers that are Loewner convex
We next characterize the entrywise powers that preserve Loewner convexity. Before proving the main result of this section, we need a few preliminary results. Recall that an n × n matrix A is said to be completely positive if A = CC T for some n × m matrix C with nonnegative entries. We denote the set of n × n completely positive matrices by CP n . Lemma 4.1. Suppose I ⊂ R is convex, n ≥ 2, and f : I → R is continuously differentiable. Given two fixed matrices A, B ∈ P n (I) such that
Proof. Since A − B ∈ CP n , there exist vectors v 1 , . . . , v m ∈ [0, ∞) n such that
(4.1) Just as Proposition 3.3 was used in proving Theorem 3.4, we need the following preliminary result to classify the powers that preserve convexity. Proposition 4.2. Fix 0 < R ≤ ∞, I = (−R, R), and 2 ≤ k ≤ n. Suppose f : I → R is twice differentiable on I and Loewner convex on P k n (I). If A ∈ P k n (I) is irreducible, then f ′′ [A] ∈ P n . Proof. Given an irreducible matrix A ∈ P k n (I), choose a vector ζ ∈ Im A as in the observation at the beginning of the proof of Proposition 3.3. We now adapt the proof of [15, Theorem 3.2(1)] for the k = n case, to the 2 ≤ k < n case. Let A 1 := A + ζζ T ; then A 1 ∈ P k n (I) for ζ small enough since ζ ∈ Im A. More generally, it easily follows that
by convexity, it follows for 0 < λ < 1 that
Letting λ → 0 + or λ → 1 − , we obtain
Summing these two inequalities gives (
by the previous paragraph for √ ǫζ. Therefore, for all ǫ > 0,
which concludes the proof.
Note that Lemma 4.1 and Proposition 4.2 generalize to the cone P n of matrices with the Loewner ordering, the elementary results from real analysis that the first and second derivatives of a convex (twice) differentiable function are nondecreasing and nonnegative, respectively. These parallels have been explored by Hiai in detail for I = (−R, R); see [15, Theorems 3.2 and 5.1]. We now state some assertions from loc. cit. that concern Loewner convexity. (1) For each n ≥ 2, f is convex on P n (I) if and only if f is differentiable on I and f ′ is monotone on P n (I).
With the above results in hand, we now extend them in order to completely classify the powers preserving Loewner convexity, and also specify them when rank constraints are imposed.
Proof. Suppose that k = 1 < n and A = uu T , B = vv T ∈ P 1 n . If A ≥ B ≥ 0, then by the proof of Theorem 3.4, v = cu for some c ∈ [−1, 1]. Now for any α > 0 and λ ∈ [0, 1],
So f α is convex on P 1 n (R) if and only if (using b = c 2 )
This condition is equivalent to the function x → x α being convex on [0, 1] and hence on [0, ∞) -in other words, if and only if α ≥ 1. A similar argument can be applied to analyze φ α , ψ α . If on the other hand α < 1, then set A := 1 2×2 ⊕ 0 (n−2)×(n−2) ∈ P 1 n (I) and B := 0 n×n , and compute:
which is clearly not in P n (R) if α < 1. It follows that none of the functions f = f α , φ α , ψ α is convex on P k n (I) for α < 1, n ≥ 2, and 1 ≤ k ≤ n. We now assume that 2 ≤ k ≤ n, and show that N ∪ [n, ∞) ⊂ H conv (n, k). We first assert that for any differentiable function f : [0, ∞) → R such that f ′ (x) is monotone on P n ([0, ∞)), then f is convex on P n ([0, ∞)). This assertion parallels one implication in Theorem 4.3(1) for I = [0, ∞) instead of I = (−R, R). As the proof is similar to the proof of [15, Proposition 2.4], it is omitted.
Next, letting f (x) = x α for α ∈ [n, ∞) ∪ N, it follows immediately from Theorem 3.4 that f is convex on P n ([0, ∞)). Thus N ∪ [n, ∞) ⊂ H conv (n, n) ⊂ H conv (n, k). Now note that for any α ≥ 1, φ ′ α (x) = αψ α−1 (x) and ψ ′ α (x) = αφ α−1 (x). Thus using Theorem 4.3, it follows that
Note also from Equation (4.4) that H conv (n, k) ⊂ [1, ∞), and similarly for H φ conv (n, k) and H ψ conv (n, k). Thus to show the reverse inclusions -i.e., that H conv (n, k) ⊂ N ∪ [n, ∞) (and analogously for φ α , ψ α ), we consider three cases corresponding to the three functions f = f α , φ α , ψ α .
Case 1: f (x) = f α (x). Let α ∈ H conv (n, k) and consider the matrices A = A ǫ = ((1+ǫij)) n i,j=1 and B = 1 n×n for ǫ > 0. Since A − B ∈ CP n , by Lemma 4.1 for
. Thus by Theorem 3.1, it follows that α − 1 ≥ n − 1 or α ∈ N. Therefore H conv (n, k) ⊂ N ∪ [n, ∞).
Thus it suffices to show that there is no odd integer in S := (0, n) ∩ H φ conv (n, 2). First note that for every odd integer α ∈ S, the function φ α is convex on P 2 α+1 (R). There are now two cases: first if α > 1, then define A α+1 ∈ P 2 α+1 (R) as in (2.3) . Now A α+1 is irreducible since α ≥ 3. Applying Proposition 4.2 to A α+1 , we obtain φ ′′ α [A α+1 ] ≥ 0. Now if 2 ≤ α < n, then this contradicts Case 2 of the proof of Theorem 2.5 since α is an odd integer. Therefore α / ∈ H φ conv (n, 2) for all odd integers α ∈ (1, n). The second case is when α = 1. Recall from [15, Proposition 2.4 ] that if α = 1 and φ 1 : R → R is convex on P 2 α+1 (R) = P 2 (R), then φ 1 (x) = |x| would be differentiable on R, which is false. We conclude that H φ conv (n, 2) ⊂ 2N ∪ [n, ∞).
Once again it suffices to show that no even integer α ∈ (0, n) lies in H ψ conv (n, 2). First assume that α > 2. Then an argument similar to that for φ α above (together with the analogous example in Theorem 2.5 for ψ α ) shows that α / ∈ H ψ conv (n, 2). Finally, if α = 2, we provide a three-parameter family of counterexamples to show that ψ 2 is not convex on P 2 3 (R) (and hence not convex on P 2 n (R) by adding blocks of zeros). To do so, choose 0 < b < a < ∞ and c ∈ (a −1 , min(b −1 , 2a −1 )), and define:
Clearly, A, B ∈ P 2 3 (R) and A ≥ B. Moreover, 
for some ǫ, ǫ ′ ≥ 0 small enough. Hiai's result can be used to deduce that
The proof of Theorem 4.4 above is different in that it builds directly on the results obtained for monotonicity as compared to constructing specific matrices. The proof also has the additional advantage that it classifies the integer powers x m for m < n, which are Loewner convex.
Characterizing entrywise powers that are Loewner super/sub-additive
Powers that are Loewner super/sub-additive have been studied for matrix functions in parallel settings, where functions of matrices are evaluated through the Hermitian functional calculus instead of entrywise (see e.g. [1, 2, 23, 7, 6, 3] ). We now characterize the powers that are Loewner super/sub-additive when applied entrywise.
Theorem 5.1. Suppose 1 ≤ k ≤ n are integers with n ≥ 2. Then, 1) , and {1} otherwise. Before we prove the result, note that it yields a hitherto unknown connection between superadditivity and convexity with respect to the Loewner ordering. (2) the functions {φ α , ψ α : α ∈ R} ∪ {f ≡ 1} are linearly independent on I = (−R, R).
Proof. Fix α 1 < · · · < α n and define α := (α 1 , . . . , α n ). We first show that the set of functions {x α i : i = 1, . . . , n} ∪ {f ≡ 1} is linearly independent on [0, R). Indeed, fix x := (0, x 1 , . . . , x n ) ∈ R n for any 0 < x 1 < · · · < x n < R; then by [9, Chapter XIII, §8, Example 1], the vectors
and (1, 1, . . . , 1) are linearly independent. We next show that the set of functions {φ α i , ψ α i : i = 1, . . . , n} ∪ {f ≡ 1} is linearly independent on (−R, R). Indeed, fix x ′ := (x 1 , . . . , x n ) with x i ∈ (0, R) as above; then by the above analysis, .1) is nonsingular, where x := (x 1 , . . . , x n ) and α := (α 1 , . . . , α n ). Now consider the submatrix C m×2n of Ψ(x, α) whose rows correspond to the functions g i for 1 ≤ i ≤ m. Since C has full rank, choose elements u 1 , u 2 , . . . , u n from among the ±x i such that the matrix (g i (u j )) m i,j=1 is nonsingular. Now set u := (u 1 , . . . , u n ) T ; then the vectors g i We now classify the entrywise powers that are Loewner super/sub-additive.
Proof of Theorem 5.1.
(1) Super-additivity. Fix an integer 1 ≤ k ≤ n. First apply the definition of super-additivity to A = B = 1 n×n ∈ P k n ([0, ∞)) to conclude that if α ∈ R and one of f α , φ α , ψ α is Loewner super-additive, then α ≥ 1. We now consider three cases corresponding to the three functions f (x) = f α (x), φ α (x), and ψ α (x) for α ≥ 1.
Case 1: f (x) = f α (x). That f α is super-additive on P n ([0, ∞)) for α ∈ N follows by applying the binomial theorem. Now, suppose α ∈ (1, ∞) \ N. We adapt the argument in [8, Theorem 2.4] to our situation. First assume that α ≥ n; then for A, B ∈ P n ([0, ∞)), This shows that f α is super-additive on P n ([0, ∞)), and hence on P k n ([0, ∞)) if α ≥ n. The last remaining case is when α ∈ (1, n) \ N. Define g α (x) := (1 + x) α . Given ǫ > 0 and v ∈ (0, 1) n , apply Taylor's theorem entrywise to g α [ǫvv T ] to obtain:
where C = C(v) is an n × n matrix that is independent of ǫ. By Corollary 5.5 applied to F (x) = ⌊α⌋ i=1 ǫ i α i x i − ǫ α x α and m = 1 + ⌊α⌋ ≤ n, there exist u ∈ (0, 1) n and x α ∈ R n such that . This shows that f α is not super-additive on P 1 n ([0, ∞)) and hence on P k n ([0, ∞)), for α ∈ (1, n) \ N.
Case 2: f (x) = φ α (x). Clearly, the assertion holds if α ∈ 2N and 1 ≤ k ≤ n, since in that case φ α ≡ x α . Next if α ≥ n ≥ 2, then as in Case 1, for A, B ∈ P n (R), It follows that φ α is super-additive on P k n (R) for α ∈ 2N ∪ [n, ∞). Next note by Case (1) that φ α is not super-additive on P k n (R) for α ∈ (1, n)\N. It thus remains to prove that φ α is not super-additive on P k n (R) for α ∈ (−1 + 2N) ∩ [1, n). Note that for all u, v ∈ R n , if φ α is super-additive, then
T ∈ P n (R).
Thus, if φ α is super-additive, then it is also positive on P 2 n (R). We conclude by Theorem 2.5 that φ α is not super-additive for α ∈ (−1 + 2N) ∩ [1, n − 2).
The only two powers left to consider are α = n − 2 with n odd, and α = n − 1 with n even. In other words, n is of the form n = 2l or n = 2l + 1 with l ≥ 1. Thus, α = 2l − 1 ≥ 1 in both
