Introduction
Symmetric chain decompositions were introduced by de Bruin, Tengbergen, and Kruyswijk 1] as a tool for an alternative proof of Sperner's Theorem on the maximal size of an antichain in a nite power set 7] . Symmetric chain decompositions turned out to be useful for several problems, therefore the existence and construction of symmetric chain decompositions in di erent partially ordered sets has been a standing question in combinatorics (e. g. see 3] ). Griggs proved in 6] that the lattice of subspaces of a nite vector space has a symmetric chain decompostion. Since his proof was indirect, Greene and Kleitman formulated the problem of giving an explicit construction for a symmetric chain decomposition of these linear lattices 5] . A partial solution (with restrictions for the underlying eld of the vector space) was given by Fleischer 4] , a student of Leeb. In this paper we introduce an inductive construction for a symmetric chain decompostion of the lattice of subspaces of a nite dimensional vector space over an arbitrary eld. The construction is, in a certain sense, an extension of the well known construction for boolean lattices 5].
Notation
Let us recall rst that a symmetric chain of a ranked partially ordered set P of nite length n is a chain x k x k+1 : : : x n?k , where the rank of each x i is i. Then a symmetric chain decomposition of P is a partition of P into symmetric chains.
For the following, let F be a eld. All matrices are matrices with entries in F. Then E t denotes the (t t){unit{matrix, whereas 0 denotes the zero{matrix, which, by de nition, is a matrix whose entries are just zeros; by abuse of language the matrix 0 always has the right dimensions. An (n k){matrix A with rows a 1 ; : : :; a n is in Schubert{normal{form (or short: is an (n k){Schubert{normal{form) if (1) there are i 1 < i 2 < : : : < i k such that a i j equals the j-th k{unit{vector e j , and (2) each a i is a linear combination of the e 1 ; : : :; e l with i l i. Observe that the columns of each (n k){Schubert{normal{form A generate a k{dimen-sional subspace U of F n , the n{dimensional vector space over F. More precisely, A describes the embedding of F k into F n which maps F k onto U. It is easy to see that for each k{dimensional subspace U of F n there is exactly one Schubert{normal{form whose colums generate U. Hence there is a bijection between the subspaces of F n and the Schubert{normal{forms over F with n rows. The inclusion of subspaces of F n can be described as follows: Let A be an (n k){ and B be an (n m){Schubert{normal{form. Then the subspace generated by A is a subspace of the subspace generated by B if and only if there is an (m k){Schubert{normal{form C with A = B C. For more information on Schubert{normal{forms, see 2]. L n k , where k n, denotes the set of (n k){Schubert{normal{forms, i. e., this is the set of k{dimensional subspaces of F n . Then L(n) = S n k=0 L n k is the n{dimensional linear lattice over F, i. e., the lattice of subspaces of F n . The lattice structure of L(n) can be described just by matrix{multiplication as explained above.
In the sequel, vectors a 2 F n are viewed as column{vectors, a 0 denotes the transposed vector (tranposed matrix, resp.), i. e., a 0 is a row{vector with n columns.
The crucial de nition is the de nition of the sets L t n k and L t (n). These are de ned as follows:
De nition 1 Let t 0 and let 
We continue with some more or less obvious observations:
Observation 4 L a;? t (n) = L t (n ? As a consequence of the decomposition theorem we obtain: Theorem 9 For every choice of t and n, the partially ordered set L t (n) has a symmetric chain decomposition.
Proof We prove the theorem by induction on n, following the decomposition described in the decomposition theorem. Obviously, L t (0) is either a singleton (t = 0) or the empty set (t > 0). In either case, L t (0) has a symmetric chain decomposition. Now, let n > 0. Observe that the subsets L a;b t?1 (n) as well as L t+1 (n?1) lie symmetrically in L t (n). Hence, the decompositions of these parts into symmetric chains (which exist according to the inductive assumption and the order{isomorphisms introduced in the previous section) extend to L t (n).
Therefore it remains to care about the other parts of the decomposition, which are the subspaces in L a;? t (n) as well as in L c;+ t (n). We nish the proof of Theorem 9 by the following three lemmata. Observe that Lemma 10
Essentially, this lemma says that the subspaces in L a;? t (n) have dimensions from t to n?1 and those in L c;+ t (n) have dimensions from t + 1 to n. To each column{vector c 2 F t , we associate an appropriate row{vector a c 2 F t . We then consider corresponding chains in L c;+ t (n) and in L ac;? t (n). We chop of the head (maximal element) from each chain in L c;+ t (n) and declare this to be the new head of the corresponding chain in L ac;? t (n). This way we get two new symmetric chains in L t (n) for each corresponding pair of chains. The following lemma contains the necessary technical details.
Lemma 11 Let T be a regular (t t){matrix. Next we present some notation for writing down such a complete decomposition. Each space in L t (n) is decomposed using one of the mappings , , or , see Figure 2 for a typical situation. Thus we can represent each space in L t (n) by a decomposition sequence containing the symbols , , , or , together with certain subscripts. De nition 15 Let ( i j i < n) be a f ; ; ; g{sequence. We say that the occurrences of are matched by those of , if there exists a matching associating to each precisely one to the right of it.
We may think of as a left (opening) bracket` ' and, accordingly, of as a right (closing)
bracket`]'. Then the de nition requires that the subsequence of ( i j i < n) consisting of all` ' and of those`]' they match forms a mathematically correct bracketing. (1) All are matched by .
(2) The number of unmatched is precisely t.
If the properties (1) { (3) are satis ed, then the dimension of the subspace represented by ( i j i < n) is the total number of occurrences of and .
Proof Observe that is a map from a subset of L t (n) onto L t+1 (n ? 1), i. e., the subscript is increased from t to t + Conversely, let the sequence ( i j i < n) be such that (1) 
by (2) . The latter assertion of the theorem holds because the isomorphisms and reduce the number of columns of the Schubert{normal{form, whereas and leave it unchanged. Thus, the number of occurrences of and equals the number of columns of D, i. e., the dimension of the subspace.
2
We may think of the occurrences of and as left and right angles, i. e., corresponds tò h' and corresponds to`i'. But here we do not require that these angles match. Observe that, in Theorem 16, for t = 0 the number of equals the number of . Therefore the dimension of the subspace is exactly the number of opening brackets and angles (` ' and h'). Let us recall the correspondence between , , , or and the brackets and angles, as explained above:
Convention 17
1. For a we write i a .
2. For a;b we write ] a;b .
3. For c we write h c .
4. For we write .
8
Let ( i j i < n) be a decomposition sequence representing a subspace D 2 L t (n). Let ( l i j i < m) be the subsequence of ( i j i < n) consisting of those { and {entries, For the calculation of the transformation matrices, we need some more notation. Let I t (n) = f a ; a;b ; c ; j a; c 2 F t ; b 2 L t 1 g be the set of all isomorphisms which may be applied to some elements of L t (n). For any x 2 L t 1 , let (x) be the position of the leading`1' in x. Furthermore, we denote by y the (t 1){Schubert{normal{form of the one{dimensional subspace of F t that is generated by y 2 F t n f0g. C t;i denotes the unit matrix E t where the i-th column has been deleted, whereas R t;i = C 0 t;i denotes the unit matrix E t where the i-th row has been deleted. Again, e i denotes the i-th unit vector.
De nition 18 For every regular (t t){matrix T mappings T and T which map every element of I t (n) to another element of I t (n) and a certain matrix, resp., are de ned For this, observe that R t;i C t;i = E t?1 and C t;i R t;i = E t ? e i e 0 i :
Furthermore, for all x 2 L t 1 we have (E t ? e (x) e 0 (x) ) (E t ? x e 0 (x) ) = E t ? x e 0 (x) ? e (x) e 0 (x) + e (x) e 0 (x) x e 0 (x) = E t ? x e 0 (x) (2) since e 0 (x) x = 1. We calculate (3) using (1) and (2) The decomposition theorem (Theorem 8) says that for every D 2 L t (n) there is only one isomorphism 2 I t (n) that can be applied to D. We say then that is the corresponding isomorphism to D.
Lemma 20 Let 2 I t (n) be the corresponding isomorphism to D 2 L t (n). Then 2
From now on we assume that a family (' t ) of bijections ' t : F t ?! F t with ' t (c) 0 c 6 = ?1 is xed (e. g. the one introduced in the proof of Lemma 13). Next we use the mappings T and T to describe the decomposition sequences which arise from the construction mentioned in Remark 12.
Lemma 21 Let ( i j i < n) be the decomposition sequence of a D 2 L t (n). 2
From now on, we understand + and * as operators that can be applied to an arbitrary decomposition sequence ( i j i < n), i. e., we can choose j < n such that j = c and apply + to the subsequence ( i j j i < n), and similarly for * . Using + and * this way, we can formulate the algorithm that computes for each subspace in L t (n) the decomposition sequence of its predecessor and its successor, resp.
Theorem 22 A symmetric chain decomposition of L t (n) can be obtained by the following construction, where ( i j i < n) denotes the decomposition sequence of a D 2 L t (n). Let us close our paper with the example GF(2) 4 . In this case we only have to consider the mapping ' 1 : GF(2) ?! GF(2) which maps 0 to 1 and 1 to 0. Then the tables in Figure 3 show the resulting symmetric chains of L(4), represented by their decomposition sequences. Each column represents a symmetric chain, the numbers in the leftmost column indicate the dimension of the subspace. For keeping notations shorter we omit the parentheses of the one{dimensional vectors in the subscripts.
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