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Re´sume´
Grace aux progre`s e´normes des techniques de refroidissement, des expe´riences actuelles
avec des atomes fermioniques pie´ge´s atteignent des tempe´ratures extreˆmement basses de
l’ordre du nanoKelvin. Le but principal de ces expe´riences est l’e´tude de la transition nomme´e
”BEC-BCS crossover”. Pour cela, on change le champ magne´tique autour d’une re´sonance
de Feschbach, ce qui implique que la longueur de diffusion change des valeurs re´pulsives (a
positif), a` travers la limite unitaire (a infini) aux valeurs attractives (a ne´gatif). Du coˆte´
BEC, ou` le syste`me forme un condensat de Bose-Einstein de mole´cules fortement lie´es, aussi
bien que du coˆte´ BCS, ou` les atomes forment des paires de Cooper qui ont une grande
extension par rapport a` la distance moyenne entre les atomes, on s’attend a` ce que le
syste`me devienne superfluide, a` condition que la tempe´rature soit infe´rieure a` une certaine
tempe´rature critique. Afin de trouver des signes sans e´quivoque de la superfluidite´, il est
ne´cessaire de regarder des observables dynamiques comme l’expansion du nuage atomique
lorsque le pie`ge est e´teint ou des oscillations collectives du nuage.
Le travail effectue´ au cours de cette the`se est une e´tude de la dynamique des modes
collectifs dans les gaz de fermions froids. Nous avons de´veloppe´ un mode`le base´ sur l’e´va-
luation de la matrice T. L’utilisation de l’e´quation de transport de Boltzmann pour les
particules permet ensuite une e´tude semi-nume´rique des modes collectifs dans tous les re´-
gimes d’interaction. Cette e´tude a permis de mettre en e´vidence pour la premie`re fois que
la fre´quence du mode radial quadrupolaire est supe´rieure a` deux fois la fre´quence du pie`ge,
comme cela est ve´rifie´ expe´rimentalement et contrairement aux premie`res the´ories n’incluant
pas les effets de champ moyen. Les re´sultats obtenus ont aussi mis en e´vidence la ne´cessite´
d’une re´solution nume´rique comple`te de l’e´quation de Boltzmann et de l’ame´lioration des
techniques de de´termination des observables physiques du gaz. Cette re´solution nume´rique
de l’e´quation de Boltzmann a montre´ que la de´termination du temps de relaxation par la
me´thode des moments est errone´e de 30%, ce qui influe fortement sur la de´termination de la
fre´quence et de l’amortissement du mode collectif. Enfin, l’ame´lioration de la me´thode des
moments, conside´rant l’ordre supe´rieur, permet d’ame´liorer sensiblement l’accord avec le
re´sultat nume´rique. Une telle investigation n’avait jamais e´te´ re´alise´e et montre la ne´cessite´
de conside´rer les moments d’ordre supe´rieurs pour l’e´tude des modes collectifs par l’e´quation
de Boltzmann d’un gaz de fermions dans la phase normale.
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Introduction
Apre`s la premie`re re´alisation d’un condensat de Bose-Einstein en 1995 pour une vapeur
dilue´e d’atomes, de nouvelles perspectives ont e´te´ ouvertes dans ce domaine de recherches.
L’ide´e de base du condensat de Bose-Einstein (BEC) date de 1925, quand Einstein,
sur la base d’un article du physicien Indien S.N. Bose (1924) [1] traitant la description
statistique des quantas de lumie`re, pre´dit l’apparition d’une transition de phase dans un
gaz d’atomes sans interaction. Cette transition de phase est associe´e avec la condensation
d’atomes dans l’e´tat de plus basse e´nergie et est la conse´quence des effets de statistique
quantique [2]. Pendant longtemps, ces pre´dictions n’ont pas eu d’impact pratique. En 1938,
F.London, juste apre`s la de´couverte de la superfluidite´ de l’he´lium liquide, eut l’intuition
que cette superfluidite´ pouvait eˆtre une manifestation de la condensation de Bose-Einstein.
Puis, la premie`re the´orie autocohe´rente des superfluides a e´te´ de´veloppe´e par Landau (1941)
en terme de spectre des excitations e´le´mentaires du fluide. En 1947, Bogoliubov e´labore la
premie`re the´orie microscopique des gaz de bosons en interaction, base´e sur le concept de
condensat de Bose-Einstein. Les e´tudes expe´rimentales sur les gaz d’atomes dilue´s ont e´te´
de´veloppe´es plus tard, a` partir des anne´es 1970, profitant de nouvelles techniques de phy-
sique atomique base´es sur le pie´geage optique et magne´tique. Les premie`res e´tudes qui ont
porte´ sur l’hydroge`ne, conside´re´ comme le candidat le plus se´rieux pour une condensation de
Bose-Einstein, ont permis de s’approcher fortement du BEC. Dans les anne´es 1980, l’ame´-
lioration des techniques de refroidissement laser et de pie´geage magne´to-optique ont rendu
possible le refroidissement et pie´geage d’atomes neutres. Les alcalins permettent d’exploiter
au maximum ces techniques car leurs transitions optiques sont accessibles avec ces lasers et
la structure de leurs niveaux d’e´nergie interne permet de les refroidir fortement. Une fois les
atomes pie´ge´s, la tempe´rature peut encore eˆtre diminue´e a` l’aide du refroidissement par e´va-
poration. Ainsi, pendant plusieurs anne´es les gaz de nature bosonique ont e´te´ e´tudie´s pour
examiner les conse´quences importantes de la condensation de Bose-Einstein. Puis, apre`s la
re´alisation d’un BEC pour les bosons, d’importants efforts ont e´te´ faits pour re´aliser un gaz
de Fermi de´ge´ne´re´. Bien que la structure explicite des niveaux hyperfins diffe`re entre les iso-
topes bosoniques et fermioniques car le spin nucle´aire est diffe´rent, le pie´geage magne´tique
peut eˆtre utilise´ dans les deux cas. Le but de ces e´tudes e´tait d’atteindre les tre`s basses tem-
pe´ratures (∼ nK), ou` l’on espe`re observer la transition Bardeen-Cooper-Schrieffer (BCS),
qui est similaire a` ce qui se passe dans les supraconducteurs ou l’he´lium liquide(3He). La
possibilite´ de controˆler l’interaction entre particules via les re´sonances de Feshbach a per-
mis de re´aliser des condensats de Bose Einstein de mole´cules compose´es de deux fermions
et de modifier continuement l’interaction afin de passer d’un condensat de Bose-Einstein a`
un gaz de fermions dans une phase superfluide BCS. Cette transition continue est appelle´e
le BEC-BCS crossover. Les principales re´ussites de l’e´tude de cette transition ont e´te´, par
exemple, l’e´tude du caracte`re superfluide incluant la nature hydrodynamique des oscilla-
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dans la partie BCS du BEC-BCS crossover. Ne´anmoins, l’e´tude de la phase normale (non-
superfluide) permet aussi d’explorer des aspects importants de la physique domine´e par la
statistique de Fermi, tel que le principe d’exclusion de Pauli qui affecte significativement les
proprie´te´s collisionnelles du gaz.
D’un point de vue the´orique, les premiers efforts ont e´te´ re´alise´s pour ame´liorer la the´orie
de Gross-Pitaevski [3, 4, 5] des gaz de Bose pie´ge´s interagissant faiblement. Cette the´orie de
champ moyen, non line´aire, est capable de rendre compte de nombreuses quantite´s mesure´es
expe´rimentalement dans les condensats de Bose-Einstein comme les profils de densite´, les
oscillations collectives ou encore la structure des vortex. L’attention des the´oriciens s’est
ensuite tourne´e vers les phe´nome`nes qui ne peuvent pas eˆtre de´crits par cette the´orie de
champ moyen, comme par exemple, le roˆle des corre´lations pour des syte`mes en rotation
rapide [6]. Les fermions pouvant former des paires pour obtenir des bosons, on peut voir
la physique des bosons comme un cas particulier de la physique des fermions ou` les paires
sont fortement lie´es et ou` le caracte`re fermionique des constituants n’interviendrait plus.
La physique des fermions en interaction permet alors d’aborder de nombreuses questions
fondamentales ; c’est ce qui constitue e´videmment la principale motivation pour de telles
e´tudes.
Aujourd’hui, le champ d’e´tude des atomes froids s’est largement e´tendu, notamment
avec l’e´tude des syste`mes asyme´triques [7] ou encore la recherche de la phase FFLO [8].
L’ame´lioration des techniques de pie´geage permet de´sormais d’obtenir des ions froids pie´ge´s
dont l’e´tude expe´rimentale rend possible la re´alisation des syste`mes d’information quantique
[9], de simuler l’e´quation de Dirac [10], de mesurer des constantes fondamentales avec une
pre´cision ine´gale´e [11, 12]. D’autre part, les atomes froids dans un re´seau optique permettent
de simuler des expe´riences de matie`re condense´e [13, 14], la dynamique hors e´quilibre des
syste`mes interagissant fortement tels que la transition entre isolateur de Mott et phase super-
fluide a` partir du mode`le de Bose-Hubbard [15], la de´croissance d’e´tats excite´s doublement
occupe´s dans le mode`le de Fermi-Hubbard [16] et l’apparition du magne´tisme [17]. Enfin,
cette e´tude pourrait relier la gravitation avec la statistique de spins [18]. Cette the`se se situe
donc dans un champ de recherches en constante expansion et dont l’e´tude expe´rimentale est
e´troitement lie´e aux e´tudes the´oriques actuelles.
Le travail effectue´ au cours de cette the`se se place dans le cadre des gaz de fermions
froids dont l’e´tude des modes collectifs permet de donner une description de l’interaction
fondamentale entre particules ainsi que d’e´tudier les diffe´rentes phases du gaz. Tout d’abord,
nous donnerons une vision ge´ne´rale de la physique du BEC-BCS crossover avec notamment
une description des modes collectifs et des diffe´rents e´le´ments the´oriques ne´cessaires pour
notre e´tude (Partie I). Puis nous verrons le mode`le, utilise´ pour de´crire l’interaction dans
le syste`me, qui est base´ sur l’e´valuation de la matrice T , soit le processus de diffusion des
particules (Partie II). L’utilisation de l’e´quation de transport de Boltzmann pour les parti-
cules permet ensuite une e´tude semi-analytique des modes collectifs dans tous les re´gimes
d’interaction (Partie III). Les re´sultats obtenus ont conduit a` une publication [19] et ont mis
en e´vidence la ne´cessite´ d’une re´solution nume´rique comple`te de l’e´quation de Boltzmann
dont l’on de´crit les principales e´tapes (Partie IV). Les premiers re´sultats de cette e´tude sont
pre´sente´s et montrent un e´cart syste´matique entre la de´termination du temps de relaxation
du mode collectif par la me´thode des moments et par la simulation. Ainsi, nous avons e´tudie´
la me´thode des moments d’ordre supe´rieur pour retrouver un meilleur accord et expliquer
l’e´cart entre les donne´es expe´rimentales et les valeurs the´oriques de la troisie`me partie.
Chapitre 1
La physique du BEC-BCS crossover
Nous allons commencer par introduire le sujet de la physique des gaz de fermions confine´s
dans un potentiel. Nous verrons les points importants de la physique du BEC-BCS crossover
avec notamment les diffe´rents re´gimes mais aussi les modes collectifs dont l’e´tude expe´ri-
mentale et the´orique permet de de´crire de nombreuses observables comme le champ moyen
ou la section efficace de collision.
1.1 Le BEC-BCS crossover
1.1.1 La condensation de Bose Einstein (BEC)
La physique du condensat de Bose Einstein est connue depuis longtemps et de´crite dans
de nombreux ouvrages (cf [20] par exemple). On conside`re dans ce qui suit un gaz de bosons
sans interaction qui constitue l’exemple le plus simple de re´alisation d’un condensat de Bose
Einstein et qui pre´dit correctement des proprie´te´s importantes des syste`mes actuels.
Pour des bosons sans interaction a` l’e´quilibre thermodynamique, le nombre d’occupation
moyen d’une particule dans l’e´tat ν avec une e´nergie Eν est donne´e par la fonction de
distribution de Bose Einstein1 :
n(Eν) =
1
exp[(Eν − µ)/kBT ]− 1 (1.1)
ou` le potentiel chimique µ est fixe´ par la condition de normalisation N =
∑
ν n(Eν) et peut
donc eˆtre calcule´ en fonction de T et N . Le potentiel chimique du boson est soumis a` la
condition µ < E0, ou` E0 est l’e´nergie du fondamental. Pour les hautes tempe´ratures, le
nombre d’occupation moyen est beaucoup plus petit que 1, la fonction de distribution est
alors bien approxime´e par la fonction de distribution classique de Boltzmann. D’autre part,
si la tempe´rature diminue avec un nombre constant de particules N , le potentiel chimique
augmente avec une limite stricte supe´rieure E0 (µ < E0). En effet, le nombre d’occupation
qui diverge pour µ = E0, devient ne´gatif si le potentiel chimique de´passe cette valeur mini-
male de l’e´nergie. Ainsi, lorsque µ augmente, le nombre d’occupation de l’e´tat fondamental
N0 = n(E0) =
1
exp[(E0 − µ)/kBT ]− 1 (1.2)
1On ne tient pas compte ici d’un e´ventuel facteur de de´ge´ne´rescence de spin.
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devient tre`s grand. Ce me´canisme est a` l’origine de la condensation de Bose Einstein : la
condensation de Bose Einstein correspond a` une population macroscopique de l’e´tat fon-
damental d’un gaz de bosons qui apparaˆıt en dessous d’une tempe´rature critique TC . Pour
obtenir un crite`re de condensation de Bose-Einstein, on conside`re le nombre d’atomes dans
les e´tats excite´s : NE = N −N0. Pour une tempe´rature T donne´e, NE atteint un maximum
dans la limite µ→ E0, ce nombre est de´termine´ par :
NmaxE =
∑
ν>0
1
exp[(Eν − E0)/kBT ]− 1 . (1.3)
Si la tempe´rature descend sous la valeur TC , N
max
E devient beaucoup plus petit que N . Par
conse´quent, N0 est de l’ordre de N : il y a peuplement macroscopique de l’e´tat fondamental.
Remarquons que pour un grand nombre de particules, kBTc est bien plus grand que l’e´cart
entre deux niveaux e´nerge´tiques ∆E et que l’e´nergie du fondamental E0 (qui de´termine aussi
la valeur du potentiel chimique). Ainsi, lorsque T → TC , µ → E0 et E0−µkBTC  1. On peut
alors conside´rer que le potentiel chimique est nul dans la discussion qui suit.
Dans un pie`ge harmonique a` trois dimensions de fre´quence ω et avec une description
continue du syste`me, on peut re´e´crire l’e´quation pre´ce´dente en utilisant la densite´ d’e´tats2
g() = 2/2~3ω3. Le nombre maximum d’atomes dans un e´tat excite´ devient alors :
NmaxE =
∫ ∞
0
2
2~3ω3
1
exp[/kBT ]− 1d. (1.4)
En utilisant (exp(β)−1)−1 = ∑∞j=1 exp(−jβ), on obtient pour le calcul de cette inte´grale :
NmaxE =
(
kBT
~ω
)3
ζ(3) (1.5)
ou` ζ(3) ' 1.202 est la fonction Zeta de Riemann, ζ(z) = ∑∞n=1 1nz . Au seuil du phe´nome`ne
de condensation, la majorite´ des atomes est encore dans des niveaux excite´s. Toute nouvelle
diminution de la tempe´rature fera croˆıtre prodigieusement la population du fondamental.
La tempe´rature seuil s’exprime donc par la relation :
N =
(
kBTC
~ω
)3
ζ(3), (1.6)
2Pour un oscillateur harmonique a` 3 dimensions, on a :
1
2
mω2r2 +
p2
2m
= E
qui se re´duit a` r˜2 + p˜2 = E avec r˜ =
√
mω2
2
r et p˜ = p√
2m
. Le nombre de particules n(E) ayant une e´nergie
infe´rieure a` E est donc le volume de la sphe`re a` 6 dimensions divise´ par le volume d’une particule de l’espace
des phases (avec les notations r˜ et p˜). Ainsi, on obtient :
n(E) =
pi3
6
E3
h3ω3/8
=
1
6
(
E
~ω
)3
La densite´ d’e´tats e´tant le nombre de particules ayant une e´nergie comprise entre E et E + dE, il vient
finalement :
g(E) =
dn
dE
(E) =
E2
2~3ω3
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soit
TC =
~ω
kBζ(3)
N1/3. (1.7)
En dessous de la tempe´rature critique, les niveaux excite´s ne suffisent plus a` contenir la
population des N atomes. Le niveau fondamental se peuple alors de manie`re macroscopique.
La fraction d’atomes condense´s N0/N = (N − NmaxE )/N se calcule a` partir des e´quations
(1.5) et (1.6), et donne :
N0/N = 1−
(
T
TC
)3
. (1.8)
Ainsi, en dessous de la tempe´rature critique TBECC , un gaz de bosons forme un condensat
de Bose-Einstein, cet e´tat a e´te´ observe´ pour la premie`re fois [21]. La possibilite´ de controˆler
l’interaction entre les particules a permis de former des BEC de mole´cules compose´es de
deux fermions. Nous allons voir maintenant que pour un gaz de fermions, il existe aussi
un e´tat particulier lorsque la tempe´rature est infe´rieure a` une tempe´rature critique T BCSC
caracte´ristique de cet e´tat.
1.1.2 Superfluidite´ BCS
Dans le cas des fermions, la pre´sence d’une interaction entre particules peut se manifester
de deux manie`res diffe´rentes. Une interaction forte peut grouper un nombre pair de parti-
cules et former des entite´s fortement localise´es et obe´issant a` la statistique de Bose-Einstein.
On est ramene´ au cas BEC par la formation de mole´cules diatomiques compose´es de deux
fermions. En revanche, s’il n’y a pas une interaction suffisamment importante pour former
des mole´cules, ces fermions subissent a` basse tempe´rature une transition de phase pre´sentant
une analogie inde´niable avec la condensation de Bose-Einstein. La premie`re the´orie micro-
scopique satisfaisante pour de´crire ce phe´nome`ne est due a` Bardeen, Cooper et Schrieffer,
cette the´orie est universellement connue sous le nom de the´orie BCS.
Pour des fermions identiques sans interaction et a` l’e´quilibre thermodynamique, le nombre
d’occupation moyen d’une particule dans l’e´tat ν avec une e´nergie Eν est donne´e par la fonc-
tion de distribution de Fermi-Dirac3 :
n(Eν) =
1
exp[(E0 − µ)/kBT ] + 1 (1.9)
ou` le potentiel chimique µ est fixe´ par la condition de normalisation N =
∑
ν n(Eν) n’est
ici soumis a priori a` aucune contrainte. Dans la limite de tempe´rature nulle (T = 0), tous
les e´tats ayant une e´nergie infe´rieure au potentiel chimique sont occupe´s tandis que tous les
autres sont inoccupe´s. La notion de potentiel chimique a` tempe´rature nulle, aussi appelle´e
e´nergie de Fermi, est donc tre`s importante :
EF = µ(T = 0) ≡ kBTF (1.10)
ou` TF est la tempe´rature de Fermi. Pour des tempe´ratures telles que T < TF , on dit que le
gaz est de´ge´ne´re´. A partir de l’e´nergie de Fermi, on peut aussi de´finir le nombre d’onde de
Fermi par la relation :
kF =
√
2mEF
~
. (1.11)
3De meˆme que pour la condensation de Bose-Einstein, on ne tient pas compte ici d’un e´ventuel facteur
de de´ge´ne´rescence de spin.
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Pour comprendre simplement l’ide´e de la the´orie de formation de paires BCS, conside´rons
un syste`me de N fermions identiques de masse m et de spin 1
2
dans l’e´tat fondamental (la
mer de Fermi). Si on ajoute deux nouvelles particules, le nouvel e´tat fondamental est obtenu
en mettant ces deux particules dans l’e´tat disponible de plus basse e´nergie. Mais ceci est
vrai seulement s’il n’y a pas d’interactions entre particules. Que se passe-t-il alors s’il existe
une interaction attractive V (r1 − r2) entre les deux particules ajoute´es ?
En ge´ne´ral, la fonction d’onde de ce syste`me est donne´e par le produit antisyme´trique
d’une fonction d’onde de paire corre´le´e Ψ(r1, r2;α, β) et un de´terminant de Slater a` N
particules de´crivant la mer de Fermi. La fonction d’onde est un produit de la fonction d’onde
plane du centre de masse, de la fonction d’onde de´crivant le mouvement relatif ψ(r1 − r2)
et de la fonction de spin χ(α, β) :
Ψ(r1, r2;α, β) = exp[
1
2
iP · (r1 + r2)]ψ(r1 − r2)χ(α, β). (1.12)
Comme les particules sont identiques par construction, la fonction d’onde de paire doit eˆtre
antisyme´trique par e´change de 1 et 2 impliquant que le produit ψ(r)χ(α, β) est impaire.
L’effet important des particules dans la mer de Fermi est de bloquer les e´tats a` une
particule sous l’e´nergie de Fermi. On peut plus facilement regarder cela en travaillant dans
l’espace des moments, on de´finit les composantes de Fourier :
ψ(r) =
1
(2pi)3
∫
dkeik·rψk (1.13)
et
Vk =
∫
dre−ik·rVr. (1.14)
A partir de la fonction d’onde de paire, on peut obtenir, dans l’espace des moments,
l’e´quation de Schro¨dinger de paire :
(
ξk+P/2 + ξk−P/2 − E
)
Ψk = −(2pi)3
∫
k′>kF
dk′Vk−k′Ψk′ (1.15)
ou` ξk =
~
2k2
2m
− µ est l’e´nergie des quasiparticules. A partir de cette e´quation, on voit que
l’e´nergie la plus basse est obtenue si les particules ont des moments de norme e´gale et de
direction oppose´e. En posant P = 0 et en supposant une interaction isotrope, on peut
de´velopper Ψk et Vk−k′ en terme de polynoˆmes de Legendre. Avec un potentiel constant
proche de la surface de Fermi et nul ailleurs, on obtient alors l’e´quation :
(2ξk − E) Ψl(k) = −Vlg(EF )
∫ c
0
Ψl(k
′)dξk′ (1.16)
ou` la densite´ d’e´tat g(EF ) a e´te´ conside´re´e constante pour eˆtre sortie de l’inte´grale. A partir
de cette e´quation, on voit directement que pour une interaction attractive (Vl < 0), la valeur
propre d’e´nergie E est ne´cessairement ne´gative. Donc, en pre´sence de la mer de Fermi, les
deux particules forment un e´tat lie´ pour une interaction attractive faible. Cette paire corre´le´e
est appele´e paire de Cooper.
Dans un cas plus ge´ne´ral ou` toutes les particules interagissent, la formation d’une paire
correle´e de particules de moment (~k,−~k) est toujours e´nerge´tiquement avantageuse. Ceci
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amena Bardeen, Schrieffer et Cooper a` postuler une fonction d’onde correlle´e pour les e´lec-
trons dans un supraconducteur qui est un produit antisyme´trique des fonctions d’onde de
paires.
L’e´mergence d’une nouvelle physique pour une tempe´rature infe´rieure a` la tempe´rature
critique TBCSC a e´te´ e´tudie´e expe´rimentalement dans les gaz d’atomes froids. De plus, la
possibilite´ de controˆler l’interaction entre particules permet de former des mole´cules boso-
niques dans un e´tat BEC (pour T < TBECC ) compose´es de deux fermions pour une longueur
de diffusion grande et positive. Ces meˆmes atomes forment des paires de Cooper (pour
T < TBCSC ) si l’interaction conduit a` une longueur de diffusion grande et ne´gative. La pos-
sibilite´ de passer continuement d’un e´tat BEC vers un e´tat BCS dans un tel syste`me a e´te´
observe´e expe´rimentalement [22]. Toutes les grandeurs physiques telles que la densite´ du gaz
sont continues, on parle donc du BEC-BCS crossover.
1.1.3 Description the´orique du BEC-BCS crossover
Nous avons vu au cours des sections pre´ce´dentes la physique du condensat de Bose-
Einstein (BEC) et la supraconductivite´ BCS. Bien que ces deux physiques concernent a` la
fois des bosons et des fermions, il est possible de passer continuement d’un e´tat BEC a` un
e´tat BCS via le controˆle d’un champ magne´tique externe. Cette de´nomination de crossover se
justifie notammment par la continuite´ du profil de densite´ du gaz dans le pie`ge harmonique.
La re´alisation d’un BEC-BCS crossover n’est pas possible avec n’importe quel gaz d’atomes
de fermions froids. Il faut des proprie´te´s particulie`res des fermions, notamment la possibilite´
de controˆler la longueur de diffusion a en fonction d’un champ magne´tique externe via le
phe´nome`ne de re´sonance de Feshbach. Nous de´crirons plus tard ces re´sonances. On peut
ne´anmoins retenir que la nature du gaz de´pend du parame`tre adimensionne´ 1/kFa avec kF
le nombre d’onde de Fermi et a la longueur de diffusion du gaz. Pour des valeurs de 1/kFa
positives et tre`s grandes, on est du coˆte´ BEC. Pour une tempe´rature du gaz infe´rieure a` la
tempe´rature critique TC , le gaz subit une condensation de Bose-Einstein. Si 1/kFa  −1,
on est du coˆte´ BCS. Le gaz est dans une phase de supraconductivite´ BCS pour T < TC .
Dans le re´gime −1 6 1/kFa 6 1, on est dans le re´gime d’interaction forte, on ne peut plus
de´crire simplement le gaz avec les the´ories BEC et BCS pour un gaz sans interaction.
Le crossover d’un syste`me superfluide a` partir d’un re´gime BEC vers un re´gime BCS peut
eˆtre compris simplement en conside´rant les deux cas limites. Pour une longueur de diffusion
a positive qui correspond a` une interaction re´pulsive entre les particules, les fermions sont
dans un e´tat lie´ de mole´cules (bosons) et l’e´tat fondamental a` T = 0 est un condensat de
Bose-Einstein. La nature des paires est le point important a` comprendre pour de´terminer
comment le syste`me est modifie´ au cours du crossover. Dans la partie BEC, les paires sont des
mole´cules donc des bosons que l’on e´tudie via la physique a` deux corps. Dans ce cas, l’e´nergie
de liaison est grande par rapport a` toutes les autres e´nergies du proble`me et la taille des
mole´cules est beaucoup plus petite que la distance moyenne entre mole´cules. On peut donc
de´crire l’interaction uniquement via les collisions entre mole´cules pour lesquelles on connaˆıt
la longueur de diffusion. Dans la partie BCS, deux atomes de moments oppose´s forment
une paire de Cooper sur la surface de la sphe`re de Fermi. L’e´nergie d’appariement est faible
compare´e a` l’e´nergie de Fermi et les paires de Cooper ont une taille moyenne beaucoup plus
grande que l’espace moyen entre particules. Dans le re´gime de forte interaction, les paires
ne sont ni des mole´cules ni des paires de Cooper, mais les deux aspects de la physique sont
me´lange´s (Fig. 1.1).
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Fig. 1.1 – Le BEC-BCS crossover. En modifiant l’interaction entre les deux fermions de
spins diffe´rents, on peut passer d’un re´gime de mole´cules fortement lie´es a` un re´gime de
paire de Cooper a` longue porte´e dont la taille caracte´ristique est plus grande que la distance
entre particules. Entre ces deux re´gimes limites, on rencontre un re´gime interme´diaire ou` la
taille des paires est comparable a` la distance interparticules. Figure extraite de [23].
1.1.4 Unitarite´
Un proble`me complique´ concerne l’e´tude du comportement du syste`me dans le cas
kF |a| ≥ 1 donc dans le cas d’une longueur de diffusion qui devient plus grande que la
distance interparticule. Ceci correspond au cas inhabituel ou` le gaz est dilue´ et en forte
interaction en meˆme temps. En effet, comme le nombre de particules du gaz est constant, le
moment de Fermi kF est fixe. Le cas kF |a| ≥ 1 correspond a` une augmentation de la longueur
de diffusion |a|, on se retrouve donc le cas d’un gaz toujours dilue´ mais dont les particules
sont en interactions fortes entre elles. Dans ce cas, il n’est pas e´vident de savoir si le syste`me
est stable ou est susceptible de collapser. De plus, si le gaz est stable, on ne sait pas si le
syste`me sera superfluide comme dans les cas limites BEC et BCS. Pour l’instant, aucun
re´sultat exact n’existe pour de´crire ce re´gime, ne´anmoins des mode`les et des simulations nu-
me´riques de´crivent le comportement du gaz [24, 25, 26]. Ces approches s’appuient aussi sur
les re´sultats expe´rimentaux qui indiquent clairement que le syste`me est stable et superfluide
en dessous de la tempe´rature critique. La limite 1/kFa = 0 est appelle´e limite d’unitarite´.
Dans ce re´gime, la longueur de diffusion n’est plus une quantite´ repre´sentative du syste`me.
Les seules e´chelles de longueur qui restent sont l’inverse du nombre d’onde de Fermi k−1F et
la longueur d’onde thermique. Toutes les quantite´s thermodynamiques deviennent alors des
fonctions universelles de l’e´nergie de Fermi EF et du rapport de tempe´rature T/TF . C’est
l’universalite´ de la limite d’unitarite´.
1.2 Re´alisation d’un BEC-BCS crossover
Dans cette section, on de´crit le dispositif expe´rimental ne´cessaire pour re´aliser un re-
froidissement d’atomes. Puis on de´crit l’obtention d’un syste`me pouvant subir un crossover
entre les phases BEC et BCS. Un tel syste`me sera par la suite a` la base de notre e´tude. On
se placera ensuite toujours dans un syste`me de fermions, soit du coˆte´ BCS de ce BEC-BCS
crossover.
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1.2.1 Les me´thodes de refroidissement
La premie`re e´tape de refroidissement des atomes est un refroidissement laser utilisant la
pression de radiation et l’effet Doppler pour obtenir un gaz d’atomes initialement pie´ge´s a`
une tempe´rature de l’ordre du mK [27]. Ensuite, afin d’atteindre des tempe´ratures de l’ordre
du nK, les expe´rimentateurs utilisent la technique de refroidissement par e´vaporation. Ce
type de refroidissement repose sur l’e´limination des atomes les plus e´nerge´tiques d’un gaz
pie´ge´ dans un pie`ge conservatif en paralle`le a` une rethermalisation des atomes restants a`
une tempe´rature plus basse. La baisse en tempe´rature peut s’effectuer sur plusieurs ordres
de grandeur en abaissant le seuil en e´nergie de perte des atomes, au prix toutefois d’une
importante perte d’atomes. Il est plus difficile de refroidir un gaz de fermions qu’un gaz de
bosons. En effet, en dessous d’une tempe´rature de l’ordre du mK i.e. bien avant d’entrer
dans le re´gime de´ge´ne´re´, les collisions entre fermions identiques dans le meˆme e´tat interne
sont fortement inhibe´es par le principe de Pauli, ce qui limite l’efficacite´ du refroidissement
par e´vaporation. Deux voies ont e´te´ emprunte´es pour contourner cette limitation : on pre´pare
le gaz dans un me´lange d’e´tats internes avant l’e´vaporation, et les collisions se font entre
atomes d’e´tats internes diffe´rents, ou bien on refroidit le gaz par thermalisation avec un gaz
de bosons simultane´ment pre´sent (on parle alors de refroidissement sympathique) [28]. La
plupart des re´sultats expe´rimentaux que l’on de´crira au cours de cette the`se proviennent du
groupe de Innsbruck qui utilise du 6Li refroidi sous la forme d’un me´lange de deux e´tats
hyperfins.
1.2.2 Le pie´geage des atomes
Le pie`ge magne´tique est une configuration de champ magne´tique qui pre´sente un mi-
nimum local ou` sont attire´s les atomes dans l’e´tat de spin ade´quat. Les atomes dont le
moment magne´tique est ne´gatif ressentent un minimum d’e´nergie au minimum du champ
magne´tique. L’e´limination des atomes e´nerge´tiques se fait par envoi d’une onde radiofre´-
quence qui transfe`re les atomes dans un e´tat interne de moment magne´tique positif, donc
non pie´ge´.
Le pie`ge dipolaire optique utilise les forces conservatrices exerce´es par la lumie`re non
re´sonnante sur un atome. Si la fre´quence du laser est infe´rieure aux fre´quences de transition
d’un atome, ce dernier est attire´ vers la re´gion d’intensite´ laser maximale. Dans le cas
contraire, l’atome est repousse´. De plus, avec l’effet Doppler, la fre´quence laser ”vue” par
l’atome est modifie´e, cre´ant ainsi un pie`ge dans la re´gion d’intensite´ maximale du laser. On
pie`ge ainsi un gaz d’atomes au foyer d’un faisceau laser intense. Les atomes dont l’e´nergie est
plus grande que la hauteur du puit d’e´nergie potentielle s’e´chappent du pie`ge. L’e´vaporation
est donc conduite en abaissant progressivement la puissance du laser.
Les expe´riences sur les gaz de 6Li interagissant fortement dans les diffe´rents laboratoires
(Duke, ENS Paris, Innsbruck, MIT) sont base´es sur diffe´rentes approches. Le proble`me
ge´ne´ral est de re´ussir a` obtenir un nombre suffisamment important d’atomes de 6Li dans
un faible volume donne´ par le pie`ge dipolaire optique. Les expe´riences de l’ENS et du MIT
utilisent un pie`ge magne´tique en e´tape interme´diaire, ce qui permet d’avoir un large volume
et donc peu de pertes. Dans ce cas, on pie`ge le 6Li avec son isotope bosonique 7Li afin de
re´aliser un refroidissement sympathique. Ensuite, les atomes se retrouvent uniquement dans
un pie`ge optique. Les expe´riences de Duke et Innsbruck proce`dent sans pie`ge magne´tique
afin d’obtenir directement les atomes dans le pie`ge optique. Ceci ne´cessite ne´anmoins un
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Fig. 1.2 – Repre´sentation du diagramme de phase du BEC-BCS crossover. TC correspond
a` la tempe´rature critique donc a` l’apparition d’un condensat de Bose-Einstein ou la mani-
festation d’une superfluidite´ type BCS. T ? est l’appariement et se confond avec TC dans le
cas d’un gaz de fermions avec interaction faible. Le syste`me passe continuement d’une phase
BEC a` une phase BCS lorsqu’on modifie le parame`tre 1/kFa donc le champ magne´tique
externe B. Courbe extraite de [29].
laser de grande puissance pour le pie´geage initial.
1.2.3 La re´alisation d’un BEC-BCS crossover
Comme nous en avons de´ja` parle´ (Sec. 1.1.3), une proprie´te´ inte´ressante de certains gaz
d’atomes froids est l’existence d’une re´sonance de diffusion qui de´pend du champ magne´tique
exte´rieur, fixe´ par les expe´rimentateurs, ce qui permet de controˆler la longueur de diffusion
et donc l’intensite´ de l’interaction entre particules. Dans ces re´sonances de Feshbach, les
atomes forment des mole´cules diatomiques avec une e´nergie de liaison qui est controˆle´e par
un champ magne´tique exte´rieur. Cet aspect expe´rimental est important pour les mole´cules
forme´es a` partir de fermions, car il permet de passer continuement d’un couplage fort entre
les mole´cules forme´es de deux atomes dans la limite des condensats de Bose-Einstein a` un
couplage faible dans la limite BCS (Fig. 1.2).
La premie`re grande e´tape expe´rimentale dans l’e´tude du BEC-BCS crossover a e´te´ la
re´alisation de condensats de Bose-Einstein mole´culaire. Ces condensats mole´culaires servent
de´sormais de point de de´part pour les expe´riences de crossover entre un condensat de mo-
le´cules faiblement lie´es et un e´tat BCS de paires fortement corre´le´es. Dans le cadre de cette
the`se, nous nous inte´resserons essentiellement aux expe´riences sur les atomes de 6Li qui pos-
se`dent une large re´sonance de Feshbach pour un champ magne´tique de 834G. Si le champ
magne´tique est beaucoup plus faible que cette valeur, le gaz est compose´ d’un BEC mole´cu-
laire ou` les mole´cules sont forme´es par des paires de courte porte´e. En augmentant le champ
magne´tique, l’interaction augmente et l’e´nergie de liaison des mole´cules diminue. A la re´so-
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nance, vers 834G, les processus de diffusion sont dans la limite unitaire, on obtient un gaz
quantique universel. Au dessus de la re´sonance, la longueur de diffusion devient ne´gative, il
n’est plus possible d’avoir un e´tat lie´ entre deux atomes, on a alors un gaz de fermions en
interaction.
1.3 Les diffe´rents re´gimes dynamiques
Le comportement collectif du gaz de´pend directement du comportement de chacune des
particules qui le compose. Ainsi, dans le cas d’un gaz de fermions, nous allons voir dans
les mouvements collectifs du gaz les effets du blocage de Pauli qui interdit l’occupation du
meˆme e´tat quantique par deux atomes. L’observation de modes collectifs permet par ailleurs
une e´tude de´taille´e des proprie´te´s macroscopiques du gaz quantique. Il existe deux re´gimes
principaux d’oscillations collectives dans la phase normale du coˆte´ BCS de la transition
BEC-BCS : le re´gime hydrodynamique et le re´gime sans collision.
1.3.1 Le re´gime sans collision, non-superfluide
Dans un gaz de Fermi de´ge´ne´re´ interagissant faiblement, les collisions e´lastiques sont
bloque´es par le principe d’exclusion de Pauli. En effet, les e´tats finaux des processus de
diffusions e´lastiques e´tant de´ja` occupe´s, la collision ne peut avoir lieu. Ce blocage de Pauli a
des conse´quences tre`s importantes pour la dynamique d’un gaz de Fermi a` deux composantes.
En effet, les fermions oscillent inde´pendamment dans le potentiel de pie`ge, par conse´quent
les effets des collisions e´lastiques et de la relaxation par collision sont faibles. Dans le cas non-
de´ge´ne´re´, l’influence des collisions entre les deux e´tats de spin peut eˆtre tre`s forte, ce qui est
mis a` profit dans le processus de refroidissement par e´vaporation utilise´ expe´rimentalement
[29]. Donc, dans le cas non de´ge´ne´re´, le taux de collisions est grand alors que dans le cas
de´ge´ne´re´, il est faible car la plupart des collisions sont bloque´es. Plus le taux de collisions
est important, plus le temps de relaxation d’un mode collectif du gaz sera faible. Le temps
de relaxation est donc un parame`tre physique important pour la distinction entre les deux
re´gimes. Enfin, nous verrons (Sec. 1.4.2) que dans le re´gime sans collision l’oscillation du
gaz se fait a` une fre´quence double de celle du pie`ge.
1.3.2 Le re´gime hydrodynamique
Quand un superfluide est forme´ a` tempe´rature suffisamment basse, le comportement
hydrodynamique apparaˆıt comme une proprie´te´ intrinse`que du syste`me. Le gaz suit alors les
e´quations de l’hydrodynamique superfluide. Dans un gaz de fermions interagissant fortement,
des paires bosoniques peuvent se former et les interactions e´lastiques ne sont plus bloque´es
par le principe d’exclusion de Pauli. Ceci ame`ne a` un re´gime d’hydrodynamique classique
dans un gaz de´ge´ne´re´, ou` le gaz suit les meˆmes e´quations que dans le cas superfluide.
L’existence de collisions e´lastiques dans ce re´gime implique un temps de relaxation beaucoup
plus faible que pour le re´gime sans collision. Par conse´quent, la de´termination du temps de
relaxation par l’interme´diaire de l’amortissement du gaz permettra de de´terminer la nature
du re´gime (ωτ  1 ou ωτ  1). Enfin, comme le re´gime hydrodynamique, qui correspond
a` ωτ  1, est toujours valable dans le cas superfluide, il n’est pas possible de conclure
directement sur la nature superfluide du gaz en observant un comportement hydrodynamique
[30].
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1.4 Modes collectifs
1.4.1 Utilisation des modes collectifs
Un des objectifs des expe´riences de BEC-BCS crossover est de de´terminer la transition
entre la phase normale et la phase superfluide. Meˆme si les fre´quences des modes collectifs
sont ge´ne´ralement diffe´rentes dans les re´gimes hydrodynamiques et sans collision, le compor-
tement hydrodynamique du gaz n’est pas, comme on l’a dit dans la section pre´ce´dente, un
signe suffisant de superfluidite´. En fait, il peut eˆtre soit une conse´quence de la superfluidite´
soit d’un taux de collisions suffisamment e´leve´ dans la phase du fluide normal. Il a donc e´te´
propose´ de distinguer entre trois phases : superfluide, collisionnelle hydrodynamique et sans
collision [31].
Les re´sultats expe´rimentaux sugge`rent que la transition entre les phases superfluide et
de fluide normal est accompagne´e d’un tre`s fort amortissement des modes collectifs. Les
fre´quences des modes collectifs dans la limite de tempe´rature nulle peuvent eˆtre de´termine´es
avec l’hydrodynamique superfluide, mais le cas a` tempe´rature finie est bien plus complique´.
Une premie`re ide´e a e´te´ d’appliquer l’hydrodynamique a` deux fluides de Landau [32], mais
cela ne´cessitait que le taux de collisions dans la phase normale soit suffisament important, i.e.
bien plus grand que la fre´quence du mode. Or ce n’est pas le cas, car dans un syste`me pie´ge´,
les fre´quences des modes collectifs sont au plus de l’ordre de la fre´quence du pie`ge. Dans la
limite oppose´e, lorsque la composante normale du fluide est dans le re´gime sans collisions,
ce qui devrait eˆtre le cas dans la limite de faible interaction, une the´orie de transport qui
couple l’hydrodynamique superfluide a` l’e´quation de Vlasov pour la composante normale a
e´te´ sugge´re´e [33, 34, 35]. Bien que cette description donne une explication qualitative de
l’amortissement des modes collectifs proche de la transition entre phase superfluide et phase
normale, elle ne donne pas une description quantitative des expe´riences re´centes car celles-
ci sont toujours effectue´es dans un re´gime de forte interaction kF |a| > 1. Dans la phase
normale, i.e. pour des tempe´ratures au-dessus de la tempe´rature critique TC de la transition
superfluide, les modes collectifs ont toujours un fort amortissement car les expe´riences ne sont
ni dans le re´gime hydrodynamique, ni dans le re´gime sans collision. Ce re´gime interme´diaire
est e´tudie´ the´oriquement a` l’aide de l’e´quation de Boltzmann et constitue le point de de´part
de cette the`se. Un des points importants a notamment e´te´ de de´terminer les fre´quences des
modes collectifs a` partir d’une description pre´cise du gaz incluant les interactions et les effets
de champ moyen dans l’e´quation de Boltzmann. Les re´sultats que nous verrons par la suite
expliquent les e´carts entre la fre´quence the´orique et les mesures expe´rimentales.
Dans la suite (Fig. 1.3), on conside`re une ge´ome´trie du pie`ge en forme de cigare avec
des fre´quences de pie`ge ωx, ωy et ωz telles que ωz  ωx, ωy. Dans le cas d’une syme´trie
axiale, on notera la fre´quence radiale ωr = ωx = ωy, tandis que ωz sera la fre´quence axiale
du pie`ge. Ne´anmoins, il existe aussi le cas du mode ciseaux ou` les fre´quences radiales sont
le´ge`rement diffe´rentes ωx 6= ωy pour ”voir” l’oscillation de l’ellipse en regardant depuis la
direction axiale.
1.4.2 Mode de compression quadrupolaire
Le mode quadrupolaire est aussi connu sous le nom de mode de respiration. Contraire-
ment au mode quadrupolaire de surface et au mode ciseaux, un tel mode de compression
est fortement influence´ par l’e´quation d’e´tat du syste`me. Une e´tude de´taille´e de ce mode
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Fig. 1.3 – Repre´sentation de la ge´ome´trie du gaz d’atomes pie´ge´s. La taille du nuage est
bien plus grande selon l’axe z que selon les axes x et y. On observe toujours l’e´volution selon
l’axe z. Dans le cas du mode ciseaux, il existe aussi une le´ge`re asyme´trie selon x et y pour
observer l’oscillation d’une ellipse autour de l’axe z.
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Fig. 1.4 – Repre´sentation du mode de respiration au cours du temps avec une vision du
mouvement selon la direction de l’axe z. Au cours d’une pe´riode, on observe un maximum
puis un minimum de la dimension selon l’axe x du rayon du nuage d’atomes. Au cours d’une
pe´riode, on observe une augmentation et une diminution du rayon du nuage d’atomes.
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s’ave`re donc importante pour mieux comprendre la physique du syste`me e´tudie´.
Le mode de compression radiale consiste en une oscillation couple´e en phase selon les
axes x et y. Ainsi, le nuage de gaz de´crit un mouvement pe´riodique avec une diminution
puis une augmentation du rayon du nuage (Fig. 1.4).
La fre´quence de cette oscillation de´pend du re´gime d’interaction du gaz et peut eˆtre
directement calcule´e pour certains cas simples. Par exemple, dans la limite sans interaction
d’un gaz sans collision, la fre´quence ωc du mode de compression radial est donne´e par :
ωc = 2ωr. (1.17)
En effet, le gaz a une oscillation de´couple´e selon les diffe´rents degre´s de liberte´. Par conse´-
quent, pour une particule, un aller correspond a` un passage du maximum au maximum
oppose´ du potentiel en passant par le minimum, le retour e´tant le trajet inverse. Pendant ce
temps, le gaz aura eu une forme dilate´e (maximum de potentiel) puis contracte´e (minimum
de potentiel) puis un retour a` l’e´tat dilate´. Donc, pendant un aller-retour de la particule,
le gaz aura subi deux mouvements de contraction-dilatation. La fre´quence d’oscillation du
gaz est donc double de celle du pie`ge. Pour un gaz en re´gime hydrodynamique, ωc de´pend
de l’e´quation d’e´tat du syste`me et par conse´quent de l’indice polytropique γ de l’e´quation
d’e´tat (de´finit par E = ργ). Dans le cas d’un condensat de Bose interagissant faiblement
(γ = 1), on obtient ωc = 2ωr, tandis que la limite unitaire (γ = 2/3) donne ωc =
√
10
3
ωr
[36]. Entre ces deux valeurs limites, il n’est pas possible d’obtenir directement la valeur de
ωc. Dans le re´gime d’un gaz de Fermi sans collision avec de faibles interactions, on verra que
le rapport ωc/ωr se situe alors entre 2 et
√
10
3
(cf Sec. 3.7.3).
On peut comprendre pourquoi il n’est pas facile de de´terminer cette valeur simplement :
le re´gime d’un BEC interagissant fortement de´pend de la valeur de l’indice polytropique
γ, qui est difficile a` calculer dans tout ce re´gime. Ce re´gime de forte interaction se situe
plus pre`s de la re´sonance que le re´gime BEC interagissant faiblement. Afin d’inclure la
physique a` N -corps, les interactions dans un BEC interagissant faiblement sont de´crites par
une approche de champ moyen. Cette approche n’est plus valide si l’interaction augmente
fortement, il faut donc aller au-dela` de cette description. De plus, l’influence des constituants
fermioniques des mole´cules du BEC augmente quand on approche de la re´sonance. Tous ces
effets affectent l’e´quation d’e´tat, ce qui influence la fre´quence du mode de compression. Il y
a compe´tition entre deux effets : la forte interaction dans le gaz de Bose et l’apparition du
comportement fermionique des constituants. Dans un gaz de Bose interagissant fortement,
l’e´nergie moyenne par particule est augmente´e par de´ple´tion quantique. Cet effet au-dela`
du champ moyen corrige l’e´quation d’e´tat de manie`re a` re´duire la compressibilite´ du gaz ;
tandis que l’e´mergence du comportement fermionique conduit a` une augmentation de cette
compressibilite´.
1.4.3 Mode de surface quadrupolaire
L’oscillation collective du mode de suface quadrupolaire est caracte´rise´e par un mou-
vement pe´riodique sans compression du gaz, ce qui rend ce mode de surface inde´pendant
de l’e´quation d’e´tat dans le re´gime hydrodynamique. C’est une diffe´rence significative avec
le mode de compression. La fre´quence de ce mode de´pend fortement du re´gime collisionnel
du gaz. Par conse´quent, la fre´quence du mode de surface ωq est diffe´rente dans les re´gimes
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Fig. 1.5 – Repre´sentation du mode quadrupolaire radial au cours du temps avec une vision
du mouvement selon la direction de l’axe z. Les mouvements selon les axes x et y sont
de´phase´s d’une demi pe´riode T/2.
hydrodynamique et sans collision. La phase d’oscillation apre`s expansion peut aussi donner
des informations sur le re´gime collisionnel par l’interme´diaire de l’amortissement.
Le mode de surface quadrupolaire consiste en des oscillations de la taille du nuage de
gaz selon les axes x et y, avec un de´phasage de pi entre ces deux directions. Ainsi, a` une
taille maximale selon x (respectivement y) correspond une taille minimale selon y (resp. x)
(Fig. 1.5). Pour un potentiel de pie`ge harmonique, la fre´quence de ce mode de surface en
re´gime hydrodynamique est :
ωq =
√
2ωr. (1.18)
Comme pour le mode de respiration, dans le re´gime sans collision, les atomes oscillent
librement dans le pie`ge. La fre´quence du mode est donc :
ωq = 2ωr. (1.19)
1.4.4 Mode ciseaux
De meˆme que le mode quadrupolaire de surface de´crit pre´ce´demment, le mode ciseaux
est aussi un mode collectif de surface. Donc, la compressibilite´ et par conse´quent l’e´quation
d’e´tat du gaz n’a pas d’effet sur l’oscillation du gaz dans le re´gime hydrodynamique. Pour
exciter ce mode, il faut une ge´ome´trie anisotropique du pie`ge : on conside`re donc toujours le
cas d’un pie`ge harmonique posse´dant la forme d’un cigare dont les fre´quences ωx, ωy et ωz
ve´rifient ωz  ωx, ωy. Mais il est aussi ne´cessaire d’avoir une ellipticite´ dans le potentiel de
pie`ge entre les directions x et y. C’est la principale diffe´rence avec la ge´ome´trie pour les modes
de surface et de compression. Le mode ciseaux est alors de´crit par un mouvement de rotation
pe´riodique autour de l’axe z (Fig. 1.6). Comme pour le mode de surface quadrupolaire, les
fre´quences de ce mode de´pendent des interactions du gaz. Dans le re´gime hydrodynamique,
le temps de relaxation est petit et le gaz oscille collectivement avec une fre´quence [37] :
ωS,h =
√
ω2x + ω
2
y. (1.20)
Dans le re´gime sans collision, les atomes ont une oscillation a` deux fre´quences donne´es par
[37] :
ωS,c+ = |ωx + ωy| ωS,c− = |ωx − ωy| . (1.21)
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Fig. 1.6 – Repre´sentation du mode ciseau au cours du temps avec une vision du mouvement
selon la direction l’axe z. Au cours d’une pe´riode, on observe une oscillation de la surface du
nuage d’atomes autour de l’axe z. La forme elliptique de la surface est ici une conse´quence
des diffe´rentes valeurs des fre´quences : ωx 6= ωy.
Quand le re´gime sans collision est modifie´, la plus grande fre´quence ωS,c+ est adiabatique-
ment connecte´e a` la fre´quence hydrodynamique, tandis que la fre´quence la plus basse ωS,c−
est absente dans la limite hydrodynamique. En pratique, les deux fre´quences sont donc
possibles pour ce mode ciseaux, ne´anmoins seule la fre´quence ωS,c+ est observe´e expe´rimen-
talement. En effet, dans le re´gime hydrodynamique, les donne´es sont interpole´es par une
seule fonction sinuso¨ıdale amortie, tandis que dans le re´gime sans collision, on interpole la
somme de deux fonctions sinuso¨ıdales amorties avec chacune leurs propres parame`tres libres.
1.5 Cadre d’e´tude
Dans cette section, on pre´sente quelques e´le´ments the´oriques ne´cessaire pour l’e´tude des
gaz d’atomes froids et plus particullie`rement les modes collectifs via l’e´quation de Boltzmann.
On expose notamment la the´orie de la diffusion ne´cessaire pour l’obtention de la section
efficace de collision, les re´sonances de Feshbach, outil fondamental des pie`ges d’atomes froids
et l’approximation d’e´chelle utilise´e dans notre mode`le de champ moyen.
1.5.1 The´orie de la diffusion
La dynamique collisionnelle de deux atomes de masse m est ge´ne´ralement de´crite en
conside´rant la diffusion d’une particule de masse re´duite mr = m/2 dans un potentiel V (r).
Pour des atomes neutres dans l’e´tat fondamental, le potentiel d’interaction est a` syme´trie
sphe´rique : V (r) = V (r). Si on e´crit l’e´quation de Schro¨dinger stationnaire :{
p2
2mr
+ V (r)
}
Ψk(r) = EkΨk(r) (1.22)
pour la particule relative de masse mr et d’e´nergie Ek = ~
2k2/2mr, la solution asymptotique
est alors la superposition d’une onde plane incidente et d’une fonction d’onde diffuse´e :
Ψk(r) ∼ eikz + f(k, θ)e
ikz
r
(1.23)
avec k le nombre d’onde relatif des particules en collision. L’amplitude de diffusion f(k, θ)
de´pend uniquement de l’e´nergie des particules en collision via k et de l’angle de diffusion θ,
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de´fini comme l’angle entre les moments relatifs avant et apre`s le processus de collision. A
partir de l’amplitude de diffusion, on peut de´finir la section efficace diffe´rentielle
dσ
dΩ
= |f(k, θ)|2. (1.24)
Les atomes e´tant identiques, la partie orbitale de la fonction d’onde doit eˆtre syme´trique ou
antisyme´trique selon que le spin total des deux particules est respectivement pair ou impair.
Afin de tirer avantage de la syme´trie du proble`me, les fonctions d’onde incidente et
diffuse´e peuvent eˆtre de´veloppe´es en terme de polynoˆme de Legendre. Ce de´veloppement en
ondes partielles conduit a` une e´quation de Schro¨dinger unidimensionnelle pour la fonction
d’onde radiale dans un potentiel
Veff(r) =
~
2l(l + 1)
2mrr2
+ V (r). (1.25)
Pour la fonction d’onde partielle avec l = 0, le potentiel Veff(r) est simplement le potentiel
interatomique V (r). Dans le cas l 6= 0, il existe une barrie`re centrifuge supple´mentaire. Pour
une onde partielle l, la section efficace est alors [38] :
σl(k) =
4pi
k2
(2l + 1) sin2 δl(k) (1.26)
ou` δl(k) est le de´phasage, qui, dans la limite k → 0 se comporte comme δl(k) ∝ k2l+1. Ainsi,
dans la limite des basses e´nergies, la section efficace des ondes partielles avec l 6= 0 tend
vers ze´ro si k tend vers ze´ro. Pour les basses e´nergies, l’onde partielle avec l = 0 est la
seule a` contribuer a` la section efficace totale. Ce re´gime est appelle´ la limite d’onde s et est
caracte´rise´ par une amplitude de diffusion isotropique. La section efficace de diffusion est
alors donne´e par [39] :
lim
k→0
σl=0(k) = 4pia
2 (1.27)
ou` la longueur de diffusion est de´finie par
a = − lim
k→0
tan δ0(k)
k
≡ 1
κ
. (1.28)
Le signe dans la de´finition de la longueur de diffusion est choisi afin que la longueur de
diffusion d’une sphe`re de rayon R soit +R. L’e´tude qualitative des fonctions d’onde montre
que l’on a a > 0 pour tout potentiel re´pulsif. Pour un potentiel attractif, la situation est
plus complexe a` cause de l’existence d’e´tat lie´. Une longueur de diffusion grande et positive
signale la pre´sence d’un e´tat lie´ [38].
On peut comprendre qualitativement que les ondes partielles (l > 0) n’interviennent pas
pour des tempe´ratures suffisamment basses. En effet, si l 6= 0, les atomes en interaction
subissent une barrie`re centrifuge proportionnelle a` l en plus du potentiel atomique. Dans
le cas du 6Li, la barrie`re pour l = 1 est de l’ordre de kB × 7 mK [40]. Pour des e´nergies
d’interaction suffisamment basses, les atomes sont re´fle´chis sur la barrie`re de potentiel et
ne s’approchent pas suffisamment pour interagir via le potentiel V (r). La section efficace
totale est donne´e par la somme sur toutes les contributions des diffe´rentes ondes partielles :
σ(k) =
∑∞
l=0 σl(k).
Dans les expe´riences que nous avons e´tudie´es au cours de cette the`se, les tempe´ratures
sont largement en-dessous de 1mK. Par conse´quent, on ne conside´rera que les interactions
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d’ondes s. Cette conside´ration, largement justifie´e, permet de simplifier significativement
le proble`me que l’on conside`re, la principale conse´quence e´tant une isotropie de la section
efficace de collision entre les atomes de spins diffe´rents.
Concernant les proprie´te´s spe´cifiques de diffusion d’un gaz fermionique ultra-froid, les
expe´riences comportent N = 106 particules dans un cube de 100µm de coˆte´, soit une den-
site´ de ρ = N
V
= 1018 m−3 = 1012 at.cm−3. La distance interparticule moyenne est alors
ρ−1/3 ' 10−6m. La porte´e du potentiel interatomique e´tant de l’ordre de 10−9m, on peut
par conse´quent conside´rer que le processus de diffusion dominant est l’interaction a` deux
corps et utiliser l’expression asymptotique pour la fonction d’onde de l’e´tat diffuse´.
Pour un gaz dilue´ dans la limite d’onde s, on peut montrer que les proprie´te´s macrosco-
piques du gaz de´pendent seulement de la longueur de diffusion des ondes s et pas de la forme
particulie`re du potentiel d’interaction a` deux corps. Ceci permet d’avoir un formalisme a`
N -corps ou` le potentiel microscopique est remplace´ par un potentiel effectif de courte por-
te´e qui reproduit correctement la longueur de diffusion, l’interaction a` deux corps la plus
simple e´tant l’interaction de contact (Sec. 1.5.3). Dans ce cas, la relation entre l’amplitude
de diffusion de l’onde s et la longueur de diffusion a est [39] :
f(k) = − a
1 + ika
, (1.29)
avec k le nombre d’onde relatif des deux particules. La section efficace totale pour les colli-
sions e´lastiques de particules non-identiques devient alors :
σ(k) =
4pia2
1 + k2a2
. (1.30)
On utilisera ce re´sultat par la suite pour simuler une section efficace dans le vide.
1.5.2 Les re´sonances de Feshbach
L’origine physique et les proprie´te´s e´le´mentaires d’une re´sonance de Feshbach peuvent
eˆtre comprises simplement de la manie`re suivante. On conside`re deux courbes de potentiel
mole´culaire Vbg(r) et Vc(r) (Fig. 1.7). Pour une distance interatomique r grande, le potentiel
de fond Vbg(r) relie asymptotiquement deux atomes libres dans le gaz de fermions froid. Dans
une collision avec une tre`s faible e´nergie E, ce potentiel repre´sente le canal ouvert. L’autre
potentiel Vc(r), repre´sentant le canal ferme´, peut supporter des e´tats lie´s de mole´cule pre`s
du seuil du canal ouvert. Dans notre cas, le canal ferme´ de´crit l’interaction entre atomes
dans un e´tat de spins diffe´rent de celui conside´re´ dans le canal de diffusion.
La re´sonance de Feshbach a lieu quand l’e´tat lie´ mole´culaire dans le canal ferme´ approche
e´nerge´tiquement l’e´tat de diffusion dans le canal ouvert. Le couplage meˆme faible peut mener
a` un important me´lange entre les deux canaux. La diffe´rence en e´nergie peut eˆtre controˆle´e
via un champ magne´tique quand les moments magne´tiques correspondants sont diffe´rents.
Ceci me`ne a` une re´sonance de Feshbach controˆle´e magne´tiquement. Le couplage re´sonnant
peut eˆtre effectue´ par une me´thode optique, on parle alors de re´sonance de Feshbach optique.
Une re´sonance de Feshbach controˆle´e magne´tiquement peut eˆtre de´crite par une expres-
sion simple pour la longueur de diffusion d’onde s a en fonction du champ magne´tique B
(Fig. 1.8) :
a = abg
(
1− ∆B
B − B0
)
. (1.31)
1.5 Cadre d’e´tude 25
0
V
c
(R)
E
entrance channel or
open channel 
En
e
rg
y
closed channel
EC
0 Atomic separation R
Vbg(R)
Fig. 1.7 – Repre´sentation du potentiel e´nerge´tique en fonction de la distance interatomique.
Le canal ouvert Vbg correspond a` deux atomes libres, tandis que le canal ferme´ Vc posse`de un
e´tat lie´ de mole´cule. Les moments magne´tiques correspondants a` ces deux niveaux d’e´nergie
sont diffe´rents, on peut donc re´aliser une translation d’un potentiel par rapport a` l’autre en
modifiant le champ magne´tique externe. La re´sonance de Feshbach a lieu lorsque le niveau
d’e´nergie de l’e´tat lie´ Ec correspond a` l’e´nergie de l’e´tat de diffusion du canal ouvert. Courbe
extraite de [41].
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Fig. 1.8 – Longueur de diffusion de l’onde s en fonction du champ magne´tique B. On voit
une divergence pour un champ magne´tique B0 = 834G et un changement de signe de la
longueur de diffusion a qui est positive (coˆte´ BEC) pour les champs magne´tiques faibles
et ne´gative (coˆte´ BCS) pour les champs magne´tiques supe´rieurs au dessus de la re´sonance.
a0 = 0.0529nm est le rayon de Bohr. Courbe extraite de [29].
avec par exemple dans le cas du 6Li : abg = −1405a0, a0 = 0, 0529177nm le rayon de Bohr,
∆B = 300G la largeur de la re´sonance et B0 = 834, 15 G la valeur du champ magne´tique a`
l’unitarite´ [29]. La longueur d’onde abg est la longueur d’onde associe´e au potentiel Vbg(r) et
repre´sente la valeur sans re´sonance. Elle est directement relie´e au niveau d’e´nergie du dernier
e´tat lie´ vibrationnel de Vbg(r). Le parame`tre B0 repre´sente la position de la re´sonance, ou`
la longueur de diffusion diverge (a → ±∞), et ∆ est la largeur de re´sonance. Remarquons
que abg et ∆ peuvent eˆtre positif ou ne´gatif.
1.5.3 L’interaction a` deux corps
Afin de de´crire l’interaction entre deux particules, il faut se rappeler les ordres de gran-
deur des diffe´rentes expe´riences e´tudie´es au cours de cette the`se. On conside`re en effet des
atomes de 6Li qui interagissent a` tre`s courte porte´e (d ' 10−1 nm) et comme nous l’avons vu
pre´ce´demment (Sec. 1.5.1), la densite´ moyenne est ρ ' 1012 cm−3 donc la distance moyenne
entre particules est l ' 1µm. Comme d  l, une particule ne ressent par conse´quent pas
l’interaction produite par les autres particules. On mode´lise donc cette interaction par une
interaction de contact δ(r − r′), l’effet des autres particules n’e´tant ressenti que lorsqu’il y
a contact.
Dans le formalisme de la seconde quantification, on va montrer que pour un tel potentiel
v(r− r′) ≡ gδ(r− r′), il n’existe pas d’interaction entre particules de meˆme spin. Pour cela,
on e´crit le hamiltonien du syste`me :
H =
∫
drΨ†(r)
{−~2
2m
∆ + V (r)
}
Ψ(r)+
1
2
∑
SS′
∫ ∫
drdr′Ψ†S(r)Ψ
†
S′(r
′)ΨS′(r′)ΨS(r)v(r−r′) .
(1.32)
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On peut alors re´e´crire le terme d’interaction du hamiltonien :
Hint =
g
2
∑
SS′
∫
drΨ†S(r)Ψ
†
S′(r)ΨS′(r)ΨS(r)
=
g
2
∑
SS′
∫
dr
1
2
(
Ψ†SΨ
†
S′ −Ψ†S′Ψ†S
) 1
2
(ΨS′ΨS − ΨSΨS′)
=
g
2
∑
S
∫
drΨ†SΨ
†
−SΨ−SΨS
=
g
2
∫
dr
(
Ψ†↑Ψ
†
↓Ψ↓Ψ↑ + Ψ
†
↓Ψ
†
↑Ψ↑Ψ↓
)
= g
∫
drΨ†↑Ψ
†
↓Ψ↓Ψ↑ (1.33)
ou` l’on a utilise´ l’anticommutation des fermions (Ψ†SΨ
†
S′ = −Ψ†S′Ψ†S) et remarque´ que le
terme sous la somme discre`te, dans la deuxie`me ligne, est nul si S = S ′, ce qui impose
S 6= S ′. On retrouve ici un re´sultat qui n’est qu’une conse´quence du principe de Pauli : on
ne peut pas cre´er deux particules de meˆme spin au meˆme endroit.
1.5.4 Approximation d’e´chelle
Le formalisme que nous allons utiliser au cours de cette the`se est celui de la the´orie des
champs a` tempe´rature finie. Au cours d’un processus de diffusion quelconque, l’e´tat final et
l’e´tat initial d’un syste`me sont relie´s par la matrice S. Les diffe´rents processus ayant lieu
peuvent simplement conduire a` une modification de l’e´nergie et du moment de la particule
mais aussi a` un processus de cre´ation-annihilation pour lequel on aurait un nombre diffe´rent
de particules entre l’e´tat initial et l’e´tat final. Afin de traiter ces diffe´rents processus, on les
classe suivant une se´rie perturbative qui correspond a` une se´rie de puissance du parame`tre
d’interaction g.
Donc, au premier ordre d’approximation, on doit avoir le terme de Hartree correspondant
a` l’interaction de type particule-particule et le terme de Fock ou terme d’e´change. Or, dans
le cadre de notre e´tude, on remarque que ce second terme est nul car l’interaction a lieu
entre atomes de spins oppose´s. En effet, le syste`me est de´crit par des interactions de courte
porte´e et le principe de Pauli exclut la possibilite´ d’avoir des particules de meˆme spin au
meˆme endroit a` un instant donne´. En d’autres termes, la fonction de corre´lation spin-spin
< ρ↑(r)ρ↓(r) > est nulle. Par conse´quent, il ne peut pas y avoir d’interaction entre particules
de meˆme spin, le terme d’e´change est nul et on ne conside´rera donc que le terme de Hartree.
Une autre manie`re de voir le processus revient a` conside´rer l’e´quation de Dyson
G(k, ωn) = G0(k, ωn) + G0(k, ωn)Σ?(k, ωn)G(k, ωn)
donc G(k, ωn) = [G0(k, ωn)−1 − Σ?(k, ωn)]−1 (1.34)
qui relie la fonction de Green comple`te G, la fonction de Green ”nue”G0 et la self-e´nergie Σ?
qui contient la description des effets de milieu. Contrairement au traitement perturbatif qui
classe les termes suivant les diffe´rentes puissances de l’interaction g, cette e´quation regroupe
les termes en diagramme de diffe´rentes classes. Dans notre cas, l’interaction e´tant de courte
porte´e, on privile´gie les diagrammes de type particule-particule repre´sente´s sche´matiquement
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par des diagrammes en ”´echelle”. Ainsi, on ne´glige les termes dits d’e´change pour les faibles
puissances de g mais on resomme toutes les contributions de type e´chelle pour le calcul de
la matrice T . C’est pour cela que l’on conside´rera par la suite le calcul de la matrice T dans
l’approximation d’e´chelle.
Chapitre 2
L’interaction effective dans le milieu
Dans cette section, on de´veloppe le mode`le utilise´ pour de´terminer les caracte´ristiques
d’un mode collectif (fre´quence, amortissement). Cette e´tude correspond a` un mode`le au-
dela` de l’approximation de Hartree fre´quemment utilise´e pour rendre compte des effets de
champ moyen. On commencera donc par montrer les limites de cette approximation puis on
de´veloppera l’approximation de la matrice T non autocohe´rente. Nous de´terminerons dans
ce cadre des quantite´s physiques telles que la section efficace et la densite´ dont nous verrons
diffe´rentes approximations. Enfin, le travail de´crit ci-dessous a fait l’objet d’une publication
[19].
2.1 L’approximation de Hartree
On conside`re un gaz de fermions uniforme a` deux composantes (↑,↓). Tant que la porte´e
de l’interaction est petite par rapport a` la distance moyenne entre les particules, on peut
mode´liser l’interaction entre atomes de spins oppose´s par une interaction de porte´e nulle
(Sec. 1.5.3). L’hamiltonien du syste`me, s’e´crit alors en seconde quantification 1 :
H =
∫
dr
[
− ψ†∇
2
2m
ψ + gψ†↓ψ
†
↑ψ↑ψ↓
]
, (2.1)
ou` m, g et Ψ sont la masse de l’atome, la constante de couplage et l’ope´rateur de champ
fermionique. La constante de couplage est relie´e a` la longueur de diffusion a par la relation :
g =
4pia
m
. (2.2)
De plus, l’interaction e´tant attractive, on a g < 0. Dans l’approximation de Hartree, les
e´nergies a` une particule des composantes ↑ et ↓ sont de´cale´es respectivement de : UH↑ = gρ↓
et UH↓ = gρ↑. Le terme de Fock ou d’e´change s’annule car l’interaction est uniquement entre
atomes de spins oppose´s. Nous conside´rerons que les deux e´tats de spins sont e´galement
peuple´s, et l’on notera ρ = ρ↑ = ρ↓ la densite´ par e´tat de spin. Le de´calage de Hartree est
alors le meˆme pour les deux composantes et on l’e´crira :
UH = gρ . (2.3)
1De´sormais, on se place dans le syste`me ~ = c = kB = 1. De plus, la plupart des variables physiques sont
exprime´s dans les unite´s de l’oscillateur harmonique ou` l’on a m = ω = 1, ne´anmoins pour plus de clarte´ on
fera souvent apparaˆıtre ces dernie`res variables.
29
2.2 La matrice T 30
Pour ce mode`le, on va calculer la densite´ en fonction du potentiel chimique µ. Il est
suffisant ici de conside´rer la limite de tempe´rature nulle, donc telle que T  F , ou`
F =
k2F
2m
et kF = (6pi
2ρ)1/3 (2.4)
sont respectivement l’e´nergie et le moment de Fermi. Ces e´quations qui de´finissent F et kF
restent valides meˆme si le nombre d’occupation ne ressemble plus a` une fonction de Heaviside
a` cause de la tempe´rature et des effets de corre´lation. A tempe´rature nulle, la relation entre
F et µ(T = 0) est donne´e par F = µ − UH . En remplac¸ant F et UH par leur de´finition,
nous verrons (Sec 2.4.2) que l’on obtient l’e´quation cubique suivante pour kF :
−2ak
3
F
3pim
− k
2
F
2m
+ µ = 0 . (2.5)
Cette e´quation n’a pas de solution si µ de´passe une valeur critique µmax = pi
2/(24ma2) soit
une densite´ ρmax = pi/(48|a|3) correspondant a` kF |a| = pi/2. La meˆme valeur a de´ja` e´te´
trouve´e [42] et correspond a` la densite´ ou` le syste`me devient instable pour la se´paration
des phases entre basse densite´ (gaz) et haute densite´ (solide). L’origine de cette instabilite´
dans l’approximation de Hartree provient d’une e´nergie d’interaction gρ2/2 plus importante
a` haute densite´ que l’e´nergie cine´tique qui varie comme ρ5/3. Ainsi, si cette approximation
e´tait correcte, un gaz de Fermi a` basse tempe´rature avec une interaction attractive devrait
eˆtre instable de`s que kF |a| > pi/2. Or, l’expe´rience prouve que les gaz de fermions froids sont
stables pour des valeurs de kF |a| bien plus importantes et meˆme a` l’unitarite´ car le syste`me
pre´fe`re former des paires plutoˆt que de se se´parer en deux phases [43]. On en conclut donc
que l’instabilite´ n’est pas physique et n’est qu’un artefact de l’approximation de Hartree.
2.2 La matrice T
Dans l’approximation de Hartree, vue au cours de la section pre´ce´dente, la constante
de couplage g e´tait relie´e a` la longueur de diffusion dans le vide. Ceci signifie que nous
conside´rions implicitement que l’amplitude de diffusion e´tait la meˆme dans le gaz que dans
le vide. Comme nous le verrons, cette hypothe`se est a` l’origine de l’instabilite´ non-physique
de l’approximation de Hartree a` forte densite´. En re´alite´, l’amplitude de diffusion devient
proportionnelle a` 1/kF au lieu de a a` haute densite´ [44]. Les e´nergies d’interaction et cine´tique
croissent alors toutes les deux comme ρ5/3 et il est possible d’e´viter cette instabilite´.
2.2.1 Dans le vide
Le sche´ma d’approximation que nous adoptons ici, afin de calculer l’amplitude de diffu-
sion dans le milieu, est base´e sur l’approximation de la matrice T qui satisfait l’e´quation de
Lippmann-Schwinger [45] re´pre´sente´e diagrammatiquement (Fig. 2.1) :
iΓ(E,k, ω,q, ω′,q′) = ig (2.6)
+ ig
∫
dq′′
(2pi)3
∫
dω′′
(2pi)
iΓ(E,k, ω′′,q′′, ω′,q′)[
E
2
+ ω′′ − (k/2+q′′)2
2m
+ i
] [
E
2
− ω′′ − (k/2−q′′)2
2m
+ i
]
2.2 La matrice T 31
i = + i
Ε
2
Ε ω +k, q+
’, k −q’
+
−
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Fig. 2.1 – Repre´sentation diagrammatique de l’e´quation de Lippmann-Schwinger.
ou` Γ repre´sente l’amplitude de diffusion. Le membre de droite de cette e´quation est inde´-
pendant de ω et q (g e´tant une constante), donc l’amplitude de diffusion Γ n’en de´pend pas
non plus. Il en est de meˆme pour ω′ et q′. La matrice T ne de´pend donc que de l’e´nergie
totale E et du moment total k des deux atomes. On pose :
j0(E,k) =
∫
dq′′
(2pi)3
∫
dω′′
(2pi)
1[
E
2
+ ω′′ − (k/2+q′′)2
2m
+ i
] [
E
2
− ω′′ − (k/2−q′′)2
2m
+ i
] (2.7)
ou` j0 repre´sente la fonction de Green libre a` deux particules. L’amplitude de diffusion est
alors donne´e par la relation :
Γ(E,k) =
g
1− gj0(E,k) . (2.8)
Le proble`me dans ces e´quations est que j0 est divergent. Afin de re´soudre ce proble`me,
on peut introduire un cut-off Λ, de´terminer la constante de couplage g en fonction de Λ telle
que l’on retrouve la longueur de diffusion dans le vide et enfin prendre la limite Λ →∞ en
conservant a constant [46]. De manie`re explicite, on part du cas simple Γ(0, 0) :
j0(0, 0,Λ) =
∫
|q|6Λ
dq
(2pi)3
∫
dω
(2pi)
1(
ω − q2
2m
+ i
) (
−ω − q2
2m
+ i
)
=
∫ Λ
0
4piq2dq
(2pi)3
1
− q2
m
+ i
= − m
2pi2
Λ .
On en de´duit directement Γ(0, 0,Λ) = g
1+ gm
2pi2
Λ
. Cette valeur repre´sentant la constante nue
4pia
m
, on peut directement obtenir une relation avec la longueur de diffusion a :
g =
4pi
m
a
1− 2
pi
Λa
. (2.9)
Maintenant que l’on connait la relation entre g, a et Λ, on conside`re le cas ge´ne´ral :
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j0(ω,k,Λ) =
∫ Λ
0
dq
(2pi)3
1
ω −
[
(k/2+q)2
2m
+ (k/2−q)
2
2m
]
+ i
. (2.10)
Ce qui donne, avec qcm =
√
mEcm le moment sur couche de masse dans le re´fe´rentiel du
centre de masse et Ecm = ω − k24m :
j0(ω,k,Λ) =
m
2pi2
[
−Λ + q
2
cm
Λ
+O
(
1
Λ2
)
− ipi
2
qcm
]
.
En exprimant g en fonction de Λ et a, on obtient :
Γ(ω,k) =
4pi
m
a
1− 2a
pi
q2cm
Λ
+ iaqcm
−−−−→
Λ→+∞
4pi
m
a
1 + iaqcm
. (2.11)
Ne´anmoins, on remarque ici qu’il est difficile de ”controˆler” les limites : il n’est pas facile de
prendre simultane´ment les limites Λ →∞ et g → 0.
Une autre me´thode permet de s’affranchir de ce proble`me de limites. Si on conside`re la
quantite´ J(ω,k) = Γ−1(0, 0)− Γ−1(ω,k) ; on a alors a` partir de l’e´quation Eqs. (2.8) :
Γ−1(ω,k) =
1
g
− J(ω,k) . (2.12)
On obtient ainsi,
J(ω,k) = j0(ω,k)− j0(0, 0) (2.13)
ce qui revient toujours a` conside´rer le propagateur a` deux particules mais cette fois en ayant
soustrait la contribution constante. Donc, J ne de´pend pas de g et on prend directement la
limite Λ →∞ :
J0(ω,k) =
∫
dq
(2pi)3
[
m
q2cm − q2
− m−q2
]
= −i m
4pi
qcm , (2.14)
ce qui redonne le meˆme re´sultat pour Γ que pre´ce´demment.
2.2.2 Effets de milieu
Dans le cadre de notre e´tude, on veut prendre en compte les effets de statistique quan-
tique : il faut donc ajouter le blocage de Pauli. La fonction de Green a` deux particules, dans
le formalisme du temps imaginaire (Matsubara), vaut :
J(iωN ,k) = −T
∫
dq
(2pi)3
∑
n impair
G0(ωn,k/2− q)G0(ωN − ωn,k/2 + q) , (2.15)
ou` ωN = 2piNT et ωn = (2n + 1)piT sont, respectivement, les fre´quences de Matsubara
bosoniques et fermioniques, et G0(ωn,k) = 1/(iωn − ξ0k) est la fonction de Green libre,
ξ0k = k
2/(2m) − µ l’e´nergie d’une particule libre. Apre`s avoir e´value´ la somme sur n, la
fonction retarde´e J(ω,k) est obtenue par prolongement analytique pour une valeur de ω
qui n’est pas une fre´quence de Matsubara. Donc, pour une e´nergie re´elle, on obtient un
propagateur retarde´ si iωn → ω + i (voir [47]). Le re´sultat est :
J(ω,k) =
∫
dq
(2pi)3
1− n0k/2+q − n0k/2−q
ω − ξ0
k/2+q − ξ0k/2−q + i
, (2.16)
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avec n0k = 1/[exp(ξ
0
k/T ) + 1]. On de´compose J = J0 + J˜ en une fonction de Green a` deux
particules dans l’espace libre J0 et une correction due au milieu J˜ . On peut alors e´crire :
Γ(ω,k) =
4pia
m
1
1 + iaqcm − 4piam J˜
, (2.17)
avec cette fois qcm =
√
m(ω + 2µ)− k2/4. Meˆme sans cut-off, la contribution du milieu J˜
est finie et donne´e par :
J˜(ω,k) = −
∫
dq
(2pi)3
n0
k/2+q + n
0
k/2−q
ω − ξ0
k/2+q − ξ0k/2−q + i
. (2.18)
On calcule la partie imaginaire de J˜ :
Im J˜(ω,k) =
m2T
2pik
ln
(
1 + e−ξ
0
−
/T
1 + e−ξ
0
+
/T
)
, (2.19)
avec ξ0± = (k/2 ± qcm)2/(2m) − µ. La partie re´elle sera de´termine´e nume´riquement via la
relation de dispersion :
Re J˜(ω,k) = −P
∫
dω′
pi
Im J˜(ω′,k)
ω − ω′ . (2.20)
La de´termination de Im J˜(ω,k) et Re J˜(ω,k) est une e´tape importante de notre travail. En
effet, a` partir de ces relations nume´riques, on connaˆıt J˜(ω,k) qui est l’e´le´ment principal
dans le calcul de la matrice T 2.17. Nous verrons que la connaissance de cette grandeur est
essentielle pour l’inclusion des effets de milieu dans la section efficace. Ces re´sultats sont
aussi utilise´s dans le calcul de la self-e´nergie Σ qui nous permettra de de´terminer le champ
moyen.
2.3 La self-e´nergie Σ
Contrairement a` l’interaction de porte´e nulle utilise´e pre´ce´demment, la fonction Γ dans le
milieu de´pend des moments et de l’e´nergie. Ceci complique le calcul du de´calage en e´nergie
des particules. Le concept meˆme de de´calage en e´nergie doit eˆtre pose´ s’il n’y a pas de
quasiparticule bien de´finie, comme c’est le cas dans le re´gime de pseudogap [48]. L’outil
approprie´ a` calculer est la self-energie Σ. Dans l’approximation de resommation en e´chelle,
celle-ci s’e´crit dans le formalisme de Matsubara :
Σ(iωn,k) = −
∫
dp
(2pi)3
1
β
∑
n′ impair
G0(ωn′,k)Γ(iωn + iωn′,p + k) . (2.21)
Il existe un poˆle si T < TC car notre the´orie ne tient pas compte de l’appariement. On
doit donc se placer au-dessus de la transition de phase BCS : T > TC . La relation entre le
propagateur retarde´ et le propagateur de Matsubara est donne´e par :
ΓM(ωN ,k) = ΓR(iωN ,k) . (2.22)
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Fig. 2.2 – Sur la figure de gauche, on repre´sente en fonction de l’e´nergie et pour un moment
k = 0, la partie imaginaire de la self-e´nergie pour 1/kFa = −0.18, T/Tc = 2.46 et T/TF =
0.4, calcule´e a` l’aide de l’approximation de la matrice T . Sur la figure de droite, on repre´sente,
pour les meˆmes parame`tres, la partie re´elle de la self-e´nergie obtenue par la relation de
dispersion. La longueur unite´ est celle de l’oscillateur harmonique lho =
√
1/mω¯ ou` ω¯ =
(ωxωyωz)
1/3 est la moyenne ge´ome´trique des pulsations du pie`ge harmonique.
En utilisant la de´finition du propagateur :
G0(ωn′,k) = 1
iωn′ − k22m + µ
, (2.23)
et le re´sultat d’analyse pour une fonction complexe a(ω) :
1
β
∑
n′impair
a(iωn′) =
∮
dω′
2pii
1
eω′′ + 1
a(ω′′), (2.24)
on obtient par prolongement analytique, la partie imaginaire de la self-e´nergie retarde´e :
Im ΣR(ω,k) = −
∫
dp
(2pi)3
(
n0p +
1
eβ(ω+ξ
0
p
) − 1
)
× Im Γ(ω + ξ0p,k + p) , (2.25)
qui devra eˆtre e´value´e nume´riquement et a` partir de laquelle on peut obtenir la partie re´elle
via la relation de dispersion :
Re Σ(ω,k) = −P
∫
dω′
pi
Im Σ(ω′,k)
ω − ω′ . (2.26)
2.3.1 Relation de dispersion des quasiparticules
Comme nous allons utiliser l’e´quation de Boltzmann pour la description des modes collec-
tifs, nous allons donc conside´rer implicitement que les quasiparticules, principalement pre`s
de la surface de Fermi, sont bien de´finies et ont par conse´quent un temps de vie tre`s grand.
Cette conside´ration est bien entendu une limitation de notre approche [49]. Si les quasipar-
ticules sont bien de´finies, cela signifie que ImΣ(ξk,k) est suffisament petite et qu’elles sont
de´termine´es par les poˆles de la fonction de Green a` une particule, donne´e par :
ξk = ξ
0
k + Re Σ(ξk,k) . (2.27)
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Un tel traitement va au-dela` de notre travail. Ici, nous avons comple`tement ne´glige´ la de´-
pendance en e´nergie et moment de la self-e´nergie. Comme nous sommes principalement
inte´resse´s par les moments (resp. e´nergies) proches du moment (resp. de l’e´nergie) de Fermi,
nous supposerons :
ξk ≈ ξ0k + U , avec U = Re Σ(0, kµ) , (2.28)
ou` kµ =
√
2mµ (qui est le moment de Fermi the´orique) peut eˆtre tre`s diffe´rent de kF
(moment de Fermi utilise´ expe´rimentalement) de´fini pre´ce´demment. U sera le potentiel de
champ moyen dans l’e´quation de Boltzmann. Pour e´viter de ne´gliger la de´pendance en e´ner-
gie et impulsion de la self e´nergie, il est possible d’utiliser une meilleure approximation de
quasiparticule [50]. Ne´anmoins, une e´valuation nume´rique des nouveaux parame`tres repre´-
sentant la de´pendance en e´nergie et en impulsion de la self e´nergie et par conse´quent du
champ moyen montre que ces effets sont faibles et ne constituent pas une bonne voie pour
ame´liorer notre calcul.
2.3.2 Tempe´rature critique, crite`re de Thouless
La matrice T dans le milieu nous permet de de´terminer la tempe´rature critique TC du
syste`me, c’est-a`-dire la tempe´rature a` partir de laquelle le syste`me deviendra superfluide.
Par ailleurs, le crite`re de Thouless est un crite`re qui relie la tempe´rature critique TC a` la
tempe´rature ou` la matrice T de´veloppe un poˆle au niveau de la surface de Fermi (ω = 0).
Comme cela avait de´ja` e´te´ remarque´ par Nozie`res et Schmitt-Rink [43], ce crite`re reste
vrai pour tous les couplages. Comme ce poˆle apparaˆıt toujours d’abord pour k = 0, la
tempe´rature critique sera alors donne´e par la relation :
Re
(
1 + iaqcm − 4pia
m
J˜
)
= 0
soit Re J˜(ω = 0,k = 0, T = TC) =
m
4pia
. (2.29)
Ainsi, on pourra de´terminer nume´riquement, a` partir de l’e´quation implicite pre´ce´dente,
la tempe´rature critique du syste`me e´tudie´. Ceci nous permet de limiter notre e´tude au
domaine T > TC car comme nous l’avons de´ja` vu, notre the´orie ne tient pas compte de
l’appariement des fermions.
2.4 La densite´
L’interaction entre les particules change fortement l’e´quation d’e´tat de notre syste`me, i.e.
la relation entre le potentiel chimique µ et la densite´ ρ. De manie`re ge´ne´rale, la de´termination
de la relation ρ(µ, T ) revient a` re´soudre l’e´quation auto-cohe´rente :
ρ(µ, T ) =
∫
dk
(2pi)3
1
β
∑
n impaire
G(ωn,k) , (2.30)
G e´tant la fonction de Green comple`te a` une particule. Cette e´quation e´tant tre`s difficile a`
re´soudre, nous allons conside´rer diffe´rentes approximations utilise´es par la suite et l’e´quation
d’e´tat correspondante dans chaque cas (Fig. 2.3).
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Fig. 2.3 – Repre´sentation diagrammatique de la densite´ suivant les diffe´rents niveaux d’ap-
proximation. Le propagateur nu (resp. complet) est repre´sente´ avec un trait fin (e´pais). De
haut en bas, le cas perturbatif, le cas Hartree-Fock (Hartree ici) puis l’approximation que
l’on a utilise´e pour le calcul des corre´lations. Enfin, sur les deux dernie`res lignes, on a re-
pre´sente´ l’e´quation de Dyson comple`te : G = G0 + G0ΣG dans l’approximation de la matrice
T .
2.4.1 Les cas libre et perturbatif
Dans le cas libre, on peut calculer explicitement la densite´ a` tempe´rature nulle. D’un
point de vue diagrammatique, on ne conside`re que le diagramme nu donc la densite´ :
ρ0 =
∫
dk
(2pi)3
1
β
∑
n
G0(ωn,k) (2.31)
ou` le propagateur est alors donne´ par G0(ωn, k) = 1
iωn−~2k22m +µ
. Le calcul de la densite´ est
simplement donne´ par :
ρ0 =
∫
dk
(2pi)3
θ
(
~
2k2
2m
− µ
)
=
1
2pi2
∫ q 2mµ
~2
0
k2dk =
1
6pi2
(2mµ)3/2
~3
. (2.32)
On retrouve la formule connue ρ0 =
k3
F
6pi2
avec kF =
√
2mµ
~2
. La densite´ libre nous permettra
par la suite de comparer les re´sultats. En effet, on comparera toujours ρ/ρ0 calcule´s pour
deux mode`les diffe´rents (Fig. 2.4).
Si l’on cherche a` ajouter de manie`re simple les interactions entre les particules, on intro-
duit le diagramme faisant intervenir l’interaction sur le propagateur libre (Fig. 2.3 (a)). La
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densite´ devient alors :
ρ(µ) = ρ0 +
∫
dk
(2pi)3
1
β
∑
n
G20(ωn, k)gρ0
= ρ0 − d
dµ
(∫
dk
(2pi)3
1
β
∑
n
G0(ωn, k)
)
gρ0
= ρ0 − dρ0
dµ
gρ0 (2.33)
ou` l’on a utilise´ le fait que dG0(ωn,k)
dµ
= −G20(ωn, k). On remarque ici le caracte`re perturbatif de
cette approche. L’aspect perturbatif peut aussi eˆtre vu comme une modification du potentiel
chimique du gaz libre par l’interaction. En effet, le potentiel chimique µ est remplace´ par
µ− gρ0 dans la densite´ libre. Ainsi, pour une interaction attractive (g < 0), les atomes ont
une distance moyenne plus faible. Le nombre de particules, dans un meˆme volume, paraˆıt
alors plus grand et le potentiel chimique du gaz est donc plus important. Par line´arisation,
on obtient alors facilement :
ρ(µ) = ρ0(µ− gρ0) = ρ0(µ)− dρ0
dµ
gρ0(µ)
=
(2mµ)3/2
6pi2~3
{
1 +
2
pi
(
2mµa2
~2
)1/2}
. (2.34)
On peut remarquer que l’on trouve une densite´ proportionnelle a` ρ0 et dont le terme correctif
de´pend uniquement de ( 2mµa
2
~2
)1/2 ≡ kFa.
2.4.2 Le cas Hartree-Fock
L’approximation Hartree-Fock revient a` ne conside´rer que le propagateur habille´ pour la
partie en interaction du diagramme (Fig. 2.3 (b)), donc a` modifier le potentiel chimique du
gaz libre µ par celui du cas en interaction µ− gρ ou` contrairement au cas pertubatif ρ n’est
pas la densite´ libre mais la nouvelle densite´.
ρ(µ) = ρ0(µ− gρ) = 1
3pi2
[2m(µ− gρ)]3/2 . (2.35)
On peut alors obtenir une e´quation en terme de kF , en notant que F = µ− gρ et donc que
ρ = µ−F
g
:
k3F = 6pi
2ρ(µ) = 6pi2
µ− F
g
=
3pim
2a
(µ− F ) = 3pim
2a
(µ− k
2
F
2m
) (2.36)
ce qui donne l’e´quation :
y(x) = −x3 + 3
2
x2 − 12ma
2µ
pi2
= 0 avec x =
2|a|kF
pi
(2.37)
dont l’existence d’une solution pour 0 < x < 1 impose la condition :
µ <
pi2
24ma2
= µmax . (2.38)
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Fig. 2.4 – On repre´sente l’e´cart au cas libre ρ/ρ0 de la densite´ pour les diffe´rents mode`les
e´tudie´s en fonction de l’interaction −kFa. Pour les faibles interactions, les mode`les sont en
accord alors que pour les fortes interactions, l’approximation de Hartree n’est plus valide
bien avant −kFa > pi/2.
La densite´ par e´tat de spin est alors donne´e par :
ρmax =
1
6pi2
(
pixmax
2|a|
)3
=
pi
48|a|3 . (2.39)
Comme nous l’avons de´ja` vu (Sec. 2.1), on retrouve la valeur de [42] qui correspond a`
la densite´ ou` le syste`me devient instable pour la se´paration des phases entre basse densite´
(gaz) et haute densite´ (solide). Ainsi, dans ce mode`le, un gaz de Fermi a` basse tempe´rature
avec une interaction attractive devrait eˆtre instable de`s que kF |a| > pi/2. L’expe´rience
prouvant que les gaz de fermions froids sont stables pour de plus grandes valeurs de kF |a|,
il faut de´crire la densite´ du gaz de manie`re plus satisfaisante quand les interactions entre
particules deviennent importantes (Fig. 2.4).
2.4.3 Les corre´lations
Si l’on prend en compte les corre´lations, la densite´ est donne´e par la relation :
ρ =
∫
dk
(2pi)3
1
β
∑
n impaire
G(ωn,k) , (2.40)
ou` G repre´sente la fonction de Green totale a` une particule qui est relie´e a` la self-e´nergie Σ
par la relation de Dyson : G−1 = G−10 − Σ . Ici, on se restreint a` un de´veloppement de G au
premier ordre en Σ (Fig. 2.3 (c) et (d)), on a alors :
G ≈ G0 + G0Σ?G0 . (2.41)
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L’expression de la densite´ s’e´crit donc :
ρ =
∫
dk
(2pi)3
1
β
∑
n
G0(ωn,k) +
∫
dk
(2pi)3
1
β
∑
n
G20(ωn,k)Σ(ωn, k) = ρ0 + ρ1 (2.42)
ou` la partie non corre´le´e est donne´e par :
ρ0 =
∫
dp
(2pi)3
1
β
∑
n impaire
G0(ωn,p) . (2.43)
On calcule le terme ρ1 de correction a` la densite´ libre dans l’approximation de la matrice
T :
ρ1 = −
∫
dk
(2pi)3
1
β
∑
n
d
dµ
[G0(ωn,k)]
∫
dp
(2pi)3
1
β
∑
m
G0(ωm,k)Γ(ωn + ωm,p + k)
= −
∫
dk
(2pi)3
1
β
∑
n
{∫
dq
(2pi)3
1
β
∑
m
(
d
dµ
G0(ωN − ωm, K
2
− q)
)
G0(ωm, K
2
+ q)
}
Γ(ωN ,K)
ou` l’on a effectue´ les changements de variables : ωN = ωm + ωn, K = k + p et q =
p−k
2
. En
remarquant que :∫
dq
(2pi)3
1
β
∑
m
(
d
dµ
G0(ωN − ωm, K
2
− q)
)
G0(ωm, K
2
+ q)
=
1
2
d
dµ
∫
dq
(2pi)3
1
β
∑
m
G0(ωN − ωm, K
2
− q)G0(ωm, K
2
+ q) =
1
2
d
dµ
JM0 (ωN ,k)
et en utilisant la de´finition de la matrice T : ΓM(ωN ,K) =
g
1−gJM
0
(ωN ,k)
, on obtient :
ρ1 = −1
2
∫
dk
(2pi)3
1
β
∑
N
dJ0
dµ
g
1− gJM0 (ωN ,k)
=
1
2
∫
dk
(2pi)3
1
β
∑
N
d
dµ
[ln
(
1− gJM0 (ωN ,k)
)
]
=
1
2
∫
dk
(2pi)3
∫ ∞
−∞
dω
pi
1
eβω − 1
d
dµ
[Im ln
(
1− gJM0 (ωN ,k)
)
] . (2.44)
Ce re´sultat pour la densite´ correspond a` celui trouve´ par Nozie`res, Schmitt-Rink [43] et Sa´ de
Melo, M. Randeria, J.R. Engelbrecht [51]. C’est la formule NSR de la densite´ corre´le´e. Cette
formulation de la densite´ permet de de´crire les interactions attractives en particules dans le
gaz, ne´anmoins pour des raisons pratiques, nous verrons que l’on ne peut pas l’utiliser sous
cette forme. La formule NSR nous permettra de ve´rifier l’inclusion des corre´lations dans la
nouvelle formulation.
2.4.4 Quasiparticule
Dans l’approche de l’e´quation de Boltzmann, la densite´ doit eˆtre exprime´e comme une
inte´grale sur les moments d’une fonction de distribution f :
ρ =
∫
dp
(2pi)3
f(p) . (2.45)
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Fig. 2.5 – De haut en bas, on trace µ/F calcule´s pour T/TF = 0.05, T/TF = 0.3 et
T/TF = 0.5. Le µQP devient plus important uniquement pour les faibles valeurs de −1/kFa.
Malheureusement, la formule NSR de la densite´ trouve´e pre´ce´demment n’est pas utilisable
en tant que densite´ de l’e´tat fondamental dans l’e´quation de Boltzmann car on ne peut
pas la mettre sous la forme (2.45). Par ailleurs, a` l’e´quilibre, la fonction de distribution est
donne´e par :
f(p) =
1
eβξp + 1
, (2.46)
Si l’on utilise l’e´nergie de la particule ξp ≈ ξ0p + U (voir (2.28)) , on obtient une me´thode
alternative pour le calcul de la densite´ en fonction de µ. Afin de comparer les deux profils
de densite´ dans un milieu infini, on a trace´ le potentiel chimique, pour une densite´ fixe´e,
avec la densite´ calcule´e a` l’aide des formules NSR et quasiparticule (QP) pour diffe´rentes
tempe´ratures (Fig. 2.5). On remarque que les deux me´thodes donnent des re´sultats similaires.
Les interactions induisent une diminution du potentiel chimique par rapport au re´sultat du
gaz ide´al. Aux faibles interactions, les courbes QP et NSR sont en accord parfait, mais
pour les fortes interactions il existe des diffe´rences notamment pour les faibles tempe´ratures
proches de TC . C’est la fin de validite´ de notre approche pre`s du re´gime de pseudogap. La
tempe´rature critique de´termine´e a` partir du crite`re de Thouless de´pend de a et µ ; il existe
donc une interaction critique ac lorsque la tempe´rature est fixe. Ainsi, la courbe est coupe´e
pour les valeurs −1/kFa < −1/kFac.
2.5 La section efficace
L’interaction entre atomes n’est pas seulement responsable du de´calage en e´nergie des
particules, elle de´termine aussi le taux de collisions entre atomes, qui joue un roˆle important
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Fig. 2.6 – On trace le rapport entre les sections efficaces dans le milieu et dans le vide pour un
moment total k = 0 en fonction du moment relatif q. Sur la figure de gauche, l’interaction est
constante (1/kFa = −1.0), le re´sultat est donne´ pour diffe´rentes tempe´ratures. Sur la figure
de droite, la tempe´rature est constante (T/TF = 0.5) et on observe l’effet pour diffe´rentes
interactions.
pour les proprie´te´s des modes collectifs. La quantite´ physique a` conside´rer ici est la section
efficace pour des ondes s. Dans le cas d’une interaction d’onde s de porte´e nulle, la section
efficace diffe´rentielle de deux atomes de moments p1 et p2 avant la collision, p
′
1 et p
′
2 apre`s
la collision est donne´e par [52] :
dσ0
dΩ
=
a2
1 + (qa)2
(2.47)
avec q = (p1 − p2)/2 le moment relatif entrant dans le re´fe´rentiel du centre de masse
et Ω l’angle solide forme´ entre le moment relatif entrant q et le moment relatif sortant
(q′ = p
′
1−p′2
2
). Dans le milieu, la section efficace est modifie´e par les interactions. En terme de
matrice T , la section efficace est relie´e a` la partie imaginaire de la matrice T via le the´ore`me
optique [39], donc au module carre´ de la matrice T . La section efficace diffe´rentielle peut
alors eˆtre e´crite :
dσ
dΩ
=
∣∣∣∣m4piΓ
(
k2
4m
+
q2
m
− 2µ,k
)∣∣∣∣
2
(2.48)
et de´pend maintenant aussi du moment total des deux atomes k = p1 + p2 = p
′
1 + p
′
2.
A partir de cette e´quation, en utilisant (2.17) et ω = k
2
4m
+ q
2
m
− 2µ dans la de´finition de
qcm, on retrouve le cas libre (2.47). On peut alors maintenant comprendre quels seront les
effets du milieu sur la section efficace qui sera re´duite ou augmente´e en comparaison avec
la section efficace dans l’espace libre. La courbe repre´sentant le rapport entre la section
efficace calcule´e via la matrice T et celle dans le vide permet de comprendre l’influence du
milieu (Fig. 2.6). Le cas k = 0 correspond au cas ou` l’effet est le plus important (facteur
exponentiel de la distribution de Fermi moins grand). On voit que pour un moment relatif
q faible, la section efficace dans le milieu est plus faible, tandis que pour les moments
relatifs moyens (q ∼ kF ), la section efficace est fortement augmente´e, l’effet e´tant d’autant
plus important que la tempe´rature est faible ou l’interaction forte. Enfin, pour les grands
moments relatifs, le milieu devient transparent et les deux sections efficaces sont identiques.
La forte augmentation de la section efficace pre`s de la tempe´rature critique est un signe
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pre´curseur de la singularite´ de la matrice T a` la tempe´rature critique [53, 54, 55].
2.6 Approximation de densite´ locale
Jusqu’a` maintenant, nous avons conside´re´ un milieu infini ou` les atomes ne sont pas
pie´ge´s par un potentiel externe. Afin d’inclure le potentiel de pie`ge VT (r), nous allons uti-
liser l’approximation de densite´ locale (LDA), ou` le syste`me est traite´ comme localement
homoge`ne, avec une de´pendance en r du potentiel chimique :
µ(r) = µ0 − VT (r). (2.49)
Cette approximation reste valide tant que le potentiel varie lentement, i.e. sur des e´chelles
grandes devant k−1F qui correspond a` la distance moyenne entre les particules. De plus,
cette condition est aussi ne´cessaire pour la validite´ de l’e´quation de Boltzmann que nous
utiliserons par la suite. Avec cette approximation, toutes les quantite´s physiques que nous
avons vues auront une nouvelle de´pendance en r qui provient de la de´pendance en µ. Pour
montrer les effets de l’interaction et de la tempe´rature sur le profil de densite´, on trace
(Fig. 2.8) les profils de densite´s NSR et QP pour diffe´rentes valeurs de la tempe´rature et de
l’interaction. On remarque, pour une interaction constante, que le profil de densite´ s’e´tale
si la tempe´rature augmente. La densite´ au centre du gaz est alors plus faible. Tandis que
pour une tempe´rature donne´e, si l’interaction (attractive) est plus importante, la densite´ au
centre augmente aussi.
Comme nous l’avons de´ja` vu, il nous faut un crite`re quantitatif pour savoir si l’approxi-
mation quasiparticule est correcte. Comme exemple, on montre le profil de densite´ pour
N = 400000 atomes dans le pie`ge avec une interaction fixe 1/kFa = −0.45 pour diffe´rentes
tempe´ratures. Remarquons que l’on utilise la convention habituelle des expe´rimentateurs ou`
la de´finition de kF et F pour un gaz pie´ge´ est diffe´rente de celle du cas uniforme. Dans le
cas du gaz pie´ge´, ces valeurs sont celles au centre du pie`ge calcule´es pour un gaz ide´al a`
tempe´rature nulle. Par conse´quent, kF et F sont de´termine´s par le nombre d’atomes N et
la fre´quence moyenne du pie`ge ω¯ = (ωxωyωz)
1/3 :
F = (3N)
1/3ω¯ , kF =
√
2mF . (2.50)
On voit que l’interaction modifie le profil de densite´, spe´cialement a` faible tempe´rature.
L’accord entre les deux profils semble parfait a` T/TF = 0.5, alors que pour T/TF = 0.21 qui
correspond a` la tempe´rature critique, la densite´ QP est trop faible, indiquant que l’approxi-
mation QP n’est plus utilisable. Cependant, pour 1/kFa = −0.45, on doit eˆtre tre`s proche
de TC afin de voir cet effet qui sera encore plus marque´ a` l’unitarite´.
De manie`re pratique, on a utilise´ pour les calculs un potentiel de pie`ge harmonique :
VT (r) =
m
2
∑
i=x,y,z
ω2i r
2
i . (2.51)
Meˆme si les pie`ges expe´rimentaux sont non sphe´riques, on de´termine les quantite´s phy-
siques a` l’e´quilibre pour un pie`ge sphe´rique avec le meˆme nombre d’atomes et une fre´quence
moyenne ω¯ = (ωxωyωz)
1/3. Les quantite´s physiques a` l’e´quilibre, mesure´es expe´rimentale-
ment dans le pie`ge de´forme´, sont alors obtenues par le changement de variables : r˜i = riωi/ω¯.
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Fig. 2.7 – On trace le profil de densite´ obtenu par l’approximation de densite´ locale (LDA).
Sur la figure de gauche, l’interaction est constante (1/kFa = −1), on compare a` T/TF = 0.4
(resp. T/TF = 1.0) , la densite´ libre (trait plein) (resp. tiret court) et la densite´ NSR (long
tiret) (resp. pointille´s). Sur la figure de droite, la tempe´rature est constante, la densite´ libre
(trait plein), la densite´ NSR pour 1/kFa = −0.3 et la densite´ NSR pour 1/kFa = −0.8 sont
repre´sente´es.
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Fig. 2.8 – Profils de densite´ de 400000 atomes avec 1/kFa = −0.45 pour diffe´rentes tempe´-
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Chapitre 3
Fre´quence et amortissement des
modes collectifs
L’e´tude des modes collectifs est un outil important pour sonder la dynamique des gaz
d’atomes. En effet, meˆme si le spectre des modes collectifs dans le re´gime hydrodynamique et
celui dans la phase superfluide est le meˆme, il a e´te´ prouve´ que l’amortissement en fonction
de la tempe´rature peut permettre de distinguer le re´gime superfluide du gaz normal [30].
Dans ce chapitre, nous e´tudions le spectre des modes collectifs d’un gaz de Fermi a` deux
composantes dans sa phase normale. Le point de de´part de cette e´tude est l’e´quation de
Boltzmann pour la fonction de distribution f(r,p, t). Mon travail a e´te´ de conside´rer les
effets du milieu dans la section efficace de l’inte´grale collisionelle et l’ajout d’un terme de
type champ moyen dans le membre de gauche de l’e´quation de Boltzmann. Le but est de
de´terminer les fre´quences et l’amortissement de diffe´rents modes e´tudie´s expe´rimentalement
[31, 56, 57, 58, 59].
3.1 The´orie cine´tique : e´quation de Boltzmann
Alors qu’il existe un traitement unifie´ pour la physique statistique a` l’e´quilibre, les me´-
thodes utilise´es pour de´crire les syste`mes hors-e´quilibre sont multiples et en re´alite´ adapte´es
a` un certain type de proble`mes. Comme nous l’avons de´ja` dit, nous nous limitons ici au
cas de syste`mes peu denses tels que le libre parcours moyen est beaucoup plus grand que la
porte´e des interactions entre deux particules. Cela permet de distinguer au niveau microsco-
pique deux e´chelles de temps : la dure´e d’une collision et le temps entre deux collisions. On
regarde alors une the´orie cine´tique qui de´crit de manie`re satisfaisante la dynamique pour
des temps longs compare´s a` la dure´e d’une collision t0 et faibles devant le temps entre deux
collisions t1. L’e´quation de Boltzmann est une e´quation qui de´crit la relaxation dans un gaz
ou` les collisions sont rares mais peuvent eˆtre violentes (les vitesses peuvent changer consi-
de´rablement au cours d’une collision). La trajectoire typique d’une particule est constitue´e
d’une succession de segments de droite (mouvement libre) interrompus par des collisions
au cours desquelles la trajectoire change brusquement (les collisions ne font intervenir que
deux particules a` cause de la densite´ faible). Cette situation est donc oppose´e au mouvement
brownien ou` la particule subit continuellement un grand nombre de collisions faibles, qui
modifient chacune peu la vitesse de la particule brownienne.
Pour de´terminer le domaine de validite´ de l’e´quation de Boltzmann, on doit aussi fixer
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une e´chelle de longueur. On e´tudie un syste`me dans le cadre des milieux continus : λ  L
avec λ le libre parcours moyen et L l’e´chelle caracte´ristique de variation des grandeurs du
syste`me [60]. Ainsi, a` l’e´chelle d’une particule, les variations des grandeurs physiques du
syte`me sont faibles. Cet argument a de´ja` e´te´ utilise´ pour l’approximation de densite´ locale
(Sec. 2.6).
On rappelle les trois conditions suppose´es pre´ce´demment : la densite´ est suppose´e va-
rier sur de grandes e´chelles, la tempe´rature est supe´rieure a` la tempe´rature critique de la
transition superfluide et les quasiparticules doivent eˆtre bien de´finies proche de la surface
de Fermi. Sous ces conditions, le comportement d’un gaz de fermions peut eˆtre de´crit par la
fonction de distribution semi-classique f(r,p, t) dont l’e´volution temporelle est de´termine´e
par l’e´quation de Boltzmann [61] :
f˙ + r˙ · ∇rf + p˙ · ∇pf = −I[f ] , (3.1)
ou` r˙ et p˙ satisfont les e´quations classiques du mouvement. Dans le cas de la relation de
dispersion de´ja` mentionne´e, la vitesse et l’acce´le´ration sont alors donne´es par :
r˙ = ∇pξp = p
m
, (3.2)
p˙ = −∇rξp = −∇r(VT + U) , (3.3)
ou` avec l’approximation de densite´ locale, ξp → ξp(r) = p2/(2m) + VT (r) + U(r) − µ0. On
peut noter qu’il y a deux sources de de´pendance en r du potentiel de champ moyen U . Tout
d’abord, a` l’e´quilibre, U de´pend de r via le potentiel chimique µ(r) = µ0 − VT (r). Ensuite,
plus ge´ne´ralement, et en particulier hors e´quilibre, la self-e´nergie de´pend de la fonction de
distribution f , ce que l’on peut e´crire : U = U [f ]. Cette fonction de distribution est relie´e a`
la densite´ par e´tat de spin par la relation :
ρ(r, t) =
∫
dp
(2pi)3
f(r,p, t) , (3.4)
et on conside´rera que, comme a` l’e´quilibre, les fonctions de distribution pour les deux e´tats
de spin sont les meˆmes, i.e. :f↓ = f↑ = f , ce qui est vrai si le potentiel de pie`ge et l’ope´rateur
d’excitation du mode collectif sont inde´pendants du spin.
La fonctionnelle I[f ] qui apparaˆıt dans le membre de droite de l’e´quation de Boltzmann
est l’inte´grale collisionnelle. Elle de´crit les collisions entre atomes de spin oppose´ et de´pend
de la section efficace atome-atome [62] :
I[f ] =
∫
dp1
(2pi)3
∫
dΩ
dσ
dΩ
|v − v1| × {ff1(1− f ′)(1− f ′1)− f ′f ′1(1− f)(1− f1)} . (3.5)
Les fonctions f sont toutes e´value´es a` (t, r) mais pour diffe´rentes impulsions. Par exemple, f1
correspond a` f(r,p1, t). Les moments entrants sont p,p1 tandis que p
′,p′1 sont les moments
sortants du processus de collision. Les facteurs (1−f) sont absents dans le cas d’une e´quation
de Boltzmann classique : ils sont une conse´quence de la statistique de Fermi et assurent
qu’un atome ne peut pas diffuser vers un e´tat de´ja` occupe´. Cet effet de blocage de Pauli
peut avoir pour conse´quence une forte re´duction du taux de collisions, spe´cialement a` basse
tempe´rature. Afin d’e´tudier les modes collectifs dans un gaz pie´ge´, on conside`re une faible
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de´viation δf = f − feq de la fonction de distribution. En ge´ne´ral, δf est fortement pique´ a`
la surface de Fermi, mais peut s’e´crire a` l’aide d’une fonction test Φ(r,p, t) :
δf(r,p, t) = feq(r,p)[1− feq(r,p)]Φ(r,p, t) . (3.6)
En de´veloppant l’e´quation de Boltzmann a` l’ordre line´aire dans la de´viation par rapport a`
l’e´quilibre et en conside´rant qu’a` un changement δf de la fonction de distribution correspond
un changement δU du champ moyen, on obtient :
feq(1− feq)
(
Φ˙ +
p
m
· ∇rΦ−∇r(VT + Ueq) · ∇pΦ + β p
m
· ∇rδU
)
= −I[Φ] . (3.7)
avec l’inte´grale collisionelle line´arise´e :
I[Φ] =
∫
dp1
(2pi)3
∫
dΩ
dσ
dΩ
|v− v1|feqfeq 1 × (1− f ′eq)(1− f ′eq 1)(Φ + Φ1 − Φ′ − Φ′1) . (3.8)
Afin d’obtenir cette e´quation de Boltzmann line´arise´e, nous avons utilise´ la proprie´te´ :( p
m
· ∇r −∇r(VT + Ueq) · ∇p
)
feq(1− feq) = 0 (3.9)
qui provient de l’e´quation de Boltzmann a` l’e´quilibre.
Nous devons maintenant spe´cifier δU qui apparaˆıt dans le membre de gauche de l’e´qua-
tion de Boltzmann line´arise´e. Comme on ne´glige la de´pendance en moment de U et donc de
δU , on peut alors e´crire δU sous la forme :
δU(r, t) =
∫
dp
(2pi)3
γ(p)δf(r,p, t) , (3.10)
ou` γ(p) est la de´rive´e fonctionnelle δU [f ]/δf e´value´e a` l’e´quilibre. Dans la limite des basses
tempe´ratures, δf est fortement pique´e pour p = pF le moment de Fermi. On peut donc
remplacer γ(p) par une constante γ0 ≡ γ(pF ) comme dans la the´orie des liquides de Fermi
[63]. On en de´duit alors que δU = γ0δρ, avec
δρ(r, t) =
∫
dp
(2pi)3
δf(r,p, t) =
∫
dp
(2pi)3
feq(1− feq)Φ . (3.11)
De plus, en choisissant pour δf une forme particulie`re, δf = ∂feq/∂µ, on peut identifier la
constante γ0 avec la de´rive´e ∂Ueq/∂ρeq prise a` tempe´rature constante :
δU(r, t) =
∂Ueq
∂ρeq
∣∣∣
ρeq(r),T
δρ(r, t) . (3.12)
Dans la suite, nous conside´rerons que cette approximation est aussi raisonnable a` haute
tempe´rature. Ce jeu d’e´quations constitue le point de de´part de notre e´tude des modes
collectifs avec les effets de milieu. Il s’agit d’une ge´ne´ralisation de l’approximation de Hartree
ou` U = gρ [52, 64, 65].
Finalement, l’e´quation de Boltzmann line´arise´e s’e´crit sous la forme :
feq(1− feq)Φ˙ +∇pfeq ·
[
−∇r
(
Φ
β
+
dUeq
dρeq
δρ
)]
+∇rfeq · ∇pΦ
β
= −I[Φ] . (3.13)
Cette e´quation constitue la base du calcul des fre´quences et amortissements par la me´-
thode des moments.
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mode fre´quence pie`ge u(r, t) Φ(r, t)eiωt
Kohn (K) arbitraire ∝ (1, 0, 0) c1x + c2px
ciseaux (S) ωx > ωy  ωz ∝ (y,−x, 0) c1xy + c2xpy + c3ypx + c4pxpy
radial quadrupolaire (Q) ωx = ωy = ωr  ωz ∝ (x,−y, 0) c1(x2 − y2) + c2(xpx − ypy) + c3(p2x − p2y)
radial
axial
}
respiration (B) ωx = ωy = ωr  ωz ∝ (x, y, 0)∝ (0, 0, z)
{
c1(x
2 + y2) + c2z
2 + c3(xpx + ypy)
+c4zpz + c5(p
2
x + p
2
y) + c6p
2
z
Tab. 3.1 – Champ de vitesse et fonction test Φ correspondante pour les diffe´rents modes
conside´re´s.
3.2 Fonction test Φ
Comme on l’a vu pre´ce´demment, la fonction Φ(r,p, t) caracte´rise la de´viation par rapport
a` l’e´quilibre. Cette fonction est suppose´e re´gulie`re dans l’espace des phases. Le de´veloppe-
ment de la fonction test Φ a` l’aide d’un faible nombre de coefficients permet d’e´viter la
re´solution exacte de l’e´quation de Boltzmann line´arise´e. Pour chaque mode collectif, la fonc-
tion test Φ doit contenir au moins les termes ne´cessaires pour ge´ne´rer le champ de vitesse
u(r, t) qui caracte´rise le mode [66]. La pre´sence de ce champ de vitesse modifie la fonction
de distribution a` l’e´quilibre feq telle que :
f(r,p, t) = feq (r,p−mu(r, t), t) , (3.14)
ce qui donne une de´viation (au premier ordre en u) :
δf ' −βfeq(1− feq)p · u . (3.15)
La fonction test doit donc contenir un terme proportionnel a` p · u. Quand ce terme est
inse´re´ dans l’e´quation de Boltzmann line´arise´e, l’ope´rateur p/m · ∇r − ∇r(VT + Ueq) · ∇p
du membre de gauche ge´ne`re de nouveaux termes tout comme le terme δU et le terme de
collision I. En ge´ne´ral, le nombre de termes est infini et le syste`me ne peut eˆtre re´solu.
Si l’on ne conside`re que le membre de gauche de l’e´quation de Boltzmann sans effet
de champ moyen et sans perturbation d’un gaz dans un pie`ge harmonique VT , si u est au
plus line´aire dans les coordonne´es, il est possible de re´soudre l’e´quation avec un nombre fini
de termes : par exemple un terme proportionnel a` xpx ge´ne`re des termes proportionnels a`
x2 et p2x, et aucun autre terme n’est ne´cessaire. D’autre part, si le terme de collision est
tre`s important, donc dans le re´gime hydrodynamique, un champ de vitesse line´aire re´sout
exactement les e´quations hydrodynamiques et l’e´quation d’e´tat du gaz peut eˆtre donne´e par
une e´quation polytropique, ce qui constitue tre`s souvent une excellente approximation [30].
On conside`rera donc que dans notre cas aussi, ce sera une bonne approximation d’inclure
uniquement dans Φ les termes qui apparaissent dans le cas du gaz ide´al correspondant a` un
champ de vitesse u line´aire en les coordonne´es.
Nous nous inte´resserons ici aux trois modes suivants : le mode ciseaux, le mode radial
quadrupolaire et le mode radial de respiration. Afin de ve´rifier la cohe´rence de notre mo-
de`le, nous allons aussi regarder le mode de Kohn qui apparaˆıt comme un mode non-amorti
dont la fre´quence est e´gale a` celle du pie`ge. Les champs de vitesse et les fonctions tests
correspondantes sont donne´es dans le tableau (Table 3.1).
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3.3 Fre´quence et amortissement sans champ moyen
3.3.1 Etude du temps de relaxation
L’e´quation de Boltzmann de´crit l’e´volution du syste`me et le membre de droite de´finit
donc un temps de relaxation τ du gaz. Ce temps de relaxation correspond, pour un mode
collectif, a` la relaxation de la de´formation importante de la surface de Fermi. Dans le cas par-
ticulier du mode ciseaux, ce temps de relaxation est calcule´ a` partir l’e´quation de Boltzmann
et donne´ par la relation :
1
τ
=
∫
dr
∫
dp
(2pi)3
I[pxpy]pxpy∫
dr
∫
dp
(2pi)3
feq(1− feq)p2xp2y
(3.16)
avec I[pxpy] donne´e par Eq. (3.5). Ce parame`tre τ sera l’unique parame`tre de l’e´quation des
modes et contient donc toute la de´pendance en tempe´rature et interaction des fre´quences et
amortissement du mode collectif.
L’e´quation (Eq. (3.16)) est l’analogue pour une statistique de Fermi de ce qui a de´ja` e´te´
de´fini dans [55]. Dans le cas du mode radial quadrupolaire et du mode radial de respiration,
d’autres expressions formelles de τ apparaissent dans les e´tapes interme´diaires du calcul,
mais on peut montrer que toutes les de´finitions co¨ıncident. Il suffit donc d’un parame`tre pour
de´terminer les trois modes. Plus pre´cisement, seuls les termes dans Φ qui sont quadratiques
dans les moments contribuent car I[rirj] = I[ripj] = 0 pour i, j = x, y, z. A l’aide des
proprie´te´s de syme´trie de l’expression explicite pour I[pipj], on peut montrer que les moments
avec rkrl et rkpl de I[pipj] sont nuls (i, j, k, l = x, y, z) et seules les expressions de la forme :
Iijkl =
∫
dr
dp
(2pi)3
I[pipj]pkpl (3.17)
sont non nulles. En utilisant la loi de conservation, I[p2] = 0, on peut alors montrer :
Iijkl = IS
(
δikδjl + δilδjk − 2
3
δijδkl
)
, (3.18)
ou` IS est le moment qui intervient pour le mode ciseaux, soit :
IS = Ixyxy =
∫
dr
dp
(2pi)3
I[pxpy]pxpy . (3.19)
On simplifie le calcul de IS afin de le re´duire au calcul d’une inte´grale a` 5 dimensions que
l’on e´value ensuite par un Monte-Carlo. Le de´tail de la re´duction est donne´e en Annexe A.
3.3.2 De´termination de la fre´quence et de l’amortissement du
mode
Dans cette partie, on de´taille la me´thode d’obtention de l’e´quation des modes a` partir de
l’e´quation de Boltzmann par la me´thode des moments. On conside`re donc le mode ciseaux
dont la fonction test Φ est donne´e par la relation :
Φ = (c1xy + c2xpy + c3ypx + c4pxpy) e
−iωt . (3.20)
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On inse`re l’ansatz Φ dans l’e´quation de Boltzmann line´arise´e (Eq. (3.13)). On multiplie
l’e´quation obtenue par les moments apparaissant dans la fonction test Φ du mode ciseaux
(xy, xpy, ypx et pxpy), ce qui nous donne quatre e´quations que l’on inte`gre sur dr
dp
(2pi)3
. Le
de´tail de cette suite de calculs est donne´ en annexe (Sec. B.1). On obtient alors un syste`me
d’e´quations homoge`nes couple´es pour les coefficients ci. Si l’on pose
X =


c1
c2
c3
c4

 ,
le syste`me d’e´quations est donne´ par la relation AX = 0 avec :
A =


−iω −mω2y −mω2x 0
1/m −iω 0 −mω2x
1/m 0 −iω −mω2y
0 1/m 1/m 1
τ
− iω

 . (3.21)
Cette e´quation matricielle posse`de une solution non triviale (X 6= 0) si detA = 0, soit :
iω
τ
[
ω2 − ω2h
]
+
[
ω2 − ω2c1
] [
ω2 − ω2c2
]
= 0 (3.22)
qui correspond a` l’e´quation des modes, avec

ωh =
√
ω2x + ω
2
y
ωc1 = ωx + ωy
ωc2 = |ωx − ωy|
(3.23)
qui repre´sentent les fre´quences limites (ωh) dans le cas hydrodynamique (ωτ → 0) et (ωci)
dans le cas sans collision (ωτ →∞). Cette e´quation des modes est le point de de´part pour le
calcul nume´rique que nous avons re´alise´ par la suite. On re´sout cette e´quation quadratique
(cubique pour les modes radial quadrupolaire et radial de respiration) pour de´terminer la
partie re´elle (fre´quence) et imaginaire (amortissement) de ω. La de´pendance en tempe´rature
et en interaction via (kFa)
−1 de cette e´quation est contenue dans le temps de relaxation τ
qui est la principale difficulte´ de la re´solution nume´rique.
Pour les modes de respiration et quadrupolaire, l’e´quation des modes a une forme simi-
laire :
iω(ω2 − ω2c,i)−
1
τ
(ω2 − ω2h,i) = 0 , i = Q,B ; (3.24)
ou` ωc,Q = 2ω0 , ωh,Q =
√
2ω0 (3.25)
sont les fre´quences hydrodynamique et sans collision limites pour le mode quadrupolaire et
ωc,B = 2ω0 , ωh,B =
√
10
3
ω0 (3.26)
pour le mode de respiration.
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3.4 Fre´quence et amortissement dans le cas Hartree
La premie`re approche de champ moyen effectue´e a e´te´ re´alise´e par l’approximation de
Hartree. Meˆme si nous avons de´ja` vu que cette approximation ne fonctionne plus pour les
faibles valeurs de (kFa)
−1, donc les fortes densite´s ou fortes interactions, elle reste un cas
limite important que nous pouvons chercher a` retrouver par la suite dans notre e´tude au-
dela` du champ moyen Hartree. On de´taille ici les re´sultats de l’obtention des fre´quences et
amortissement des modes collectifs dans le cas Hartree ou` U = gρ.
3.4.1 Les e´nergies
Au cours des calculs effectue´s, on voit apparaˆıtre des fonctions classiques du syste`me,
que l’on va pouvoir identifier avec les e´nergies cine´tiques, potentielles et d’interaction. Ainsi,
on pose :
Ekin = 2
∫
dr
∫
dp
(2pi)3
p2
2m
feq (3.27)
Epot = 2
∫
dr
∫
dp
(2pi)3
V (r)feq (3.28)
Eint = g
∫
drρ2 . (3.29)
Le facteur 2 est le facteur de de´ge´ne´rescence du spin 1
2
des particules conside´re´es. On intro-
duit aussi le parame`tre [52] :
ξ =
3Eint
2Epot
(3.30)
qui de´terminera le signe ainsi que l’e´cart relatif des fre´quences.
On peut remarquer qu’a` tempe´rature nulle, le parame`tre ξ est analytique et ne de´pend
que de kFa. En effet, si l’on calcule l’e´nergie potentielle telle que de´finie pre´ce´demment pour
le gaz de fermions a` tempe´rature nulle, on obtient :
Epot = 2
∫
dr
∫
dp
(2pi)3
V (r)
1
eβ(−µ+V (r)) + 1
= 2
∫
drV (r)
4pi
(2pi)3
∫ pmax=√2m(µ0−V (r))
0
p2dp a` T = 0
=
32pi2
(2pi)3
(2m)3/2
6
mω2
∫ rmax=q 2µ0
mω2
0
r4µ
3/2
0 (1−
r2
r2max
)3/2dr
=
16pi2
3(2pi)3
(2mµ0)
3/2mω2r5max
∫ pi/2
0
sin4 θ cos4 θdθ avec r = rmax sin θ
=
µ0
8
(µ0
ω
)3
.
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Fig. 3.1 – Trace´ du parame`tre ξ en fonction de la tempe´rature pour diffe´rentes valeurs de
l’interaction kFa.
De meˆme, pour l’e´nergie d’interaction, avec g = 4pia
m
, on a :
Eint = g
∫
dr
(
1
eβ(−µ+V (r)) + 1
)2
=
g
3pi3
(2mµ0)
3r3max
∫ pi/2
0
sin2 θ cos7 θdθ
=
1024
2835pi2
µ0
(µ0
ω
)3
kFa .
On obtient alors le parame`tre ξ :
ξ =
3Eint
2Epot
=
4096
935pi2
kFa ' 0.4439kFa. (3.31)
La de´termination de cette valeur analytique est un bon test pour savoir si la valeur du
parame`tre d’interaction ξ est correctement calcule´e a` T = 0. Afin de rendre compte de
l’influence de ce parame`tre, on trace (Fig. 3.1) le parame`tre ξ pour diffe´rentes valeurs de
l’interaction et en fonction de la tempe´rature. Notons qu’il s’agit ici d’un calcul perturbatif,
ayant pour contrainte une valeur de a petite, soit une interaction faible, ce cas ne correspond
pas non plus au cas Hartree (U = gρ). On remarque que l’on retrouve le re´sultat analytique
a` T = 0 (Eq. (3.31)), que l’influence de ce parame`tre diminue avec la tempe´rature pour une
interaction fixe et augmente avec l’interaction pour une tempe´rature fixe. Le de´calage de la
fre´quence du mode collectif par rapport au cas sans champ moyen sera donc plus important
pour les fortes interactions et les faibles tempe´ratures, donc les re´gions ou` les effets de champ
moyen se font le plus ressentir.
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3.4.2 Fre´quence et amortissement
On proce`de toujours de la meˆme manie`re pour obtenir les e´quations des modes : on
injecte la fonction test dans l’e´quation de Boltzmann line´arise´e, avec le potentiel de champ
moyen donne´ par [52] :
U(r) = gρ(r) = g[ρ0(r) + δρ(r)] , (3.32)
g e´tant toujours la constante d’interaction, ρ0(r) est la densite´ par e´tat de spin a` l’e´quilibre
tandis que δρ(r) correspond a` l’e´cart de densite´ a` l’e´quilibre. Le potentiel effectif est donc
la somme du champ moyen U et du potentiel de pie`ge VT (r).
Afin de comparer aux expe´riences existantes (par exemple [56, 57, 67]), on conside`re un
pie`ge axialement syme´trique avec ωx = ωy = ω⊥ et ωz = λω⊥. Le re´sultat est donne´ au
premier ordre en ξ car les e´quations cine´tiques ne sont valables que dans la limite ξ < 1.
L’annulation du de´terminant de la matrice, obtenue a` partir des diffe´rents moments de
l’e´quation de Boltzmann, donne l’e´quation des modes [52] :
ω[(ω2−ω2hd)− iωτ(ω2−ω2cl)][(ω2−ω2hd+)(ω2−ω2hd−)− iωτ(ω2−ω2cl+)(ω2−ω2cl−) = 0 . (3.33)
En ge´ne´ral, les solutions de cette e´quation ont une partie re´elle et une partie imaginaire qui
de´terminent la fre´quence et l’amortissement du mode collectif. Les fre´quences correspondant
au re´gime hydrodynamique (ωτ → 0) sont note´es avec l’indice hd, alors que celles du re´gime
sans collision (ωτ →∞) ont l’indice cl. Dans le cas d’un pie`ge allonge´ (λ 1) qui est celui
e´tudie´ expe´rimentalement [56, 57, 67], on obtient pour les modes hydrodynamiques :
ω2hd+ =
10
3
ω2⊥(1 +
ξ
5
) et ω2hd− =
12
5
ω2z(1 +
ξ
20
) , (3.34)
ou` + et − correspondent respectivement aux modes axial et transverse. Dans la limite sans
collision, on obtient :
ω2cl+ = 4ω
2
⊥ et ω
2
cl− = 4ω
2
⊥(1−
ξ
4
) , (3.35)
On peut aussi conside´rer le cas d’un pie`ge sphe´rique (λ = 1) que l’on verra aussi par la suite
avec l’inclusion de la matrice T . On obtient alors pour les fre´quences des modes collectifs
dans le re´gime hydrodynamique :
ω2hd+ = 4ω
2
⊥(1 +
ξ
4
) et ω2hd− = 2ω
2
⊥ , (3.36)
et dans le re´gime sans collision :
ω2cl+ = 4ω
2
⊥(1 +
ξ
4
) et ω2cl− = 4ω
2
⊥(1−
ξ
2
) . (3.37)
Ces re´sultats [52] ne sont valables qu’au premier ordre en ξ et restent les premiers re´sultats
pour les de´calages de la fre´quence du mode collectif par l’inclusion d’un champ moyen. Or,
comme nous l’avons vu (Sec. 2.4.2), ce champ moyen de type Hartree Fock ne peut rendre
compte du comportement du syste`me pour les fortes interactions.
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3.5 The´ore`me du viriel ge´ne´ralise´
Dans cette section, nous allons de´river une relation entre les quantite´s a` l’e´quilibre que
nous utiliserons dans les sections suivantes (au-dela` du champ moyen).
A l’e´quilibre, on avait de´ja` e´tabli une e´quation (3.13) qui e´tait vraie meˆme si U 6= 0.
Dans le cas du champ moyen U = gρ de l’approximation de Hartree, en multipliant cette
e´quation par xp2xp
2
y puis en inte´grant sur dr
dp
(2pi)3
, on obtient le the´ore`me du viriel [68, 69] :
Ekin − Epot + 3Eint/2 = 0 . (3.38)
Il est possible de faire la meˆme chose dans le cas d’une fonctionnelle ge´ne´rique U [ρ]. On
de´finit les coordonne´es r˜ telles que :
r˜i =
ωi
ω¯
ri, i = x, y, z, ω¯ = (ωxωyωz)
1/3 (3.39)
pour lesquelles le potentiel de pie`ge VT = mr˜
2ω¯2/2 (et donc par conse´quent, aussi la densite´
et le champ moyen U) est a` syme´trie sphe´rique. On trouve alors que le the´ore`me du viriel
ge´ne´ralise´ est :
Ekin − Epot −
∫
dr˜ ρeqr˜
∂Ueq
∂r˜
= 0 , (3.40)
ou` les e´nergies cine´tique et potentielle sont de´finies par :
Ekin ≡ 2
∫
dr
dp
(2pi)3
feq
p2
2m
et Epot ≡ 2
∫
dr ρeqVT . (3.41)
Si on de´finit aussi le parame`tre d’interaction :
χ ≡ −
∫
dr˜ ρeq r˜
∂Ueq
∂r˜
Epot
, (3.42)
le the´ore`me du viriel peut se mettre sous la forme :
Ekin
Epot
= 1− χ . (3.43)
Dans le cas d’un champ moyen de Hartree U = gρ, le parame`tre se re´duit a` χ = 3
2
Eint
Epot
= ξ,
ou` l’e´nergie d’interaction est :
Eint ≡ g
∫
dr˜ρ2eq , (3.44)
et l’on retrouve le re´sultat de´ja` connu pour le the´ore`me du viriel.
3.6 Fre´quence et amortissement au-dela` du champ moyen
Pour obtenir la fre´quence et l’amortissement du mode collectif en pre´sence de la self-
e´nergie, on doit appliquer la proce´dure pre´ce´dente pour l’e´quation de Boltzmann line´arise´e
avec le champ moyen U . Dans ce cas, les e´quations des modes sont toujours valables mais
les fre´quences limites des modes sans collision et hydrodynamique sont modifie´es. De plus,
le temps de relaxation τ doit eˆtre calcule´ en tenant compte de Ueq dans la fonction de
distribution a` l’e´quilibre. Nous allons pre´senter, pour chaque mode, les e´quations des modes
obtenues dans le cadre de notre the´orie.
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3.6.1 Mode de Kohn
On commence par l’oscillation du centre de masse du gaz, appele´e mode de Kohn. Expe´ri-
mentalement, ce mode est utilise´ pour de´terminer avec une tre`s grande pre´cision la fre´quence
du pie`ge [70], car c’est une oscillation non amortie a` la fre´quence du pie`ge quelle que soit
l’interaction [71, 72]. Afin de ve´rifier la consistance de notre mode`le, il est important de
ve´rifier que cette proprie´te´ est pre´serve´e. Dans ce cas, la fonction test est donne´e par :
Φ = c1x+ c2px . (3.45)
En multipliant par x et px puis en inte´grant sur r et p, on remarque que le terme de collision
n’intervient pas car I[x] = I[px] = 0, et on obtient les e´quations :{ −iω
mω2x
(
N↑ − C3
)
c1 −N↑c2 = 0(
N↑ − C3
)
c1 − iωmN↑c2 = 0 , (3.46)
avec
N↑ =
∫
dr˜ρeq (3.47)
le nombre d’atomes par e´tat de spin et
C =
∫
dr˜
∫
dp
(2pi)3
βfeq(1− feq)r˜ ∂Ueq
∂r˜
(3.48)
une constante de´pendant de l’interaction. Le calcul du de´terminant nous donne alors ω = ωx,
inde´pendamment de l’interaction. On trouve le meˆme re´sultat pour les autres directions y
et z. La consistance de notre approche est ainsi ve´rifie´e vis-a`-vis du mode de Kohn.
3.6.2 Mode ciseaux
Pour le mode ciseaux, la me´thode de´ja` de´crite pre´ce´demment permet d’obtenir l’e´quation
des modes suivante :
iω
τ
(ω2 − ω2h,S) + (ω2 − ω2c+,S)(ω2 − ω2c−,S) = 0 , (3.49)
ou` ωh,S et ωc±,S sont respectivement les fre´quences limites dans les cas hydrodynamique
(ωτ → 0) et sans collisions (ωτ →∞), et sont donne´es par les relations :
ω2h,S = ω
2
x + ω
2
y
ω2c±,S = (ω
2
x + ω
2
y)(1− χ/2)±
√
4ω2xω
2
y(1− χ + χ2/8) + (ω4x + ω4y)χ2/4 (3.50)
ou` χ est le parame`tre de´pendant de l’interaction de´fini par Eq. (3.42). On remarque que
la fre´quence limite hydrodynamique ne de´pend pas de l’interaction. Dans la limite sans
collision, il y a deux modes avec des fre´quences diffe´rentes correspondant a` un champ de
vitesse rotationnel (ωc+,S) ou irrotationnel (ωc−,S).
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3.6.3 Mode radial quadrupolaire
Pour le mode radial quadrupolaire, l’e´quation des modes se met sous la forme :
iω(ω2 − ω2c,Q)−
1
τ
(ω2 − ω2h,Q) = 0 , (3.51)
avec :
ω2c,Q = 4ω
2
r(1− χ/2)
ω2h,Q = 2ω
2
r . (3.52)
La fre´quence hydrodynamique est toujours inde´pendante de l’interaction. Dans l’approxi-
mation d’Hartree (U = gρ), le parame`tre χ se re´duit a` 3Eint/2Epot et les fre´quences limites
sont en accord avec les re´sultats de´ja` obtenus pour ce cas [52].
3.6.4 Mode radial de respiration
Dans le cas du mode radial de respiration, on obtient deux fre´quences qui correspondent
aux modes axial et radial. Le mode basse fre´quence (ω−) correspond au mouvement selon
l’axe z (mode axial), tandis que le mode haute fre´quence (ω+) correspond a` un mouvement
radial (mode radial). L’e´quation des modes est alors de la forme :
iω(ω2 − ω2c+,B)(ω2 − ω2c−,B)−
1
τ
(ω2 − ω2h+,B)(ω2 − ω2h−,B) = 0 , (3.53)
les fre´quences limites ayant pour expression :
ω2c±,B = ω
2
r
a±√a2 + b
16 + 25ϕ1 − 25χ(1 + ϕ1) (3.54)
ω2h±,B = ω
2
r
c±√c2 + d
3[16 + 25ϕ1 − 25χ(1 + ϕ1)] , (3.55)
ou` les expressions de a, b, c et d sont donne´es en appendice et de´pendent de :
χ′ =
3
2Epot
∫
dr˜ ρ2eq
∂Ueq
∂ρeq
, (3.56)
ϕ1 =
1
5Epot
∫
dr˜
∂Ueq
∂r˜
∂ρeq
∂r˜
r˜2
1 + ∂Ueq/∂r˜
mω¯2 r˜
, (3.57)
ϕ3 = − 1
Epot
∫
dr˜
∂Ueq
∂r˜
ρeqr˜
1 + ∂Ueq/∂r˜
mω¯2 r˜
. (3.58)
En l’absence de champ moyen, on a χ = χ′ = ϕ1 = ϕ3 = 0. En de´finissant le parame`tre
d’allongement du pie`ge, λ = ωz
ωr
, les fre´quences se re´duisent a` des expressions de´ja` connues
[52, 64] :
ω2c±,B = 2ω
2
r(1 + λ
2 ±
√
1− 2λ2 + λ4) (3.59)
ω2h±,B =
ω2r
3
(5 + 4λ2 ±
√
25 + 16λ4 − 32λ2) . (3.60)
Le cas d’un gaz dans un pie`ge sphe´rique (λ = 1), on retrouve alors :
ω2c,B = 4ω
2
r (3.61)
ω2h+,B = 4ω
2
r et ω
2
h−,B = 2ω
2
r . (3.62)
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Fig. 3.2 – Fre´quence et amortissement du mode radial quadrupolaire pour 1/kFa = −1.34.
Le point expe´rimental provient de la re´fe´rence [70]. De gauche a` droite, les courbes re-
pre´sentent la fre´quence en fonction de la tempe´rature, l’amortissement en fonction de la
tempe´rature et l’amortissement en fonction de la fre´quence. Chaque ligne est un niveau
diffe´rent de sophistication du calcul. A partir d’un gaz classique sans champ moyen et une
section efficace de diffusion dans le vide (pointille´s), on ajoute le principe d’exclusion de
Pauli dans le profil de densite´ a` l’e´quilibre et l’inte´grale de collision (petits tirets), puis on
inclut le champ moyen U (longs tirets) et enfin la section efficace dans le milieu (trait plein).
3.7 Re´sultats et discussion
A partir des diffe´rents re´sultats the´oriques que nous avons de´gage´s, nous avons calcule´
nume´riquement les quantite´s physiques telles que la fre´quence et l’amortissement en fonction
de la tempe´rature. Dans cette partie, nous allons de´crire et commenter les diffe´rents re´sultats
obtenus pour chacun des modes en comparaison avec les donne´es expe´rimentales existantes.
Les re´sultats pour la fre´quence et l’amortissement en fonction de la tempe´rature seront don-
ne´s sur les deux premiers graphiques, tandis que le troisie`me montre l’amortissement en
fonction de la fre´quence. Cette dernie`re repre´sentation a e´te´ propose´e afin de s’affranchir de
la tempe´rature, qui ne peut pas eˆtre de´termine´e facilement dans les expe´riences. En effet, la
mesure expe´rimentale de la tempe´rature n’est pas comple`tement inde´pendante du mode`le
the´orique utilise´ dans l’analyse ! Pour l’instant, dans l’analyse de [31], la me´thode introduite
par Thomas et al. [73] est utilise´e, ce qui ne´cessite entre autres, la connaissance d’un para-
me`tre β de´terminant la masse effective a` l’unitarite´. Par conse´quent, en plus d’une erreur
statistique dans la de´termination de la tempe´rature, il peut y avoir une erreur syste´matique
non ne´gligeable provenant des incertitudes the´oriques.
3.7.1 Mode radial quadrupolaire a` 1/kFa = −1.34
Dans la premie`re expe´rience sur le mode radial quadrupolaire du coˆte´ BCS du BEC-
BCS crossover, le pie`ge a des fre´quences ωr = 2pi × 370Hz et ωz = 2pi × 22Hz et contient
N = 400000 atomes de lithium (6Li). Le champ magne´tique le plus fort utilise´ dans l’expe´-
rience correspond a` la plus faible interaction (1/kFa = −1.34), qui est la valeur que nous
allons conside´rer ici. La tempe´rature expe´rimentale n’est malheureusement pas connue, mais
nous la conside´rerons comme comprise entre la plus basse valeur atteinte par le groupe de
Innsbruck 0.03TF [67] et 0.1TF , la valeur donne´e dans la re´fe´rence [31].
Le seul point expe´rimental montre sans ambiguite´ la ne´cessite´ de l’inclusion du champ
moyen car la fre´quence mesure´e (' 2.1ωr) se situe clairement au-dessus de la valeur limite
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pour un gaz en re´gime sans collision dans un mode`le sans champ moyen (2ωr). Les barres
d’erreurs expe´rimentales excluent la possibilite´ d’un rapport de fre´quence ω = 2ωr. Cette
valeur de la fre´quence dans le cas d’un couplage faible pour le mode radial quadrupolaire n’a
toujours pas e´te´ explique´e. Nous allons voir que l’inclusion de notre champ moyen permet
d’obtenir une fre´quence d’oscillation du mode collectif ω > 2ωr et donc d’expliquer pour la
premie`re fois ce re´sultat expe´rimental.
Les courbes the´oriques (Fig. 3.2) repre´sentent diffe´rents niveaux d’approximation dans le
calcul. Afin de voir les diffe´rentes ame´liorations de la the´orie, nous les incluons les unes apre`s
les autres. On commence avec un gaz de fermions classique (pointille´s) utilisant une fonction
de distribution de Boltzmann pour le calcul du profil de densite´. Dans cette approximation,
le syste`me a un comportement hydrodynamique (ω → √2ωr) a` faible tempe´rature et un
comportement sans collisions (ω → 2ωr) pour les tempe´ratures plus e´leve´es avec un fort
amortissement Γ dans le re´gime interme´diaire. La repre´sentation de Γ en fonction de ω est
une courbe similaire a` un demi-cercle. Le comportement hydrodynamique a` faible tempe´ra-
ture est bien suˆr la conse´quence de l’absence de blocage de Pauli dans le terme de collision,
ce qui est clairement en contradiction avec la fre´quence mesure´e.
Afin de re´soudre ce proble`me, on inclut l’effet de la statistique de Fermi (petits tirets).
Pour cela, on utilise la fonction de distribution de Fermi, ce qui a pour conse´quence d’ajouter
le blocage de Pauli dans le terme de collision. A cause du facteur de blocage de Pauli, le taux
de collisions de´croˆıt vers ze´ro a` basse tempe´rature, par conse´quent le syste`me se retrouve
dans un re´gime sans collision a` la fois a` la limite des faibles et hautes tempe´ratures. Le
plus fort amortissement, donc la plus faible fre´quence, est atteint pour une tempe´rature de
' 0.3TF . Comme il n’y a pas de champ moyen, Γ et ω ne de´pendent que du parame`tre τ ,
la courbe dans le plan ω − Γ est sur la meˆme courbe que pour le cas classique, mais seule
la partie correspondant aux grandes valeurs de τ est de´crite. Bien que la fre´quence a` faible
tempe´rature soit maintenant en meilleur accord avec les donne´es expe´rimentales, la valeur
obtenue est toujours trop faible ( ω
ωr
≤ 2).
La troisie`me e´tape consiste a` ajouter le champ moyen. La fonction de distribution
contient donc le terme de champ moyen et les termes Ueq et δU sont inclus dans l’e´qua-
tion de Boltzmann. Ne´anmoins, on garde encore la section efficace libre. Nos calculs sont
limite´s a` une tempe´rature de 0.06TF correspondant a` la tempe´rature critique du syste`me. Le
champ moyen n’a pas un effet important sur l’amortissement mais augmente la fre´quence,
particulie`rement a` basse tempe´rature ou` elle devient supe´rieure a` la valeur limite the´orique
(2ωr) d’un gaz en re´gime sans collision et en l’absence de champ moyen. Les fre´quences et
amortissement aux tempe´ratures les plus basses sont de´sormais en tre`s bon accord avec les
valeurs mesure´es. On remarque aussi la modification qualitative du ”cercle”hydrodynamique.
Enfin, on remplace la section efficace libre par celle dans le milieu (trait plein). Malheu-
reusement, l’accord entre le re´sultat the´orique et la fre´quence et l’amortissement mesure´s
a` basse tempe´rature devient moins bon. L’amortissement est trop important d’un facteur
deux tandis que la fre´quence est diminue´e. Cependant, comme nous l’avons de´ja` mentionne´,
le calcul est limite´ a` des tempe´ratures supe´rieures a` 0.06TF , alors qu’il est possible que
la tempe´rature expe´rimentale soit plus basse. Par exemple, la pre´sence d’une faible re´gion
superfluide au centre du pie`ge ne contredira pas l’observation de la fre´quence limite sans
collision. En extrapolant la courbe de l’amortissement obtenue vers des tempe´ratures plus
basses, il semblerait que le re´sultat avec la section efficace dans le milieu ne soit pas inco-
he´rent avec l’expe´rience. Pour e´claicir ce point, il serait ne´cessaire d’avoir d’autres points
expe´rimentaux.
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Fig. 3.3 – De meˆme que Fig. 3.2, mais pour le mode ciseaux et 1/kFa = −0.45, les points
de donne´es viennent de la re´fe´rence Ref. [31].
3.7.2 Mode ciseaux a` 1/kFa = −0.45
Apre`s le mode radial quadrupolaire, le groupe de Innsbruck a e´tudie´ le mode ciseaux a`
1/kFa = −0.45 et a` l’unitarite´. Dans cette expe´rience, le pie`ge a des fre´quences ωx = 2pi×830
Hz, ωy = 2pi × 415 Hz, ωz = 2pi × 22 Hz et contient N = 400000 atomes de lithium (6Li).
La fre´quence et l’amortissement ont alors e´te´ mesure´s en fonction de la tempe´rature. De
meˆme que pour la section pre´ce´dente, on trace la fre´quence, l’amortissement et le cercle
hydrodynamique (Fig. 3.3). La signification de chaque courbe reste la meˆme.
Le premier re´sultat, de´ja` mentionne´ dans la litte´rature [49] est que l’on peut assez bien
reproduire les fre´quences observe´es avec la statistique classique (pointille´s) meˆme pour des
tempe´ratures beaucoup plus faibles que la tempe´rature de Fermi TF . A faible tempe´rature,
on observe la fre´quence hydrodynamique (
√
ω2x + ω
2
y = 2pi × 928 Hz), puis la fre´quence
du re´gime sans collision (ωx + ωy = 2pi × 1245 Hz) lorsqu’on augmente la tempe´rature.
Ne´anmoins, la fre´quence a` haute tempe´rature n’est pas en bon accord, comme pour toutes
les e´tapes suivantes de nos calculs. Ce de´saccord peut provenir d’effets d’anharmonicite´
du pie`ge a` haute tempe´rature ou de la ne´cessite´ de prendre en compte les moments d’ordre
supe´rieurs dans la me´thode des moments. Enfin, l’amortissement n’est pas du tout reproduit,
ce qui confirme la ne´cessite´ d’ame´liorer le mode`le.
En fait, comme pour le mode radial quadrupolaire, l’absence de blocage de Pauli conduit
a` un taux de collisions e´leve´, ce qui reproduit parfaitement le comportement hydrodynamique
du gaz. L’inclusion du blocage de Pauli (tirets courts) re´duit fortement ce taux de collisions
et donc augmente l’amortissement a` basse tempe´rature. A part un pic pour T/TF ' 0.15
probablement duˆ a` la transition entre phase superfluide et phase normale, l’accord avec
l’amortissement mesure´ est tre`s bon. Remarquons que, comme l’interaction est plus impor-
tante que dans le cas du mode radial quadrupolaire, le re´gime sans collision n’est pas atteint,
meˆme si la courbe tend a` rejoindre cette limite aux basses tempe´ratures. Expe´rimentalement,
cette remonte´e de la fre´quence n’est pas observe´e car le syste`me est de´ja` dans la phase su-
perfluide. Donc la fre´quence reste proche de la fre´quence hydrodynamique meˆme si le taux
de collisions est faible. Cet effet ne peut pas eˆtre de´crit a` l’aide de l’e´quation de Boltzmann
qui n’inclut pas la superfluidite´. Enfin, aux hautes tempe´ratures, la fre´quence obtenue n’est
pas aussi bonne que celle trouve´e pour le cas d’une statistique classique. Ce proble`me aux
hautes tempe´ratures est certainement la conse´quence d’effets d’anharmonicite´. En effet, plus
la tempe´rature est e´leve´e, plus les particules peuvent ressentir un pie`ge anharmonique. Ces
effets ne sont pas traitables dans notre premie`re approche (me´thode des moments d’ordre
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2), mais cette premie`re constatation justifie de´ja` la ne´cessite´ de de´crire l’e´volution comple`te
du gaz par un traitement nume´rique de l’e´quation de Boltzmann.
L’inclusion du champ moyen (longs tirets) donne une le´ge`re re´duction de la fre´quence
tandis que l’amortissement est le´ge`rement augmente´, ame´liorant l’accord avec les donne´es.
Comme notre calcul est limite´ a` la phase normale, les courbes sont restreintes aux tem-
pe´ratures supe´rieures a` ' 0.2TF . Les fre´quences sont de´sormais bien reproduites pour des
tempe´ratures supe´rieures a` 0.3TF , alors qu’elles sont le´ge`rement trop hautes entre 0.2TF et
0.3TF . L’amortissement est en excellent accord avec les donne´es pour toutes les tempe´ratures
supe´rieures a` TC .
Finalement, l’inclusion de la section efficace dans le milieu (trait plein) est surprenante ;
l’accord avec les donne´es, en particulier pour l’amortissement, est totalement perdu. Les re´-
sultats sont tre`s proches de ceux du gaz classique, similaires a` ceux obtenus pour la viscosite´
de cisaillement d’un gaz a` l’unitarite´ [49] et pour les diffe´rents modes collectifs a` l’unitarite´
[54]. Cet effet provient de l’augmentation de la section efficace qui annule le blocage de
Pauli. Apparemment, ce re´sultat est le signe d’un proble`me fondamental dans la the´orie.
Initialement, nous avons entrevu deux possibilite´s : soit l’approximation de quasiparticule
est trop grossie`re (bien que les profils de densite´ QP et NSR co¨ıncident), soit il y a de fortes
corrections dues a` la de´pendance en e´nergie et aux moments de la self-e´nergie. Meˆme la
validite´ de l’e´quation de Boltzmann peut eˆtre remise en cause : l’approximation de la ma-
trice T peut conduire a` un temps de corre´lation important, ce qui impliquerait de prendre
en compte la me´moire du syste`me a` travers des processus de Markov [74]. De plus, la sec-
tion efficace dans le milieu pour un syste`me proche de la tempe´rature critique TC augmente
fortement. Une telle augmentation peut conduire a` une forte diminution du libre parcours
moyen de la particule et donc sortir du domaine d’application de l’e´quation de Boltzmann.
Enfin, comme nous le verrons par la suite (Sec. 4.6), on peut aussi remettre en cause la
validite´ de la me´thode des moments d’ordre 2.
3.7.3 Modes collectifs dans la limite unitaire
Nous regardons maintenant les re´sultats pour les modes collectifs dans la limite unitaire
(1/kFa = 0). Nous allons a` nouveau comparer avec les re´sultats expe´rimentaux obtenus par
le groupe de Innsbruck pour le mode ciseaux [31] et pour les modes radial quadrupolaire et
de respiration [54]. Les courbes sont repre´sente´es sur la figure (Fig. 3.4).
Les parame`tres utilise´s pour l’e´tude du mode ciseaux sont les meˆmes que dans le cas
1/kFa = −0.45. Le mode quadrupolaire est e´tudie´ dans un pie`ge axialement syme´trique
avec ωr = 2pi×1100 Hz, ωz = 2pi×26 Hz et N = 600000 atomes de lithium (6Li), tandis que
pour le mode de respiration les fre´quences du pie`ge sont ωr = 2pi× 1800 Hz, ωz = 2pi × 326
Hz avec toujours le meˆme nombre N = 600000 d’atomes de lithium.
Dans le cas du mode ciseaux, la forme qualitative de la fre´quence et de l’amortissement
en fonction de la tempe´rature sont bien reproduits par tous les niveaux d’approximation
du calcul. Comme dans le cas 1/kFa = −0.45, les donne´es restent proches de la fre´quence
hydrodynamique a` basse tempe´rature a` cause de la superfluidite´ qui n’est pas incluse dans
notre the´orie. Pour des tempe´ratures au-dessus de TC ' 0.3TF , les fre´quences sont bien
reproduites par le calcul incluant le champ moyen et la section efficace dans le milieu.
Ne´anmoins, comme dans le cas 1/kFa = −0.45, l’inclusion de la section efficace dans le
milieu diminue l’amortissement beaucoup plus que cela n’est observe´ expe´rimentalement. Par
conse´quent, l’amortissement est mieux reproduit dans le cas avec champ moyen et section
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Fig. 3.4 – De meˆme que Fig. 3.2, mais (de haut en bas) pour le mode ciseaux
”
le mode
radial quadrupolaire et le mode radial de respiration dans la limite unitaire (1/kFa = 0).
Les points expe´rimentaux proviennent de la re´fe´rence [31] pour le mode ciseaux et de la
re´fe´rence [54] pour les modes radial quadrupolaire et radial de respiration.
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efficace libre. Si l’on regarde le cercle hydrodynamique, ces deux dernie`res approximations
pourraient eˆtre compatibles avec les donne´es expe´rimentales.
Pour le mode radial quadrupolaire, on doit admettre que la diffe´rence entre les diffe´-
rentes approximations sont plus petites que leurs e´carts avec les donne´es expe´rimentales.
Par conse´quent, aucune de ces approximations n’est satisfaisante pour de´crire toutes les
donne´es, le champ moyen a notamment un effet tre`s re´duit. L’inclusion de la section efficace
dans le milieu donne un re´sultat encore plus e´loigne´ de celui observe´ expe´rimentalement.
Il semblerait que dans l’expe´rience, tout se passe comme si la transition entre re´gime hy-
drodynamique et sans collision avait lieu pour une tempe´rature beaucoup plus faible que
dans nos re´sultats the´oriques. De meˆme dans le cercle hydrodynamique, ou` les re´sultats
expe´rimentaux semblent porte´s par une courbe bien de´finie, nos re´sultats sont loin de ces
donne´es. Par conse´quent, d’autres e´tudes the´oriques sont ne´cessaires pour e´claicir ce point.
Pour le mode radial de respiration, il est difficile de tirer des conclusions des figures.
Comme pour le mode ciseaux, les re´sultats obtenus avec champ moyen et section efficace
libre donnent une description satisfaisante pour l’amortissement entre T ' 0.3TF et 0.8TF ,
alors qu’avec la section efficace dans le milieu, l’amortissement est beaucoup plus faible. La
grande dispersion des donne´es pour la fre´quence ne rend pas l’expe´rience compatible avec
les mode`les the´oriques, sauf pour la monte´e subite de la fre´quence lorsque la tempe´rature
de´croˆıt vers TC . Cette remonte´e de la fre´quence the´orique ne provient pas d’une diminution
du taux de collisions qui me`nerait a` un comportement sans collision mais d’une croissance
soudaine du parame`tre χ′. Cet effet est un proble`me de l’approximation quasiparticule car
il a lieu quand le profil de densite´ devient plat proche de r = 0, ce qui se passe pour les
densite´s quasiparticules proches de TC mais pas pour les densite´s NSR.
3.7.4 Conclusion
Ainsi, nous avons e´tudie´ les modes collectifs d’un gaz de fermions froids de´crit par l’e´qua-
tion de Boltzmann incluant les effets du milieu dans l’approximation des quasiparticules. A
partir de l’approximation de la matrice T , on e´value nume´riquement la fre´quence et l’amor-
tissement des diffe´rents modes collectifs en fonction de la tempe´rature et pour diffe´rentes
valeurs de l’interaction 1/kFa. Avec cette description du syste`me, nous avons pu expliquer
pour la premie`re fois le de´calage observe´ pour le mode quadrupolaire dans la phase nor-
male sans collision a` faible couplage (1/kFa = −1.34). Cependant, a` forte interaction et
notamment pre`s de la limite unitaire, la section efficace dans le milieu augmente fortement,
fragilisant la validite´ de notre approche. De plus, les fre´quences expe´rimentales sont diffici-
lement interpre´tables rendant encore plus complique´e la comparaison avec notre mode`le.
Cette premie`re approche semi-analytique, dans la mesure ou` les e´le´ments concernant le
mode`le de champ moyen et le taux de collisions sont e´value´s nume´riquement tandis que l’on
peut de´terminer analytiquement les e´quations des modes par la me´thode des moments, a
permis de de´terminer les fre´quences et les amortissements des modes collectifs. L’une des
premie`res ide´es pour ame´liorer cette e´tude a e´te´ de regarder la de´pendance en impulsion
et e´nergie de la self-e´nergie Σ que nous avons ne´glige´e Eq. (2.28). Ne´anmoins, l’application
nume´rique de la de´pendance en e´nergie et impulsion de la self-e´nergie [50] a justifie´ la validite´
de notre approche.
L’analyse des re´sultats montre notamment qu’il existe certainement des effets d’anhar-
monicite´ aux hautes tempe´ratures. Pour de´crire ces effets, il faut de´crire pre´cise´ment le
potentiel de pie`ge, c’est-a`-dire utiliser une fonction non harmonique qui prend en compte
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notamment la largeur gaussienne du laser. Cette e´tude n’est plus possible analytiquement
avec la me´thode des moments, car cette dernie`re n’est pas traitable par la me´thode des
moments. Un autre champ d’e´tude serait d’essayer d’appliquer notre traitement a` la fois
pour des gaz asyme´triques (ρ↑ 6= ρ↓) et dans la phase superfluide.
Afin d’aller au-dela` du traitement actuel et de de´crire plus pre´cisement la situation
expe´rimentale, il faut de´crire comple`tement l’e´volution temporelle du gaz par l’e´quation
de Boltzmann pour de´terminer les fre´quences et amortissement des modes collectifs. Nous
avons donc de´cide´ de re´aliser une simulation nume´rique de l’e´quation de Boltzmann, pour
un syste`me dans un pie`ge harmonique ou anharmonique et pouvant inclure les effets de
milieu que l’on a de´ja` e´value´s. Un autre avantage de ce traitement est qu’il nous permettra
de tester la validite´ de la me´thode des moments.
 
Chapitre 4
Re´solution nume´rique de l’e´quation
de Boltzmann
Afin de de´crire le plus pre´cisement possible la dynamique du gaz de fermions et de
re´pondre aux proble`mes souleve´s par la re´solution semi-analytique de l’e´quation des modes,
nous avons entrepris de re´soudre l’e´quation de Boltzmann nume´riquement par la me´thode
des particules tests. Un objectif majeur de cette e´tude est la volonte´ de valider notre approche
avec la me´thode des moments de´crite dans les sections pre´ce´dentes, ce travail a fait l’objet
d’une publication soumise [75]. Une autre volonte´ est de de´terminer les effets d’anharmonicite´
dans les fre´quences des modes collectifs pour des tempe´ratures proches ou supe´rieures a` la
tempe´rature de Fermi du gaz, ce qui e´tait impossible par l’approche analytique de la me´thode
des moments.
4.1 Description physique du proble`me
Afin de re´soudre nume´riquement l’e´quation de transport des atomes dans le gaz, on
commence par de´crire dans cette partie les diffe´rents aspects physiques qui interviennent.
4.1.1 Me´thode des particules tests
L’e´quation de Boltzmann pour une fonction de distribution f(r,p, t) :
f˙ + r˙ ·∇rf + p˙ ·∇pf = −I[f ] (4.1)
comprend un membre de gauche de´crivant la propagation d’une particule et un membre de
droite I[f ] qui de´crit les collisions entre les particules.
Comme nous l’avons de´ja` vu (Sec. 3.1), la fonction de distribution est relie´e a` la densite´
par e´tat de spin par l’e´quation :
ρ(r, t) =
∫
dp
(2pi)3
f(r,p, t) , (4.2)
et l’on conside´rera qu’a` l’e´quilibre les fonctions de distribution des deux e´tats de spin sont
les meˆmes, soit : f↑ = f↓ = f . Cette hypothe`se reste vraie dans la limite ou` le potentiel de
pie`ge et l’ope´rateur d’excitation ne de´pendent pas du spin, ce qui sera toujours le cas dans
notre e´tude.
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On commence par re´soudre le cas sans terme de collision qui correspond a` l’e´quation de
Vlasov. La me´thode nume´rique des particules tests consiste alors a` remplacer la fonction de
distribution continue par la fonction de distribution discre`te suivante :
f(r,p, t) =
1
2Ntest
NNtest∑
i=1
(2pi)3δ(3)(r− ri)δ(3)(p− pi) (4.3)
ou` Ntest correspond au nombre de particules tests par particule et N est le nombre de
particules du syste`me conside´re´. Ainsi, on augmente artificiellement le nombre de particules
du syste`me qui devient NNtest. Meˆme si le syste`me est de´crit par des particules ponctuelles,
on obtient une meilleure description de l’espace des phases. Les observables physiques sont
alors e´value´es plus pre´cisement. Ne´anmoins, pour restaurer la physique du proble`me, il faut
diviser toutes les grandeurs physiques extensives par Ntest. Ceci nous permet d’exprimer la
valeur moyenne d’une observable a` une particule quelconque F (r,p) :
〈F 〉 = 2
N
∫
drdp
(2pi)3
f(r,p, t)F (r,p) =
1
NNtest
NNtest∑
i=1
F (ri,pi) . (4.4)
La fonction de distribution f(r,p, t) contient un facteur 1/2 car NNtest particules tests
repre´sentent N/2 atomes d’un spin donne´.
4.1.2 Equations du mouvement
A partir de la distribution discre`te de particules tests (Eq. (4.3)), on peut calculer ∇rf ,
∇pf et f˙ ; l’e´quation de Boltzmann est alors satisfaite si :{
∂r
∂t
= ∇pξp
∂p
∂t
= −∇rξp (4.5)
qui sont donc les e´quations du mouvement (de Hamilton) des particules, ou`, comme dans
notre pre´ce´dente e´tude (Sec. 2.3.1), ξp de´pend de r dans l’approximation de densite´ locale
et est donne´ par la relation de dispersion :
ξp(r) = ξ
0
p(r) + U(r) = p
2/2m+ VT (r) + U(r)− µ0 , (4.6)
ξ0p(r) e´tant l’e´nergie d’une particule libre dans le pie`ge, U(r) le champ moyen que nous
avons de´crit dans les sections pre´ce´dentes et µ0 le potentiel chimique au centre du pie`ge.
Bien e´videmment, une grande partie de la difficulte´ du traitement nume´rique sera d’inclure
le champ moyen dans ces e´quations du mouvement. Ainsi, dans le cas le plus ge´ne´ral, les
e´quations du mouvement se mettent sous la forme :{
r˙ = p
m
p˙ = −∇r[VT (r) + U(r)] . (4.7)
On voit donc que la me´thode des particules tests a pour conse´quence de remplacer le
syste`me initial de N particules dont l’e´volution temporelle est de´crite par la fonction de
distribution f(r,p, t) ve´rifiant l’e´quation de Vlasov par un syste`me de NNtest particules
tests se propageant individuellement selon les lois de la me´canique classique. Dans toute
l’e´tude nume´rique que nous ferrons par la suite, on ne´gligera le champ moyen U(r).
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4.1.3 Propagation des particules
La propagation des particules correspond au membre de gauche de l’e´quation de Boltz-
mann dont l’e´tude se rame`ne a` la re´solution du syste`me d’e´quations (Eqs. (4.7)). Ce sys-
te`me e´tant du premier ordre, il suffit de se donner une distribution initiale pour le re´soudre.
Comme on e´tudie un gaz de fermions pie´ge´s, la distribution en impulsion est donne´e par
la statistique de Fermi d’un gaz de fermions a` l’e´quilibre a` une tempe´rature T , le potentiel
chimique µ e´tant calcule´ a` partir du nombre de particules pie´ge´es. De meˆme, pour une tem-
pe´rature et un potentiel chimique donne´s, la distribution en position est de´termine´e par le
profil de densite´ dans le cadre de l’approximation LDA.
En pratique, il est tre`s difficile d’initialiser un gaz exactement dans son e´tat d’e´quilibre
car on ge´ne`re de fac¸on ale´atoire les positions et impulsions sur un nombre fini de particules, ce
qui implique une dispersion. Or, comme l’e´nergie du syste`me est conserve´e, l’existence d’une
dispersion entre la distribution d’e´quilibre et la distribution initiale a pour conse´quence une
le´ge`re oscillation des variables physiques autour de la position d’e´quilibre the´orique du gaz.
Nous verrons plus tard (Sec. 4.2.6) qu’il est cependant possible d’optimiser les parame`tres
nume´riques afin d’obtenir un e´cart a` l’e´quilibre tel que cet effet nume´rique soit ne´gligeable.
4.1.4 Le terme de collision
La fonctionnelle apparaissant dans le membre de droite de l’e´quation de Boltzmann est
l’inte´grale collisionnelle que nous avons de´ja` de´crite (Sec. 3.1). Ce terme de´crit les collisions
entre atomes de spins oppose´s et de´pend de la section efficace diffe´rentielle :
I[f ] =
∫
dp1
(2pi)3
∫
dΩ
dσ
dΩ
|v − v1|[ff1(1− f ′)(1− f ′1)− f ′f ′1(1− f)(1− f1)], (4.8)
ou` p et p1 (respectivement v et v1) sont les moments (resp. vitesses) entrants, p
′ et p′1 les
moments sortants. L’angle solide Ω est, pour le premier terme de l’inte´grant, forme´ par le
moment relatif entrant p− p1 et sortant p′ − p′1 des deux atomes. On a note´ les fonctions
de distribution telles que f = f(r,p, t), f1 = f(r,p1, t), f
′ = f(r,p′, t), etc. Les facteurs
du type (1 − f) sont absents dans le cas de la statistique de Boltzmann : ils sont une
conse´quence de la statistique de Fermi qui assure qu’un atome ne peut pas diffuser vers
un e´tat de´ja` occupe´. Ce blocage de Pauli peut conduire a` une forte re´duction du taux de
collisions, spe´cialement aux basses tempe´ratures (Sec. 4.5.2).
Dans toute cette partie nous conside´rons le cas d’une diffusion uniquement via des ondes
s, pour laquelle la section efficace est isotrope, donc :
dσ
dΩ
=
σ
4pi
. (4.9)
En principe, la section efficace est, comme nous l’avons de´ja` vu (Sec. 2.5), modifie´e par les
effets de milieu. Or, l’effet principal sur la fre´quence et l’amortissement d’un mode provenait
de la statistique de Fermi (Sec. 3.7). Dans un premier temps, nous allons donc chercher a`
reproduire ces effets avec un code nume´rique sans tenir compte d’un e´ventuel champ moyen.
Par conse´quent, nous conside´rerons ici le cas d’une section efficace libre, qui est la section
efficace de diffusion de deux atomes de spins oppose´s dans le vide :
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σ =
4pia2
1 + (qa)2
, (4.10)
avec q = |p− p1|/2 = |p′ − p′1|/2.
4.1.5 Le taux de collisions
La plupart des tests nume´riques que nous effectuerons par la suite sont inde´pendants
du nombre de collisions. Afin de ve´rifier que nous reproduisons e´galement correctement cet
aspect, nous pouvons conside´rer le taux de collision the´orique :
N˙coll =
∫
dr
∫
dp
(2pi)3
∫
dp1
(2pi)3
∫
dΩ
dσ
dΩ
|v − v1|ff1(1− f ′)(1− f ′1) . (4.11)
En notant N˜ = NNtest, cette quantite´ peut s’exprimer par :
N˙coll =
N
N˜
˙˜Ncoll , (4.12)
ou` ˙˜Ncoll est le nombre de collisions subies par l’ensemble des particules tests par unite´ de
temps.
Bien qu’a` l’e´quilibre l’effet total des collisions soit nul, le taux de collisions est un bon
test pour la simulation car il peut eˆtre compare´ avec le re´sultat exact. En effet, on peut
e´valuer ce taux de collisions avec ou sans blocage de Pauli a` partir de l’Eq. (4.11) :
N˙coll,eq =
∫
dr
∫
dp
(2pi)3
∫
dp1
(2pi)3
∫
dΩ
dσ
dΩ
|v − v1|ff1(1− f ′)(1− f ′1)
=
∫
dr
∫
dk
∫
dq
σ
4pi
2q
m
∫
dΩ
1
4(2pi)6
1
cosh β(E − µ) + cosh β k·q
2m
1
cosh β(E − µ0) + cosh β k·q′2m
=
∫
dr
∫
dk
∫
dq
2qσ(q)
4m(2pi)6
(∫
dΩ
4pi
1
cosh β(E − µ) + cosh β k·q
2m
)2
=
∫
dr
∫
dk
∫
dq
2qσ(q)
4m(2pi)6
(
1
2Y
∫ Y
−Y
du
1
coshX + cosh u
)2
=
∫
dr
∫
dk
∫
dq
2qσ(q)
m(2pi)6
(
tanh−1(tanh X
2
tanh Y
2
)
Y sinhX
)2
=
1
4pi4
∫
dr
∫
k2dk
∫
q2dq
2q
m
σ(q)
(
tanh−1(tanh X
2
tanh Y
2
)
Y sinhX
)2
(4.13)
ou` l’on a pose´ successivement k = p+p1, q = (p−p1)/2, z = cos θ, X = β(E−µ), Y = β kq2m
et u = Y z. La premie`re e´tape du calcul a de´ja` e´te´ effectue´e lors de la de´termination du temps
de relaxation τ (Annexe A). Dans la seconde e´tape, il y a une inte´grale sur l’angle solide
de q et une sur l’angle solide de q′ que l’on transforme en un carre´ de la meˆme inte´grale.
Il reste alors une inte´grale sur |q|, mais puisque le reste ne de´pend plus de l’angle, on peut
l’e´crire comme une inte´grale sur dq
4pi
. Afin de faire des ve´rifications, il est aussi inte´ressant
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de comparer le taux total de collisions autorise´es et bloque´es avec le re´sultat exact. Ainsi,
si l’on ne tient pas compte du blocage de Pauli, c’est-a`-dire si l’on ne´glige dans l’Eq. (4.11)
le terme (1− f ′)(1− f ′1), le taux de collisions devient :
N˙
(+blocked)
coll,eq =
∫
dr
∫
dp
(2pi)3
∫
dp1
(2pi)3
∫
dΩ
dσ
dΩ
|v − v1|ff1
=
∫
dr
∫
dk
∫
dq
qσ(q)
m(2pi)6
∫
dΩ
4pi
e−β(E−µ)
cosh β(E − µ) + cosh β k·q
2m
=
∫
dr
∫
dk
∫
dq
qσ(q)
m(2pi)6
1
2Y
∫ Y
−Y
du
e−X
coshX + cosh u
=
∫
dr
∫
dk
∫
dq
2qσ(q)
m(2pi)6
tanh−1(tanh X
2
tanh Y
2
)
Y eX sinhX
=
1
4pi4
∫
dr
∫
k2dk
∫
q2dq
2q
m
σ(q)
tanh−1(tanh X
2
tanh Y
2
)
Y eX sinhX
. (4.14)
Avec un potentiel de pie`ge a` syme´trie sphe´rique ou harmonique, on peut re´duire l’inte´-
gration spatiale a` une seule dimension. Les trois inte´grales restantes du taux de collisions
the´orique sont alors de´termine´es avec un algorithme de Monte Carlo. Cette donne´e the´orique
sera a` comparer avec la valeur obtenue pour le taux de collisions avec et sans blocage de
Pauli de la simulation de l’e´quation de Boltzmann (Sec. 4.5.1).
4.1.6 Le potentiel de pie`ge
Expe´rimentalement, les atomes de Lithium sont pie´ge´s par des lasers et des champs
magne´tiques (pie`ge magne´to-optique) [29]. Le pie`ge est purement optique selon les directions
x et y ou` le confinement est plus important. Dans la direction z, le confinement est a` la fois
optique et magne´tique. Meˆme si l’influence du confinement optique des particules dans la
direction z est bien moins importante, il est ne´cessaire d’en tenir compte pour reproduire
correctement les fre´quences du pie`ge. Ainsi, on peut e´crire le potentiel de pie`ge sous la forme
[40] :
V (x, y, z) = Vmax
(
1− 1
1 +
(
z
z0
)2 e−
2
w2
0
1
1+( zz0 )
2 (x2+y2)
)
+
1
2
mω2z,magz
2 (4.15)
ou` w0 correspond a` la largeur minimale du faisceau laser selon les directions x et y, Vmax
est l’e´nergie potentielle optique maximale et z0 est la longueur de Rayleigh :
z0 = pi
w20
λ
. (4.16)
Expe´rimentalement, seules les fre´quences du pie`ge ωx, ωy, ωz, le minimum du waist du laser
w0 et la longueur d’onde du laser λ sont connus. Il faut donc les relier aux valeurs utiles Vmax
et z0. On remarque que pour un fort confinement optique, on peut approximer au premier
ordre la partie optique du potentiel par un pie`ge harmonique. Dans le cas x
w0
, y
w0
, z
z0
 1,
on obtient alors :
Vopt(x, y, z)− Vmax = 2
w20
Vmax
(
x2 + y2
)
+
Vmax
z20
z2 ≡ 1
2
mω2r(x
2 + y2) +
1
2
mω2zz
2 (4.17)
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Fig. 4.1 – Repre´sentation, selon l’axe x, du potentiel de pie`ge re´el utilise´ expe´rimentalement
(Vexp) compare´ au potentiel harmonique classique (Vharmo). Les particules les plus e´nerge´-
tiques pourront aller plus haut dans le pie`ge et ”verront” plus les anharmonicite´s du pie`ge.
Les figures correspondent aux donne´es nume´riques de l’expe´rience de Innsbruck [40] dans
les unite´s de l’oscillateur harmonique.
et on en de´duit : {
Vmax =
mw2
0
ω2r
4
z0 =
√
2Vmax
mω2z
.
(4.18)
Les parame`tres Vmax et z0 sont alors connus. Le potentiel selon l’axe z est la somme du
potentiel optique et magne´tique, donc ω2z = ω
2
z,opt + ω
2
z,mag. La fre´quence totale du pie`ge
ω2z est donne´e par l’expe´rience alors que la fre´quence optique peut eˆtre de´termine´e avec la
formule de Rayleigh ωz,opt =
λ
piw2
0
√
2Vmax
m
. La fre´quence magne´tique sera alors obtenue par
ω2z,mag = ω
2
z − ω2z,opt. Nume´riquement ωz,optωz ' 4.10−3, ce qui confirme que le confinement
selon z vient surtout du potentiel magne´tique.
4.2 Re´solution nume´rique
Dans cette partie, on aborde le proble`me de la re´solution nume´rique des e´quations de
transport dans l’espace des phases. Plus pre´cise´ment, il s’agit ici d’une mode´lisation nume´-
rique du syste`me e´tudie´, la re´solution e´tant base´e sur les approximations que l’on a vues
pre´ce´demment (Sec. 4.1). La formulation du proble`me a` N-corps quantique n’intervient ici
que dans la de´finition de la section efficace et du champ moyen car les trajectoires sont bien
de´finies, contrairement a` une description totalement quantique (qui interdit de connaˆıtre
exactement a` la fois la position et l’impulsion). Ne´anmoins, meˆme si le syste`me est assimile´
a` un syste`me classique d’atomes en interaction, les positions et impulsions peuvent eˆtre
de´finies en terme d’appartenance a` des cellules de l’espace des phases de volume h3. Cette
incertitude permet alors de tenir compte du principe d’exclusion de Pauli.
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Fig. 4.2 – Repre´sentation des gaussiennes pour diffe´rentes valeurs de la largeur wr. Le profil
de densite´ devient progressivement plat, on e´vite ainsi les discontinuite´s dans la description
de l’espace des phases.
4.2.1 Extension finie
Pour explorer comple`tement l’espace des phases, une infinite´ de particules tests serait
ne´cessaire. En pratique, nous sommes oblige´s d’en avoir un nombre fini, ce qui re´duit la
description de l’espace des phases. De plus, l’utilisation de pics de Dirac pour de´crire une
particule n’est pas satisfaisant car cela me`ne a` une densite´ non de´finie. Il est possible d’e´viter
de tels proble`mes en donnant une extension finie aux particules tests. Dans cette approche,
la fonction de distribution n’est plus de´termine´e par un produit de fonction de Dirac en ri
et pi, mais par des gaussiennes ayant une extension finie, centre´es sur ces valeurs ri et pi.
La fonction de distribution (Eq. (4.3)) est donc de la forme :
f(r,p, t) =
1
2Ntest
NNtest∑
i=1
(2pi)3gwr(r− ri)gwp(p− pi) (4.19)
avec
gwr(r− ri) =
1
(
√
piwr)3
exp
(
−(r− ri)
2
w2r
)
(4.20)
et
gwp(p− pi) =
1
(
√
piwp)3
exp
(
−(p− pi)
2
w2p
)
. (4.21)
Les largeurs des gaussiennes wr et wp doivent eˆtre adapte´es de manie`re a` reproduire correc-
tement la densite´ locale (wr) et le taux de collisions (wp), mais sans changer la structure de
la fonction de distribution f . Bien suˆr, wr et wp doivent satisfaire wr  RTF et wp  pF
ou` RTF et pF sont respectivement le rayon de Thomas-Fermi et le moment de Fermi.
A titre d’exemple, on repre´sente (Fig. 4.2), les gaussiennes pour chaque particule ainsi
que leur somme correspondant a` la fonction de distribution. On remarque qu’il est ne´cessaire
d’avoir une largeur minimale des gaussiennes repre´sentant les particules pour de´crire conti-
nuˆment le syste`me. En pratique, cette largeur de´pend de la distance moyenne entre particule
et de´termine donc la densite´ du gaz. Une adaptation pre´cise et continue du profil de densite´
devient tre`s importante lorsque l’on ajoute les effets de milieu ou` il est ne´cessaire d’e´valuer
la densite´ en tous les points du gaz d’atomes. Une incertitude sur la valeur nume´rique de la
densite´ locale se re´percuterait sur les effets de milieu et la dynamique du gaz ne serait plus
de´crite correctement.
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4.2.2 Calcul du terme de collision
Afin de de´terminer nume´riquement le terme de collision, on ne calcule pas toutes les
inte´grales du terme I[f ] mais on de´termine simplement, a` chaque pas de temps, les colli-
sions susceptibles d’avoir lieu a` partir de conside´rations ge´ome´triques pour chaque paire de
particules.
Tout d’abord, on regarde l’instant d’approche minimale entre deux particules et la dis-
tance associe´e. Si la particule i est repe´re´e dans l’espace par un vecteur ri, on de´finit, pour
une collision entre les particules 1 et 2, le vecteur ∆r(t) = r1(t)− r2(t). Pendant le pas de
temps ∆t la propagation est approximativement libre (le potentiel de pie`ge n’est pas pris
en compte pour de´terminer tmin). Donc, si l’on note ∆r ≡ ∆r(t = 0), l’e´cart initial entre
les deux particules, on obtient :
∆r(t) = ∆r + t∆v (4.22)
la distance est minimale lorsque d(∆r(t))
2
dt
= 0, soit a` l’instant :
t = −∆r ·∆v
(∆v)2
= tmin. (4.23)
Ainsi, a` partir de ∆r(t = tmin), on obtient la distance minimale d’approche :
d2min = ∆r ·∆r −
(∆r ·∆v)2
(∆v)2
. (4.24)
Cette distance spe´cifique a` ces deux particules doit eˆtre infe´rieure au rayon ge´ome´trique
de la section efficace de collision
√ σ
2piNtest
. Le facteur 1/2 intervient car NNtest particules
tests repre´sentent N/2 atomes d’un spin donne´. Si la collision est possible d’un point de
vue ge´ome´trique, on propage la paire jusqu’a` l’instant d’approche minimale (cette fois-ci la
propagation contient le poteniel de pie`ge). Lorsque la propagation est effectue´e, les nouvelles
impulsions apre`s collision sont tire´es ale´atoirement dans le re´fe´rentiel du centre de masse.
Si l’on note pi le moment de la particule i avant la collision et pr = ||p1 − p2|| le module
du moment relatif qui est conserve´ au cours d’une collision, on obtient alors les nouvelles
impulsions : {
p′1 = (p1 + p2 + pru)/2
p′2 = (p1 + p2 − pru)/2 (4.25)
ou` u est un vecteur unitaire dont l’orientation dans l’espace est ale´atoire. Les nouvelles
impulsions ve´rifient la conservation de l’e´nergie cine´tique et de l’impulsion totale de la paire
au cours de la collision, soit :
p′1 + p
′
2 = p1 + p2 et
1
2
(p21 + p
2
2) =
1
2
(p′21 + p
′2
2 ). (4.26)
Lorsque les nouvelles impulsions sont de´termine´es, il faut ve´rifier que le nouvel e´tat n’est
pas de´ja` occupe´. Si l’e´tat final est libre, la collision est permise et on propage la paire avec
les nouvelles impulsions. Dans le cas contraire, la collision est bloque´e par le principe de
Pauli et on restitue les positions et impulsions initiales.
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4.2.3 Description lagrangienne
Il existe deux me´thodes de simulation de l’e´quation de Boltzmann. La premie`re, la me´-
thode eule´rienne, de´finit un re´seau re´gulier qui pave l’espace des phases. La fonction de
distribution est de´finie, a` chaque instant t, par les valeurs qu’elle prend aux noeuds du
re´seau. Dans la seconde me´thode (me´thode lagrangienne), la fonction de distribution est
projete´e sur une base de´pendante du temps. L’e´volution des e´le´ments de cette base de´-
termine la dynamique de la fonction de distribution. Dans notre e´tude, nous avons utilise´
une me´thode lagrangienne qui permet de suivre chaque particule au cours de son mouve-
ment. Ainsi, pendant un intervalle de temps ∆t, au cours duquel on re´alise une e´volution de
chaque particule, on peut avoir une propagation libre ou collision a` un instant quelconque
de l’intervalle de temps suivi d’une propagation.
Il est possible de faire une approximation sur le cas d’une particule subissant une collision
pendant l’intervalle de temps [t0, t0+∆t]. En effet, on peut supposer que la collision a lieu en
t = t0, de´terminer les nouveaux moments et propager la particule pendant ∆t. Ne´anmoins,
meˆme si cette me´thode est plus rapide car elle ne´cessite de ne calculer qu’une seule fois
la propagation, elle n’est pas suffisament pre´cise, et nous donnait finalement des taux de
collisions qui diminuaient au cours du temps. La raison de ce proble`me est la cre´ation
d’une anticorre´lation entre les particules apre`s un certain nombre de collisions a` cause d’un
traitement trop approximatif du point ou` a lieu la collision : normalement, les particules
devraient entrer en collision au moment de leur distance d’approche minimale. En pratique,
si l’on suppose que toutes les collisions ont lieu en t = t0, la distance au moment de la collision
peut eˆtre supe´rieure a` la distance minimale de´termine´e par la section efficace ge´ome´trique
(dmin). Si dans ce cas l’angle ale´atoire entre la distance et la vitesse relative apre`s la collision
est grand, la pe´riodicite´ des orbites dans le potentiel harmonique fait que ces deux particules
ne peuvent plus jamais se rapprocher a` moins de dmin et donc elles ne peuvent plus entrer en
collision. Il en re´sulte une chute non-physique du taux de collisions pour un gaz de fermions
a` l’e´quilibre.
Pour de´crire la dynamique d’une particule sur l’intervalle [t0, t0 +∆t], on commence donc
par de´terminer, pour chaque paire de particules, la distance minimale d’approche dmin et
l’instant associe´ dt1. Si cet instant est compris dans l’intervalle [t0− ∆t2 , t0 + ∆t2 ], on propage
les particules jusqu’a` cet instant t0 +dt1 (qui peut eˆtre infe´rieur a` t0), on effectue la collision
en rede´finissant les moments, et on propage jusqu’a` l’instant initial t0 avec les nouveaux
moments. La dernie`re e´tape de cet incre´ment temporel sera alors de propager toutes les
particules jusqu’a` l’instant t0 + ∆t afin de de´finir les nouvelles impulsions et positions des
particules. On peut alors passer a` l’e´tape temporelle suivante.
En re´sume´, on a donc choisi de de´crire la dynamique d’une particule subissant une colli-
sion par une propagation pendant dt1 < ∆t, dt1 correspondant a` l’instant ou` les particules
ont une distance relative minimale, suivie d’une collision qui rede´finit les moments des par-
ticules entre´es en collision et enfin une propagation avec les nouveaux moments pendant le
temps ∆t− dt1. Cette description de la propagation d’une particule entrant en collision est
plus couˆteuse en temps de calcul car elle fait appel deux fois aux e´quations diffe´rentielles du
mouvement pendant les intervalles de temps dt1 et ∆t−dt1. Ne´anmoins, le re´sultat physique
est correct et le taux de collisions est stable au cours du temps. Une premie`re ide´e, plus
intuitive et aussi longue en temps de calcul, avait e´te´ de ne re´aliser que des propagations
dans des temps futurs, donc de de´terminer les temps d’approche minimale dans l’intervalle
[t0, t0 +∆t] (dt1 serait alors toujours positif) et de propager ensuite les particules qui entrent
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en collision entre t0 et t0 + dt1, puis entre t0 + dt1 et t0 + ∆t. Ne´anmoins, cette me´thode
avait pour conse´quence une bien moins bonne conservation de l’e´nergie totale du syste`me.
Cette diminution provenait probablement de la non compensation des erreurs nume´riques
dans l’algorithme de propagation (Sec. 4.2.5) avec ce traitement asyme´trique.
4.2.4 Initialisation
Avant de commencer la simulation, on doit initialiser les positions et moments des par-
ticules tests. On conside`re ici que le syste`me est initialement a` l’e´quilibre. Une fonction de
distribution a` l’e´quilibre convenable est donne´e par la fonction de distribution dans le cadre
de l’approximation de densite´ locale (LDA) :
feq(r,p) =
1
eβ(p2/2m+V (r)−µ0) + 1
(4.27)
car c’est la solution stationnaire de l’e´quation de Boltzmann. Cette distribution posse`de deux
parame`tres : la tempe´rature T par l’interme´diaire de β = 1/T et le potentiel chimique µ0.
La tempe´rature est un input du programme tandis que le potentiel chimique est de´termine´
en demandant que l’inte´grale de l’Eq. (4.27) sur r et p donne le bon nombre de particules.
Dans le cas ou` le potentiel V (r) contient un champ moyen, l’Eq. (4.27) doit eˆtre de´termine´e
de manie`re ite´rative.
Apre`s la de´termination du potentiel chimique, on ge´ne`re de manie`re ale´atoire les positions
et moments des particules tests afin que la probabilite´ d’eˆtre a` une position r avec un moment
p soit proportionnelle a` feq(r,p). En pratique, on commence par de´terminer les positions a`
partir du profil de densite´ a` l’e´quilibre puis on ge´ne`re les moments avec feq.
4.2.5 Me´thode de propagation
Au cours de la propagation des particules, on cherche a` de´terminer pour chaque pas
de temps les positions et impulsions de chaque particule avec un maximum de pre´cision
et un minimum de calculs nume´riques. L’e´valuation de la force, notamment lorsque l’on
inclut le champ moyen, est le facteur limitant le temps de calcul. On utilise l’algorithme de
Verlet pour les vitesses [76] qui contrairement a` l’algorithme de Verlet original [77] utilise les
positions r(t) et vitesses v(t) = p(t)/m comme point de de´part de l’e´tape temporelle allant
de t a` t+ ∆t. L’algorithme de Verlet pour les vitesses, identique a` la me´thode appelle´e saut
de grenouille (leapfrog) [80], permet d’obtenir une pre´cision de l’ordre (∆t)2 avec une seule
e´valuation de la force. En effet, connaissant r(t) et v(t), il est possible d’e´valuer la position
de la particule a` l’instant t+ ∆t :
r(t+ ∆t) = r(t) + v(t)∆t+
1
2
a(t)(∆t)2 (4.28)
et la vitesse au temps moitie´ :
v(t+
∆t
2
) = v(t) +
a(t)∆t
2
. (4.29)
On calcule ensuite l’acce´le´ration a(t + ∆t) a` partir de la force, puis v(t + ∆t) de la meˆme
manie`re que pre´ce´demment :
v(t + ∆t) = v(t +
∆t
2
) +
a(t + ∆t)∆t
2
. (4.30)
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Cela permet finalement d’aboutir au jeu d’e´quations suivantes :{
r(t+ ∆t) = r(t) + v(t)∆t + 1
2
a(t)(∆t)2
v(t+ ∆t) = v(t) + a(t)+a(t+∆t)
2
∆t
(4.31)
la force (donc le potentiel) n’ayant e´te´ e´value´ qu’une seule fois. Si le potentiel total V
contient, en plus du potentiel de pie`ge VT , un champ moyen U qui de´pend de la densite´,
l’acce´le´ration ai(t) = −∇V (ri(t), t)/m d’une particule test i de´pend de la position de toutes
les autres particules : c’est pour cette raison que la propagation entre t et t+∆t est re´alise´e en
deux e´tapes. On peut noter que l’acce´le´ration ai(t+∆t) peut eˆtre utilise´e pour la prochaine
e´tape temporelle. Ainsi, pendant le pas de temps ∆t, on peut de´terminer les positions et
vitesses finales en ne calculant qu’une fois l’acce´le´ration finale. Il faut aussi noter que cet
algorithme suppose implicitement que l’acce´le´ration a(t+ ∆t) ne de´pend que de la position
r(t+ ∆t) mais pas de la vitesse v(t+ ∆t) : il n’y a pas de frottements dans le syste`me. On
conside`re donc qu’il y a conservation de l’e´nergie (dans la limite des erreurs nume´riques qui
sont de l’ordre de (∆t)2). La conservation est e´galement une proprie´te´ physique du syste`me
qu’il nous faudra ve´rifier pour valider notre description ; nous verrons dans quelle mesure ce
crite`re est valide´ (Sec. 4.2.7).
4.2.6 Optimisation
Le pas de temps ∆t utilise´ ne doit pas eˆtre trop grand pour pouvoir assimiler la trajectoire
d’une particule a` une trajectoire libre pendant ce pas de temps et pour re´soudre correctement
les e´quations du mouvement (Eq. (4.7)). Bien e´videmment, on ne peut pas non plus le
prendre trop petit afin de limiter le temps de calcul de notre programme. Il faut donc
chercher a` optimiser simultane´ment ce pas de temps ∆t et le nombre de particules tests
pour de´crire la dynamique du gaz d’atomes froids. Par ailleurs, comme on l’a de´ja` vu (Sec.
4.1.3), on a besoin de minimiser l’e´cart a` l’initialisation duˆ au nombre fini de particules tests.
En pratique, le pas de temps ∆t et le nombre de particules tests ont des effets tre`s
diffe´rents sur les oscillations. Pour illustrer ce point, nous avons e´tudie´ le comportement
de 〈Epot〉 = mω20〈r2〉/2, 〈Ekin〉 = 〈p2〉/2m et aussi le moment 〈r · p〉. Si l’on introduit la
notation :
α1(t) = 〈Ekin〉 − 〈Epot〉 et α2(t) = 〈r · p〉 , (4.32)
on peut de´montrer facilement que pour l’oscillateur harmonique sans champ moyen ces va-
leurs moyennes obe´issent toujours (donc inde´pendemment de l’initialisation) aux e´quations :{
dα1(t)
dt
= −2ω20α2(t)
dα2(t)
dt
= 2α1(t)
(4.33)
avec la solution {
α1(t) = α1(0) cos(2ω0t)− ω0α2(0) sin(2ω0t)
α2(t) = α2(0) cos(2ω0t) +
α1(0)
ω0
sin(2ω0t) .
(4.34)
Le fait que α1(t) oscille autour de 0 implique notamment qu’il ne peut pas y avoir de de´calage
constant entre 〈Epot〉 et 〈Ekin〉. En effet, le the´ore`me du viriel doit eˆtre satisfait quand on
moyenne sur le temps. Dans le cas contraire, donc s’il y avait un de´calage constant entre
〈Epot〉 et 〈Ekin〉, cela signifierait que les e´quations du mouvement pour les trajectoires des
particules tests ne sont pas correctement re´solues. Il faut donc choisir le pas ∆t suffisamment
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Fig. 4.3 – Sur la figure de gauche, on trace α1(t) pour un pas de temps ∆t = 0.1/ω0 et
∆t = 0.02/ω0 ainsi que les simulations nume´riques correspondantes. On optimise ∆t en
superposant le fit et la simulation. Sur la figure de droite, on trace α2(t) pour un pas de
temps ∆t = 0.02/ω0 et pour Ntest = 1, Ntest = 10 et Ntest = 20. Dans tous les cas, les
accords sont corrects, ne´anmoins, l’amplitude de l’oscillation de 〈r · p〉 diminue lorsqu’on
augmente le nombre de particules tests.
petit pour que ces e´quations soient satisfaites. Nous avons trouve´ que c’e´tait effectivement
le cas pour ∆t ∼ 0.02/ω0. Pour un pas ∆t de cet ordre, l’amplitude de l’oscillation est
donc uniquement de´termine´e par les conditions initiales α1(0) et α2(0). Le fait que ces
conditions initiales α1(0) et α2(0) ne soient pas nulles peut avoir deux causes : soit une
mauvaise initialisation des positions ou des impulsions, ce qui impliquerait une de´viation
syste´matique de α1(0) par rapport a` 0, soit que le nombre fini de particules tests cre´e des
fluctuations statistiques des valeurs initiales de α1(0) et de α2(0). Nous avons re´solu la
premie`re cause en augmentant la pre´cision de l’initialisation avec un meilleur ge´ne´rateur de
nombres ale´atoires. Pour la seconde cause, nous avons conside´re´ α2 = 〈r ·p〉. En effet, pour
α2, il n’y a pas d’autre cause que le nombre de particules tests parce que dans l’initialisation
les directions des r et des p sont comple`tement inde´pendantes et donc non corre´le´es. Ainsi,
si on trouve que les fluctuations de α1(0) sont du meˆme ordre de grandeur que celles de
α2(0), on est suˆr que se sont vraiment des fluctuations statistiques qu’on ne peut re´duire
qu’en augmentant le nombre de particules tests. Ne´anmoins, l’augmentation du nombre de
particules tests a un impact direct sur le temps de calcul du programme. Il nous faut donc
trouver un compromis entre la pre´cision et le temps de calcul dans la de´termination de Ntest.
Ceci valide a` la fois le pas de temps ∆t utilise´ et la me´thode d’initialisation du gaz.
4.2.7 Conservation de l’e´nergie
Dans la mode´lisation de notre proble`me, l’e´nergie n’est pas dissipe´e pendant le processus
de propagation des particules (Eqs. (4.7)) : en effet, nous avons vu pre´ce´demment (Sec.
4.2.5) que la propagation des particules est de´termine´e nume´riquement par l’algorithme de
Verlet qui suppose implicitement que l’e´nergie n’est pas dissipe´e au cours d’une propagation
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pendant l’incre´ment de temps ∆t. De plus, puisqu’on conside`re des collisions e´lastiques entre
particules de spins oppose´s, le terme de collision doit donc aussi conserver l’e´nergie d’une
paire de particules au cours d’une collision. Deux questions se posent alors sur la conservation
de l’e´nergie. Tout d’abord, l’e´nergie du syste`me de particules est-elle re´ellement conserve´e
au cours du temps que le gaz soit excite´ ou a` l’e´quilibre ? La valeur de l’e´nergie du syste`me
est-elle correcte ? Pour re´pondre a` la premie`re question, le point important est de de´terminer
le facteur limitant la conservation de l’e´nergie. La seconde question rele`ve plus de la qualite´
de l’initialisation. En effet, si le gaz est correctement initialise´ et l’e´nergie conserve´e au
cours du temps, alors la valeur obtenue sera ne´cessairement correcte. Pour fixer les ide´es,
on introduit la notation :
η(t) =
|E(t)− E(0)|
E(0)
, (4.35)
qui correspond a` l’erreur commise sur l’e´nergie totale par le programme sur l’intervalle [0, t].
On peut donc commencer par de´terminer, dans toutes les e´tapes de la programmation,
les possibilite´s de perte d’e´nergie. La premie`re cause possible est une diminution du nombre
de particules. Expe´rimentalement, les particules les plus e´nerge´tiques peuvent sortir du pie`ge
et ce qui induit ne´cessairement une diminution de l’e´nergie du syste`me. Dans notre simula-
tion, les particules sont pie´ge´es par un potentiel purement harmonique qui, par conse´quent,
est impossible a` franchir. Cette possibilite´ ne peut donc pas avoir lieu. Ne´anmoins, dans le
cas ou` l’on souhaite de´crire un potentiel anharmonique (cas expe´rimental) deux solutions
s’offrent a` nous : soit l’on augmente articificiellement la profondeur du pie`ge afin de garder
toutes les particules dans le syste`me, soit l’on choisit d’utiliser exactement les parame`tres
expe´rimentaux avec pour conse´quence une diminution du nombre de particules. La dimi-
nution de l’e´nergie devient alors une proprie´te´ du syste`me que l’on cherche a` reproduire.
Une autre cause possible de la perte d’e´nergie vient des erreurs nume´riques. D’un point de
vue nume´rique, la perte d’e´nergie peut provenir du terme de collision ou de la propagation.
Nous avons vu (Eq. (4.26)) que la rede´finition des moments des particules apre`s une colli-
sion conserve le moment et l’e´nergie de la paire de particules. En pratique, on ve´rifie que
la perte d’e´nergie relative d’une paire de particules au cours d’une collision est de l’ordre
de la pre´cision de la machine, soit η(t) < 10−14. Le seul facteur limitant restant est donc
l’algorithme de Verlet utilise´ pour la propagation des particules. Lors de la propagation
d’une particule, la pre´cision de´pend de l’incre´ment temporel ∆t que l’on a optimise´ (Sec.
4.2.6) pour re´soudre les e´quations du mouvement. La pre´cision pour la propagation d’une
particule test est a` l’origine d’une erreur de l’ordre de (∆t)2. Ne´anmoins, la me´thode de
propagation permet de compenser ces erreurs et l’on obtient une erreur relative pour une
particule test de l’ordre de η(t) < 2.10−11, ce qui signifie une erreur relative de l’e´nergie
totale pour un syste`me de 10000 particules η(t) < 4.10−6. On montre (Fig 4.4) l’e´volution
de l’e´nergie relative η(t) au cours du temps pour un syste`me de N = 10000 fermions a` une
tempe´rature T = 0.5TF et une interaction 1/kFa = −0.5. L’erreur relative sur l’e´nergie est
dans ce cas : η(t) 6 1.6.10−6. On observe une oscillation d’amplitude tre`s faible de l’er-
reure relative (< 2.10−6). Cette oscillation re´gulie`re, avec une pulsation ω = ω0, a lieu a` la
pulsation du mode excite´ ou, comme dans le cas de la figure (Fig. 4.2.7), avec une pe´riode
e´gale a` pi. L’amplitude de cette oscillation est extreˆmement faible en comparaison des am-
plitudes e´tudie´es, elle provient d’erreurs nume´riques dans l’algorithme de Verlet et n’est pas
significative pour eˆtre conside´re´e par la suite.
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Fig. 4.4 – Conservation relative de l’e´nergie pour un syste`me de N = 10000 fermions a`
une tempe´rature T = 0.5TF et une interaction 1/kFa = −0.5. L’oscillation de tre`s faible
amplitude provient de l’algorithme de Verlet.
4.2.8 Stabilite´ de la distribution d’e´quilibre
Un test important de notre simulation est de montrer qu’une distribution d’e´quilibre est
stable nume´riquement au cours du temps, c’est-a`-dire qu’il n’y a pas de de´rive vers un autre
e´tat d’e´quilibre par exemple. Pour le montrer, on regarde la distribution des atomes comme
une fonction de leur e´nergie :
dN
dE
= 2
∫
dr dp
(2pi)3
f(r,p)δ
( p2
2m
+ V (r)− E
)
. (4.36)
A l’e´quilibre, la distribution devrait eˆtre donne´e par :
dN
dE
=
g(E)
e(E−µ)/T + 1
, (4.37)
ou` g(E) est la densite´ d’e´tats (incluant le facteur 2 de de´ge´ne´rescence de spin). Dans le
cas d’un oscillateur harmonique sphe´rique sans champ moyen, on obtient g(E) = E2/ω30.
En l’absence de collision, la conservation de l’e´nergie implique automatiquement que la
distribution reste constante, mais en pre´sence de collisions, on peut tester le blocage de
Pauli, i.e. le rejet des collisions avec une probabilite´ 1− (1− f ′)(1− f ′1), dans la simulation.
On montre (Fig. 4.5), pour deux tempe´ratures diffe´rentes (T/TF = 0.2 et 0.4), la dis-
tribution de Fermi initiale (trait plein) et la distribution correspondante obtenue par la
simulation nume´rique apre`s t = 30/ω0 (cercles pleins). Dans le cas T/TF = 0.4, on observe
que la distribution ge´ne´re´e par la simulation est en parfait accord avec la fonction de Fermi
initiale. Dans le cas T/TF = 0.2, l’accord n’est pas parfait, spe´cialement dans la queue ex-
ponentielle de la distribution, mais toujours tre`s satisfaisant. Afin de montrer qu’il ne s’agit
pas d’un re´sultat trivial, on regarde aussi ce qu’il se passe lorsque l’on enle`ve le blocage de
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Fig. 4.5 – Distribution des atomes en fonction de leur e´nergie (divise´e par la densite´ d’e´tats)
pour T = 0.2TF (gauche) et 0.4TF (droite) : distribution de Fermi initiale (trait plein), dis-
tribution stationnaire de la simulation nume´rique (cercles pleins), distribution stationnaire
de la simulation nume´rique sans le blocage de Pauli (cercles vides) et pour comparaison
la distribution de Boltzmann correspondant a` la meˆme valeur du nombre d’atomes et de
l’e´nergie totale. Les tests ont e´te´ re´alise´s pour un gaz de N = 10000 atomes et une longueur
de diffusion correspondant a` 1/(kFa) = −0.5. Le nombre de particules tests dans les simula-
tions e´tait de NNtest = 50000, avec les largeurs des gaussiennes wr = 1.5 loh et wp = 1.5/loh
et un pas de temps ∆t = 0.02/ω0.
Pauli dans la simulation du terme de collision. Dans ce cas, au bout d’un temps relativement
court ∼ 3/ω0, la distribution de la simulation nume´rique (cercles vides) a converge´ vers une
distribution de Bolzmann (tirets). Ainsi, la stabitilite´ de la distribution de Fermi dans toute
notre simulation montre clairement que le blocage de Pauli est correctement imple´mente´.
4.2.9 Convergence du taux de collisions
Au cours de chaque e´tape temporelle du programme, un certain nombre de collisions
sont autorise´es ou bloque´es par le principe de Pauli. Un parame`tre important est le nombre
de collisions par unite´ de temps : le taux de collisions. Or, il est aussi possible de de´terminer
le taux de collisions the´orique du syste`me (Sec. 4.1.5). La comparaison de ce taux the´orique
avec le taux obtenu par simulation permet ainsi de de´terminer si la description du syste`me
avec les particules tests est suffisante, c’est-a`-dire si le nombre de particules tests par parti-
cule utilise´ pour re´aliser la simulation est assez e´leve´. Pour une section efficace des atomes σ,
la section efficace des particules tests est σ/(2Ntest) (car NNtest particules tests repre´sentent
N/2 atomes d’un meˆme spin et σ est la section efficace entre atomes de spins oppose´s).
La distance maximale au moment de la collision est donc
√
σ/(2piNtest). Si la fonction de
distribution varie trop sur cette distance, le re´sultat n’est e´videmment pas le meˆme que si
les collisions e´taient locales. On peut diminuer Ntest si l’on prend un nombre d’atomes N
plus e´leve´, ce qui augmente la taille du syste`me donc la longueur sur laquelle la fonction de
distribution varie sans diminuer le nombre total de particules tests NNtest.
On montre (Fig. 4.6) le taux de collisions en fonction du temps dans le cas d’un gaz de
N = 10000 fermions, a` T = 0.4TF et une interaction ((kFa)
−1 = −0.5 pour deux valeurs
diffe´rentes du nombre Ntest de particules tests par particule. Le gaz, initialise´ a` l’e´quilibre,
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Fig. 4.6 – Convergence du taux de collisions pour un gaz de N = 10000 fermions, a` T =
0.4TF et une interaction ((kFa)
−1 = −0.5 selon deux valeurs diffe´rentes du nombre NNtest de
particules tests. Les simulations sont compare´es aux valeurs the´oriques obtenues par Monte
Carlo. De`s Ntest = 1, le taux de collisions est correct mais le´ge`rement moins stable avec le
temps. Par la suite, on utilisera Ntest = 5 pour de´crire correctement l’espace des phases lors
de la simulation des modes collectifs d’un gaz.
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e´volue librement au cours du temps. Le taux de collisions obtenu par simulation nume´rique
en comptant les collisions au cours de chaque pas de temps est compare´ a` la valeur the´orique
e´value´e par Monte Carlo (Eq. (4.13)). Le gaz avec Ntest = 1 de´crit de´ja` tre`s bien le taux
de collisions avec et sans blocage de Pauli. De plus, la convergence temporelle est effective
de`s quelques pas de temps. Dans le cas Ntest = 5, le taux de collisions converge encore plus
rapidement vers sa valeur finale sans perte de pre´cision au niveau de la valeur limite. La ne´-
cessite´ d’optimiser les parame`tres nume´riques oblige a` utiliser un nombre de particules tests
suffisamment e´leve´ (Sec. 4.2.6). Ainsi, dans le cas d’un gaz ayant ces parame`tres, on utili-
sera une valeur du nombre de particules tests par particule Ntest = 5 permettant de de´crire
correctement l’espace des phases sans ne´cessiter une capacite´ de calcul trop importante.
4.2.10 Expansion libre du gaz
Une possibilite´ qui nous est offerte par l’e´criture du code de l’e´quation de transport est
de reproduire des expe´riences telles que l’expansion d’un gaz de fermions en interaction. En
effet, on peut a` partir d’un instant t e´teindre le pie`ge de confinement des atomes et laisser
e´voluer les particules. Evidemment, la densite´ du nuage d’atomes et le taux de collision vont
diminuer. Ce proble`me d’expansion d’un gaz de fermions a de´ja` e´te´ re´solu analytiquement
[78] pour un gaz dans un pie`ge harmonique non sphe´rique (ωx = ωy 6= ωz), l’e´volution
temporelle du rayon moyen est alors donne´e par :
〈r2⊥(t)〉 =
4
3ω2x
Erel
N
(1 + ω2xt
2) (4.38)
et
〈z2(t)〉 = 2
3ω2z
Erel
N
(1 + ω2zt
2) (4.39)
ou` Erel est l’e´nergie totale du syste`me au moment ou` l’on e´teint le pie`ge. Ces formules ne
sont valables que dans le cas sans collisions. On a pu ve´rifier ces formules a` partir de notre
simulation : on voit ainsi (Fig. 4.7) l’e´volution temporelle de 〈x2 +y2〉 et 〈z2〉 en fonction du
temps ainsi que les fits donne´s par les Eq. (4.38) et 4.39 pour un gaz de N = 1000 fermions
a` une tempe´rature T/TF = 0.5 , une interaction forte 1/kFa = −0.1 et pour un gaz dans
un pie`ge harmonique sphe´rique (〈z2〉 = 1
2
〈r2⊥〉). Un tel syste`me a un taux de collisions tre`s
faible qui, de plus, de´croˆıt tre`s vite avec l’expansion et peut donc reproduire les e´quations
(4.38) et (4.39). L’accord entre la simulation et la courbe the´orique (Fig. 4.7) reste tre`s bon
quelques soient la tempe´rature et l’intensite´ de l’interaction. De plus, la figure (Fig. 4.7) ne
pre´sente le re´sultat que jusqu’a` t = 2/ω0 afin de mieux distinguer les points de la simulation.
Ne´anmoins, l’accord reste tre`s bon pour des temps bien plus grands (t ' 50/ω0). Le leger
e´cart observe´ provient de la de´viation nume´rique dans l’initialisation. La ge´ne´ralisation au
cas ωx 6= ωz ne poserait aucun proble`me et a de´ja` e´te´ re´alise´e [79] ; nous nous sommes donc
limite´s au cas qui nous pre´occupe ici.
Nous avons re´alise´ de nombreux tests nume´riques afin de ve´rifier que le programme re´alise´
permettait de de´crire parfaitement l’e´volution d’un gaz de fermions. Nous avons ainsi de´crit
la me´thode de propagation (qui conserve l’e´nergie), optimise´ le pas de temps et le nombre
de particules tests pour re´soudre correctement les e´quations du mouvement, et ve´rifie´ la
convergence et la valeur limite du taux de collisions (conforme a` la pre´dicion the´orique).
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Fig. 4.7 – Evolution temporelle du rayon carre´ moyen pour un gaz de N = 1000 fermions a`
une tempe´rature T/TF = 0.5 et une interaction forte 1/kFa = −0.1. Pout t < 0, le gaz est
pie´ge´ et a` l’e´quilibre puis, a` t = 0, on e´teint le potentiel de pie`ge. Les rayons carre´s suivent
alors les e´quations Eq. (4.38) et Eq. (4.39) pendant l’expansion. La courbe n’est repre´sente´e
que jusqu’a` ω0t = 2 mais l’accord entre the´orie et simulation reste tre`s bon pour des temps
bien plus e´leve´ ∼ 50/ω0.
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Nous allons de´sormais simuler l’e´volution d’un gaz de fermions soumis a` une excitation. Le
but sera de de´crire alors la dynamique du mode collectif associe´. On e´tudiera tout d’abord des
modes non amortis pour ve´rifier les pre´dictions the´oriques associe´es, puis on se focalisera sur
l’e´tude d’un mode amorti dont la fre´quence et l’amortissement de´pendent de la tempe´rature
et de l’interaction. Nous avions le choix entre l’e´tude du mode quadrupolaire et du mode
ciseaux ; nous avons choisi de nous focaliser sur le mode quadrupolaire pour un gaz dans un
pie`ge harmonique sphe´rique.
4.3 Etude the´orique du mode quadrupolaire
Apre`s avoir re´alise´ de nombreux tests sur le code nume´rique de´crivant la dynamique du
gaz d’atomes froids, on cherche de´sormais a` interpre´ter des re´sultats concernant la re´ponse
du gaz a` une excitation (Sec. 4.3.1). On va donc commencer par de´crire la re´ponse du gaz
par la me´thode des moments puis comparer ce re´sultat aux autres re´sultats the´oriques et
aux donne´es expe´rimentales.
4.3.1 Excitation des modes
Pour l’e´tude the´orique des modes collectifs, on conside`re un gaz initialise´ a` l’e´quilibre,
que l’on excite d’une manie`re particulie`re pour chaque mode puis on observe l’e´volution
temporelle (relaxation) afin de de´terminer la fre´quence et l’amortissement associe´s. Pour
exciter un mode, on re´alise une perturbation du gaz a` t = tkick. Formellement, cela revient
a` ajouter au potentiel de pie`ge inde´pendant du temps une excitation de la forme :
V1(r, t) = Vˆ1(r)δ(t− tkick). (4.40)
La raison de ce choix, qui est bien suˆr diffe´rent de la me´thode expe´rimentale d’excitation
des modes, est la suivante : tant que la perturbation Vˆ1 est suffisament faible pour que
le syste`me re´ponde line´airement, la re´ponse du syste`me avec une de´pendance temporelle
arbitraire V1(r, t) = Vˆ1(r)F (t) peut eˆtre obtenue facilement a` partir d’une convolution du
re´sultat de l’Eq. (4.40) avec la fonction F (t).
Commenc¸ons par examiner l’effet de ce ”kick”dans l’espace des phases, et plus particulie`-
rement la fonction de distribution (la re´percussion sur les e´quations du mouvement est alors
imme´diate). Si l’on inte`gre l’e´quation de Boltzmann sur la dure´e infinite´simale du ”kick”, la
fonction de distribution est modifie´e selon :
f(r,p, t+kick) = f(r,p + ∇Vˆ1(r), t
−
kick) , (4.41)
ou` t+kick et t
−
kick sont respectivement les limites supe´rieure et infe´rieure de t → tkick. L’effet
de la perturbation sur les e´quations du mouvement, pour un gaz dans un pie`ge sphe´rique
harmonique, est de modifier les e´quations hamiltoniennes du mouvement (Eq. (4.7)) selon :{
dr
dt
= p
m
dp
dt
= −∇r[VT (r) + U(r) + Vˆ1(r)δ(t− tkick)] (4.42)
que l’on inte`gre sur l’intervalle [tkick − ∆t, tkick + ∆t]. La premie`re e´quation diffe´rentielle
donne :
r(tkick + ∆t)− r(tkick −∆t) = p
m
2∆t , (4.43)
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soit dans la limite ∆t→ 0 :
r(t−kick) = r(t
+
kick) . (4.44)
La meˆme proce´dure pour la seconde e´quation diffe´rentielle nous me`ne a` :
p(tkick + ∆t)− p(tkick −∆t) = −2∆t∇r[VT (r) + U(r)]−∇r[Vˆ1(r)] , (4.45)
soit dans la limite δ(t) → 0 :
p(t+kick) = p(t
−
kick)−∇rVˆ1(r) . (4.46)
Ainsi, la perturbation ne modifie pas le vecteur position r des particules mais change leur
impulsion p : dans l’espace des moments, les impulsions subissent une discontinuite´ lors
de l’excitation. L’effet est visible sur la fonction de distribution mais nume´riquement, on
utilisera la modification sur les impulsions. Enfin, comme on l’a de´ja` dit, la perturbation
e´tant en δ(t − tkick), elle contient toutes les fre´quences et la transforme´e de Fourier de
〈V1(r, t)〉 nous donnera directement le spectre d’excitation.
4.3.2 Mode de Kohn
Le premier mode que l’on a e´tudie´ est le mode de Kohn (cf Sec. 3.6.1). Ce mode est
une oscillation collective du centre de masse du gaz autour de sa position d’e´quilibre. Il est
utilise´ expe´rimentalement pour de´terminer la fre´quence du pie`ge qui, d’apre`s le the´ore`me
de Kohn, doit eˆtre e´gale a` la fre´quence d’oscillation du mode inde´pendamment du nombre
de particules, de la tempe´rature ou encore de l’interaction entre les atomes. De plus, ce
mode est non amorti [71, 72]. Avec la me´thode des particules tests, ce the´ore`me est en
re´alite´ automatiquement ve´rifie´ et il est facile de voir pourquoi. Tout d’abord, on ne´glige
le terme de collisions ; les e´quations du mouvement de chaque particule test dans un pie`ge
harmonique s’e´crivent :
r˙i = pi/m et p˙i = −mω20ri . (4.47)
Il est donc e´vident que les moyennes 〈r〉 et 〈p〉 obe´issent a` des e´quations du mouvement
analogues :
d
dt
〈r〉 = 〈p〉
m
et
d
dt
〈p〉 = −mω20〈r〉 . (4.48)
Conside´rons ensuite l’effet des collisions entre les particules : meˆme si les trajectoires indi-
viduelles des particules entrant en collision ne vont plus obe´ir aux e´quations du mouvement
originales (Eq. 4.47), les collisions n’auront absolument aucun effet sur les moyennes. En
effet, comme les positions ne sont pas modifie´es pendant une collision, 〈r〉 sera inchange´, et
comme le moment total des particules entrant en collision est conserve´, 〈p〉 ne sera pas mo-
difie´ non plus. Donc, les e´quations du mouvement (Eqs. 4.48) pour les moyennes 〈r〉 et 〈p〉
restent valides meˆme en pre´sence de collisions. Leur solution est une oscillation non amortie
du centre de masse 〈r〉 avec une fre´quence ω0. Ceci est confirme´ par le re´sultat nume´rique
(Fig. 4.8) ou` l’on montre le mode de Kohn pour un gaz de N = 5000 particules a` T = 0.4TF
et (kFa)
−1 = −0.3. Ce re´sultat est identique quels que soient l’interaction, la tempe´rature
et le nombre de particules du syste`me, ce qui permet de valider le the´ore`me de Kohn.
Remarquons que l’e´tat hors e´quilibre du mode de Kohn est une modification de la position
du centre de masse du gaz : son excitation par la me´thode vue pre´ce´demment (Sec. 4.3.1)
est possible en modifiant les impulsions p′i = pi + c ou` c est une constante.Ne´anmoins, dans
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Fig. 4.8 – Mode de Kohn pour un gaz de N = 5000 particules a` T = 0.4TF et (kFa)
−1 =
−0.3. A t = 0, le centre de masse du gaz est de´place´ suivant x de +loh. L’observable est
< x > qui oscille autour de sa valeur d’e´quilibre 0. L’amplitude de cette oscillation est
bien plus grande que les effets nume´riques observe´s lors de l’initialisation, permettant ainsi
d’identifier l’oscillation a` un mode.
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ce cas uniquement, on a proce´de´ diffe´remment en agissant directement sur les positions des
particules. Par exemple, si l’on souhaite observer le mode de Kohn selon l’axe x, on re´alise
une perturbation :
x′i = xi + cxi (4.49)
pour chaque particule i. Le parame`tre c quantifie cette fois-ci l’e´cart a` l’e´quilibre. Pour tous
les autres modes que l’on a e´tudie´s, la me´thode de´crite pre´ce´demment (Sec. 4.3.1) sera bien
e´videmment utilise´e.
4.3.3 Mode de respiration
Certaines expe´riences [56, 57, 67] e´tudient l’amortissement du mode de respiration radial
et longitudinal dans les pie`ges allonge´s. Dans un pie`ge sphe´rique, il n’y a qu’un seul mode de
respiration (mode monopolaire), correspondant a` l’oscillation du rayon carre´ moyen 〈r2〉eq.
Dans un pie`ge sphe´rique harmonique sans champ moyen, ce mode n’est pas amorti et sa
fre´quence 2ω0 est inde´pendante du taux de collisions. Pour comprendre cela, conside´rons les
e´nergies cine´tique et potentielle moyennes 〈Ekin〉 = 〈p2〉/2m et 〈Epot〉 = mω20〈r2〉/2. A cause
du the´ore`me du viriel (Sec. 3.5), ces deux e´nergies sont e´gales a` l’e´quilibre (Eq. (3.43) avec
χ = 0). Si maintenant le syste`me est comprime´ ou dilate´ (dans ce cas 〈Ekin〉 6= 〈Epot〉), on
obtient, a` partir des e´quations du mouvement (4.47), le syste`me d’e´quations de´ja` vues (Eq.
(4.33), absence de collisions) :
d
dt
(〈Ekin〉 − 〈Epot〉) = −2ω20〈r · p〉 (4.50)
d
dt
〈r · p〉 = 2(〈Ekin〉 − 〈Epot〉) . (4.51)
Ces e´quations de´crivent une oscillation non amortie avec une fre´quence 2ω0. Regardons
maintenant ce qu’il se passe lorsque que l’on conside`re les collisions : comme elles ne modifient
pas la position et conservent l’e´nergie cine´tique totale, il est clair que 〈Ekin〉 et 〈Epot〉 ne
sont pas affecte´s. Le membre de gauche de l’Eq.(4.50) est donc inde´pendant des collisions.
Ecrivons maintenant la diffe´rence de 〈r · p〉 avant et apre`s la collision pour deux particules
i et j :
〈r · p〉′ − 〈r · p〉 = 1
NNtest
rij · (q′ij − qij) , (4.52)
ou` qij et q
′
ij sont les moments relatifs avant et apre`s la collision. Dans le terme de collision
original, les particules doivent eˆtre a` la meˆme position pour entrer en collision, i.e. rij = 0 :
ainsi 〈r ·p〉 est inchange´. Ne´anmoins, la situation est diffe´rente dans notre simulation car les
particules peuvent entrer en collision tout en e´tant a` une distance non nulle pouvant aller
jusqu’a`
√
σ/(2piNtest). Ceci ajoute un bruit a` 〈r ·p〉 que l’on a de´ja` e´tudie´ (Sec. 4.2.6). Dans
tous les cas pratiques, nous avons vu que l’on optimise les parame`tres du code nume´rique
afin de rendre ce bruit comple`tement ne´gligeable. Pour exemple, on voit (Fig. 4.9) l’e´volution
temporelle du rayon carre´ moyen du nuage d’atomes pour un gaz de N = 5000 particules
a` T = 0.4TF et (kFa)
−1 = −0.3. On remarque qu’il s’agit d’une oscillation non-amortie
a` la fre´quence 2ω0. Il est important de noter que ce re´sultat reste vrai quels que soient
l’interaction, la tempe´rature et le nombre de particules du syste`me.
Ce mode de respiration est excite´ a` partir d’un potentiel :
Vˆ1(r) = − c
2
(
x2 + y2 + z2
)
(4.53)
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Fig. 4.9 – Mode monopolaire excite´ pour un gaz de N = 5000 particules a` T = 0.4TF
et (kFa)
−1 = −0.3. L’observable est 〈r2〉 que l’on rame`ne a` 1 en divisant par l’e´nergie du
syste`me. On voit une amplitude d’oscillation de l’ordre de 20%, correspondant a` c = 0.2mω0,
qui ne diminue pas au cours du temps.
qui modifie les impulsions des particules du gaz a` t = 0 selon la relation :
p(0+) = p(0−) + cr(0) . (4.54)
Ainsi, pour un coefficient c positif, on observera tout d’abord une dilatation du gaz avant un
retour non amorti vers l’e´quilibre qui entraˆıne une oscillation comme on peut voir sur la figure
(Fig. 4.9). Dans le cas contraire, le gaz subit e´videmment tout d’abord une compression.
4.3.4 Mode quadrupolaire dans le cas classique
Expe´rimentalement, apre`s avoir excite´ le mode quadrupolaire, on observe que celui-ci
subit un amortissement au cours du temps. La dynamique collective du gaz e´tant due aux
collisions, ces dernie`res vont donc jouer un roˆle important dans la description de ce mode.
Dans le cas d’un pie`ge allonge´, il existe plusieurs modes quadrupolaires : le mode qua-
drupolaire radial, le mode de respiration et le mode ciseaux. Ne´anmoins, puisque nous consi-
de´rons ici le cas d’un pie`ge sphe´rique, ces modes sont de´ge´ne´re´s et on ne parlera donc que
du mode quadrupolaire.
Nous allons commencer par une ve´rification du comportement non amorti du gaz dans
le cas Boltzmann (on ne´glige les effets de la statistique de Fermi-Dirac), re´gime dans lequel
il est possible de de´terminer analytiquement la re´ponse du gaz.
Le potentiel d’excitation s’e´crit :
Vˆ1(r) =
c
2
(x2 − y2)δ(t) (4.55)
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correspondant a` un kick applique´ a` t = 0. Cette excitation implique alors de modifier les
impulsions par les relations : {
p′x = px − cx
p′y = py + cy .
(4.56)
Le facteur c permet de controˆler l’amplitude du kick donne´ dans l’espace des impulsions.
Si le facteur c est choisi trop faible, il est difficile de se´parer l’e´quation des modes des
fluctuations nume´riques ; s’il est choisi trop grand, on n’est plus dans le domaine de re´ponse
line´aire. Tous les re´sultats ont e´te´ obtenus pour un parame`tre c = 0.2mω0 correspondant a`
des amplitudes mode´re´es. Pour ve´rifier que l’on e´tait dans le re´gime line´aire, on a fait varier
c dans des limites raisonnables et observe´ que l’amplitude de l’oscillation re´sultante variait
line´airement avec c.
Les e´quations du mouvement (Eq. (4.7)) combine´es avec l’excitation du mode (Eq.
(4.56)), nous permettent de de´terminer l’e´volution temporelle x(t) et y(t) :{
x(t) = x0 cos(ω0t) +
v0−c/m x0
ω0
sin(ω0t)
y(t) = y0 cos(ω0t) +
v′
0
+c/m y0
ω0
sin(ω0t) ,
(4.57)
ou` x0 = x(t = 0), y0 = y(t = 0), v0 = dx/dt(t = 0) et v
′
0 = dy/dt(t = 0). Dans le cas simple
de la statistique classique, on utilise les valeurs moyennes dans le cas Boltzmann :
〈x20〉 =
T
mω20
et 〈v20〉 =
T
m
, (4.58)
et avec < xv >= 0, on peut alors calculer 〈x2(t)〉 et 〈y2(t)〉 :
〈x2〉(t) = T
mω20
(
[cos(ω0t)− c
mω0
sin(ω0t)]
2 + sin2(ω0t)
)
〈y2〉(t) = T
mω20
(
[cos(ω0t) +
c
mω0
sin(ω0t)]
2 + sin2(ω0t)
)
. (4.59)
On obtient alors, dans le cas d’un pie`ge sphe´rique et pour une statistique de Boltzmann, la
re´ponse du syste`me en fonction du temps :
〈x2 − y2〉(t) = − 2cT
m2ω30
sin(2ω0t) . (4.60)
Afin de reproduire les conditions du calcul dans la simulation, il faut se placer a` une
tempe´rature T > TF et une interaction faible 1/kFa = −2.0. On trace alors (Fig. 4.10) la
re´ponse de la simulation que l’on compare a` l’e´quation the´orique (Eq. (4.60)). On observe
un tre`s bon accord entre la simulation et la re´ponse du gaz donne´e par l’approximation
de la statistique de Boltzmann. La pre´cision de la re´ponse de´pend bien e´videmment du
nombre de particules tests utilise´es. Dans notre cas, on a choisi Ntest = 5 qui permet de bien
reproduire le taux de collisions the´orique (Eq. (4.13)). De´sormais, on va e´tudier la re´ponse
au mode quadrupolaire pour des tempe´ratures plus faibles ou` l’on doit prendre en compte
la statistique de Fermi.
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Fig. 4.10 – 〈x2 − y2〉(t) obtenue par la simultation nume´rique pour un gaz de N = 1000
particules avec une interaction 1/kFa = −2.0 et une tempe´rature T/TF = 2 correspondant
au cas Boltzmann. Cette simulation est compare´e a` la valeur the´orique Eq. (4.60).
4.3.5 Re´ponse du mode quadrupolaire
Si l’on prend en compte les effets de la statistique de Fermi, les e´quations ne sont plus
solubles analytiquement (cas avec collisions) et il nous faut suivre nume´riquement l’e´volu-
tion temporelle du moment quadrupolaire Q˜(t) = 〈x2 − y2〉. Les re´sultats de´crits dans le
paragraphe pre´ce´dent ne sont valables qu’a` haute tempe´rature et il peut eˆtre inte´ressant de
commencer par e´tudier l’effet de la tempe´rature. On montre (Fig. 4.11) les re´sultats obtenus
pour diffe´rentes tempe´ratures.
Contrairement aux modes de Kohn et de respiration, le mode quadrupolaire est amorti
et rejoint l’e´quilibre (Q → 0) apre`s un certain temps. Aux hautes tempe´ratures (T/TF >
1), le syste`me est si dilue´ qu’il se trouve dans le re´gime sans collision (ω0τcoll  1, τcoll
e´tant le temps moyen entre deux collisions pour un atome). Dans ce cas, il faut beaucoup
d’oscillations avant que le syste`me ne retourne a` l’e´quilibre. Pour des tempe´ratures plus
basses, le mode est amorti a` cause d’un taux de collisions e´leve´ (ω0τcoll ∼ 1), mais le syste`me
n’est pas encore dans le re´gime hydrodynamique (ω0τcoll  1) ou` le mode serait a` nouveau
non amorti.
Pour l’analyse des re´sultats, il est utile de de´terminer la transforme´e de Fourier de l’ob-
servable temporelle (Q˜(t) pour t < 0) :
Q(ω) =
∫ ∞
0
dt Q˜(t)eiωt (4.61)
et plus particulie`rement la fonction de re´ponse du syste`me, c’est a` dire la partie imaginaire de
Q(ω). Nume´riquement, elle peut eˆtre facilement obtenue a` partir des re´sultats nume´riques
pour Q˜(t) en utilisant un algorithme de transforme´e de Fourier rapide (FFT) [80]. Pour
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Fig. 4.11 – Haut : Re´ponse quadrupolaire du syste`me (N = 10000 et (kFa)
−1 = −0.5 a` une
excitation du type (Eq. (4.55)) avec c = 0.2mω0 pour diffe´rentes tempe´ratures. On voit que
l’amortissement peut eˆtre important (T/TF = 0.15) ou beaucoup plus faible (T = 1.20TF ).
Bas : Transforme´es de Fourier correspondantes.
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exemple, on montre les transforme´es de Fourier des re´sultats discute´s pre´ce´demment (Fig
4.11). A partir du spectre de Fourier, on peut voir clairement que le spectre du mode dans
le re´gime sans collision, i.e. a` hautes tempe´ratures, pre´sente un pic e´troit pour ω = 2ω0,
comme cela devrait eˆtre le cas pour un gaz ide´al de fermions. Aux tempe´ratures plus basses,
le spectre est e´largi et le centre est de´cale´ vers des fre´quences plus basses. En effet, pour
ces tempe´ratures, le syste`me est plus proche du re´gime hydrodynamique ou` la fre´quence
d’oscillation devrait eˆtre ω =
√
2ω0.
Bien suˆr, le but est de de´terminer les valeurs ωq et Γq correspondant a` la fre´quence et a`
l’amortissement du mode quadrupolaire afin de quantifier ces effets. On pourrait penser que
le moyen le plus simple d’obtenir des valeurs nume´riques serait de fitter la fonction re´ponse
Q˜(t) avec une oscillation amortie de la forme :
Q˜lor(t) = X0e
−Γqt sin(ωqt) (4.62)
dont la fonction de re´ponse est donne´e par la relation :
ImQlor(ω) = −X0
2
[
Γ2q
(ω + ωq)2 + Γ2q
+
Γ2q
(ω − ωq)2 + Γ2q
]
. (4.63)
Cependant, dans le cas d’un fort amortissement, cet ansatz Q˜lor(t) ne reproduit pas les
re´sultats nume´riques. En effet, la transforme´e de Fourier de cet ansatz est une lorentzienne
qui a une forme tre`s diffe´rente de la courbe obtenue par notre simulation nume´rique pour
T/TF = 0.15 ou 0.55 (Fig. 4.11). Par conse´quent, afin d’analyser nos re´sultats, nous avons
besoin d’un ansatz de´crivant mieux la physique du proble`me.
4.3.6 Comparaison avec la me´thode des moments
Dans la plupart des travaux the´oriques sur les modes collectifs des gaz de fermions dans
la phase normale, l’e´quation de Boltzmann n’est pas re´solue nume´riquement mais il est
ne´anmoins possible d’en de´terminer une solution analytique approximative a` l’aide de la
me´thode des moments que l’on a de´ja` de´crite (Sec. 3.1).
En effet, si l’on part de l’e´quation de Boltzmann line´arise´e (Eq. (3.13)) :
feq(1− feq)
(
Φ˙ +
p
m
·∇rΦ−∇r(VT + Ueq) ·∇pΦ + β p
m
·∇rδU
)
= −I[Φ] (4.64)
ou` la perturbation δU est le potentiel d’excitation (Eq. (4.55)) et que l’on combine avec la
fonction test du mode radial quadrupolaire :
Φ =
[
c1(t)(x
2 − y2) + c2(t)(xpx − ypy) + c3(t)(p2x − p2y)
]
, (4.65)
on obtient apre`s e´valuation des moments
∫
dr dp
(2pi)3
(x2−y2), ∫ dr dp
(2pi)3
(xpx−ypy) et
∫
dr dp
(2pi)3
(p2x−
p2y) de l’Eq. (4.64), le syste`me d’e´quations pour les transforme´es de Fourier des coefficients
ci(ω) : 

−iωc1 − c2 = 0
2c1 − iωc2 − 2c3 = −βc
c2 + (
1
τ
− iω)c3 = 0 .
(4.66)
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La solution pour le coefficient c1(ω) est imme´diate :
c1(ω) =
−βc(1− iωτ)
(2ω0 − ω2) + iωτ(ω2 − 4ω0) . (4.67)
Q˜(t) s’e´value facilement :
Q˜(t) =
∫
dr
dp
(2pi)3
f(1− f)Φ(x2 − y2) (4.68)
=
∫
dr
dp
(2pi)3
f(1− f)c1(x2 − y2)2 . (4.69)
Ce qui nous permet d’en trouver la transforme´e de Fourier :
Q(ω) = − 4c
3m2
E
N
1− iωτ
(2ω20 − ω2) + iωτ(ω2 − 4ω20)
, (4.70)
et donc sa partie imaginaire :
ImQmom(ω) = − 8c
3m2
E
N
ωτ
(ω2 − 2ω20)2 + ω2τ 2(ω2 − 4ω20)2
(4.71)
ou` E
N
= mω0〈r2〉 est l’e´nergie moyenne par atome a` l’e´quilibre et τ correspond au temps
de relaxation, de´ja` de´fini, qui de´pend de la section efficace et de la distribution d’e´quilibre.
Dans la structure de cette re´ponse, les fre´quences du re´gime sans collision ω = 2ω0 et du
re´gime hydrodynamique ω =
√
2ω0 jouent un roˆle important. On voit, de plus, que le fit ne
de´pendra que d’un seul parame`tre τ contrairement aux fits par une sinuso¨ıde amortie dans
l’espace re´el : l’optimisation dans la de´termination de la fre´quence et de l’amortissement
du mode s’en trouve ame´liore´e. De plus, cette re´ponse n’est pas une lorentzienne, ce qui
confirme que la structure de la re´ponse pre´dite the´oriquement est plus complexe qu’une
simple sinuso¨ıde amortie.
4.3.7 De´termination de la re´ponse temporelle
Pour aller plus loin dans l’e´tude de la re´ponse par la me´thode des moments, on peut
de´terminer la de´pendance temporelle Q˜mom(t). Pour cela, on part de l’e´quation du mode
quadrupolaire :
iω(ω2 − ω2cl)−
1
τ
(ω2 − ω2h) = 0 (4.72)
et l’on de´finit :
τ˜ ≡ ω0τ et Θ ≡
(
1 + 9τ˜ 2 + 3τ˜
√
6− 39τ˜ 2 + 192τ˜ 4
)1/3
(4.73)
u± ≡ 1
3τ
(
Θ± 1− 12τ˜
2
Θ
)
. (4.74)
L’e´quation des modes peut alors eˆtre re´e´crite sous la forme :
iτ(ω − ω1)(ω − ω2)(ω − ω3) = 0 (4.75)
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ou` les racines ωi sont donne´es par les relations :

ω1 = −i
(
1
3τ
+ u+
) ≡ −iΓ1
ω2 =
√
3
2
u− − i
(
1
3τ
− u+
2
) ≡ ωq − iΓq
ω3 = −
√
3
2
u− − i
(
1
3τ
− u+
2
) ≡ −ωq − iΓq .
(4.76)
Dans le domaine d’e´tude, Γ1 et Γ2 sont toujours ne´gatifs, les poˆles se situent donc dans le
demi plan complexe infe´rieur. L’e´valuation de la transforme´e de Fourier de la re´ponse Q(ω)
par le the´ore`me des re´sidus donne finalement :
Q˜mom(t) =
8c
3τ
E
N
{
(1− Γ1τ)
ω2q + (Γq − Γ1)2
[
e−Γqt cos(ωqt)− e−Γ1t
]− ω2qτ + (Γ1 − Γq)(1− Γqτ)
ωq(ω2q + (Γq − Γ1)2)
sin(ωqt)e
−Γqt
}
(4.77)
pour t > 0 et Q˜mom(t) = 0 pour t < 0, ce que l’on peut re´e´crire sous la forme :
Q˜mom(t) = −Ae−Γqt sinωqt+B(e−Γqt cosωqt− e−Γ1t). (4.78)
La de´pendance temporelle est donc la superposition d’une oscillation amortie avec une
fre´quence ωq et un amortissement Γq et d’un terme exponentiellement de´croissant sans oscil-
lation. On conside´rera que ωq et Γq sont la fre´quence et l’amortissement du mode quadrupo-
laire : pour la de´termination expe´rimentale de ces quantite´s, les donne´es sont habituellement
fitte´es par une fonction dont la forme est similaire a` l’Eq. (4.78) [59].
Un point particulie`rement important a` noter est que la fonction de re´ponse de´termine´e
par la me´thode des moments (Eq. (4.71)) ne de´pend que d’un unique parame`tre τ , ce qui
signifie que toute la physique du proble`me est contenue dans le temps de relaxation τ .
D’autre part, la pre´sence d’un unique parame`tre est aussi un avantage important car il
facilite fortement la proce´dure de fit.
4.4 Etude de la re´ponse du syste`me dans un cas par-
ticulier
Nous allons, dans un premier temps, de´tailler la de´marche que nous avons re´alise´e pour
comparer les re´ponses du syste`me, et donc de´terminer la fre´quence et l’amortissement du
mode et enfin conclure sur les diffe´rences entre notre approche et l’utilisation de la me´thode
des moments.
4.4.1 Comparaison des diffe´rentes re´ponses
De´sormais, nous avons tous les e´le´ments pour comparer la re´ponse du syte`me avec les
diffe´rentes formules provenant de la me´thode des moments ou d’une relaxation simple (lo-
rentzienne). Pour effectuer cette comparaison, nous avons conside´re´ le cas (Fig. 4.12) d’un
syste`me de N = 10000 particules a` T = 0.4TF et (kFa)
−1 = −0.5. La transforme´e de Fourier
de notre simulation est trace´e en traits pleins tandis que le fit par la formule de re´ponse
(Eq. (4.71)) de cette simulation est repre´sente´ par des tirets longs et permet d’obtenir une
valeur du temps de relaxation τsim. On a e´galement fait figurer en pointille´s la courbe ob-
tenue a` partir de la me´thode des moments : il s’agit de la formule (Eq. (4.71)) ou` l’unique
parame`tre τ est de´termine´ par la me´thode des moments. On le note dans ce cas τmom et
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Fig. 4.12 – Transforme´e de Fourier de notre simulation (trait plein) compare´ a` Eq. (4.71) ou`
le parame`tre τ est donne´ par la simulation (tirets longs), par la me´thode des moments (tirets)
ou par une lorentzienne (tirets courts). Le syste`me est un gaz de N = 10000 particules a`
T = 0.4TF et (kFa)
−1 = −0.5.
l’on voit de´ja` qu’il diffe`re de τsim. Enfin, a` titre d’exemple, on a aussi repre´sente´ en tirets
courts une lorentzienne. La comparaison entre la transforme´e de Fourier de nos re´sultats et
Qlor(ω) montre clairement que la structure de Qlor(ω) n’est pas suffisante pour de´crire a` la
fois la position, la largeur et la hauteur du pic. La fre´quence et l’amortissement ne peuvent
donc pas eˆtre correctement extraits de cette simulation. Physiquement, cela signifie, comme
nous l’avons de´ja` signale´, que la de´pendance temporelle de Q˜lor(t) n’est pas assez riche pour
de´crire le syste`me. L’accord avec la re´ponse par la me´thode des moments (Eq. (4.71)) est
par contre excellent. Comme on peut le voir, la hauteur du pic ainsi que la forme ge´ne´rale
de la courbe sont en parfait accord. On peut alors extraire la fre´quence et l’amortissement
du mode a` partir du seul parame`tre de fit : le temps de relaxation τ . Ne´anmoins, on voit
que meˆme si ce parame`tre est de´termine´ de manie`re unique pour un potentiel chimique, une
tempe´rature et une interaction donne´s, le parame`tre τ obtenu par le fit de la simulation et
celui obtenu par la me´thode des moments sont diffe´rents. En effet, si l’on essaie de fitter le
re´sultat nume´rique avec une fonction de la forme de l’Eq. (4.71), avec τ comme parame`tre de
fit, on peut tre`s bien reproduire la fonction de re´ponse nume´rique. Ne´anmoins, le parame`tre
obtenu τsim est plus grand d’environ 30% que celui obtenu par la me´thode des moments.
Ainsi, cette dernie`re permet de rendre compte globalement de la re´ponse du syte`me mais
ne donne pas le bon temps de relaxation. Comme nous le verrons par la suite, on observe
une de´viation significative entre la me´thode des moments et nos simulations de manie`re sys-
te´matique. La conse´quence directe est que l’on obtient une fre´quence et un amortissement
diffe´rents de ceux obtenus par la me´thode des moments.
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me´thode ω0τ ωq/ω0 Γq/ω0
moments 0.451 1.676 0.353
simulation 0.587 1.787 0.336
Tab. 4.1 – Temps de relaxation, fre´quence et amortissement du mode quadrupolaire obtenus
par la me´thode des moments et a` partir des re´sultats du fit de la simulation nume´rique avec
une fonction de la forme Eq. (4.71), correspondant aux courbes en pointille´s et en tirets
longs dans la figure 4.12.
4.4.2 Fre´quence et amortissement du mode
Comme nous venons de le voir, la me´thode des moments permet de rendre compte
de la structure de la re´ponse du syste`me mais pas de de´terminer correctement le temps
de relaxation du gaz τ . Or, dans la me´thode des moments, le temps de relaxation est le
seul parame`tre : il de´termine de manie`re unique la fre´quence et l’amortissement du mode.
La conse´quence d’une erreur dans la de´termination de τ se re´percute donc force´ment sur
ωq et Γq. D’apre`s les e´quations Eq. (4.76) et (4.78), la fre´quence du mode collectif ωq et
l’amortissement associe´ Γq sont connus en fonction de τ :{
ωq =
√
3
2
u−
Γq =
1
3τ
− u+
2
.
(4.79)
On montre (Table 4.1) une comparaison entre la fre´quence et l’amortissement du mode
pour les valeurs de τ obtenues lors de la simulation pre´ce´dente (Fig. 4.12). On constate
que les valeurs du parame`tre τ peuvent eˆtre tre`s diffe´rentes et induire un e´cart dans la
de´termination de la fre´quence et de l’amortissement.
4.4.3 Erreurs sur la fre´quence et l’amortissement
L’e´cart entre les fre´quences et les amortissements obtenus a` l’aide de τsim et τmom peut
eˆtre quantifie´ de manie`re plus pre´cise en cherchant a` de´terminer quel est l’e´cart ∆ωq sur la
fre´quence pour une erreur ∆τ sur le temps de relaxation. Pour cela on part une nouvelle
fois de l’e´quation des modes :
iω(ω2 − ω2cl)−
1
τ
(ω2 − ω2h) = 0 , (4.80)
on pose ω = ωq − iΓq, et on cherche l’erreur associe´e a` une variation ∆τ pour ωq et Γq.
La se´paration entre partie re´elle et partie imaginaire de l’e´quation des modes nous donne le
syste`me : {
ω2q − Γ2q − ω2h = 2Γq( 1τ + Γq)
−Γq(3ω2q − Γ2q − ω2cl) = 1τ (ω2q − Γ2q − ω2h) ,
(4.81)
dont la de´rive´e logarithmique de chacune des e´quations permet d’e´tablir les deux e´quations :
2ωq
ω2q − Γ2q − ω2cl
δωq =
−δτ
τ + Γqτ 2
+
[
1
Γq
+
τ
1 + Γqτ
+
2Γq
ω2q − Γ2q − ω2cl
]
δΓq
[
6ωq
3ω2q − Γ2q − ω2cl
− 2ωq
ω2q − Γ2q − ω2h
]
δωq = −δτ
τ
+
[
1
Γq
+
2Γq
3ω2q − Γ2q − ω2cl
− 2Γq
ω2q − Γ2q − ω2h
]
δΓq
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que l’on notera, en identifiant terme a` terme, sous la forme du syste`me suivant :{
A1δωq = A2δΓq + A3δτ
B1δωq = B2δΓq +B3δτ .
(4.82)
On obtient alors :
∆ωq =
∣∣∣∣A2A1
A1B3 − A3B1
A2B1 − A1B2 +
A3
A1
∣∣∣∣∆τ et ∆Γq =
∣∣∣∣A1B3 − A3B1A2B1 − A1B2
∣∣∣∣∆τ . (4.83)
Dans le cas de la simulation pre´ce´dente (Fig. 4.12), on peut ainsi estimer les erreurs sur la
fre´quence et l’amortissement (Table 4.1) pour ∆τ = 10% :{
ωq = (1.676± 0.046)ω0
Γq = (0.353± 0.053)ω0 . (4.84)
On voit que les barres d’erreurs ne permettent pas force´ment d’inclure les re´sultats de la
simulation et par ailleurs donnent e´galement une part d’erreurs dans la mesure par la me´-
thode des moments, notamment pour l’amortissement. Cette erreur sur le parame`tre τ peut
donc avoir des conse´quences importantes sur l’interpre´tation physique du comportement du
syste`me.
4.5 Comparaison sur une gamme de tempe´rature
Dans la section pre´ce´dente, nous avons compare´ la re´ponse du syste`me obtenue par
la simulation nume´rique avec la re´ponse obtenue par la me´thode des moments pour une
tempe´rature et une interaction fixe´es. Afin d’e´tudier l’influence de ces deux parame`tres,
on re´alise le meˆme traitement sur une gamme e´tendue de tempe´ratures et pour diffe´rentes
interactions. Ainsi, nous allons pre´senter les re´sultats obtenus lorsque la tempe´rature varie
entre 0.2TF et TF pour trois interactions diffe´rentes (kFa)
−1 = −0.1, −0.5 et −1.0.
4.5.1 Taux de collisions sur une gamme de tempe´rature
Avant de de´terminer la re´ponse du syste`me, il est important de savoir si le taux de
collisions obtenu par notre simulation est conforme a` la pre´diction the´orique donne´e par
simulation Monte Carlo. On a repre´sente´ (Fig. 4.13) le re´sultat du taux de collisions avec et
sans prise en compte du blocage de Pauli pour les deux interactions extreˆmes. On remarque,
comme on s’y attend intuitivement, que le nombre de collisions est bien plus important,
pour une tempe´rature donne´e, dans le cas d’une interaction forte. Dans tous les cas, le taux
de collisions passe par un maximum pour T ∼ 0.4TF . En effet, pour les basses tempe´ratures,
le nombre de collisions ge´ome´triquement possibles (N
(+blocked)
coll ) est tre`s e´leve´ mais le blocage
de Pauli est tre`s important, ce qui re´duit conside´rablement le nombre de collisions effectives.
A haute tempe´rature, le blocage de Pauli ne joue quasiment plus aucun roˆle mais le nombre
de collisions est lui aussi beaucoup moins e´leve´. Donc, la compe´tition entre ces deux effets
conduit a` un maximum qui se situe vers 0.4TF .
Le re´sultat obtenu (Fig. 4.13) par la simulation est tre`s satisfaisant sur la gamme de
tempe´rature e´tudie´e. Ne´anmoins, a` cause d’une incertitude sur l’e´chantillonage de l’espace
des phases par notre programme pour les tre`s basses tempe´ratures T < 0.2TF , nous avons
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Fig. 4.13 – Taux de collisions en fonction de la tempe´rature pour une interaction forte
(kFa)
−1 = −0.1 (gauche) et faible (kFa)−1 = −1.0 (droite). Le taux de collisions obtenu
par la simulation nume´rique et comptage des collisions (cercles vides) est compare´ au taux
de collisions calcule´ par le Monte Carlo (trait plein). Dans les deux cas, on regarde le cas
avec ou sans prise en compte du blocage de Pauli. Dans le cas d’une interaction faible, il y
a une le´ge`re de´viation pour les faibles tempe´ratures et avec blocage de Pauli. Ce cas met
en e´vidence la difficulte´ de de´crire l’espace des phases (donc le blocage de Pauli) pour les
tempe´ratures tre`s faibles. Partout ailleurs, l’accord est parfait entre la formule the´orique et
notre simulation.
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choisi de restreindre l’e´tude a` T compris entre 0.2TF et TF . En effet, comme on peut le voir
(Fig. 4.13), le taux de collisions obtenu par simulation est supe´rieur au taux the´orique pour
les faibles tempe´ratures, notamment dans le cas du gaz en interaction faible. Cet e´cart est
essentiellement duˆ a` une difficulte´ d’e´chantillonage de l’espace des phases pour les faibles
tempe´ratures. On pourrait ame´liorer le taux de collisions en diminuant la largeur des gaus-
siennes, mais cela impliquerait d’augmenter le nombre de particules tests (pour conserver
w3rNtest constant). Par conse´quent, nous avons choisi de nous concentrer sur un domaine
de tempe´rature compris entre 0.2TF et TF ou` le taux de collisions est correctement de´crit
par notre programme sans ausune adaptation. De plus, proche de l’unitarite´, la tempe´rature
critique d’apparition de la phase superfluide est TC ' 0.3TF , il n’est donc pas cohe´rent de
regarder la re´ponse du syste`me pour T < 0.3TF dans le cas (kFa)
−1 = −0.1.
Ainsi, la description du taux de collisions, donne´e par notre simulation, est correcte sur la
gamme de tempe´rature et pour toutes les interactions conside´re´es. On peut donc appliquer
toute l’e´tude re´alise´e pre´ce´demment pour une tempe´rature particulie`re (Sec. 4.4) de manie`re
syste´matique.
4.5.2 Temps de relaxation du gaz d’atomes
L’e´tude du temps de relaxation τ permet de de´terminer l’e´volution temporelle du gaz. Il
de´pend fortement du nombre de collisions dans le gaz et ne´cessite donc une bonne description
des collisions dans le nuage d’atomes (Sec. 4.5.1). De plus, nous avons vu que notre me´thode
d’analyse permettait de de´duire le temps de relaxation τ de la re´ponse du gaz dans l’espace
de Fourier, τ e´tant l’unique parame`tre de l’analyse (Sec. 4.4.1) (c’est-a`-dire que l’on retrouve
comple`tement la forme de la re´ponse en jouant uniquement sur cet unique parame`tre pour
une gamme de tempe´ratures a` diffe´rentes interactions).
On pre´sente (Fig. 4.14) la valeur de 1/τ obtenue en fonction de la tempe´rature et pour
chaque interaction conside´re´e. Il est important de noter que pour obtenir un seul point de ces
courbes, on doit simuler la re´ponse du gaz de N = 10000 particules et Ntest = 5 particules
tests par particule a` une excitation du mode quadrupolaire dans un pie`ge sphe´rique, c’est-a`-
dire en pratique 24 heures de calcul sur un ordinateur standard actuel. Une fois cette re´ponse
obtenue, on en prend la transforme´e de Fourier que l’on fitte avec l’Eq. (4.71). Ce fit avec
un seul parame`tre nous donne la valeur du temps de relaxation τ . Il re´sulte de cette e´tude
syste´matique une le´ge`re dispersion des re´sultats due notamment au fit de la transforme´e
de Fourier. Ne´anmoins, l’e´cart pour une valeur de τ entre deux points successifs est bien
infe´rieure aux effets que l’on cherche a` regarder, c’est a` dire l’e´cart entre la valeur de τsim
donne´e par la simulation et celle τmom donne´e par la me´thode des moments.
On trouve (Fig. 4.14) que le temps de relaxation donne´ par la simulation est syste´mati-
quement plus grand de 30% que celui donne´ par la me´thode des moments. Le comportement
global de τ en fonction de la tempe´rature est le meˆme pour la simulation et pour la me´thode
des moments, mais quantitativement, les deux me´thodes ont un de´saccord de l’ordre de 30%
sur toute la gamme de tempe´rature ou` notre simulation nume´rique peut eˆtre conside´ree
comme fiable (T > 0.2TF ). Ce point est tre`s important dans le sens ou` cela implique une
valeur de la fre´quence ωq et de l’amortissement Γq tre`s diffe´rente de celles donne´es par la
me´thode des moments.
Ce de´saccord vient sans doute, entre autres, du fait que la me´thode des moments donne
seulement une moyenne du temps de relaxation : a` partir de l’approximation de densite´
locale, on peut de´finir a` chaque point r du syste`me, un temps de relaxation τ(r) correspon-
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Fig. 4.14 – Comparaison de 1/τmom et 1/τsim en fonction de la tempe´rature pour diffe´rentes
valeurs de l’interaction d’un syste`me de N = 10000 particules. 1/τmom est obtenu a` partir de
la me´thode des moments, tandis que chaque point repre´sente une valeur de 1/τsim obtenue
a` partir de la simulation nume´rique. La le´ge`re dispersion des re´sultats est due a` la transfor-
me´e de Fourier et au fit correspondant. Ne´anmoins, l’e´cart entre deux points est bien plus
faible que l’e´cart avec la courbe des moments. On observe pour chaque interaction un e´cart
syste´matique de l’ordre d’environ 30% entre la me´thode des moments et la simulation.
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dant a` celui d’un gaz uniforme ayant une densite´ ρ(r). On peut imaginer que ce temps de
relaxation pourrait eˆtre tre`s diffe´rent selon la re´gion du syste`me dans laquelle on se trouve.
En particulier, loin du centre, le gaz est tre`s dilue´ et le temps de relaxation dans cette re´gion
sera beaucoup plus grand qu’au centre. Bien suˆr, dans la moyenne du temps de relaxation
effectue´e par la me´thode des moments, la partie e´loigne´e du centre a un poids plus important
que le coeur du gaz, mais cela ne suffit peut-eˆtre pas. Si le poids n’est pas suffisant, le temps
de relaxation moyen τ est plus faible qu’il ne devrait eˆtre. Ainsi, on obtient un parame`tre
1/τ trop important, comme on l’observe sur la figure (Fig. 4.14) dans le cas d’une me´thode
des moments ou` l’on ne prend en compte que les moments d’ordre 2. Nous verrons que l’on
peut ame´liorer ce re´sultat en prenant en compte les moments d’ordre supe´rieurs (Sec. 4.6).
En effet, dans l’exemple du mode quadrupolaire, un temps de relaxation de´pendant du point
de l’espace r signifie que le gaz serait plus ou moins hydrodynamique au centre et dans un
re´gime sans collision dans les re´gions plus dilue´es. Ceci signifie alors que la de´formation de
la surface de Fermi est plus forte loin du centre du pie`ge. Il paraˆıt alors naturel d’inclure
dans la fonction test pour la fonction de distribution perturbe´e, en plus du terme standard
(∝ p2x− p2y) de´crivant la de´formation de la surface de Fermi, un terme ∝ r2(p2x − p2y) qui est
un moment d’ordre 4 prenant en compte la de´pendance en r.
4.5.3 Fre´quence et amortissement du mode quadrupolaire
Comme nous venons de le voir (Sec. 4.5.2), la simulation nume´rique donne syste´matique-
ment un temps de relaxation τ plus grand que celui obtenu par la me´thode des moments.
Comme la fre´quence ωq et l’amortissement Γq du mode quadrupolaire sont parame´trise´s par
ce temps de relaxation τ , on peut se demander a` quel point cet e´cart sur la valeur de τ
affectera les re´sultats pour ωq et Γq. Comme nous sommes inte´resse´s principalement par le
re´gime interme´diaire (ωτ ∼ 1) entre les limites hydrodynamique et sans collision, on peut
en effet penser qu’une diffe´rence de 30% sur τ peut comple`tement changer la de´pendance
en tempe´rature de ωq et Γq, comme nous l’avons de´ja` observe´ dans un cas particulier (Sec.
4.4.2).
On peut ainsi constater (Fig. 4.15) que le re´sultat nume´rique reste beaucoup plus proche
de la limite sans collision pour des tempe´ratures beaucoup plus basses que les re´sultats
obtenus par la me´thode des moments. En fait, meˆme des erreurs plus faibles sur le parame`tre
τ peuvent avoir un effet non ne´gligeable sur ωq et Γq. On observe par exemple (Fig. 4.15) les
barres d’erreurs que l’on obtient si l’on suppose une erreur de 10% sur τ . Meˆme si, au regard
de l’accord entre la simulation et le taux de collisions the´orique, on peut raisonnablement
penser que notre erreur sur la de´termination du temps de relaxation ne de´passe pas 10%.
Chaque barre d’erreur est de´termine´e a` partir des e´quations Eqs. (4.83) pour la valeur de
τ obtenue pre´ce´demment. Or, nous avons remarque´ que ces valeurs de τ ont une dispersion
due a` la me´thode d’analyse. Par conse´quent, on obtient le meˆme genre de comportement
pour les courbes ωq±∆ωq et Γq±∆Γq sur la figure (Fig. 4.15). L’e´tude des barres d’erreurs
permet de voir que l’incertitude sur la de´termination de la fre´quence et de l’amortissement
est plus importante dans le cas des syste`mes en forte interaction. En effet, une erreur de
10% sur le temps de relaxation τ dans le cas (kFa)
−1 = −1.0 engendre une barre d’erreur
bien moins importante que pour une interaction forte (kFa)
−1 = −0.1. Cet effet s’accentue
encore lorsque l’on s’approche de la tempe´rature critique TC ' 0.3TF ou` les barres d’erreurs
augmentent fortement meˆme si le temps de relaxation τ , la fre´quence ωq et l’amortissement
Γq restent finis.
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Fig. 4.15 – Comparaison de la fre´quence et de l’amortissement en fonction de la tempe´-
rature de´termine´s soit par la me´thode des moments soit par nos simulations. Le syste`me
est un gaz de N = 10000 particules, proche de l’unitarite´ (kFa)
−1 = −0.1, dans un re´gime
d’interaction interme´diaire (kFa)
−1 = −0.5 ou faible (kFa)−1 = −1.0. A titre indicatif, on
donne aussi la barre d’erreur a` 10% sur le temps de relaxation pour calcul de la fre´quence
et de l’amortissement.
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4.6 Me´thode des moments d’ordre supe´rieur
Les re´sultats nume´riques de la de´termination de la re´ponse d’un gaz de fermions froids
a` une excitation ont permis de mettre en e´vidence un e´cart syste´matique entre la valeur
du temps de relaxation obtenue par la me´thode des moments (Sec. 3.6) et par l’analyse de
la simulation nume´rique (Sec. 4.5.2). Ainsi, le parame`tre τ est toujours plus important par
la me´thode des moments. Nous avons de´ja` vu une explication possible (Sec. 4.5.2) : dans
l’approximation de densite´ locale, il existe un temps de relaxation τ(r) pour chaque point
r du gaz qui est bien plus important loin du centre. Si la ponde´ration n’est pas suffisante,
le temps de relaxation moyen est plus petit que la valeur re´elle. Ainsi, si l’on conside`re
les moments d’ordre supe´rieur, on peut s’attendre a` obtenir un temps de relaxation plus
important. Il est donc inte´ressant de voir si cette me´thode permet de se rapprocher ou
meˆme de confirmer la simulation de l’e´quation de Boltzmann.
4.6.1 De´termination de la re´ponse
Pour inclure les effets des moments d’ordre supe´rieur, on part donc d’une nouvelle fonc-
tion test :
Φ =
{
c1(x
2 − y2) + c2(xpx − ypy) + c3(p2x − p2y)
+ c4r
2(x2 − y2) + c5p2(x2 − y2) + c6r · p(x2 − y2)
+ c7r
2(xpx − ypy) + c8p2(xpx − ypy) + c9r · p(xpx − ypy)
+ c10r
2(p2x − p2y) + c11p2(p2x − p2y) + c12r · p(p2x − p2y)
}
. (4.85)
La restriction de Φ a` ses trois premiers termes permet de retrouver l’ansatz pour la me´thode
des moments initiale. On repart ensuite de l’e´quation de Boltzmann line´arise´e qui s’e´crit :
Φ˙ +
p
m
· ∇rΦ−∇rVT (r) ·∇pΦ + β p
m
·∇rδU = −I[Φ] (4.86)
avec
VT (r) =
1
2
mω2r2 et δU =
c
2
(
x2 − y2) δ(t) (4.87)
le potentiel de pie`ge harmonique sphe´rique et la perturbation pour exciter le mode quadru-
polaire.
Etant donne´e la lourdeur des calculs, nous avons e´crit, la de´termination de la re´ponse
du gaz, de manie`re plus syste´matique et plus concise que pre´ce´demment. Pour cela, on se
place dans la base telle que :
Φ = (c1, c2, c3, c4, c5, c6, c7, c8, c9, c10, c11, c12) e
−iωt , (4.88)
que l’on note aussi :
Φ =
12∑
i=1
ciϕi (4.89)
ou`, par exemple, ϕ1 = (x
2 − y2).
L’e´criture de la fonction test dans cette base permet d’e´valuer les diffe´rents termes de
l’e´quation de Boltzmann, ainsi on a :
Φ˙ = −iωΦ ≡ v1 (4.90)
4.6 Me´thode des moments d’ordre supe´rieur 101
pour le premier terme,
p
m
·∇rΦ = (0, 2c1, c2, 0, c6, 2c4, 2c4, 2c5 + c9, 2c6 +2c7, c7, c8 + c12, c9 +2c10)e−iωt ≡ v2 (4.91)
pour le second terme,
−mω20r ·∇pΦ = (c2, 2c3, 0, c6 + c7, c8, 2c5 + c9, c9 +2c10, 2c11, 2c8 +2c12, c12, 0, 2c11)e−iωt ≡ v3
(4.92)
pour le troisie`me terme et
βp ·∇rδU = cβδ(t)(0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)≡ v4 (4.93)
pour l’excitation du mode.
Ensuite, la me´thode des moments consiste a` inte´grer l’e´quation de Boltzmann (dans
laquelle on a remplace´ Φ par son expression) multiplie´e par un e´le´ment ϕi de la base,
conduisant a` un jeu de douze e´quations. La base des ϕi e´tant ferme´e sur l’application des
termes du membre de gauche de l’e´quation de Boltzmann, on de´finit la matrice des moments
M = (mij)16(i,j)612 par :
mij =
∫
dr
dp
(2pi)3
f(1− f)ϕiϕj , (4.94)
ce qui donne la matrice :

4〈x2〉
mβω2
0
0 0
28〈x2〉
3mβω2
0
4m〈x4〉
β
0 0 0
4m〈x2〉
3β
0 0 0
0
2m〈x2〉
β
0 0 0
4m〈x2〉
3β
10m〈x2〉
3β
10m3〈x2〉ω2
0
3β
0 0 0
4m3〈x2〉ω2
0
3β
0 0
4m3〈x2〉ω2
0
β
0 0 0 0 0
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0
3β
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0
β
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0
3β
0
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3mβω2
0
0 0
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5mβω2
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15β
0 0 0
4m〈x2〉
β
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15β
4m3〈x6〉ω2
0
3β
0 0 0
6m3〈x6〉ω2
0
5β
4m3〈x6〉ω2
0
3β
28m5〈x6〉ω4
0
15β
0
0 0
4m3〈x2〉ω2
0
β
0 0 0 0 0
4m3〈x6〉ω2
0
3β
4m3〈x6〉ω2
0
β
28m5〈x6〉ω4
0
5β
0
0 0
28m5〈x2〉ω4
0
3β
0 0 0 0 0
28m5〈x6〉ω4
0
15β
28m5〈x6〉ω4
0
5β
84m7〈x6〉ω6
0
5β
0
0
4m3〈x2〉ω2
0
3β
0 0 0
8m3〈x6〉ω2
0
15β
4m3〈x6〉ω2
0
3β
28m5〈x6〉ω4
0
15β
0 0 0
28m5〈x6〉ω4
0
15β


(4.95)
avec la de´finition suivante :
〈xn〉 =
∫
dr dp
(2pi)3
xnf . (4.96)
Un exemple de calcul des coefficients de la matrice est donne´ en annexe (Annexe C). On
peut appliquer cette matrice aux vecteurs vi pour de´terminer les douze e´quations re´sultantes
pour le membre de gauche de l’e´quation de Boltzmann. On obtient alors :
M (v1 + v2 + v3 + v4) = MIΦ (4.97)
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ou` MI est la matrice pour le terme de collision :
MI =


0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 M1 0 0 0 0 0 M2 3M2 M3 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 M4 0 0 0
2
5
M4
0 0 M2 0 0 0 0 0
17
90
M5
1
3
M5
1
3
M6 0
0 0 3M2 0 0 0 0 0
1
3
M5 M5 M6 0
0 0 M3 0 0 0 0 0
1
3
M6 M6 M7 0
0 0 0 0 0 0 0 2
5
M4 0 0 0 M8


(4.98)
pour laquelle on a de´fini les termes :
Mi =
1
5pi2m
∫ ∞
0
dr r2
∫ ∞
0
dk k2
∫ ∞
0
dq q7
dσ
dΩ
∫ 1
−1
dγ
∫ 1
−1
dγ′
Fi
[cosh(β(E − µ0)) + cosh(βkqγ/2m)][cosh(β(E − µ0)) + cosh(βkqγ′/2m)] (4.99)
avec :
F1 = Θ
F2 =
1
3
r2Θ
F3 = K
F4 =
10
9
r2k2γ2(1− γ′2)
F5 = r
4Θ
F6 = r
2K
F7 =
(
k2
4
+ q2
)2
Θ + 4
(
k2
4
+ q2
)
γ2
(
1− γ′2
)
k2
+
1
3
k4
(
4γ2
(
1− γ′2
)
− γ2 (1− γ2))
F8 =
1
36
k2r2(9Θ + 28γ2(1− γ′2))
et :
Θ = 1 + 2γ2 − 3γ2γ′2
K = (q2 +
k2
4
)Θ + 2k2γ2(1− γ′2) .
Tous ces termes ayant pour unite´ les unite´s du pie`ge harmonique. Chacun des huit termes
Mi est e´value´ par un Monte Carlo.
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On cherche maintenant a` de´terminer l’observable physique importante :
〈x2 − y2〉 =
∫
drdp
(2pi)3
f(1− f)Φ(x2 − y2)
=
∫
drdp
(2pi)3
f(1− f)(x2 − y2) [c1(x2 − y2) + c4r2(x2 − y2)
+ c5p
2(x2 − y2) + c9r · p(xpx − ypy)
]
e−iωt . (4.100)
D’ou` l’on trouve la fonction de re´ponse du syste`me, en prenant la partie imaginaire de :
Qmom,4(ω) = 4kBT
[
c1〈x2〉+ 7c4 + 3c5 + c9
3
〈x4〉
]
. (4.101)
Ainsi, pour obtenir la re´ponse du gaz ImQmom,4(ω), on doit e´valuer les coefficients c1, c4,
c5 et c9. Au cours de l’e´tude pre´ce´dente (Sec. 4.3.6), nous avions uniquement duˆ calculer le
coefficient c1. A partir de cette e´tape, la re´solution a e´te´ nume´rique.
4.6.2 Etude de la re´ponse
A partir de l’e´quation (4.101) obtenue pre´ce´demment, on de´termine la re´ponse du sys-
te`me ImQmom,4. Pour cela, on re´sout nume´riquement le syste`me matriciel (Eq. (4.97)) pour
lequel on doit ge´ne´rer tous les coefficients Mi de la matrice de collision MI par Monte Carlo.
Remarquons que la de´termination du coefficient M1 revient au calcul de Monte Carlo utilise´
pour la me´thode des moments d’ordre 2. En effet, la restriction a` un syste`me 3× 3 des trois
premie`res lignes et colonnes de l’Eq. (4.97) est e´quivalent a` la me´thode des moments d’ordre
2.
Le premier re´sultat (Fig. 4.16) correspond a` la re´ponse d’un syste`me de N = 10000
particules a` T = 0.4TF et (kFa)
−1 = −0.5 pour le mode quadrupolaire. Ce re´sultat avait
de´ja` e´tait pre´sente´ (Sec. 4.4.1) pour comparer la transforme´e de Fourier de la simulation
(trait plein) et le fit a` partir de la formule de la re´ponse donne´e par la me´thode des moments
(tirets). De´sormais, on ajoute la re´ponse obtenue par la me´thode des moments d’ordre 4
(tirets longs) que l’on compare a` la re´ponse obtenue par la me´thode des moments d’ordre
2 (pointille´s). Cette courbe montre de toute e´vidence le meilleur accord entre la simulation
nume´rique et la me´thode des moments d’ordre 4. En effet, contrairement a` la me´thode
des moments d’ordre 2, la forme de la courbe (largeur et hauteur du pic) est aussi bien
reproduite, mais la position du pic est plus proche de la valeur obtenue par la simulation.
Ce re´sultat permet de valider deux choses : tout d’abord, l’accord entre la me´thode des
moments d’ordre 4 et la simulation nume´rique n’e´tant a priori pas e´vident en premier lieu,
on peut raisonnablement penser que le re´sultat obtenu dans les deux cas est correct. En
effet, ces deux me´thodes font appel a` des calculs analytiques et des programmes nume´riques
comple`tement diffe´rents, le seul point commun e´tant la the´orie de transport contenue dans
l’e´quation de Boltzmann sous-jacente au proble`me pose´. Ensuite, nous avons montre´ que
les moments d’ordre supe´rieur ont un poids non ne´gligeable dans la de´termination des ob-
servables physiques telles que le temps de relaxation. La prise en compte de ces moments
permet de retrouver le comportement physique du syste`me, il est donc ne´cessaire d’en tenir
compte notamment pour la de´termination de la fre´quence et de l’amortissement du mode
collectif. On peut donc se demander comment, a` partir de la me´thode des moments d’ordre
4, de´terminer la fre´quence et l’amortissement du mode. En effet, pour l’instant notre e´tude
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Fig. 4.16 – Transforme´e de Fourier de notre simulation (trait plein) compare´e a` la fonction
de re´ponse obtenue par la me´thode des moments a` l’ordre 2 (Eq. (4.71)) et la me´thode
des moments a` l’ordre 4 (Eq. (4.101)). Le syste`me est un gaz de N = 10000 particules a`
T = 0.4TF et (kFa)
−1 = −0.5. Le fit obtenu par la me´thode des moments d’ordre 4 est plus
proche de la simulation nume´rique. Pour comparaison, on trace aussi le fit de la simulation
nume´rique. On voit que l’accord de la me´thode des moments d’ordre 4 est presque aussi bon
que le fit avec la simulation nume´rique.
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Fig. 4.17 – Comparaison de la re´ponse pour la simulation (traits pleins), la me´thode des
moments d’ordre 2 (tirets longs) et la me´thode des moments d’ordre 4 (tirets courts) pour
trois tempe´ratures et une interaction constante 1/kFa = −0.5. On voit que l’accord entre
me´thode des moments d’ordre 4 et simultion est excellent, surtout a` haute tempe´rature.
Pour les tempe´ratures plus basses, il existe un le´ger e´cart, mais nous avons vu (Sec. 4.5.1)
que la simulation nume´rique est moins satisfaisante pour ces tempe´ratures.
permettait de de´duire ωq et Γq uniquement a` partir du seul parame`tre τ . La premie`re ide´e
serait donc de fitter la courbe obtenue par la formule (Eq. (4.71)) avec τ comme parame`tre
de fit afin d’obtenir un temps de relaxation effectif. Ne´anmoins, de manie`re rigoureuse, la
re´ponse a` l’ordre 4 est plus riche et de´pend en fait de plusieurs parame`tres. Ceci est conforte´
par le fait que les points expe´rimentaux ne sont jamais sur le cercle hydrodynamique donne´
par la me´thode des moments d’ordre 2. La seule alternative correcte pour de´terminer la fre´-
quence et l’amortissement du mode est donc de les de´finir comme solutions du de´terminant
12× 12 de l’e´quation de Boltzmann pour la me´thode des moments d’ordre 4, c’est-a`-dire a`
partir de l’e´quation des modes ge´ne´ralise´e. Toutefois, notre but est ici de valider a` la fois
notre simulation et la me´thode des moments d’ordre 4 : une telle e´tude est donc re´serve´e a`
un travail ulte´rieur. Afin de bien prouver que les deux approches co¨ıncident, nous montrons
(Fig. 4.17) nos re´sultats pour diffe´rentes tempe´ratures : a` nouveau, seules les basses tempe´-
ratures (pour lesquelles notre simulation est le´ge`rement moins satisfaisante) pre´sentent un
tre`s faible e´cart. Pour les plus hautes tempe´ratures, l’accord est excellent.
4.7 Perspectives
Dans le travail qui vient d’eˆtre pre´sente´, nous avons uniquement conside´re´ un syste`me
de N = 10000 particules dans un pie`ge sphe´rique en ne´gligeant le potentiel de champ moyen
et les effets de milieu sur la section efficace dans le milieu. L’insuffisance de la me´thode
des moments au second ordre a e´te´ montre´e par la comparaison avec les simulations nu-
me´riques. Dans les e´tudes futures, on peut appliquer cette me´thode nume´rique pour des
cas plus re´alistes. En particulier, afin d’atteindre le nombre typique d’atomes pre´sents dans
les expe´riences, nous devons augmenter N d’un facteur de l’ordre de ∼ 10 − 100. Cepen-
dant, malgre´ la limitation due au temps de calcul, ceci pourrait a priori ne pas poser un
e´norme proble`me. En effet, si l’on augmente le nombre de particules N en gardant le rapport
T/TF constant, on doit conside´rer des largeurs de gaussiennes wr et wp plus importantes
(∝ N1/6) (les conditions sur les gaussiennes peuvent rester satisfaites pour le meˆme nombre
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de particules totales N [81]). Le temps de calcul augmentera alors uniquement a` cause d’un
taux de collisions plus important (la section efficace des particules tests e´tant alors plus
importante). Un autre point concerne la ge´ome´trie du pie`ge : les pie`ges expe´rimentaux ne
sont pas sphe´riques mais allonge´s, ce qui ne cause aucun proble`me pour la propagation des
particules. Dans le calcul du nombre d’occupation, en revanche, il sera probablement ne´ces-
saire de remplacer la largeur des gaussiennes wr dans l’espace des positions par diffe´rentes
largeurs wx, wy et wz dans les trois directions de l’espace. Un autre avantage important de
notre me´thode nume´rique est que l’on pourra inclure facilement un potentiel anharmonique
qui est toujours pre´sent dans les expe´riences re´elles.
Une autre possibilite´ sera d’inclure le champ moyen et la section efficace dans le milieu.
Le champ moyen, qui de´pend de la tempe´rature T et du potentiel chimique µ, peut eˆtre
exprime´ comme une fonction de la densite´ et de la densite´ d’e´nergie locales, que l’on peut
toutes les deux obtenir dans notre simulation. Le cas de la section efficace dans le milieu
est bien plus complique´ car elle de´pend de trop de variables pour eˆtre tabule´e : σ = σ(k =
|p+p1|/2, q = |p−p1|;µ, T ). Une solution a` ce proble`me est de remplacer la de´pendance en
k et q de la section efficace dans le milieu par une simple parame´trisation pour laquelle on
obtient le meˆme temps de relaxation local τ(µ, T ). Nous avons vu dans la premie`re partie
de cette the`se qu’avec la me´thode des moments a` l’ordre 2, l’utilisation de la section efficace
dans le milieu de´truisait l’accord avec les donne´es expe´rimentales car le temps de relaxation
obtenu e´tait trop faible. Or, nous avons montre´ que la simulation nume´rique donne un temps
de relaxation plus important que la me´thode des moments ; on peut donc espe´rer re´soudre
ce proble`me.
Enfin, d’autres possibilite´s concernent la ge´ne´ralisation a` un gaz de Fermi polarise´ (f↑ 6=
f↓) et aux syste`mes superfluides. Ne´anmoins, ces questions ne´cessitent en premier lieu une
e´tude the´orique fondamentale plus approfondie.
Conclusion
Au cours de cette the`se, nous avons e´tudie´ la dynamique des modes collectifs dans un
gaz de fermions froids. Cette e´tude se place dans le contexte du BEC-BCS crossover et notre
travail se concentre plus particulie`rement sur la phase normale du coˆte´ BCS du BEC-BCS
crossover. La possibilite´ de refroidir un gaz de fermions a` des tempe´ratures extreˆmement
basses permet de mettre en e´vidence des phe´nome`nes purement quantiques tels que le blo-
cage de Pauli et l’apparition d’une phase superfluide BCS. Les re´sultats expe´rimentaux
sugge`rent que la transition entre la phase superfluide et un re´gime de fluide normal est
accompagne´e d’un fort amortissement de l’oscillation des modes collectifs.
Le premier travail de cette the`se a e´te´ d’inclure les effets de milieu de manie`re consis-
tante dans la propagation des particules de´crite par l’e´quation de Boltzmann. L’inclusion
de ces effets de milieu de type Hartree conduit a` l’e´mergence d’une instabilite´ non physique
pour les fortes interactions. Nous avons donc utilise´ l’approximation de la matrice T qui est
approprie´e a` la description d’un syste`me en interaction forte, donc proche de l’unitarite´. En-
suite, nous avons utilise´ la me´thode des moments qui permet de de´terminer analytiquement
l’e´quation des modes, c’est-a`-dire un jeu d’e´quations ve´rifie´es par la fre´quence et l’amortisse-
ment du mode collectif. Ces deux quantite´s physiques ont alors e´te´ de´termine´es selon divers
degre´s d’approximation. On a ainsi pu voir successivement l’effet de la statistique de Fermi,
de l’inclusion du champ moyen puis de la section efficace dans le milieu. Le premier re´sultat
important concerne la de´termination de la fre´quence d’oscillation du mode radial quadru-
polaire pour une interaction faible : contrairement a` la pre´diction the´orique dans ce re´gime
sans collision, la valeur expe´rimentale montrait de toute e´vidence un rapport de fre´quence
ω/ωr supe´rieur a` 2. Notre approche a permis, pour la premie`re fois, de confirmer ce re´sultat
expe´rimental. Nous avons aussi e´tudie´ le cas du mode ciseaux pour une interaction moyenne
et a` l’unitarite´ ainsi que les modes radial quadrupolaire et radial de respiration a` l’unitarite´.
L’inclusion du champ moyen permet d’ame´liorer l’accord entre notre e´tude et les donne´es
expe´rimentales. On remarque notamment que sur toute la gamme de tempe´rature, la forme
des courbes repre´sentant la fre´quence et l’amortissement est plus satisfaisante. La courbe
de la fre´quence en fonction de l’amortissement, permettant de s’affranchir de l’incertitude
sur la mesure de la tempe´rature, n’a plus la forme d’un cercle, ce qui est plus proche avec
les donne´es expe´rimentales. L’inclusion de la section efficace dans le milieu a pour effet de
compenser les ame´liorations obtenues par l’inclusion du champ moyen et de la statistique
de Fermi. Cet effet est encore plus important a` l’unitarite´. On peut penser que pour de si
fortes interactions, la description du gaz par l’e´quation de Boltzmann avec une telle section
efficace n’est plus correcte ou que l’e´tude du syste`me par la me´thode des moments d’ordre
2 n’est pas suffisante.
Apre`s avoir fait cette e´tude semi-nume´rique, nous avons voulu savoir si la me´thode des
moments utilise´e permettait de de´crire correctement le comportement du gaz. De plus, pour
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comparer avec les re´sultats expe´rimentaux qui mettent en e´vidence des effets d’anharmo-
nicite´, il faut tenir compte de la forme re´elle du pie`ge magne´to-optique. Nous avons donc
re´alise´ un code nume´rique de l’e´quation de Boltzmann pour de´terminer l’e´volution tempo-
relle d’un gaz de fermions froids. La description de l’e´volution des particules par l’e´quation
de Boltzmann dans l’espace des phases se de´compose en une partie propagative et une partie
collisionnelle. Nous avons utilise´ la me´thode des particules tests afin d’avoir une description
ge´ne´rale de l’espace des phases. Ne´anmoins pour e´viter les proble`mes nume´riques, il est
ne´cessaire d’associer une largeur aux particules : chaque particule est donc repre´sente´e par
une gaussienne dont on peut modifier la largeur pour de´terminer la densite´ et le taux de
collisions. La propagation des particules est, quant a` elle, assure´e par l’algorithme de Verlet
qui permet de conserver l’e´nergie du syste`me et de minimiser le nombre d’e´valuations de
la force. Nous avons aussi optimise´ le pas de temps et le nombre de particules tests pour
re´soudre correctement les e´quations du mouvement. Le terme de collision est de´termine´ par
la possibilite´ d’une collision ge´ome´trique pour deux particules avec une section efficace de
collision d’onde s. Pour chaque collision, on e´value le taux d’occupation de l’e´tat final ce qui
permet de de´terminer si la collision est bloque´e ou non par le principe d’exclusion de Pauli.
Dans un premier temps, nous avons de´crit la dynamique d’un gaz de fermions sans champ
moyen et avec une section efficace libre. En effet, notre e´tude initiale a montre´ que l’inclusion
de la statistique de Fermi donne de´ja` une bonne ide´e de la fre´quence et de l’amortissement
du mode collectif en fonction de la tempe´rature. Les premie`res simulations nume´riques ont
donc concerne´ les modes de Kohn et monopolaire pour un gaz dans un pie`ge sphe´rique
harmonique. Ces modes sont non amortis et oscillent avec une fre´quence e´gale ou double de
celle du pie`ge. Ceci constitue une ve´rification du the´ore`me de Kohn et du comportement
du mode monopolaire par notre programme. Par la suite, la majeure partie de notre travail
a e´te´ de simuler le mode quadrupolaire pour un gaz de fermions froids. Contrairement aux
deux premiers modes e´tudie´s, celui-ci est amorti et sa fre´quence d’oscillation de´pend de la
tempe´rature et de l’interaction. L’analyse de nos re´sultats a e´te´ faite en utilisant le temps
de relaxation τ comme unique parame`tre de fit pour la fonction de re´ponse. Avec cette
e´tude syste´matique, nous avons compare´ la re´ponse donne´e par notre programme avec celle
donne´e par la me´thode des moments. Nous avons constate´ que la me´thode des moments
permettait de retrouver la forme de la re´ponse mais pas la valeur du temps de relaxation.
La me´thode des moments semble donc contenir la physique de´terminant la re´ponse mais
sous-e´value le temps de relaxation τ . L’erreur sur le temps de relaxation est de l’ordre de
30%, ce qui engendre ne´cessairement un e´cart dans la de´termination de la fre´quence et de
l’amortissement du mode collectif. Comme nous l’avons montre´, on peut e´valuer l’erreur sur
la fre´quence et l’amortissement a` partir de celle sur le temps de relaxation. La sous e´valua-
tion du temps de relaxation par la me´thode des moments peut eˆtre due a` l’approximation
qui ne´glige les termes d’ordre supe´rieur ; ainsi nous avons choisi de ve´rifier si la prise en
compte de ces termes d’ordre supe´rieur permettait de rapprocher les deux valeurs du temps
de relaxation obtenues par la simulation et la me´thode des moments initiale. Cette e´tude
est beaucoup plus lourde et ne´cessite a priori l’introduction de plusieurs parame`tres. Ne´an-
moins, cette ame´lioration de la me´thode des moments permet d’obtenir un excellent accord
entre me´thode des moments et simulation, et donc de valider les deux approches. Une telle
investigation n’avait jamais e´te´ re´alise´e et montre la ne´cessite´ de conside´rer les moments
d’ordre supe´rieur pour l’e´tude des modes collectifs par l’e´quation de Boltzmann d’un gaz de
fermions dans la phase normale.
Enfin, une premie`re extension de notre travail serait de de´terminer l’importance des
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effets d’anharmonicite´. Le potentiel de pie`ge utilise´ expe´rimentalement n’est en effet pas
harmonique mais gaussien. A haute tempe´rature, les particules ressentent donc les effets
d’un pie`ge anharmonique. La premie`re conse´quence expe´rimentale est la non ve´rification du
the´ore`me de Kohn : l’oscillation du centre de masse du gaz dans une direction n’a plus lieu
a` la fre´quence du pie`ge dans cette direction mais a` une valeur plus faible. La connaissance
analytique du potentiel de pie`ge permet de simuler l’e´volution du mode de Kohn dans un
pie`ge anharmonique et donc de ve´rifier que l’on retrouve ce re´sultat expe´rimental par la
simulation. Une deuxie`me possibilite´ serait d’ajouter les effets de champ moyen dans notre
simulation. Cette e´tude permettrait notamment d’affiner les re´sultats de la premie`re partie
de notre travail en s’affranchissant de la me´thode des moments.
 
Annexe A
Calcul de IS
L’inte´grale de IS entrant dans la de´finition du temps de relaxation peut eˆtre calcule´e
plus facilement en observant que :
IS =
1
10
∑
ij
Iijij . (A.1)
L’expression de IS s’e´crit de´sormais :
IS =
1
10
∫
drdpdp1dΩ
dσ
dΩ
|p− p1|
m
feqfeq1(1−f ′eq)(1−f ′eq1)×[p4+(p·p1)2−(p·p′)2−(p·p′1)2] .
(A.2)
On effectue le changement de variables :

k = p + p1
q = p−p1
2
q′ = p
′−p′
1
2
soit
{
p = k+2q
2
p1 =
k−2q
2
et
{
p′ = k+2q
′
2
p′1 =
k−2q′
2
(A.3)
ou` l’on a toujours la norme du moment relatif qui est conserve´e : |q| = |q ′|. A partir de ces
variables, on peut e´valuer les facteurs d’espace des phases :
feqfeq1 =
(
1
e
β
“
p2
2m
−µ
”
+ 1
)
 1
e
β
„
p2
1
2m
−µ
«
+ 1


=
1
exp
(
β[k
2+4q2
8m
− µ]
) (
exp[β k·q
2m
] + exp[−β k·q
2m
]
)
+ 1 + exp
(
β[k
2+4q2
4m
− 2µ]
)
=
1
2 exp
(
β[k
2+4q2
8m
− µ]
) 1
cosh (β(E − µ)) + cosh (β kqγ
2m
)
avec E = k
2+4q2
8m
et γ = cos(k, q). De meˆme, on obtient aussi :
(1− f ′eq)(1− f ′eq1) =
1
2 exp
(
β[k
2+4q′2
8m
− µ]
) . 1
cosh (β(E − µ)) + cosh (β kqγ′
2m
)
ou` l’on pose´ γ′ = cos(k, q′). On obtient alors :
feqfeq,1(1− f ′eq)(1− f ′eq,1) =
1
4
(
cosh[β(E − µ)] + cosh[β kqγ
2m
]
) (
cosh[β(E − µ)] + cosh[β kqγ′
2m
]
)
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De plus, on e´value le terme contenant la de´pendance en les moments :
16
(
p4 + (p · p1)2 − (p · p′)2 − (p · p′1)2
)
= ((k + 2q)(k + 2q))2 +((k + 2q)(k− 2q))2− ((k + 2q)(k + 2q′))2− ((k + 2q)(k− 2q′))2
= 32q4 − 32 (q · q′)2 + 8 (k · q)2 − 8 (k · q′)2 + 32q2 (k · q)− 32q · q′ (k · q′)
soit
p4+(p·p1)2−(p·p′)2−(p·p′1)2 = 2q4−2 (q · q′)2+
(k · q)2
2
− (k · q
′)2
2
+[q2(k·q)+q·q′(k·q′)] .
Par inte´gration, les troisie`me et quatrie`me termes vont eˆtre nuls car ce sont des fonctions
impaires de γ ; de meˆme pour les deux derniers termes qui sont des fonctions impaires
de k. Seuls les deux premiers termes auront une contribution non nulle. On regarde donc
l’inte´gration angulaire de ces termes. Pour cela, on utilise la relation :
(q · q′)2 = q4 (sin θ cos φ sin θ′ cos φ′ + sin θ sinφ sin θ′ sinφ′ + cos θ cos θ′)2
= q4
(
sin2 θ sin2 θ′[cos2 φ cos2 φ′ + sin2 φ sin2 φ′] + cos2 θ cos2 θ′
)
ou` l’on a garde´ que les termes dont l’inte´gration sur φ et φ′ est non nulle. L’inte´gration
angulaire donne :
2
∫
dφdφ′
(
q4 − (q · q′)2) = 4pi2q4 (1 + 2γ2 − 3γ′ 2) .
On obtient finalement :
IS =
1
20pi2m
∫ ∞
0
dr˜ r˜2
∫ ∞
0
dk k2
∫ ∞
0
dqq7
dσ
dΩ
∫ 1
−1
dγ
∫ 1
−1
dγ′(1 + 2γ2 − 3γ2γ′ 2)
× 1
cosh β(E − µ0) + cosh βkqγ/2m
1
cosh β(E − µ0) + cosh βkqγ′/2m . (A.4)
Ce calcul permet de re´duire le nombre d’inte´grations a` effectuer, l’inte´grale a` 5 dimensions
restante e´tant e´value´e avec un algorithme de Monte Carlo.
Annexe B
De´termination de l’e´quation des
modes
B.1 Mode ciseaux
Afin de re´aliser les inte´grations sur les moments, nous utiliserons les formules suivantes :
∇pfeq = − β
m
feq(1− feq) p (B.1)
∂feq
∂µ
= βfeq(1− feq)
(
1− ∂Ueq
∂µ
∣∣∣∣
T
)
(B.2)
∂...
∂µ
= − 1
mω¯2r˜
∂...
∂r˜
(B.3)
ou` µ = µ(r) = µ0− 12mω2r2 est le potentiel chimique dans l’approximation de densite´ locale.
Pour le mode ciseaux, l’ansatz est donne´ par :
Φ = e−iωt (c1xy + c2xpy + c3ypx + c4pxpy) . (B.4)
On l’injecte dans l’e´quation de Boltzmann :
feq(1− feq)Φ˙ +∇pfeq ·
[
−∇r
(
Φ
β
+
dUeq
dρeq
δρ
)]
+∇rfeq · ∇pΦ
β
= −I[Φ] (B.5)
puis on prend les moments, c’est-a`-dire que l’on multiplie par xy, xpy, ypx, pxpy et on inte`gre
par rapport a` dr dp
(2pi)3
. On commence donc le troisie`me terme (iii) ≡ ∇rfeq·∇p Φβ de l’e´quation
de Boltzmann line´arise´e :
∇pΦ = e−iωt (c3y + c4py, c2x+ c4px, 0) . (B.6)
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Le premier moment vaut alors :∫
dr
dp
(2pi)3
(iii)xy =
e−iωt
β
∫
dr
dp
(2pi)3
{∂feq
∂x
(c3y + c4py) +
∂feq
∂y
(c2x+ c4px)
}
xy
=
e−iωt
β
∫
dr
dp
(2pi)3
{c3y∂feq
∂x
+ c2x
∂feq
∂y
}xy
= −e
−iωt
β
∫
dr
(
c3y
2 + c2x
2
)
ρeq
= −e
−iωt
β
∫
dr˜
(
c3
ω¯2
ω2y
y˜2 + c2
ω¯2
ω2x
x˜2
)
ρeq
= −e
−iωt
β
∫
dr˜ω¯2
r˜2
3
ρeq
(
c3ω
2
x + c2ω
2
y
ω2xω
2
y
)
= −e
−iωt
3mβ
(
c3ω
2
x + c2ω
2
y
ω2xω
2
y
)
2
∫
dr˜ρeqVT
= −e
−iωt
mβ
(
c3ω
2
x + c2ω
2
y
ω2xω
2
y
)
Epot
3
. (B.7)
Les contributions du terme (iii) aux moments de l’e´quation de Boltzmann sont alors :
∫
dr
dp
(2pi)3
(iii)xy = −e
−iωt
3βm
c3ω
2
x + c2ω
2
y
ω2xω
2
y
Epot (B.8)∫
dr
dp
(2pi)3
(iii)xpy = − e
−iωt
3β/m
c4Ekin (B.9)∫
dr
dp
(2pi)3
(iii)ypx = − e
−iωt
3β/m
c4Ekin (B.10)∫
dr
dp
(2pi)3
(iii)pxpy = 0 . (B.11)
Ensuite, on regarde le second terme (ii) du membre de gauche de l’e´quation de Boltzmann,
∇Φ = e−iωt (c1y + c2py, c1x + c3px, 0) . (B.12)
La variation de densite´ est donne´e par :
δρ =
∫
dp
(2pi)3
δf =
∫
dp
(2pi)3
feq(1− feq)Φ = e−iωt
∫
dp
(2pi)3
feq(1− feq)c1xy
=
c1xy
β
e−iωt
∫
dp
(2pi)3
∂feq
∂µ
1(
1− ∂Ueq
∂µ
)
= e−iωt
c1
β
xy
∂ρeq
∂µ
1(
1− ∂Ueq
∂µ
)
= −e−iωt c1
βmω¯2r˜
xy
∂ρeq
∂r˜
1(
1 + 1
mω¯2 r˜
∂Ueq
∂r˜
) . (B.13)
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On peut alors calculer les moments pour le second terme (ii) ≡ ∇pfeq ·
[
−∇r
(
Φ
β
+ dUeq
dρeq
δρ
)]
:∫
dr
dp
(2pi)3
(ii)xy = 0 (B.14)∫
dr
dp
(2pi)3
(ii)xpy =
e−iωtc1
3βmω2x
ϕ2Epot (B.15)∫
dr
dp
(2pi)3
(ii)ypx =
e−iωtc1
3βmω2y
ϕ2Epot (B.16)∫
dr
dp
(2pi)3
(ii)pxpy = (c2 + c3)
e−iωt
β/m
Ekin (B.17)
ou` le parame`tre ϕ2 est de´fini par :
ϕ2 ≡ −mω¯
2
5Epot
∫
dr˜ r˜3
∂ρeq/∂r˜
1 + 1
mω¯2 r˜
∂Ueq/∂r˜
(B.18)
et vaut 1 pour U = 0. Enfin, pour le premier terme (i) ≡ feq(1− feq)Φ˙, on obtient :∫
dr
dp
(2pi)3
(i)xy =
−iωc1e−iωt
3βm2ω2xω
2
y
ϕ2Epot (B.19)∫
dr
dp
(2pi)3
(i)xpy =
−iωc2e−iωt
3βω2x
Epot (B.20)∫
dr
dp
(2pi)3
(i)ypx =
−iωc3e−iωt
3βω2y
Epot (B.21)∫
dr
dp
(2pi)3
(i)pxpy =
−iωc4e−iωt
3β/m2
Ekin . (B.22)
A l’aide de :
1
τ
=
∫
dr dp
(2pi)3
I[pxpy]pxpy
m2
β
Ekin/3
(B.23)
et en utilisant la the´ore`me du viriel,
Ekin
Epot
= 1− χ avec χ ≡ −3
∫
dr˜x˜∂U0
∂x˜
ρ0
Epot
(B.24)
on obtient le syste`me d’e´quations :

iωϕ2c1 +mω
2
yc2 +mω
2
xc3 = 0
c1ϕ2/m− iωc2 −m(1− χ)ω2xc4 = 0
c1ϕ2/m− iωc3 −m(1− χ)ω2yc4 = 0
(c2 + c3)/m+ (
1
τ
− iω)c4 = 0
(B.25)
puis on prend le de´terminant de la matrice pour obtenir l’e´quation des modes :
0 =
iω
τ
[ω2 − ω2h] + [ω2 − ω2c1][ω2 − ω2c2] (B.26)
avec :

ω2h,S = (ω
2
x + ω
2
y)
ω2c+,S = (ω
2
x + ω
2
y)(1− χ/2) +
√
4ω2xω
2
y(1− χ + χ2/8) + (ω4x + ω4y)χ2/4
ω2c−,S = (ω
2
x + ω
2
y)(1− χ/2)−
√
4ω2xω
2
y(1− χ+ χ2/8) + (ω4x + ω4y)χ2/4 .
(B.27)
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x2 + y2 z2 xpx + ypy zpz p
2
x + p
2
y p
2
z
x2 + y2 2iω(1+ϕ1)
m2ω2r
iω(1+ϕ1)
2m2ω2r
1
m
0 iω iω
2
z2 2iω(1+ϕ1)
m2ω2r
3iω(1+ϕ1)
m2ω2r
0 2
m
2iω iω
xpx + ypy
2(1+2ϕ1−ϕ3)
m
ϕ1−ϕ3
m
−iω 0 −2mω2r (1− 2χ+ 2χ′) mω2r(χ− 2χ′)
zpz
2(ϕ1−ϕ3)
m
2+3ϕ1−ϕ3
m
0 −iω
λ2
2mω2r(χ− 2χ′) −2mω2r(1− 3/2χ+ χ′)
p2x + p
2
y
iω
m2ω2r(1−χ)
iω
2m2ω2r(1−χ) −
1
m
0 2iω − 1
3τ
iω
2
+ 1
3τ
p2z
iω
m2ω2r(1−χ)
iω
2m2ω2r(1−χ) 0 −
1
m
iω + 2
3τ
3
2
iω − 2
3τ
Tab. B.1 – Tableau donnant les moments de l’e´quation de Boltzmann pour le mode radial
de respiration.
B.2 Mode radial quadrupolaire
Pour ce mode, l’ansatz est donne´ par :
Φ = e−iωt
(
c1(x
2 − y2) + c2(xpx − ypy) + c3(p2x − p2y)
)
. (B.28)
De meˆme que pre´ce´demment, on calcule les moments pour chaque terme. Le de´terminant
de la matrice donne alors l’e´quation :
0 = iω
(
ω2 − ω2Q,cl
)− 1
τ
(
ω2 − ω2Q,h − ω2
)
(B.29)
avec
ω2Q,cl = 2ω
2
r(1−
χ
2
) et ω2Q,h = 2ω
2
r . (B.30)
B.3 Mode radial de respiration
Pour ce mode, l’ansatz est donne´ par :
Φ = e−iωt
(
c1(x
2 + y2) + c2(xpx + ypy) + c3(p
2
x + p
2
y) + c4p
2
z
)
. (B.31)
On conside`re un pie`ge tel que ωx = ωy = ωr et ωz = λωr. Dans le tableau (Tab B.3),
chaque ligne est obtenue en prenant un moment de l’e´quation de Boltzmann. Par exemple,
la premie`re ligne repre´sente le terme
∫
dr dp
(2pi)3
((i) + (ii) + (iii)) Φ(x2 + y2). Par ailleurs,
chaque colonne repre´sente un coefficient de la fonction test : ainsi la troisie`me colonne
donne le terme (1/m) pre´sent devant le coefficient c3, donc ge´ne´re´ par le terme xpx + ypy
de la fonction test Φ. On remarque que le coefficient λ apparaˆıt uniquement pour le terme
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zpz. De plus, les nouveaux parame`tres de´pendent de l’interaction et sont de´finis par :
χ′ =
3
2Epot
∫
dr˜ ρ2eq
∂Ueq
∂ρeq
, (B.32)
ϕ1 =
1
5Epot
∫
dr˜
∂Ueq
∂r˜
∂ρeq
∂r˜
r˜2
1 + ∂Ueq/∂r˜
mω¯2 r˜
, (B.33)
ϕ3 = − 1
Epot
∫
dr˜
∂Ueq
∂r˜
ρeqr˜
1 + ∂Ueq/∂r˜
mω¯2 r˜
. (B.34)
A partir du de´terminant de la matrice 6× 6, on obtient l’e´quation des modes :
iω(ω2 − ω2B,cl+)(ω2 − ω2B,cl−)−
1
τ
(ω2 − ω2B,hd+)(ω2 − ω2B,hd−) = 0 (B.35)
ou` les fre´quences limites du re´gime sans collision sont donne´es par :
ω2cl± = ω
2
r
a±√a2 + b
16 + 25ϕ1 − 25χ(1 + ϕ1) (B.36)
avec :
a =25χ2(1 + λ2)(1 + ϕ1) + 2[χ
′(2 + λ2)(8 + 5ϕ1) + (1 + λ2)(16 + 25ϕ1)− 4(2 + λ2)ϕ3]
+ χ[−10χ′(2 + λ2)(1 + ϕ1)− 3(1 + λ2)(22 + 25ϕ1) + 8(2 + λ2)ϕ3] , (B.37)
b =− 4λ2(2− χ)[16 + 25ϕ1 − 25χ(1 + ϕ1)]
× [32 + 50ϕ1 + 25χ2(1 + ϕ1) + 6χ′(8 + 5ϕ1)− 3χ(22 + 25ϕ1 + 10χ′(1 + ϕ1)− 8ϕ3]− 24ϕ3) ;
(B.38)
et les fre´quences limites du re´gime hydrodynamique :
ω2hd± = ω
2
r
c±√c2 + d
3[16 + 25ϕ1 − 25χ(1 + ϕ1)] , (B.39)
avec
c = 25χ2(2 + λ2)(1 + ϕ1) + 6χ
′(2 + λ2)(8 + 5ϕ1) + (5 + 4λ2)(16 + 25ϕ1)− 24(2 + λ)2ϕ3
+χ[−157− 175ϕ1 − 30χ′(2 + λ2)(1 + ϕ1) + 48ϕ3 + λ2(−116− 125ϕ1 + 24ϕ3)] , (B.40)
d = −36λ2[16 + 25ϕ1 − 25χ(1 + ϕ1)] (B.41)
×[32 + 50ϕ1 + 25χ2(1 + ϕ1) + 6χ′(8 + 5ϕ1)− 3χ(22 + 25ϕ1 + 10χ′(1 + ϕ1)− 8ϕ3)− 24ϕ3] .
On remarque que comme b et d sont proportionnels a` λ, les fre´quences limites ω2cl− et ω
2
hd−
correspondant au mode de respiration axial tendent vers ze´ro pour un pie`ge fortement allonge´
(λ→ 0). D’autre part, en l’absence de champ moyen ; χ = χ′ = ϕ1 = ϕ3 = 0, les fre´quences
se re´duisent a` des expressions connues [52, 64] :
ω2cl± = 2ω
2
r(1 + λ
2 ±
√
1− 2λ2 + λ4) , (B.42)
ω2hd± =
ω2r
3
(5 + 4λ2 ±
√
25 + 16λ4 − 32λ2) . (B.43)
 
Annexe C
Coefficients de la matrice des
moments d’ordre 4.
On calcule par exemple le terme m33 de la matrice des moments Eq. (4.95). Ce terme
est donne´ par la relation :
m33 =
∫
drdp
(2pi~)3
f(1− f) (p2x − p2y)2 . (C.1)
On fait le changement de variable : 
 r˜ =
√
βmω2
0
2
r
p˜ =
√
β
2m
p ,
(C.2)
et on utilise le vecteur a` 6 dimensions : X = (r˜, p˜) dont on note Xi les 6 composantes. Ces
6 composantes sont repe´re´es dans l’espace a` 6 dimensions par les angles φi tel que :
X1 = X cosφ1
X2 = X sinφ1 cosφ2
X3 = X sinφ1 sinφ2 cosφ3
X4 = X sinφ1 sinφ2 sin φ3 cosφ4
X5 = X sinφ1 sinφ2 sin φ3 sin φ4 cos φ5
X6 = X sinφ1 sinφ2 sin φ3 sin φ4 sin φ5 .
Ainsi, on obtient :
m33 =
(
kBT
ω0
)3
1
pi3
(
2m
β
)2 ∫
dXf(1− f)(X24 −X25 )2 (C.3)
=
(
kBT
ω0
)3(
2m
β
)2
α
∫
X5dXX4f(1− f) (C.4)
ou` αpi3 est le re´sultat de l’inte´gration angulaire (on passe ainsi de
∫
dX(X24 − X25 )2 a` l’in-
te´grale
∫
X5dXX4. Explicitement :
αpi3 =
∫ 5∏
i=1
dφi sin
8 φ1 sin
7 φ2 sin
6 φ3 sinφ4
(
cos2 φ4 − sin2 φ4 cos2 φ5
)2
. (C.5)
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On peut ensuite re´duire l’inte´grale en remarquant que :
df
dX
= −2Xf(1− f) . (C.6)
Le calcul du terme m33 est alors donne´ par :
m33 =
1
2
(
kBT
ω0
)3 (
2m
β
)2
α
∫
dXX8
(
− df
dX
)
(C.7)
=
1
2
(
kBT
ω0
)3 (
2m
β
)2
α
∫
8X7fdX (C.8)
= 4
α
αx2
(
2m
β
)2
βmω20
2
∫
drdp
(2pi)3
x2f (C.9)
= 4
m3ω20
β
〈x2〉 (C.10)
car α = 1
12
et αx2 =
1
6
.
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