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Abstract
An open Jackson-type queuing network model is pro-
posed to study the impact of the servers breakdown on
the overall response times to Web requests. The primary
aim of the present paper is to modify the performance
model of the Proxy Cache Server to a more realistic case
when both the Proxy Cache Server and the Web server
are unreliable. The main performance and reliability
measures are derived, and some numerical calculations
are carried out by the help of the MOSEL tool. The nu-
merical results are graphically displayed to illustrate the
effect of the non-reliability of the servers on the mean re-
sponse time.
I. INTRODUCTION
The Web quickly became an indispensable and in-
tegral part of todays life. The booming use of the In-
ternet and the World Wide Web has caused congested
networks and overloaded servers. As the traffic on the
Web continues to increase rapidly, so is the response
time delay to requests of Web documents. Adding
more network bandwidth is not the best solution. From
the user’s point of view it does not matter whether
the requested files are on the firm’s computer or on
the other side of the world. The main problem is that
the same object can be requested by other users at the
same time. Because of this situation, identical copies
of many files pass through the same network links,
resulting in an increased response time. By prevent-
ing future transfer, we can cache information and doc-
uments that reduces the network bandwidth demand
on the external network, and usually reduces the av-
erage time it takes for a web page to load. In gen-
eral, there are three types of caches that can be used
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in isolation or in a hierarchical fashion. Caching can
be implemented at browser software [1]; the originat-
ing Web sites [2]; and the boundary between the local
area network and the Internet [3]. Browser cache are
inefficient since they cache for only one user. Web
server caches can improve performance, although the
requested files must delivery through the Internet, in-
creasing the response time. In this paper we investi-
gate the third type. Requested documents can be deliv-
ered directly from the Web server or through a Proxy
Cache Server (PCS). A PCS has the same functionality
as a Web server when looked at from the client and the
same functionality as a client when looked at from a
Web server. The primary function of a PCS is to store
documents close to the users to avoid retrieving the
same document several times over the same connec-
tion. It has been suggested that, given the current state
of technology, the greatest improvement in response
time will come from installing a PCS at the boundary
between the corporate LAN and the Internet.
The purpose of recent research is to generalize the
performance model of a PCS (see [5], [6], [7]) us-
ing a more realistic case when the PCS and the re-
mote Web server are unreliable. For the easier un-
derstanding of the basic model and comparisons we
follow the structure of the cited work. Our aim is to
illustrate graphically the effect of the non-reliability
of both PCS and Web servers on the steady-state sys-
tem measures. Furthermore, we examine the differ-
ence in the performance using blocked and intelligent
sources, see [8]. Because of the fact, that the state
space of the describing Markov chain is very large, it
is difficult to calculate the system measures in the tra-
ditional way of writing down and solving the underly-
ing steady-state equations. To simplify this procedure
we used the software tool MOSEL (Modeling, Specifi-
cation and Evaluation Language), see [4], to formulate
the model and to obtain the performance measures. By
the help of MOSEL we can use various performance
tools (like SPNP Stochastic Petri Net Package) to get
Figure 1: Network Model
these characteristics. The results of the tool can graph-
ically be displayed using IGL (Intermediate Graphical
Language) which belongs to MOSEL. The organiza-
tion of the paper is as follows. Section 2 contains the
queuing network model to study the dynamics of in-
stalling a PCS, the derivation of the main steady-state
performance measures. In Section 3, we present some
numerical examples for the models under different ser-
vice disciplines. The results are graphically displayed
using the IGL (Intermediate Graphical Language) in-
terpreter which belongs to MOSEL. By the help of
these figures we illustrate the effect of failure and re-
pair rates on the mean response time. The paper ends
with Conclusions.
II. A QUEUEING NETWORK MODEL OF PROXY
CACHE SERVER
In this section we briefly describe the queueing net-
work model with the suggested modifications. Using
PCS, if any information or file is requested to be down-
loaded, first it is checked whether the document exists
on the PCS. We denote the probability of this existence
by p. If the document can be found on the PCS then
its copy is immediately transferred to the user. In the
opposite case the request will be sent to the remote
Web server. After the requested document arrived to
the PCS then the copy of it is delivered to the user.
Fig. 1 illustrates the path of a request in the modified
model starting from the user and finishing with the re-
turn of the answer to the user. We assume that the
requests of the PCS users arrive according to a Pois-
son process with rate λ, and the external arrivals at the
remote Web server form a Poisson process with rate
Λ. The solid line in Fig 1. λ1 represents the traffic
when the requested file is available on the PCS and
can be delivered directly to the user. The λ2 traffic de-
picted by dotted line, represents those requests which
could not be served by the PCS, therefore these re-
quests must be delivered from the remote Web server.
Naturally the Web server serves not only the requests
of the studied PCS but it also serves requests of other
external users. Let Λ be the intensity of these external
arrivals. Let λ3 denote the intensity of the overall re-
quests arriving to the remote Web server. The overall
λ3 traffic undergoes the process of initial handshaking
to establish a one-time TCP connection as required in
the persistent HTTP protocol, see [7],[11]. Let us de-
note by Is this initial setup.
According to [7], ”The remote Web server perfor-
mance is characterized by the capacity of its output
buffer Bs, the static server time Ys, and the dynamic
server rate Rs.” So, the service rate is given by the the
equation, where F is the file size:
µWeb =
1
YS +
BS
RS
(1)
The performance of the firm’s PCS is characterized
by the parameters Bxc, Yxc and Rxc. The service rate
of the PCS is:
µPCS =
1
Yxc +
Bxc
Rxc
(2)
If the size of the requested file is greater then the
Web server’s output buffer it will start a looping pro-
cess until the delivery of all requested file’s is com-
pleted. To model this looping, let q be the branching
probability that a request from the PCS can be fulfilled
at the first try, see [7].
q = min
(
1,
Bs
F
)
(3)
Also, the PCS have to be modeled by a queue whose
output is redirected with probability 1−qxc to its input,
where qxc = min
(
1, BxcF
)
The PCS and the Web server can fail during the in-
terval (t, t + dt) with probability δpcsdt + o(dt) and
δwebdt + o(dt) if they are idle, and with probability
γpcsdt+ o(dt) and γwebdt+ o(dt) if they are busy, re-
spectively. If the PCS or the Web server fails in busy
state, it continues servicing the interrupted request af-
ter it has been repaired. The repair time is exponen-
tially distributed with a finite mean 1/νpcs and 1/νweb.
If one of the serves is failed two different cases can be
treated. Namely, blocked case when during the CPU
is down, no new requests come to the server buffer
and unblocked case when the new requests can fill
the server buffer during the breakdown, until it is full.
Note, that in blocked case of the Web server the one
time TCP connection will be established. All the times
involved in the model are assumed to be mutually in-
dependent of each other. As it can be seen this systems
is rather complicated since it involves two types of fail-
ures: busy or idle server state, blocked and unblocked
case during breakdowns.
The system state at time t can be described by the pro-
cesses
XPCS(t) = (YPCS(t), CPCS(t), QPCS(t)),
and
XWeb(t) = (YWeb(t), CWeb(t), QWeb(t)),
where YPCS(t) = YWeb(t) = 0 if the server is up,
YPCS(t) = YWeb(t) = 1 if the server is failed,
CPCS(t) = CWeb(t) = 0 if the server is idle and
CPCS(t) = CWeb(t) = 1 if the server is busy, respec-
tively. Let QPCS(t) and QWeb(t) the number of re-
quests in the buffer, respectively. Because of the expo-
nentiality of the involved random variables these pro-
cesses are Markov chains with finite state space. Let
us define the stationary probabilities by:
PPCS(q, r, j) = lim
t→∞P (YPCS(t), CPCS(t), QPCS(t)),
q = 0, 1, r = 0, 1, j = 0, · · · ,KPCS ,
and
PWeb(q, r, j) = lim
t→∞P (YWeb(t), CWeb(t), QWeb(t)),
q = 0, 1, r = 0, 1, j = 0, · · · ,KWeb,
where KPCS and KWeb are the buffer size of the
servers. Once we have obtained the above defined
probabilities, the main steady-state system perfor-
mance measures can be derived as follows:
• Utilization of the servers
US,PCS =
KPCS∑
j=0
PPCS(0, 1, j)
US,Web =
KWeb∑
j=0
PWeb(0, 1, j)
• Utilization of the repairman
UR,PCS =
1∑
r=0
KPcs∑
j=0
PPCS(1, r, j)
UR,Web =
1∑
r=0
KWeb∑
j=0
PWeb(1, r, j)
• Availability of the servers
APCS =
1∑
r=0
KPcs∑
j=0
PPCS(0, r, j)
= 1− UR,PCS
AWeb =
1∑
r=0
KWeb∑
j=0
PWeb(0, r, j)
= 1− UR,Web
• Mean number of requests at the servers
MPCS =
1∑
q=0
1∑
r=0
KPcs∑
j=0
jPPCS(q, r, j)
MWeb =
1∑
q=0
1∑
r=0
KWeb∑
j=0
jPWeb(q, r, j)
• Mean response times
Using the Little formula [9] the mean response
times can be derived as follows:
TPCS = MPCS/λPCS
where λPCS = US,PCS ∗ µPCS is the mean ar-
rival rate at the PCS,
TWeb = MWeb/λWeb
where λWeb = US,Web∗µWeb is the mean arrival
rate at the Web server-
• Overall response time of the requests
T = TLookup + p ∗
(
TPCS +
F
Nc
)
+ (1− p) ∗
(
TInit + TWeb +
F
Ns
+ TPCS +
F
Nc
)
,
where TLookup = 11
Ixc
−λ is the time to check
whether the requested file is on the PCS or not
and TInit = 11
Is
−λ3 is the time to establish the
TCP connection. For more details see [5].
III. NUMERICAL RESULTS
In this section, we present some numerical results
in order to illustrate graphically the influence of the
error and repair rates of the non-reliable servers in
blocked and unblocked cases. For the numerical ex-
plorations the corresponding parameters of Cheng and
Bose [7] are used. The value of the other parame-
ters for numerical calculations are: F = 5000 bytes,
Is = Ixc = 0.004 seconds, Bs = Bxc = 2000 bytes,
Ys = Yxc = 0.000016 seconds, Rs = Rxc = 1250
Mbyte/s, Ns = 1544 Kbit/s, and Nc = 128 Kbit/s.
These values are chosen to conform to the perfor-
mance characteristics of Web servers in [10].
Figure 2: p = 0.25, Λ = 10, νpcs = νweb = 10, and
δpcs = δweb = γpcs = γweb = 0.2
Figure 3: p = 0.25,λ = Λ = 10, νpcs = νweb = 10,
and δpcs = δweb = γweb = 0.2
Figure 4: p = 0.25,λ = 30,Λ = 10, νpcs = νweb =
10, and δweb = γpcs = γweb = 0.2
Figure 5: p = 0.25,λ = 40,Λ = 10, νweb = 10, and
δpcs = δweb = γpcs = γweb = 2
Figure 6: λ = Λ = 10, νpcs = νweb = 10, and δpcs =
δweb = γpcs = 0.2
Figure 7: λ = Λ = 10, νpcs = νweb = 10, and δpcs =
γpcs = γweb = 0.2
Figure 8: λ = Λ = 10, νpcs = 10, and δpcs = δweb =
γpcs = γweb = 2
Figure 9: λ = 30,Λ = 10, νpcs = νweb = 10, and
δpcs = δweb = γpcs = γweb = 0.2
Figure 10: λ = 40,Λ = 10, νpcs = νweb = 10, and
δpcs = δweb = γpcs = γweb = 0.2
IV. CONCLUSIONS
Several numerical experiments have been under-
taken to examine the performance behavior of the
model with respect to various parameter values.
• In Figure 2 we can see the mean response time
for the non-reliable system depicted as a func-
tion of the arrival rate from proxy (in blocked and
unblocked cases). As we see the mean response
time increasing in all cases when the arrival rate
increasing. We supposed that the difference be-
tween the curves, using blocked and unblocked
Web server will be vanished increasing the arrival
rate. That expectation is shown in this figure.
• In Figure 3-4 the effect of the PCS failure rate is
demonstrated on the response time, in busy and
idle server states. As we can observe, the mean
response time is smaller using unblocked web
server. Investigating Figure 4 (the mean response
time is depicted as a function of proxy error rate
in idle case) it can be observed that when the PCS
is in blocked state, the response time will be con-
statn using larger error rate. In these cases the
error and repair rate of the web server are con-
stant. Therefore the curves, where the blocking
method of the PCS are the same (both blocked or
unblocked), and the blocking method of the Web
server are different, are parallel.
• In Figure 5 we investigate the effect of the mean
repair time of the PCS. As we see, the response
time will be smaller as we increase the repair
time. In this case the error and repair rate of the
web server are constant. Therefore the curves,
where the blocking method of the PCS are the
same (both blocked or unblocked), and the block-
ing method of the Web server are different, are
parallel.
• In Figure 6-7 the effect of the web failure rate is
demonstrated on the response time, in busy and
idle web server states. As we can see, the mean
response time will be higher in all cases (blocked
and unblocked) using higher error rates. Note,
that the main difference between the functions of
the Web and PCS error rates come from the fact,
that in both blocked and unblocked cases the TCP
connection must be established. Investigating the
failure rate of the Web server (changing only er-
ror rate of the web server in busy and idle server
states), the error and repair rate of the PCS re-
main constant. Because of that fact, we can ob-
serve the parallelism between the figures, where
the blocking method of the Web server are the
same (blocked or unblocked), and the blocking
method of the PCS are different.
• In Figure 8 it is shown how the increase of the
Web server repair time affects the mean response
time. As we could see, the response time will
be smaller as we increase the repair time. The
parallelism between the specified curves can be
observed in this figure too, as we described in the
previous comments in Fig 6-7.
• In Figure 9-10 we depict the response time as a
function of PCS buffer size. In Figure 9 we use 30
requests/s for arrivals from the PCS. In Figure 10
we use the same parameters, only we use a higher
arrival rate from PCS (40 requests/s). When we
use smaller arrival rate we get smaller response
time.
Notations
λ: mean arrival rate at the PCS
Λ: mean external arrival rate
F : average file size (in byte)
p: cache hit rate probability
Bxc: PCS output buffer (in byte)
Ixc: lookup time of the PCS (in second)
Yxc: static server time of the PCS (in sec.)
Rxc: dynamic server time of the PCS (byte/sec.)
Nc: client network bandwidth (in bit/second)
Bs: Web output buffer (in byte)
Is: lookup time of the Web server (in second)
Ys: static server time of the Web server (sec.)
Rs: dynamic server time of the Web server
Ns: server network bandwidth (in bit/second)
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