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Abstract
On an algebraic curve there are Tate symbols, which satisfy Weil reciprocity law.
The analogues in higher dimensions are the Parshin symbols, which satisfy Kato-
Parshin reciprocity laws. We give a refinement of the Parshin symbol for surfaces,
using iterated integrals in the sense of Chen. The product of the refined symbol
over the cyclic permutations of the functions recovers the Parshin symbol. Also, we
construct a logarithmic version of the Parshin symbol. We prove reciprocity laws
for both the refined symbol and a logarithm of the Parshin symbol.
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0 Introduction
This paper is the second one from a series of papers on reciprocity laws on complex vari-
eties. Instead of using a homology or a cohomology theory, we use properties of certain
fundamental groups. We capture structures of these fundamental groups by examining
iterated integrals. In this way, we have proven various reciprocity laws on a Riemann
surface in [H]. We use some of these reciprocity laws here. But more importantly, we
develop further the use of iterated integrals in establishing new reciprocity laws.
Parshin has considered iterated integrals [P3] at the same time as Chen [Ch]. How-
ever, the ones by Chen are more general and we use some of his constructions.
Let us recall the Weil reciprocity for the Tate symbol. Let f1 and f2 be two non-zero
rational functions on a Riemann surface C. At a point P on C, let x be a rational
function on C, which has a zero of order 1 at P . Let nk be the (vanishing) order of fk
at P . Define gk as
gk = x
−nkfk,
for k = 1, 2. Note that gk is a rational function, depending on the choices of P and x,
which has no zero and no pole at the point P . Then the Tate symbol is defined as
{f1, f2}P = (−1)
n1n2
(
fn21
fn12
)
(P ) = (−1)n1n2
g1(P )
n2
g2(P )n1
.
The Weil reciprocity for the Tate symbol is∏
P∈C
{f1, f2}P = 1.
We are going to use a local coordinate, which is a rational function x, as opposed to
a uniformizer in the corresponding local field.
Let us explain what is the relation between a local coordinate and a uniformizer. By
a local coordinate at a point P on a curve C we mean a rational function x on C, which
has a zero of order 1 at P . The rational function x might have other zeros or poles; but
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this will not play an essential role. Let OC be the structure sheaf on C. Let U be a
Zariski open set in C, where x is defined. Denote also by OC,P the local ring of stalks
at P . Define mP to be the maximal ideal in OC,P . And let
OˆC,P = lim
←
OC,P /m
N
p
be the completion of the local ring OC,P . Then
x ∈ O(U) ⊂ OC,P ⊂ OˆC,P .
Thus, we can think of the rational function x as a local uniformizer in the complete local
ring OˆC,P .
There is analogous statement for surfaces. We recall the Parshin symbol for a surface.
Then we give a definition in terms of rational functions as opposed to uniformizers, which
is not as general as the algebraic definition but it allows us to use integrals. We need the
new definition in order to construct a refinement of the Parshin symbol together with
several logarithmic symbols.
Let f1, f2, f3 be three non-zero rational functions on a smooth complex surface X.
Let OX be the structure sheaf of the surface X. Let C be a non-singular curve in X and
P be a point on C. Let IC be the sheaf of ideals, defining the curve C. Let (̂OX)C be
the completion of the structure sheaf OX with respect to the sheaf of ideals IC . Let x
be an element of (̂OX)CIC − (̂OX)CI
2
C , defining the curve C in a Zariski neighborhood
of P . Let mk = ordC(fk). Let h¯k be in (̂OX)C/IC = OC such that
h¯k ≡ x
−mkfk mod IC .
Let y be a uniformizer at P in the completion (̂OC)P . Let mP be the maximal ideal in
(̂OC)P , defining P , and let
nk = ordP (h¯k) = ordP (x
−mkfk mod OC).
Define g¯k ∈ C so that
g¯k ≡ y
−nk h¯k mod mP ≡ y
−nk(x−mkfk mod OC) mod mp.
Then the Parshin symbol (computed by Fesenko and Vostokov [FV]) is defined as
{f1, f2, f3}C,P = (−1)
KgD11 g
D2
2 g
D3
3 ,
where
D1 =
∣∣∣∣ m2 n2m3 n3
∣∣∣∣ , D2 = ∣∣∣∣ m3 n3m1 n1
∣∣∣∣ , D3 = ∣∣∣∣ m1 n1m2 n2
∣∣∣∣
and
K = n1n2m3 + n2n3m1 + n3n1m2 −m1m2n3 −m2m3n1 −m3m1n2.
One of the Kato-Parshin reciprocity laws is∏
P
{f1, f2, f3}C,P = 1,
3
where the product is over all points P on C.
We need an alternative definition of the Parshin symbol, for which we can apply
analytic techniques. Given three non-zero functions on X, f1, f2 and f3, we want the
decomposition fk = x
ikyjkgk, for k = 1, 2, 3, so that gk is well defined and non-zero at
P and x and y are rational functions on X, not just uniformizers. This is not always
possible. So we make assumptions on the divisors of f1, f2 and f3. We assume that
the divisors of the functions f1, f2 and f3 have normal crossings (that is, at intersection
point only two components meet transversally). Also, we assume that each component of
these divisors is a non-singular curve. These properties can be achieved for any non-zero
functions f1, f2 and f3, after successive blow-ups of the surface X.
Now we consider carefully the algebraic definition of the Parshin symbol. Denote
by Ci for i = 0, 1, . . . , N the components of the divisors of f1, f2 and f3. Instead of
choosing x ∈ (̂OX)C0IC0 − (̂OX)C0I
2
C0
, defining C in a neighborhood of P , we choose a
rational function x, such that ordC0x = 1 and x defines C in a neighborhood of P . In
particular, for such a rational function, we have x ∈ (̂OX)C0IC0 − (̂OX)C0I
2
C0
. Now we
use the divisors of f1, f2 and f3 have smooth normal crossing. Let P ∈ C0 ∩ Cj . Since
x defines C in a neighborhood of P , we have that ordCjx = 0. Define mk = ordC0fk.
Similarly ,we define a rational function y such that ordCjy = 1 and ordC0y = 0. Let
nk = ordCjfk. Let hk = x
−mkfk. Then
h¯k ∼ hk mod IC0 .
Define
y¯ ∼ y mod IC0
on C0. Let g˜k = y¯
−nk h¯k on C0. Then similar to the one dimensional case, we have
g¯k ∼ g˜k mod mP ,
where mP is the maximal ideal in the local ring OC0,P . Moreover, g¯k = g˜k(Q) = gk(Q).
Let
div(fk) =
N∑
i=0
nkiCi.
Let xi be a rational function on X, which has zero along Ci of order 1 (this is the order
of vanishing of xi at the generic point), and has no zeroes or poles along Cj for j 6= i.
That is,
ordCjxi = δij.
The rational functions xi might have other zeros or poles. However, this poses only a
technical consideration and it does not contribute to the symbols that we consider.
Note that in the algebraic definition, the Parshin symbol
{f1, f2, f3}C,P = 1,
if C is not a divisor of any of the functions f1, f2, f3, or if P is not an intersection of two
curves from the divisors of the functions. Thus, it is enough to consider only the case,
when C is a curve from the divisors of the functions f1, f2 and f3 and P is a point of
intersection of two divisors.
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Let C = C0 and let P ∈ C0 ∩ Cj for j > 0. We are going to define {f1, f2, f3}C0,P ,
using the rational functions x0 and xj . Let x = x0 and y = xj . For their corresponding
exponents, define mk = nk0 = ordC0fk and nk = nkj = ordCjfk. Let
fk = x
mkynkgk.
Note that gk is a rational function, which is well defined and non-zero at P .
The definition in terms of rational function gk, which we are going to use, is
{f1, f2, f3}C0,P = (−1)
Kg1(P )
D1g2(P )
D2g3(P )
D3 ,
where D1, D2, D3 and K are defined as above in terms of mk and nk for k = 1, 2, 3.
Now we can define a refinement of the Parshin symbol {f1, f2, f3}C0,P . First, we need
one coherence condition: For each point P ∈ C0 ∩Cj and for each curve Cj we are going
to use the same rational function x = x0, which has order 1 at C0. The refinement of
the Parshin symbol will be invariant with respect to choices of the rest of the rational
functions xi for i > 1.
Definition 0.1 With the above notation, we define a refinement of the Parshin symbol
(f1, f2, f3)
x0
C0,P
= (−1)n1n3m2−m1m3n2
(
g1(P )
n3
g3(P )n1
)m2
.
The new symbol resembles a power of the Tate symbol for curves. However, there is a
simple relation among the Parshin symbol and the refinement of the Parshin symbol.
Theorem 0.2 (The Parshin symbol in terms of the refinement of the Parshin symbol)
{f1, f2, f3}C0,P =
∏
cycl
(f1, f2, f3)
x0
C0,P
,
where the product is taken over cyclic permutations of the indexes of f1, f2 and f3.
Moreover, we have a reciprocity law for the refinement of the Parshin symbol.
Theorem 0.3 A reciprocity law for the refinement of the Parshin symbol is∏
P
(f1, f2, f3)
x0
C0,P
= 1,
where the product is taken over all points P on C0.
As we mentioned in the beginning of the introduction, we use iterated integrals
of differential 1-forms with logarithmic poles. An example of such differential form is
df1/f1. Its integral is log(f1). With this approach, first we obtain logarithmic symbols
with additive reciprocity laws. After exponentiating, we obtain the above symbols and
the corresponding multiplicative reciprocity laws.
In order to define the logarithmic symbols we need to integrate over certain paths γi.
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Definition 0.4 (Points, loops and paths on C0) Let {P1, . . . , PM} = C0 ∩ (
⋃
j Cj) be
all intersection points of C0 with the rest of the curves from the divisors of f1, f2, f3.
Let Q ∈ C0 be a base point, different from P1, . . . , PM . Let Ri be a point on C0, which
is within an ǫ-neighborhood of the intersection point Pi. Let σi be a simple loop on C0
around Pi, based at Q. Let γi be a path from Q to Ri. Define also σ
0
i to be a (small)
simple loop around Pi, based at Ri, so that
σi = γiσ
0
i γ
−1
i .
Choose the paths γi so that the loop δ, defined by
δ =
(
g∏
i=1
[αi, βi]
)(
N∏
i=1
σi
)
,
is homotopic to the trivial loop at Q, where g is the genus of the curve C0 and [αi, βi] is
the commutator of loops αi and βi around the handles of C0.
At the point Pi define gk so that
fk = x
mk
0 x
nk
j gk
on the surface X, using the rational functions x0 and xj for some j as local coordinates
as opposed to uniformizers. Then gk is well-defined and non-zero at Pi.
Definition 0.5 Logarithm of the refinement of the Parshin symbol is defined by
Log(f1, f2, f3)
x0,γi
C0,Pi
= (2πi)2
(
πi(m2n1n3 − n2m1m3) +m2n3
∫
γi
dg1
g1
−m2n1
∫
γi
dg3
g3
,
)
Let nkj = ordCjfk. Let also Lj be the number of intersection points of C0 with Cj .
Define hk by hk = x
−mk
0 fk. Define also
D1(j) =
∣∣∣∣ m2 n2jm3 n3j
∣∣∣∣ , D2 = ∣∣∣∣ m3 n3jm1 n1j
∣∣∣∣ , D3 = ∣∣∣∣ m1 n1jm2 n2j
∣∣∣∣
Theorem 0.6 A reciprocity law for the logarithm of the refinement of the Parshin sym-
bol is ∑
i
Log(f1, f2, f3)
x0,γi
C0,Pi
= (2πi)3(M +N),
where
M =
∑
j1<j2
(n1j1D1(j2)− n3j1D3(j2))Lj1Lj2
+
∑N
j2=1
(n1j2D1(j2)− n3j2D3(j2))
1
2Lj2(Lj2 − 1)
N = (2πi)−2m1
∑g
j=1
(∫
αj
dh3
h3
∫
βj
dh2
h2
−
∫
βj
dh3
h3
∫
αj
dh2
h2
)
+
+(2πi)−2m3
∑g
j=1
(∫
αj
dh1
h1
∫
βj
dh2
h2
−
∫
βj
dh1
h1
∫
αj
dh2
h2
)
,
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The relation between the refinement of the Parshin symbol and the logarithm of the
refinement of the Parshin symbol is given by the following theorem.
Theorem 0.7
(f1, f2, f3)
x0
C0,Pi
= exp((2πi)−2Log(f1, f2, f3)
x0,γi
C0,Pi
g1(Q)
m2n3g3(Q)
−m2n1 ,
where Q is the base point.
Definition 0.8 We define logarithm of the Parshin symbol as
Log{f1, f2, f3}
γi
C0,Pi
=
∏
cycl
Log(f1, f2, f3)
x0,γi
C0,Pi
,
where the product is taken over cyclic permutations of the indexes of f1, f2 and f3.
Theorem 0.9 The relation to the Parshin symbol is
{f1, f2, f3}C0,Pi = exp((2πi)
−2Log{f1, f2, f3}
γi
C0,Pi
)g1(Q)
D1g2(Q)
D2g3(Q)
D3 ,
where Q is the base point.
A reciprocity law for the logarithm of the Parshin symbol is given by the following
theorem.
Theorem 0.10 ∑
i
Log{f1, f2, f3}
γi
C0,Pi
= 0.
It is interesting to compare the logarithmic symbols on a complex surface Log{f1, f2, f3}
γi
C0,Pi
and Log(f1, f2, f3)
x0,γi
C0,Pi
with logarithmic symbol on a complex curve. We call the loga-
rithmic symbol on a complex curve a logarithm of the Tate symbol.
Definition 0.11 (Logarithm of the Tate symbol) Let f1 and f2 be two non-zero rational
functions on C. Let P1, . . . , PM be the points in the divisors of f1 and f2. Denote by mi
the order of f1 at Pi and by ni the order of f2 at Pi.
Near Pi, let x be a rational function on C,which has order 1 at Pi. Define g1 and g2
by
f1 = x
mig1 and f2 = x
nig2.
Let Q ∈ C be a base point, different from P1, . . . , PM . Let Ri be a point on C, which is
within an ǫ-neighborhood of the intersection point Pi. Denote by σi a simple loop on C
around Pi, based at Q. Let γi be a path from Q to Ri. Define also σ
0
i to be a (small)
simple loop around Pi, based at Ri, so that
σi = γiσ
0
i γ
−1
i .
Choose the paths γi so that the loop δ, defined by
δ =
(
g∏
i=1
[αi, βi]
)(
N∏
i=1
σi
)
,
7
is homotopic to the trivial loop at Q, where g is the genus of the curve C and [αi, βi] is
the commutator of loops αi and βi around the handles of C. We define the logarithmic
Tate symbol by
Log{f1, f2}
γi
Pi
= (2πi)
(
πimini + ni
∫
γi
dg1
g1
−mi
∫
γi
dg2
g2
)
.
Theorem 0.12 The relation to the Parshin symbol is
{f1, f2}Pi = exp((2πi)
−1Log{f1, f2}
γi
Pi
)g1(Q)
nig2(Q)
mi ,
where Q is the base point.
A reciprocity law for the logarithm of the Parshin symbol is given by the following
theorem.
Theorem 0.13 ∑
i
Log{f1, f2}
γi
Pi
= (2πi)2(M +N),
where
M =
∑
imini
N =
∑g
i=1
(∫
αi
dg1
g1
∫
βi
dg2
g2
−
∫
βi
dg1
g1
∫
αi
dg2
g2
)
.
Note that the reciprocity law for the logarithm of the Tate symbol (Theorem 0.13)
resembles the reciprocity law for the logarithm of the refinement of the Parshin symbol
(Theorem 0.6), when we look at the right hand side of the corresponding equalities.
However, in the reciprocity law for the logarithm of the Parshin symbol (Theorem 0.10)
the right hand side is simply zero, which is different from the reciprocity law for the
logarithm of the Tate symbol.
The refinement of the Parshin symbol can be defined over any field K. However,
our proof of the reciprocity law works only over a field K of characteristic zero. Let us
explain how we relate the field K to the field of complex numbers C. First, the rational
numbers Q can be embedded in K. The surface X over K is defined by finitely many
polynomials over K. We can adjoin all the coefficient of these polynomials to Q. Then
we obtain a finitely generated algebra over Q. Denote its field of fractions by K0. Note
that X can be defined over K0. Since the field K0 is of finite transcendence degree over
Q, we can embed K0 in C. Let K¯0 be the algebraic closure of K0. Since C is algebraically
closed, we have that K¯0 ⊂ C. Now we can use integration over the complex numbers
to define the refinement. After we have defined the refinement of the Parshin symbol,
we notice that its values are in K¯0. The reciprocity law is a product over all points of
intersection of C0 with the remaining components of the divisors. If we consider first
the product over the conjugate points with respect to the Galois group Gal(K¯0/K0), we
obtain a symbol which is defined over K0.
We have a higher dimensional analogue of the new symbol and a reciprocity law for
it. It will appear in another paper. Also, my student Zhenbin Luo [L] has generalized the
new symbol on a surface over a nilpotent extension of the complex numbers. Luo gives
a generalization of Contou-Carrere symbol to surfaces. An alternative generalization of
Contou-Carrere symbol to surfaces is given by Romo [R].
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An alternative approach to the Tate symbol and the Parshin symbol come from
logarithmic functionals (see [Kh]). The direction we take is closer to the one in the
papers by Deligne [D] and Brylinski and McLaughlin [BrMc1]. The common point is
that certain connection, in geometric sense, is the key structure. The difference in our
situation is that the connection is not flat.
It will be interesting to find characteristic classes that give the refinement of the
Parshin symbol. For analogues of the Parshin symbol in terms of characteristic classes
(see [BrMc2]). The use of such more conceptual approach might give a proof for the
reciprocity law of the new symbol for a surface over a finite field. Note that the refinement
of the Parshin symbol can be defined in the same way for a surface over a finite field.
There must be a version of the new symbol in the arithmetic case for curves over a
number ring.
Now let us say a few words about the structure of the paper. In Section 1 we
recall basic properties of iterated integrals in the sense of Chen. The section ends with
analogues of the Stokes formula for iterated integrals in dimension 2 and 3 (Theorems
1.5 and 1.9).
In Section 2, we make the key geometric construction, which is a foundation for the
rest of the paper. Besides the geometric construction, Subsection 2.1 contains most of
the definitions needed for the rest of the paper. In Subsection 2.2, we construct an
abstract reciprocity law, which we use in the later sections in order to prove the explicit
reciprocity laws, which we stated in the introduction.
In Section 3, we combine the abstract reciprocity from Section 2 and the properties
of iterated integrals, written in Section 1, in order to obtain a new logarithmic symbol
Log[f1, f2, f3]
x0,γ
C0,P
. This is the first logarithmic symbol that we construct. The other
symbols are constructed later in the paper. Also, we prove a reciprocity law for the
logarithm of the new symbol. This logarithmic symbol is obtained as a limit of an
iterated integral over a particular loop. A key part of this construction is a differential
equation written in Subsection 3.3. This differential equation has no local solutions.
The way we should solve the differential equation is by restricting it to a path. One may
think of it as a connection, which is not flat. A solution of this differential equation is
a generating series of iterated integrals. However, we do not need the whole generating
series. We need only specific term of it, which correspond to one iterated integral. This
is where the analogy with a non-flat connection breaks. For that reason we call it a
differential equation.
In Section 4, we construct a logarithm of the Parshin symbol and prove a reciprocity
law for it. Besides many computations of iterated integrals based on the definitions in
Subsection 2.4, we use one of the differential equations from subsection 3.3. In that
differential equation we put an equivalence among the formal non-commuting variables.
This technical condition corresponds to considering a linear combination of iterated
integrals as opposed to one iterated integral. A particular linear combination of iterated
integrals gives us the logarithm of the Parshin symbol Log{f1, f2, f3}
γ
C0,P
, which we
discussed earlier in the introduction. From the logarithm of the Parshin symbol, we can
recover the Parshin symbol by exponentiation.
In Section 5, we define the logarithm of the refinement of the Parshin symbol as a
difference
Log(f1, f2, f3)
x0,γ
C0,P
= Log[f1, f2, f3]
x0,γ
C0,P
− Log{f1, f2, f3}
γ
C0,P
.
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Using the reciprocity laws for the other two symbols, we obtain a reciprocity law for the
logarithm of the refinement of the Parshin symbol. After exponentiation of the logarithm
of the refinement of the Parshin symbol, we obtain a refinement of the Parshin symbol,
which is roughly speaking 1/3 of the Parshin symbol. We end the paper with an example
of the reciprocity law for the (multiplicative) refinement of the Parshin symbol.
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1 Background on iterated integrals
In this section we recall known properties of iterated integrals, which we are going to
use heavily in the rest of the paper. One can look at [Ch] and [G] for more properties
of iterated integrals. We include this section, because it is essential for the rest of the
paper. This section establishes both the notation and the main properties of iterated
integrals, which we are going to use throughout the paper.
1.1 Definition of iterated integrals over a path
Definition 1.1 Let ω1, . . . , ωn be holomorphic 1-forms on a simply connected open sub-
set U of the complex plane C. Let
γ : [0, 1]→ U
be a path. We define an iterated integral of the forms ω1, . . . , ωn over the path γ to be∫
γ
ω1 ◦ . . . ◦ ωn =
∫
. . .
∫
0≤t1≤...≤tn≤1
γ∗ω1(t1) ∧ . . . ∧ γ
∗ωn(tn).
It is called iterated because it can be defined inductively by∫
γ
ω1 ◦ . . . ◦ ωn =
∫ 1
0
(
∫
γ|[0,t]
ω1 ◦ . . . ◦ ωn−1)γ
∗ωn(t).
1.2 Differential equation and generating series of iterated integrals.
One-dimensional case
When we consider an iterated integral, we can let the end point vary in a small neigh-
borhood. Then the iterated integral becomes an analytic function.
Let ω1, . . . , ωn be differentials of 3rd kind on a Riemann surface X. Following the
idea of Manin [M], we consider the differential equation
dF = F
n∑
i=1
Aiωi,
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where A1, . . . , An are non-commuting formal variables, which commute with the differ-
entiation d. Let P be a point of X such that none of the differential forms has a pole at
P . It is easy to check that the function
F (z) = 1 +
∑
i
(Ai
∫ z
P
ωi) +
∑
i,j
AiAj
∫ z
P
ωi ◦ ωj +
∑
i,j,k
AiAjAk
∫ z
P
ωi ◦ ωj ◦ ωk + . . . .
is a solution to the differential equation with initial condition F (P ) = 1 at the point
P . The summation continues so that every iterated integral of the given n 1-forms is
present in the summation. Note that
d
∫ z
P
ωi1 ◦ . . . ◦ ωik−1 ◦ ωik = (
∫ z
P
ωi1 ◦ . . . ◦ ωik−1)ωik .
Note that the coefficient of the above integrals in the solution F is
Ai1 . . . Aik−1Aik ,
whose indices enumerate the order of iteration of the differential forms. Each of the
indices i1, . . . , ik−1, ik is an integer among {1, 2, . . . , n} and repetitions of indices is al-
lowed.
1.3 Multiplication formulas
We can take a path γ from P to z. We denote the solution of the differential equation
by Fγ . If γ1 is a path that ends at Q and γ2 is a path that starts at Q we can compose
them. Denote the composition by γ1γ2.
Theorem 1.2 (Composition of paths) With the above notation, we have
Fγ1Fγ2 = Fγ1γ2 .
Corollary 1.3 (Composition of paths) On the level of iterated integrals we have∫
γ1γ2
ω1 ◦ . . . ◦ ωn =
n∑
i=0
∫
γ1
ω1 ◦ . . . ◦ ωi
∫
γ2
ωi+1 ◦ . . . ◦ ωn,
where for i = 0 we define
∫
γ1
ω1 ◦ . . . ◦ ωi = 1, and similarly, for i = n we define∫
γ2
ωi+1 ◦ . . . ◦ ωn = 1.
1.4 Two-dimensional iterated integral over a surface
In this subsection we recall certain type of Chen’s iterated integrals [Ch], which we call
2-dimensional iterated integrals. These integrals are defined by integration over a (real)
2-dimensional region of a variety. After we recall the definition and give notation, we
state an analogue of Stokes theorem for 2-dimensional iterated integrals, which expresses
1-dimensional iterated integrals over the boundary of a two dimensional region in terms
of 2-dimensional iterated integrals over the same region.
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Let X be a smooth complex manifold of dimension at least 2. Let ω1, . . . , ωn be closed
holomorphic differential 1-forms on X. Let ω(2) be a closed holomorphic differential 2-
form on X. Let
γ• : [0, 1] × [0, 1]→ X
be a homotopy of the path
γ0 : [0, 1]→ X
and
γ1 : [0, 1]→ X,
which fixes the end points, such that γ•(t, 0) = γ0(t) and γ•(t, 1) = γ1(t). Define also a
domain
∆n• = {(t1, · · · , tn, s) ∈ [0, 1]
n+1|0 ≤ t1 ≤ · · · ≤ tn, 0 ≤ s ≤ 1}.
Definition 1.4 A 2-dimensional iterated integral over γ• is defined by
Ii• =
∫ ∫
γ•
ω1 ◦ · · · ◦ ωi−1 ◦ ω
(2) ◦ ωi+1 ◦ · · · ◦ ωn =
=
∫
∆n•
γ∗•ω1(t1, s) ∧ · · · ∧ γ
∗
•ωi−1(ti−1, s) ∧ γ
∗
•ω
(2)(ti, s) ∧ γ
∗
•ωi+1(ti+1, s) ∧ · · · ∧ γ
∗
•ωn(tn, s).
For fixed s let
Is =
∫
γs
ω1 ◦ · · ·ωn.
Now let us recall Stokes theorem for two dimensional iterated integrals.
Theorem 1.5 Let
ω˜
(2)
i = ωi ∧ ωi+1.
The 2-form ω˜
(2)
i will be used in the definition of I
i
•. Then
I0 − I1 =
n−1∑
i=1
Ii•.
1.5 Slicing a membrane
In this subsection, we examine what happens to the 2-dimensional iterated integrals,
when the 2-dimensional region is cut into two pieces. We write an analogue of Theorem
1.2 and Corollary 1.3 for 1-dimensional iterated integrals, when the path is cut in two
pieces. Both of these formulas are given on the level of iterated integrals and on the level
of generating series of iterated integrals.
Consider the square [0, 1]×[0, 1]. We will separate it into two domains in the following
way.
Let γ0 be the path that follows the lower edge and the right edge of the square.
Namely,
γ0 : [0, 2]→ [0, 1]
2
γ0(t) =
{
(t, 0) for 0 ≤ t ≤ 1
(1, t − 1) for 1 ≤ t ≤ 2
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Let γ1 be the path that follows the left edge and the upper edge of the square. Namely,
γ1 : [0, 2]→ [0, 1]
2
γ1(t) =
{
(0, t) for 0 ≤ t ≤ 1
(t− 1, 1) for 1 ≤ t ≤ 2
We want to consider a homotopy γs between the two paths γ0 and γ1. Let
γs(t) =

(0, t) for 0 ≤ t ≤ s
(t− s, s) for s ≤ t ≤ 1 + s
(1, t − 1) for 1 + s ≤ t ≤ 2
Consider the two rectangles S0 = [0, 1/2] × [0, 2] and S1 = [1/2, 1] × [0, 2], where
s varies in the first interval and t varies in the second interval. Let σ0(t) = (t, 0) for
0 ≤ t ≤ 1/2 and σ1(t) = (t, 1) for 1/2 ≤ t ≤ 1. Then γs for 0 ≤ s ≤ 1/2 has domain
S0 ∪ σ1 and γs for 1/2 ≤ s ≤ 1 has domain σ0 ∪ S1. We are going to write S0σ1 instead
of S0 ∪ σ1, when the end of the paths in S0 is the beginning of the path σ1.
Let
γ•(s, t) = γs(t).
Then we can slice the square [0, 1] × [0, 1] into the following two domains:
γ•|S0σ1
and
γ•|σ0S1.
Let also
S = S0σ1 ∪ σ0S1.
As always we denote by s the variable, which parameterizes the variation of paths.
Note that in the 2-dimensional iterated integrals the variables t1, t2, · · · cannot be per-
muted. However, in direction of increasing s, we have ”commutativity” in the sense that
we can integrate first s in the interval [1/2, 1] and then add this to the integral of s in
the interval [0, 1/2], where in both integrals we have the same domain for t1, t2, · · ·. Let
τ• : S → X
be a variation of paths on X and let ω1, · · · , ωn be closed 1-forms on X. Let
fidt = τ
∗
•ωi
on S. Then we have the following lemma.
Lemma 1.6(∫
S
−
∫
S0σ1
−
∫
σ0S1
)
f1dt1 ∧ · · · ∧ fi−1dti−1 ∧ (fifi+1ds ∧ ti) ∧ fidti+2 ∧ · · · ∧ fndtn = 0.
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1.6 Composition of a path and a 2-dimensional region
Let γ• be a homotopy of paths, fixing the end points. The 2-dimensional region is the
one covered by γ•. Let σ be a path, whose starting point is the ending point of the
paths in γ•. Let γ•σ be the composition of a path from γ• with the path σ. We want
to express a 2-dimensional iterated integral over γ•σ in terms of iterated integrals over
σ and 2-dimensional iterated integrals over γ•.
These integrals are related by the following theorem.
Theorem 1.7 Let ω1, · · · , ωn be closed 1-forms. Then∫
γ•σ
ω1◦· · ·◦(ωi∧ωi+1)◦· · · ◦ωn =
n∑
j=i+1
∫
γ•
ω1◦· · ·◦(ωi∧ωi+1)◦· · ·◦ωj
∫
σ
ωj+1◦· · ·◦ωn.
Proof. The proof is the same as in the case of 1-dimensional iterated integrals. The
only difference is that if j < i then the domain for the first integral will have dimension
j +1, which is larger than the number of differential 1-forms, which is j. Thus, the first
integral will be zero.
1.7 Three-dimensional iterated integrals
In this section we recall certain type of Chen’s iterated integrals, which we call 3-
dimensional iterated integrals. These integrals are defined by integration over a (real)
3-dimensional region of a variety. After we recall the definition and give notation, we
state an analogue of Stokes theorem for 3-dimensional iterated integrals, which expresses
2-dimensional iterated integrals over the boundary of a 3-dimensional region in terms of
2-dimensional iterated integrals over the same region.
Let X be a smooth complex manifold of dimension at least 3. Let ω1, . . . , ωn be
closed holomorphic differential 1-forms on X. Let ω
(2)
1 , · · · , ω
(2)
n be closed holomorphic
differential 2-forms on X. Let ω(3) be a closed holomorphic differential 2-form on X. Let
γ•0 : [0, 1] × [0, 1]→ X
and
γ•1 : [0, 1] × [0, 1]→ X
be two homotopies of paths, which fix the end points. Let
γ•• : [0, 1]
3 → X
be a homotopy of the two homotopies of the path
γ•0 : [0, 1]
2 → X
and
γ•1 : [0, 1]
2 → X,
which fixes the end points, such that γ••(t, s1, 0) = γ•0(t, s1) and γ••(t, s1, 1) = γ•1(t, s1).
Define also the following homotopies of paths
γ0•(t, s2) = γ••(t, 0, s2)
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and
γ1•(t, s2) = γ••(t, 1, s2).
Define also a domain
∆n•• = {(t1, · · · , tn, s1, s2) ∈ [0, 1]
n+2|0 ≤ t1 ≤ · · · ≤ tn, 0 ≤ s1 ≤ 1, 0 ≤ s2 ≤ 1}.
We will omit the variables s1 and s2 from the notation of γ
∗
••ωi(s1, s2, ti), γ
∗
••ω
(2)
i (s1, s2, ti)
and γ∗••ω
(3)
i (s1, s2, ti). We will write γ
∗
••ωi(ti), γ
∗
••ω
(2)
i (ti) and γ
∗
••ω
(3)
i (ti), respectively, in
their place.
Definition 1.8 A 3-dimensional iterated integral over γ•• can be of two types. One of
the types is defined by
Ii,i+1•• =
∫ ∫ ∫
γ••
ω1 ◦ · · · ◦ ωi−1 ◦ ω
(3) ◦ ωi+1 ◦ · · · ◦ ωn =
=
∫
∆n••
γ∗••ω1(t1) ∧ · · · ∧ γ
∗
••ωi−1(ti−1) ∧ γ
∗
••ω
(3)(ti) ∧ γ
∗
••ωi+1(ti+1) ∧ · · · ∧ γ
∗
••ωn(tn).
And the other type is defined for i < j − 1
Ii,j•• =
∫ ∫ ∫
γ••
ω1 ◦ · · · ◦ ωi−1 ◦ ω
(2)
i ◦ ωi+1 ◦ · · · ◦ ωj−1 ◦ ω
(2)
j ◦ ωj+1 ◦ · · · ◦ ωn =
=
∫
∆n••
γ∗••ω1(t1) ∧ · · · ∧ γ
∗
••ωi−1(ti−1) ∧ γ
∗
••ω
(2)
i (ti) ∧ γ
∗
••ωi+1(ti+1) ∧ · · ·
· · · ∧ γ∗••ωj−1(tj−1) ∧ γ
∗
••ω
(2)
j (tj) ∧ γ
∗
••ωj+1(tj+1) ∧ · · · ∧ γ
∗
••ωn(tn).
And set
Ij,i•• = I
i,j
•• .
Now let us recall Stokes theorem for 3-dimensional iterated integrals. Let
ω˜
(2)
j = ωj ∧ ωj+1.
Let
ω˜
(3)
i = ω
(2)
i ∧ ωi+1
and let
ω˜
(3)
i−1 = ωi−1 ∧ ω
(2)
i
Theorem 1.9 The forms ω˜
(2)
j , ω˜
(3)
i and ω˜
(3)
i−1 will enter in the definition of the 3-
dimensional iterated integrals. The 2-form ω
(2)
i will enter in the definition of the 2-
dimensional iterated integrals. Then
Ii0• − I
i
1• + I
i
•0 − I
i
•1 = 2
∑
j 6=i
Ii,j•• .
We will use a particular case of this theorem, which we will formulate in a corollary.
Corollary 1.10 Over a two dimensional complex manifold, we have
Ii0• − I
i
1• + I
i
•0 − I
i
•1 = 0.
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2 Abstract reciprocity law
2.1 Definitions
Consider X a projective smooth surface over the complex numbers. Let fk for k = 1, 2, 3
be rational functions on X.
Definition 2.1 (Divisors Ci and Dij) Denote by Ci for i = 0, 1, . . . , N the components
of the divisors of f1, f2 and f3. Assume that the curves Ci are non-singular and that
they intersect properly. Let
div(fk) =
N∑
i=0
nkiCi.
Let xi be a rational function on X, which has zero along Ci of order 1, and has no zeroes
or poles along Cj for j 6= i. Let
div(xi) = Cj +
Mi∑
j=1
mijDij .
We choose xi for i = 0, 1, . . . ,M so that Dij 6= Di′j′ for (i, j) 6= (i
′, j′). Let yij be a
rational function on X, which has zero along Dij of order 1, and has no zeroes or poles
along Ci′ for i
′ = 0, 1, . . . ,M and along Di′j′ for (i
′, j′) 6= (i, j).
We will examine what happens along the curve C0. Choose a small positive number
ǫ. Let 0 < ǫ0 < ǫ and 0 < ǫ1 < ǫ. We will define a tubular neighborhood of radius ǫ0
around the following space: the curve C0 minus ǫ1 neighborhoods of the intersections of
C0 with Cj for j > 0 and with Dij for all i and j. Near the intersection points we will
define tori. We are going to make precise what means ǫ0 or ǫ1 neighborhood. We need
this 2-dimensional region in order to examine iterated integrals over it. Afterwards, we
are going to cut this 2-dimensional region so that topologically it looks like a rectangle,
where each side is a path on X, which lies on an algebraic curve.
Definition 2.2 (Intersection points Pjl and P1jl) Let
N⋃
j=1
Pjl = C1 ∩ Cj
and let
M1⋃
j=1
P1jl = C1 ∩D1j .
We will construct compact neighborhoods, which separate the points Pjl and P1jl.
Definition 2.3 (Neighborhoods T˜jl and T˜1jl of the points Pjl and P1jl) Let
Ej = {P ∈ X||x0(P )| < ǫ0 and |xj(P )| < ǫ1}.
Define
E1j = {P ∈ X|
∣∣∣∣ x0(P )y1j(P )
∣∣∣∣ < ǫ0ǫm1j1j and |y1j(P )| < ǫ1j}.
Denote by T˜jl the connected component in Ej around the point Pjl. Also, denote by T˜1jl
the connected component in E1j around the point P1jl.
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We will find relations between the exponents m1j and the small constants ǫ1j so that the
set E1j consists of small compact sets.
If m1j > 0 then we want
ǫ0
ǫ
m1j
1j
< ǫ and ǫ1j < ǫ. This can be achieved by taking
ǫ0 < ǫ
1+m1j
and
ǫ
m1j
1j < min(ǫ
m1j ,
ǫ0
ǫ
).
If m1j < 0 then we want
ǫ0
ǫ
m1j
1j
< ǫ and ǫ1j < ǫ. This can be achieved by taking
ǫ0 < ǫ
and
ǫ1j < ǫ.
Globally, we can choose ǫ0 so that ǫ0 < ǫ
1+maxm1j , where the maximum is taken over all
j’s such that m1j > 0. If all m1j < 0 then choose ǫ0 < ǫ. For ǫ1j , we choose ǫ1j < ǫ if
m1j < 0 and ǫ
m1j
1j < min(ǫ
m1j , ǫ0
ǫ
).
For fixed j, we can choose ǫ small enough so that the compact sets Ej is a disjoint
union of neighborhoods - one for each point Pjl. Similarly, for fixed j, we can choose ǫ
small enough so that the compact sets E1j is a disjoint union of neighborhoods - one for
each point P1jl. Pick the smallest values of ǫ among the above choices. We can choose
ǫ even smaller, so that the compact neighborhoods T˜jl for all j and l and the compact
neighborhoods T˜1jl for all j and l are disjoint.
Definition 2.4 (Tubular neighborhood) Let
Tb = {P ∈ X||x1| < ǫ0} −
⋃
j,l
T˜jl −
⋃
j,l
T˜1jl.
Definition 2.5 (Foliation of the tubular neighborhood) Let u be a complex number such
that |u| ≤ ǫ0. Define
Tbu = {P ∈ X|x1(P ) = u}.
Note that Tb0 ⊂ C0.
Definition 2.6 Define
Dǫ0 = {u ∈ C||u| < ǫ0}.
Lemma 2.7 (fibration) For all u < ǫ0, the sequence of topological space
Tbu → Tb→ Dǫ0
is a fibration, which splits, since Dǫ0 is contractible.
Proof. The map
x¯0 : Tb→ Dǫ0
is a restriction of the map
x0 : X → C,
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which is singular only at finitely many points in the range Dǫ0 . Thus, by decreasing ǫ0,
we can assume that x¯0 is singular at most at one point of Dǫ0 . If it turns out to be
non-singular then we have a fibration.
Assume the map x¯0 has one singular point u0 in Dǫ0 . If u0 6= 0 then we can decrease
ǫ0 so that ǫ0 < u0. Then x¯0 will not have a singular point.
Assume that x¯0 is singular at 0 ∈ Dǫ0 . Consider the boundaries of Tb0 and Tbu.
Note that the connected components of their boundaries are circles. Also, each of the
two spaces have the same number of connected components of their boundaries. We
claim that small neighborhoods of their boundaries are homotopic. Let ǫ′ be a small
positive real number. Then connected components of the domains
{P ∈ Tbu|ǫ1 < |xj(P )| < (1 + ǫ
′)ǫ1}
and
{P ∈ Tb0|ǫ1 < |xj(P )| < (1 + ǫ
′)ǫ1}
are cylinders, corresponding to the points Pjl for admissible values of l. Similarly, con-
nected components of the domains
{P ∈ Tbu|ǫ1j < |y1j(P )| < (1 + ǫ
′)ǫ1j}
and
{P ∈ Tb0|ǫ1j < |y1j(P )| < (1 + ǫ
′)ǫ1j}
are cylinders, corresponding to the points P1jl for admissible values of l. By decreasing
u we obtain a degeneration of the topological surface Tbu to Tb0. Now one can use
Riemann-Hurwitz Theorem. Since the number of connected components of the bound-
aries of Tb0 and Tbu are the same and also small neighborhoods of the boundaries are
homotopic, we obtain that the topological surfaces Tb0 and Tbu have the same genus.
Thus, Tb0 and Tbu are homotopic. This proves that we have a fibration map x¯0. A
direct consequence of the above lemma is the following corollary.
Corollary 2.8 (homotopy) For all u < ǫ0 there is a homotopy map
h : Dǫ0 × Tb0 → Tb,
such that
h(u, T b0) = Tbu.
Definition 2.9 (Points, loops and paths on Tb0) Let Q ∈ Tb0 be an interior point. Let
Rjl and R1jl be base points on each of the connected components of the boundary of Tb0.
We choose Rjl and R1jl so that they are close to the intersection points Pjl and P1jl.
Let σ′jl be a loop on Tb0 defined by
σ0jl : [0, 1]→ Tjl
t 7→ (x0, xj)
−1(0, ǫ1e
2πit),
starting at Rjl = (x0, xj)
−1(0, ǫ1). Let also σ
0
1jl be a loop on Tb0 defined by
σ01jl : [0, 1]→ T1jl
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t 7→ (x0, y1j)
−1(0, ǫ1je
2πit),
starting at R1jl = (x0, xj)
−1(0, ǫ1j).
Let γjl be a path from Q to Rjl and let γ1jl be a path from Q to R1jl.
Denote by
σjl = γjlσ
0
j γ
−1
jl
and
σ1jl = γ1jlσ
0
1jγ
−1
1jl .
Choose the paths γjl and γ1jl so that the loop δ, defined by
δ =
(
g∏
i=1
[αi, βi]
) N∏
j=1
σjl
M1∏
j=1
σ1jl
 ,
is homotopic to the trivial loop at Q, where g is the genus of the curve Tb0 and [αi, βi]
is the commutator of loops αi and βi around the handles of Tb0. Note that the genus of
the topological surface Tb0 is the same as the genus of the curve C0.
Definition 2.10 (Points, loops and paths on Tbu) We lift the points Q, Rjl and R1jl
and the loops and paths γjl, γ1jl, σ
′
jl, σ
′
1jl, σjl, σ1jl, αi and βi from Tb0 to Tbu, using
the homotopy h from Corollary 2.8. Let
Q˜ = h(u,Q)
R˜jl = h(u,Rjl), R˜1jl = h(u,R1jl),
γ˜jl = h(u, γjl), γ˜1jl = h(u, γ1jl),
σ˜′jl = h(u, σ
′
jl), σ˜
′
1jl = h(u, σ
′
1jl),
σ˜jl = h(u, σjl), σ˜1jl = h(u, σ1jl),
α˜i = h(u, αi), β˜i = h(u, βi)
on Tbu.
Definition 2.11 (Loops around the curve C0) For u = ǫ0e
2πit, we define the loops
τ(t) = h(ǫ0e
2πit, Q), starting at Q˜
τjl(t) = h(ǫ0e
2πit, Rjl), starting at R˜jl
τ1jl(t) = h(ǫ0e
2πit, R1jl), starting at R˜1jl
on Tb around C0.
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Definition 2.12 (Tori T ′jl, T
′
1jl, Tjl, T1jl and Ti) For u = ǫ0e
2πit, we define the tori Tjl
and T1jl
T ′jl = {h(ǫ0e
2πit, σ′jl(s))|0 6= s 6= 1, 0 6= t 6= 1},
T ′1jl = {h(ǫ0e
2πit, σ′1jl(s))|0 6= s 6= 1, 0 6= t 6= 1}.
Tjl = {h(ǫ0e
2πit, σjl(s))|0 6= s 6= 1, 0 6= t 6= 1},
T1jl = {h(ǫ0e
2πit, σ1jl(s))|0 6= s 6= 1, 0 6= t 6= 1}.
Ti = {h(ǫ0e
2πit, [αi, βi](s))|0 6= s 6= 1, 0 6= t 6= 1},
where T ′jl, T
′
1jl are tori near the points Pjl and near P1jl, respectively.
Definition 2.13 (’boundary’ of the Tori Tjl, T1jl and Ti) By a boundary of any of the
above tori, we mean the loop on the torus, corresponding to the boundary of the defining
region. More precisely, consider the two loops σ˜′jl and τjl. They are generators of the
torus Tjl. Cut the torus Tjl along both loops σ˜
′
jl and τjl. We obtain a square. By
a boundary of the torus Tjl, we mean the boundary of this square. Algebraically, this
means that the boundary is a commutator. Explicitly,
∂T ′jl = [σ˜
′
jl, τjl], starting at R˜jl,
∂T ′1jl = [σ˜
′
1jl, τjl], starting at R˜1jl,
∂Tjl = [σ˜jl, τjl], starting at Q˜,
∂T1jl = [σ˜1jl, τjl], starting at Q˜,
∂Ti = [[α˜i, β˜i], τ ], starting at Q˜.
Definition 2.14 For fixed u let µ be a loop on Tbu, starting at the point Q˜, defined as
a map
µ : [0, 1]→ Tbu.
Consider the torus T as the image of [0, 1]2 to X
T : [0, 1]2 → X,
T (s0, s1) = h(ǫ0e
2πis0 , µ(s1)),
where h is the homotopy defined in Corollary 2.8. Note that we have define two generators
of the torus T , namely, µ and τ . Similarly to Definition 2.13, we define a boundary of
T , denoted by ∂T , by a commutator
∂T = [µ, τ ].
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Definition 2.15 We are going to define a new homotopy of paths that parameterizes
the torus T from the previous definition. For s ∈ [0, 1] we define
γ′s(t) =

(st, 0) t ∈ [0, 1]
(s, t− 1) t ∈ [1, 2]
(s(3− t), 1) t ∈ [2, 3]
(0, 4 − t) t ∈ [3, 4]
Note that for fixed s ∈ (0, 1) the path γ′s starts at (0, 0) and continues along the boundary
of the rectangle with sides s and 1. In the limit s = 1 the path γ′1 becomes the boundary
of the square [0, 1]2. And for s = 0 the path γ′0 becomes just one edge in direction x2
with length 1. Let γ′•(s, t) = γ
′
s(t). The parametrization of the torus T is given by
γ• = T ◦ γ
′
•,
where ◦ denotes a composition of functions. Define also
γs = T ◦ γ
′
s.
2.2 Construction of an abstract reciprocity law
For the torus T , we have the following non-commutative Stokes Theorem (Theorem 1.5).
Theorem 2.16
(a)
∫
∂T
df1
f1
◦
df2
f2
=
∫ ∫
T
df1
f1
∧
df2
f2
;
(b)
∫
∂T
df1
f1
◦
df2
f2
◦
df3
f3
=
∫ ∫
T
df1
f1
◦
(
df2
f2
∧
df3
f3
)
+
∫ ∫
T
(
df1
f1
∧
df2
f2
)
◦
df3
f3
.
Proof. The integrals on the left hands side are defined in Definition 1.1, using the path
γ1 = T ◦ γ
′
1 : t 7→ X
constructed in Definition 2.15. The integrals on the righthand side are defined in Def-
inition 1.4, using the homotopy of paths γ• = T ◦ γ•, constructed in Definition 2.15.
Applying Theorem 1.5 to γ•, we obtain the above theorem.
Definition 2.17 (relation in the fundamental group) Let
δ =
(
g∏
i=1
[αi, βi]
) N∏
j=1
σjl
M1∏
j=1
σ1jl
 ,
be homotopic to the trivial loop at Q in Tb0. Let δs2 , for 0 ≤ s2 ≤ 1 be a homotopy
between the loop δ and the trivial loop at Q, where the homotopy is with fixed starting
point Q. So that for s2 = 1 we have
δ1 = δ
21
and for s2 = 0 we have
δ0 ≡ Q.
For each value of s2 and for fixed u consider the loop
δ˜s2 = h(u, δs2)
on Tbu, where h is the homotopy defined in Corollary 2.8. Note that δ˜s2 gives a homotopy
sitting in Tbu between δ˜1 and the trivial loop at Q˜.
Theorem 2.18 Using Definition 2.17 of δ˜1, by taking s2 = 1, and Definition 2.11 of τ ,
we have ∫
[δ˜1,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
= 0.
Remark 2.19 Theorem 2.18 will be interpreted later as the sum of the logarithmic sym-
bols is an integer multiple of (2πi)3. Where are the logarithmic symbols? The logarithmic
symbols will be ∫
[σ˜jl,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
.
The integrals ∫
[σ˜′
jl
,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
= 0
where we use σ˜′jl instead of σ˜jl. And finally, the integer multiple of (2πi)
3 will come from∫
[[α˜i,β˜i],τ ]
df1
f1
◦
df2
f2
◦
df3
f3
.
Actually there is one other source of integer multiples of (2πi)3, which will be called ’extra
terms’.
We are going to prove this theorem using Theorem 1.6 and Non-commutative Stokes
Theorem for iterated integrals stated in Theorem 1.9. Before doing that we have to
make several definitions.
Definition 2.20 (For 3-dimensional non-commutative Stokes Theorem) For each value
of s2 and for fixed u consider the loop
δ˜s2 = h(u, δs2)
on Tbu, where h is the homotopy defined in Corollary 2.8. Now use Definition 1.14.
Instead of the loop µ use δ˜s2 , in order to define a torus. Denote the corresponding torus
by Ts2 . Now use Definition 1.15 to define parametrization of the torus Ts2. For fixed s2,
let
γ•,s2 = Ts2 ◦ γ
′
•.
Similarly, for fixed s and s2 let
γs,s2 = Ts2 ◦ γ
′
s.
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Now instead of the variable s write the variable s1. When s1 denote
γs1,•(s2, t) = γs1,s2(t).
Let also
γ•,•(s1, s2, t) = γs1,s2(t).
Proof. (of Theorem 1.18) In the notation of Definition 1.19, the domain of integration
is ∂T1. It is enough to show that∫ ∫
T1
df1
f1
◦
(
df2
f2
∧
df3
f3
)
= 0
and ∫ ∫
T1
(
df1
f1
∧
df2
f2
)
◦
df3
f3
= 0.
Using the notation from Definition 1.19 and from subsection 1.7, we have∫ ∫
T1
df1
f1
◦
(
df2
f2
∧
df3
f3
)
=
∫ ∫
γ•,1
df1
f1
◦
(
df2
f2
∧
df3
f3
)
.
From Theorem 1.9, we have
2
∫ ∫ ∫
γ•,•
df1
f1
∧
df2
f2
∧
df3
f3
=
(∫ ∫
γ0,•
−
∫ ∫
γ1,•
+
∫ ∫
γ•,0
−
∫ ∫
γ•,1
)
df1
f1
◦
(
df2
f2
∧
df3
f3
)
.
We have identified the last integral. Note also that
df1
f1
∧
df2
f2
∧
df3
f3
= 0,
because X is a 2-dimensional variety. The domain γ•,0 comes from δ˜s2 for s2 = 0, which
is the trivial loop at Q˜. Then γ•,0 is a 1-dimensional region. Therefore,∫ ∫
γ•,0
df1
f1
◦
(
df2
f2
∧
df3
f3
)
= 0.
For fixed s1 the domain of integration γs1,• lies inside Tbu. Since Tbu is a subset of the
algebraic curve on X given by the equation x0 = u, we obtain that
df2
f2
∧
df3
f3
= 0.
Therefore, ∫ ∫
γ0,•
df1
f1
◦
(
df2
f2
∧
df3
f3
)
= 0
and ∫ ∫
γ1,•
df1
f1
◦
(
df2
f2
∧
df3
f3
)
= 0.
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Thus, the integral ∫ ∫
γ•,1
df1
f1
◦
(
df2
f2
∧
df3
f3
)
= 0.
Similarly, we can prove that∫ ∫
T1
(
df1
f1
∧
df2
f2
)
◦
df3
f3
=
∫ ∫
γ•,1
(
df1
f1
∧
df2
f2
)
◦
df3
f3
= 0.
Now we use Theorem 2.16, and we obtain∫ ∫
∂T1
df1
f1
◦
df2
f2
◦
df3
f3
= 0.
Definition 2.21 (µi) Define loops µi so that µi is either [α˜j , β˜j ] or σ˜jl, or σ˜1jl. Let K
be the number of all the above different loops. The integer K is chosen so that for the
ordered product we have
K∏
i=1
µi = δ˜1.
Definition 2.22 (πj) Define loops πi by
πj =
j∏
i=1
µi.
Note that π1 = µ1 and πK = δ˜1, which is homotopic to the trivial loop at Q˜.
Lemma 2.23 (a) [πj+1, τ ] = πj[µj+1, τ ]π
−1
j [πj , τ ].
(b) [πK , τ ] =
∏K
i=1(πK−i[µK−i+1, τ ]π
−1
K−i).
Proof. It follows by direct computation of commutators.
Lemma 2.24
0 =
∫
[πK ,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
=
K∑
i=1
∫
πK−i[µK−i+1,τ ]π
−1
K−i
df1
f1
◦
df2
f2
◦
df3
f3
.
Proof. The first equality is Theorem 2.18. For the second equality, we use compo-
sition of paths in iterated integrals stated in Corollary 1.3. By induction, we can
decompose the path [πK , τ ] into two paths, then into three paths and finally into K
paths πK−i[µK−i+1, τ ]π
−1
K−i for i = 1, . . . ,K. Using Corollary 1.3, we can expand the
iterated integral over [πK , τ ] in terms of sum of products of iterated integrals over
πK−i[µK−i+1, τ ]π
−1
K−i for i = 1, . . . ,K. Note that∫
πK−i[µK−i+1,τ ]π
−1
K−i
ω1 = 0
for any differential 1-form ω. Therefore, when we have a product of iterated inte-
grals in the expansion, we must have at least one integral of one differential 1-form.
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That gives zero contribution. Therefore, there are no products in the expansion over
the smaller paths, but only a sum of triple iterations over each of the smaller paths
πK−i[µK−i+1, τ ]π
−1
K−i. This proves the lemma. Now we are going to examine each of the
components
∫
πi[µi+1,τ ]π
−1
i
df1
f1
◦ df2
f2
◦ df3
f3
.
Lemma 2.25∫
πi[µi+1,τ ]π
−1
i
df1
f1
◦ df2
f2
◦ df3
f3
=
∫
[µi+1,τ ]
df1
f1
◦ df2
f2
◦ df3
f3
+
∫
πi
df1
f1
∫
[µi+1,τ ]
df2
f2
◦ df3
f3
+
∫
[µi+1,τ ]
df1
f1
◦ df2
f2
∫
π−1i
df3
f3
.
Proof. Decompose the path πi[µi+1, τ ]π
−1
i into πi, [µi+1, τ ] and π
−1
i . Then use Corollary
1.3. Finally, use that ∫
[µi+1,τ ]
ω = 0
for any differential 1-form ω.
Lemma 2.26 (a) For i ≤ g, where g is the genus of C0, we have µi = [α˜i, α˜i]. Then∫
µi
ω = 0
and consequently, ∫
πi
ω = 0
for a 1 form ω. (b) When µi = σ˜
′
jl, we have∫
[µi,τ ]
df1
f1
◦
df2
f2
= 0
and ∫
[µi,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
= 0.
Proof. Part (a) is straight forward. Part (b) will be proven in subsection 3.1.
Definition 2.27 When µi = σ˜jl, we define a new logarithmic symbol as
Log[f1, f2, f3]
x0,Q
C0,Pjl
= lim
ǫ→0
∫
[µi,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
.
Definition 2.28 For i ≤ g, where g is the genus of C0, we have µi = [α˜i, β˜i]. Then we
call the integral ∫
[µi,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
.
the commutator [α, β]-terms
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Definition 2.29 Consider the terms∫
πi
df1
f1
∫
[µi+1,τ ]
df2
f2
◦
df3
f3
and ∫
[µi+1,τ ]
df1
f1
◦
df2
f2
∫
π−1i
df3
f3
in Lemma 2.26. The only case when these terms do not vanish is when i > g and
µi+1 = σ˜jl. In this case we call the above two integrals extra terms.
Remark 2.30 We are going to show that a commutator [α, β]-term gives an integer
multiple of (2πi)3 in Lemma 3.25 and also that the extra terms give an integer multiple
of (2πi)3 in Theorem 3.30.
Theorem 2.31 (Abstract reciprocity law)∑
Pjl
Log[f1, f2, f3]
x0,Q
C0,Pjl
= −
∑
(commutator terms)−
∑
(extra terms).
Note that from the previous remark the right hand side of the above equation is an integer
multiple of (2πi)3.
Proof. For i such that µi = σ˜jl, by Lemma 2.25, we have that the sum of the Log-symbols
and the extra terms gives the sum of∫
πi[µi+1,τ ]π
−1
i
df1
f1
◦
df2
f2
◦
df3
f3
,
over the above type of indexes i. For i ≤ g we have µi = [α˜i, α˜i]. Then by Lemma 2.6
(a), we have ∫
[µi,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
=
∫
πi−1[µi,τ ]π
−1
i−1
df1
f1
◦
df2
f2
◦
df3
f3
.
For i such that µi = σ˜
′
jl, by Lemma 2.26(b), we have that∫
πi−1[µi,τ ]π
−1
i−1
df1
f1
◦
df2
f2
◦
df3
f3
= 0.
We have to show that the sum of the above three integrals is zero. By Lemma 2.24, we
have that this sum is equal to ∫
[πK ,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
,
where πK = δ˜1. Now from Theorem 2.18, the above integral is zero.
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3 Construction of a new symbol and a reciprocity law
3.1 Local properties. Integrating over the torus T ′jl
In this subsection, we use the notation from subsection 2.4. Consider the torus T ′jl from
Definition 2.12. We use Definition 2.14 and 2.15 in order to define iterated integrals over
T ′jl and over ∂T
′
jl. Let xi be as in Definition 2.1. Then near the point Pjl we have local
coordinates x0 and xj. For k = 1, 2, 3 let
fk = x
nk0
0 x
nkj
j gk,
where gk are holomorphic functions near (x0, xj) = (0, 0). We are going to simplify the
notation.
Definition 3.1 (Integers mk and nk, function x, y and gk and torus T0)
We are going to use the integers
mk instead of nk0,
nk instead of nkj,
and the functions
x instead of x0,
y instead of xj ,
(see Definition 2.1 for nk0 and for nkj). Also we are going to use
T0 instead of T
′
jl,
(see Definition 2.12 for T ′jl). We define gk for k = 1, 2, 3 by
fk = x
mkynkgk.
Note that gk is non-zero holomorphic function near (x, y) = (0, 0).
Lemma 3.2 (a)
∫ ∫
∂T0
df1
f1
◦ df2
f2
=
∫ ∫
T0
df1
f1
∧ df2
f2
= −(m1n2 −m2n1)(2πi)
2;
(b)
∫ ∫
T0
df1
f1
◦
(
df2
f2
∧ df3
f3
)
= −(m1 + n1)(m2n3 −m3n2)
(2πi)3
2 +O(ǫ);
(c)
∫ ∫
T0
(
df1
f1
∧ df2
f2
)
◦ df3
f3
= (m3 + n3)(m1n2 −m2n1)
(2πi)3
2 +O(ǫ).
Proof. Denote by O(x, y) all the terms of degree at least 1 in the variable x or y. Denote
by O(1) all the terms of degree at least 0 or higher. Note that on T0 we have |x| < ǫ and
|y| < ǫ. For part (a), we have
df1
f1
= m1
dx
x
+ n1
dy
y
+
dg1
g1
= m1
dx
x
+ n1
dy
y
+ dO(x, y),
since g1 has no zeroes or poles at x = 0 or y = 0. Similarly,
df2
f2
= m2
dx
x
+ n2
dy
y
+ dO(x, y).
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Then
df1
f1
∧
df2
f2
= (m1n2−m2n1)
dx
x
∧
dy
y
+
dx
x
∧dO(x, y)+dO(x, y)∧dO(x, y)+dO(x, y)∧
dy
y
.
Since x and y vary over loops, we only pick the residues, when we compute the integral.
Therefore,∫
T0
df1
f1
∧
df2
f2
= (m1n2 −m2n1)
∫
T0
dx0
x0
∧
dxj
xj
= −(m1n2 −m2n1)(2πi)
2.
For part (b) denote by γ•(s, t) = T0 ◦ γ
′
s(t), as in Definition 2.15. Note that for
t /∈ [1, 2], the image of γ• is one dimensional. In order to have a non-zero 2-dimensional
iterated integral, we must have the 2-form integrated over γ• restricted to (s, t) ∈ [0, 1]×
[1, 2]. All other intervals for t will have no contribution, since γ• has 1-dimensional image.
Then the first 1-form in the 2-dimensional iterated integral, must be integrated over γs
up to a point (s, t) ∈ [0, 1] × [1, 2]. Consider the image of γ• in the (x0, xj)-coordinate
system. Then we have to integrate the first 1-form up to (x′0, x
′
j) along γs for some s.
We obtain∫
T0
df1
f1
◦
(
df2
f2
∧
df3
f3
)
=
∫ ∫
[0,1]2
(∫ (x1,x2)
(x′0,x
′
j
)=(0,0)
df1
f1
(x′1, x
′
2)
)(
df2
f2
∧
df3
f3
)
(x1, x2).
We have ∫ (x1,x2)
(x′1,x
′
2)=(0,0)
df1
f1
(x′1, x
′
2) = m1
dx0
x0
+ n1
dxj
xj
+O(ǫ).
Therefore, ∫ ∫
T0
df1
f1
◦
(
df2
f2
∧ df3
f3
)
=
=
∫
T0
(
m1
dx0
x0
+ n1
dxj
xj
)
◦
(
(m2n3 −m3n2)
dx0
x0
∧
dxj
xj
)
+O(ǫ) =
= −(m1 + n1)(m2n3 −m3n2)
(2πi)3
2 +O(ǫ).
Part (c) can be proven in a similar way as part (b).
Corollary 3.3 For the torus ∂T ′1jl, we have (a)
∫ ∫
∂T ′1jl
df1
f1
◦ df2
f2
=
∫ ∫
T0
df1
f1
∧ df2
f2
= 0;
(b)
∫ ∫
∂T ′1jl
df1
f1
◦
(
df2
f2
∧ df3
f3
)
= O(ǫ);
(c)
∫ ∫
∂T ′1jl
(
df1
f1
∧ df2
f2
)
◦ df3
f3
= O(ǫ).
Proof. We are going to use the curves Dij from Definition 2.1. Since the differential
forms dfk
fk
have no residue along Dij , we obtain that the corollary as a consequence of
Lemma 3.2.
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3.2 Semi-local behavior. Integrating over the torus Tjl.
We are going to use the construction of the domain of integration from the subsection
2.4.
Definition 3.4 (Paths γ0, γ, loops σ0, σ, τ0) We are going to use
γ0 instead of γjl,
γ instead of γ˜jl,
σ0 instead of σ˜
′
jl,
σ instead of σ˜jl,
τ0 instead of τjl.
See Definition 2.9 for γjl. See Definition 2.10 for γ˜jl, σ˜
′
jl, and σ˜jl. See Definition 2.11
for τjl.
Definition 3.5 (τ ′) Let τ ′ be a loop on Tbu starting at Q˜, defined in the following way.
First define a constant C by
(x, y)(Q˜) = (ǫ1, C).
For t ∈ [0, 1] define the loop τ ′ so that
τ ′(0) = Q˜
and
τ ′(t) ⊂ (x, y)−1(ǫ1e
2πit, C).
Note that τ ′ does not vary in direction of y, while the loop τ might vary in that direction.
See Definition 2.11 for τ .
Definition 3.6 (T and T ′) We are going to use
T instead of Tjl.
Let T ′ denote a torus with generators τ ′ and σ.
Definition 3.7 (λt) For fixed t, define also Λt to be a segment of the straight line, in
the complex plane x = ǫ1e
2πit in the coordinate system (x, y), joining (x, y)(τ(t)) with
(x, y)(τj(t)). Let
λt ⊂ (x, y)−1Lt
be the corresponding path, joining τ(t) with τ ′(t).
Proposition 3.8 The following two iterated integrals are equal in the limit ǫ→ 0. That
is,
lim
ǫ→0
∫
[σ,τ ′]
dxi1
xi1
◦
dxi2
xi2
◦
dxi3
xi3
−
∫
[σ,τ ]
dxi1
xi1
◦
dxi2
xi2
◦
dxi3
xi3
= 0,
where the commutator [σ, τ ′] in the first integral is the boundary of T ′ and the commutator
[σ, τ ] in the second integral is the boundary of T .
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Remark 3.9 It is easier to do explicit computations, using the first integral, involving
τ ′.
Recall that τ0 and σ0 are the two loops on T0 (see Definitions 2.13 and 3.3).
Definition 3.10 (S, S−1, S′ and S′−1) Let S be the region bounded by
∂S = γτ0γ
−1τ−1.
Let S−1 be the region bounded by
∂S−1 = γ−1τγτ−10 .
Let S′ be the region bounded by
∂S′ = γτ0γ
−1τ ′−1.
Let also S′−1 be the region bounded by
∂S′−1 = γ−1τjγτ
−1
0 .
Lemma 3.11
(a)
∫
[σ,τ ′]
dxi1
xi1
◦
dxi2
xi2
◦
dxi3
xi3
=
∫
∂T0
dxi1
xi1
◦
dxi2
xi2
◦
dxi3
xi3
+
+
∫
σ0
dxi1
xi1
∫ ∫
S′−1
dxi2
xi2
∧
dxi3
xi3
+
+
∫ ∫
S′−1
dxi1
xi1
∧
dxi2
xi2
∫
σ−10
dxi3
xi3
;
(b)
∫
[σ,τ ]
dxi1
xi1
◦
dxi2
xi2
◦
dxi3
xi3
=
∫
∂T0
dxi1
xi1
◦
dxi2
xi2
◦
dxi3
xi3
+
+
∫
σ0
dxi1
xi1
∫ ∫
S−1
dxi2
xi2
∧
dxi3
xi3
+
+
∫ ∫
S−1
dxi1
xi1
∧
dxi2
xi2
∫
σ−10
dxi3
xi3
.
Proof. Consider the domain
S ∪ γS−1γ−1.
Note that S and γS−1γ−1 parameterize the same domain but with opposite orientations.
Then ∫
S∪γ˜jlS−1γ˜
−1
jl
dxi1
xi1
◦
(
dxi2
xi2
∧
dxi3
xi3
)
= 0.
and ∫
S∪γS−1γ−1
(
dxi1
xi1
∧
dxi2
xi2
)
◦
dxi3
xi3
= 0.
From Lemma 1.6 for composition of domains of 2-dimensional iterated integrals for
the domain T , we have
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∫ ∫
T
dxi1
xi1
◦
(
dxi2
xi2
∧
dxi3
xi3
)
=
∫ ∫
S
dxi1
xi1
◦
(
dxi2
xi2
∧
dxi3
xi3
)
+
∫ ∫
S−1
dxi1
xi1
◦
(
dxi2
xi2
∧
dxi3
xi3
)
+
+
∫
γ˜jl
dxi1
xi1
∫ ∫
S−1
dxi2
xi2
∧
dxi3
xi3
+
+
∫ ∫
T0
dxi1
xi1
◦
(
dxi2
xi2
∧
dxi3
xi3
)
+
∫
γ
dxi1
xi1
∫ ∫
T0
dxi2
xi2
∧
dxi3
xi3
+
+
∫
γ
dxi1
xi1
∫ ∫
S−1
dxi2
xi2
∧
dxi3
xi3
Using the above relation for the domain S ∪ γS−1γ−1, we obtain part (b) of the Lemma.
Part (a) can be done in a similar way, when we write S′ instead of S and τ ′ instead of τ .
Denote by S′−1−S−1 the region bounded by τjτ
−1. Then we have the following lemma.
Lemma 3.12 ∫
[σ,τ ′]
dxi1
xi1
◦
dxi2
xi2
◦
dxi3
xi3
−
∫
[σ,τ ]
dxi1
xi1
◦
dxi2
xi2
◦
dxi3
xi3
=
=
∫
σ0
dxi1
xi1
∫ ∫
S′−1−S−1
dxi2
xi2
∧
dxi3
xi3
+
+
∫ ∫
S′−1−S−1
dxi1
xi1
∧
dxi2
xi2
∫
σ−10
dxi3
xi3
.
For the region S′−1 − S−1, we have the following lemma.
Lemma 3.13 ∫ ∫
S′−1−S−1
dxi1
xi1
∧
dxi2
xi2
=
∫
τ ′τ−1
dxi1
xi1
◦
dxi2
xi2
.
Proof. It follows from non-commutative Stokes theorem for iterated integrals (Theorem
1.5).
Proof. (of Proposition 3.8) In order to prove the proposition it remains to show that
lim
ǫ→0
∫
τ ′τ−1
dxi1
xi1
◦
dxi2
xi2
= 0.
Afterwards, we can use the above three lemmas.
If i1 6= 0 or i2 6= 0 then the above integral becomes 0 in the limit ǫ→ 0, If i1 = i2 = 0
then
dxi1
xi1
∧
dxi2
xi2
= 0. And by Lemma 3.6, we have that∫
τ ′τ−1
dxi1
xi1
◦
dxi2
xi2
= 0.
Denote by
ωk =
dfk
fk
for k = 1, 2, 3. Using Stokes formula for 1- and 2-dimensional iterated integrals (Theorem
1.5), we obtain the following lemma.
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Lemma 3.14∫
∂T ′
ω1 ◦ ω2 ◦ ω3 =
∫ ∫
T ′
ω1 ◦ (ω2 ∧ ω3) +
∫ ∫
Tjl
(ω1 ∧ ω2) ◦ ω3.
Using Lemma 1.6 for composition of domains of 2-dimensional iterated integrals, we
obtain the following lemma.
Lemma 3.15
(a)
∫ ∫
T ′
ω1 ◦ (ω2 ∧ ω3) =
∫ ∫
T0
ω1 ◦ (ω2 ∧ ω3) +
∫
γ0
ω1
∫ ∫
T0
ω2 ∧ ω3 +
∫
σ0
ω1
∫ ∫
S′−1
ω2 ∧ ω3
(b)
∫ ∫
T ′
(ω1 ∧ ω2) ◦ ω3 =
∫ ∫
T0
(ω1 ∧ ω2) ◦ ω3 +
∫ ∫
T0
ω1 ∧ ω2
∫
γ−1
ω3 +
∫ ∫
S′−1
ω1 ∧ ω2
∫
σ−10
ω3
Proof. It is the same as the proof of Lemma 3.7.
Lemma 3.16
(a) 1(2πi)2
∫ ∫
T ′
ω1 ◦ (ω2 ∧ ω3) = −(m1 + n1)(m2n3 −m3n2)πi+
−(m2n3 −m3n2)
∫
γ0
dg1
g1
+
−m3n1
∫
γ0
dg2
g2
−
+m2n1
∫
γ0
dg3
g3
+O(ǫ);
(b) 1
(2πi)2
∫ ∫
T ′
(ω1 ∧ ω2) ◦ ω3 = (m3 + n3)(m1n2 −m2n1)πi+
−(m1n2 −m2n1)
∫
γ0
dg3
g3
−
+m1n3
∫
γ0
dg2
g2
+
−m2n3
∫
γ0
dg1
g1
+O(ǫ).
Proof. For part (a) we have∫ ∫
T0
ω1 ◦ (ω2 ∧ ω3) = +
∫ ∫
T0
ω1 ◦ (ω2 ∧ ω3)+
+
∫
γ
ω1
∫ ∫
T0
ω2 ∧ ω3 +
∫
σ
ω1
∫ ∫
S′−1
ω2 ∧ ω3
From Lemma 4.3 part(b), we have∫ ∫
T0
ω1 ◦ (ω2 ∧ ω3) = −
1
2
(2πi)3(m1 + n1)(m2n3 −m3n2).
This takes care of the first summand in this lemma. Consider the functions fk and gk
in terms of the local coordinates x and y near the point Pjl. Using Lemma 4.3 part (a),
we obtain ∫
γ
ω1
∫ ∫
T0
ω2 ∧ ω3 = −(m2n3 −m3n2)(2πi)
2
∫
γ
df1
f1
.
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When we express f1 in term of g1 and powers of x and y, we obtain
1
(2πi)2
∫
γ
ω1
∫ ∫
T0
ω2 ∧ ω3 = −(m2n3 −m3n2)
∫
γ
d(xm1yn1g1)
xm1yn1g1
=
= −(m2n3 −m3n2)
(
n1
∫
γ
dy
y
+
∫
γ
dg1
g1
)
.
Now we have to compute ∫
σ
ω1
∫ ∫
S′−1
ω2 ∧ ω3.
We have ∫
σ
ω1 = m1(2πi).
We can simplify the double integral by using that S′−1 = γ−1×τ ′. Also, we can express fk
as xmkynkgk and then use that under the integral we must have dx/x, since we integrate
the variable x over the loop τ0. For the differential 2-form under the integral, we have
ω2 ∧ ω3 =
(
m2
dx
x
+ n2
dy
y
+
dg2
g2
)
∧
(
m3
dx
x
+ n3
dy
y
+
dg3
g3
)
.
When we pick only the terms that involve dx/x, we obtain the 2-form
(m2n3 −m3n2)
dx
x
∧
dy
y
+m2
dx
x
∧
dg3
g3
−m3
dx
x
∧
dg2
g2
.
The term −(m2n3 −m3n2)
dx
x
∧ dy
y
gives∫ ∫
S′−1
−(m2n3 −m3n2)
dx
x
∧
dy
y
= −(m2n3 −m3n2)(2πi)
∫
γ−10
dy
y
.
This term cancels with the term
lim
ǫ→0
−(m2n3 −m3n2)n1
∫
γ
dy
y
,
coming from ∫
γ
ω1
∫ ∫
T0
ω2 ∧ ω3.
The 2-form
m2
dx
x
∧
dg3
g3
gives ∫ ∫
S′−1
m2
dx
x
∧
dg3
g3
= −m2(2πi)
∫
γ−10
dg3
g3
.
Finally, the 2-form
m3
dx
x
∧
dg2
g2
gives ∫ ∫
S′−1
m3
dx
x
∧
dg2
g2
= m3(2πi)
∫
γ−10
dg2
g2
.
This proves part (a) of the lemma.
Part (b) can be proven in the same way.
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3.3 Differential equation
We will define a partial differential equation, which has no solution locally, but has a
solution only over a fixed path, when it is reduced to an ordinary differential equation.
Let Ai for i = 1, . . . , n be indeterminant constants which do not commute. One can
think of them as constant square matrices. Let hi for i = 1, . . . , n be rational functions
on X. Consider the differential equation
dF = F
n∑
i=1
Ai
dhi
hi
,
where the multiplication is matrix multiplication (or multiplication of indeterminant
constants). When this partial differential equation is restricted to a path, we obtain a
solution, given by a generating series of iterated integrals.
From Lemma 2.6 it seems that the differential dfk
fk
should anti-commute. Thus, our
first attempt to relate a differential equation to a logarithmic version of the Parshin
symbol is the following
dF = F
3∑
k=1
Ak
dfk
fk
,
where the indeterminant Ak for k = 1, 2, 3 anti-commute.
Why this attempt is not good? The factor x1 from f1 and x1 from f2 lead to sum-
mands dx1
x1
in df1
f1
and dx1
x1
in df2
f2
. These two copies of dx1
x1
commute, when iterated.
However, because the constants A1 and A2 anti-commute in the above differential equa-
tion, we obtain that the two copies of dx1
x1
- one coming from f1 and the other from f2
- should anti-commute. Thus, the both commute and anti-commute, when we use the
above differential equation.
Instead of considering the functions fk for k = 1, 2, 3, we must decompose the three
functions into factors. We want these factors to enter in the choice of local coordinates.
(Later we will show independence of the choices of local coordinates.) Also, we want
similar factors coming from different fk’s to commute and different factors coming from
different functions fk to anti-commute. In order to do that we must distinguish between
similar factors, coming from different functions fk’s.
Definition 3.17 (factorization of the functions fk for k = 1, 2, 3.) We are going to use
the definitions of xi and the corresponding powers nki for i = 1, . . . , N from Definition
2.1. Define xN+k for k = 1, 2, 3 by
xN+k = fk
N∏
i=1
x−mkii .
Define also the constants mN+l,k for k, l = 1, 2, 3 by
mN+l,k = δkl,
where δkl is the Kroneker delta function. We are going to use the factorizations
fk =
N+3∏
i=1
xmkii .
34
Then we have
dfk
fk
=
N+3∑
i=1
mki
dxi
xi
.
Definition 3.18 Consider the differential equation
dF = F
3∑
k=1
N+3∑
i=1
Akimki
dxi
xi
.
We are going to use solutions of this differential equation along a path γ, which we will
denote by
Fγ .
Definition 3.19 (Variable A for the purpose of the new symbol) We set an equivalence
among certain monomials in the variables Aki. Let
A ∼ A1,j1A2,j2A3,j3
for all values of j1, j2 and j3.
Definition 3.20 (Variable B for the purpose of the logarithm of the Parshin symbol)
Let σ be a permutation of {1, 2, 3}. Define an equivalence
B ∼ A1,j1A2,j2A3,j3 ∼ Aσ(1),j1Aσ(3),j2Aσ(3),j3 .
For j1 6= j2 6= j3 6= j1, let
A1,jσ(1)A2,jσ(2)A3,jσ(3) ∼ sign(σ)A1,j1A2,j2A3,j3 .
For j1 = j2 6= j3 and for a permutation σ of {1, 2}, define the equivalence
A1,jσ(1)A2,jσ(1)A3,jσ(2) ∼ sign(σ)A1,j1A2,j1A3,j2 .
For j1 = 0 and j2 6= 0 define
B ∼ A1,j1A2,j1A3,j2 .
3.4 The commutators [αi, βi]
In order to prove a reciprocity law for the logarithm of the new symbol Log[f1, f2, f3]
x0,γi
C0,Pi
,
we have to consider the loops on C0, given by the commutator [αj , βj ].
Definition 3.21 Define a torus
T ′j = h(u, [αj , βj ]),
for |u| = ǫ1.
Lemma 3.22 Let α be any loop on X and let f be a rational function on X. Then∫
α
df
f
= 2πin
for some integer n.
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Proof. Consider f as a function from the variety X to CP 1−{0,∞}. On CP 1−{0,∞}
we have the differential form dz/z. Then∫
α
df
f
=
∫
α
f∗
dz
z
=
∫
f∗α
dz
z
= 2πin
for some integer n.
We are going to use the following lemma for commutators.
Lemma 3.23 (a)
∫
[α,β] ω = 0;
(b)
∫
[α,β] ω1 ◦ ω2 =
∫
α
ω1
∫
β
ω2 −
∫
β
ω1
∫
α
ω2;
(c)
∫
[α,β] ω1 ◦ ω2 ◦ ω3 =
∫
α
ω1 ◦ ω2
∫
β
ω3 −
∫
β
ω1 ◦ ω2
∫
α
ω3+
+
∫
α
ω3 ◦ ω2
∫
β
ω1 −
∫
β
ω3 ◦ ω2
∫
α
ω1−
−
∫
α
ω1
∫
β
ω2
∫
α
ω3 +
∫
β
ω1
∫
α
ω2
∫
β
ω3.
Proof. Part (a) is trivial. Part (b) is Theorem 3.1 in [H]. Part (c) is Theorem 4. in [H].
Proposition 3.24 The 2-dimensional iterated integrals∫ ∫
∂T ′j
df1
f1
◦
df2
f2
◦
df3
f3
is an integer times (2πi)3.
Proof. Let σ be the loop in the fiber of the torus T ′j . First we prove the following lemma.
Lemma 3.25
(2πi)−3
∫
[[α,β],σ]
df1
f1
◦
df2
f2
◦
df3
f3
is an integer.
Proof. Using part (c) of the Lemma 5.7 we obtain∫
[[α,β],τ ]
df1
f1
◦ df2
f2
◦ df3
f3
=
∫
[α,β]
df1
f1
◦ df2
f2
∫
τ
df3
f3
−
∫
τ
df1
f1
◦ df2
f2
∫
[α,β]
df3
f3
+
+
∫
[α,β]
df3
f3
◦ df2
f2
∫
τ
df1
f1
−
∫
τ
df3
f3
◦ df2
f2
∫
[α,β]
df1
f1
−
−
∫
[α,β]
df1
f1
∫
τ
df2
f2
∫
[α,β]
df3
f3
+
∫
τ
df1
f1
∫
[α,β]
df2
f2
∫
τ
df3
f3
.
From part (a) of Lemma 5.7, we have that an integral of a 1-form over a commutator
is zero. Therefore,∫
[[α,β],τ ]
df1
f1
◦
df2
f2
◦
df3
f3
=
∫
[α,β]
df1
f1
◦
df2
f2
∫
τ
df3
f3
+
∫
[α,β]
df3
f3
◦
df2
f2
∫
τ
df1
f1
.
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Now we use part (b) of Lemma 5.7. And we obtain∫
[[α,β],τ ]
df1
f1
◦ df2
f2
◦ df3
f3
=
(∫
α
df1
f1
∫
β
df2
f2
−
∫
β
df1
f1
∫
α
df2
f2
) ∫
τ
df3
f3
+
+
(∫
α
df3
f3
∫
β
df2
f2
−
∫
β
df3
f3
∫
α
df2
f2
) ∫
τ
df1
f1
By Lemma 5.6, all of the integrals of 1-forms are integer multiples of 2πi. This proves
the lemma.
Proof. (of Proposition 5.15) The boundary of the torus T ′ is [σ[α, β]]. By the above
lemma the integral is an integer multiple of (2πi)3.
Definition 3.26 (hk) We have that mk is the order of the function fk along the curve
C0. Also we have that x is a rational function on X that has zero of order 1 along C0.
Define functions hk by
fk = x
mkhk.
Corollary 3.27 For fixed j the contribution from the commutator [αj, βj ] is the iterated
integrals ∫ ∫
∂T ′j
df1
f1
◦ df2
f2
◦ df3
f3
= 2πim1
(∫
αj
dh3
h3
∫
βj
dh2
h2
−
∫
βj
dh3
h3
∫
αj
dh2
h2
)
+
+2πim3
(∫
αj
dh1
h1
∫
βj
dh2
h2
−
∫
βj
dh1
h1
∫
αj
dh2
h2
)
.
3.5 Extra terms
The source of the extra terms are the integrals∫
πi
df1
f1
∫
[µi+1,τ ]
df2
f2
◦
df3
f3
and ∫
[µi+1,τ ]
df1
f1
◦
df2
f2
∫
π−1
i
df3
f3
from Definition 2.29. Note that their difference is the same as the sum of the coefficients
equivalent to A in Fπi[µi+1,τ ]π−1i
− F[µi+1,τ ].
In terms of the differential equation, an extra term is the difference between the
coefficients of A1i1A2i2A3i3 in Fπi[µi+1,τ ]π−1i
and in F[µi+1,τ ].
Lemma 3.28 The difference between the coefficients of A1j1A2j2A3j3 in Fπi[µi+1,τ ]π−1i
and in F[µi+1,τ ] is
(2πi)2nj1n2j2n3j3
(∫
πi
dxj1
xj1
∫
[µi+1,τ ]
dxj2
xj2
◦
dxj3
xj3
−
∫
πi
dxj3
xj3
∫
[µi+1,τ ]
dxj1
xj1
◦
dxj2
xj2
)
.
Proof. Cut the loop πi[µi+1, τ ]π
−1
i into 3 loops πi, [µi+1, τ ] and π
−1
i . Then use Corollary
1.3 for composition of paths.
Recall that Lj is the number of intersection points of C0 and Cj.
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Definition 3.29 For k = 1, 2, 3 consider the orders of vanishing mk and mkj of x and
xj, respectively. (see Definitions 3.23 and 3.25.) Let
D1(j) =
∣∣∣∣ m2 n2jm3 n3j
∣∣∣∣ , D2(i) = ∣∣∣∣ m3 n3jm1 n1j
∣∣∣∣ , D3(i) = ∣∣∣∣ m1 n1jm2 n2j
∣∣∣∣ .
Theorem 3.30 The sum of the coefficients equivalent to A in∑
i
(F
πi[µi+1,τ ]π
−1
i
− F[µi+1,τ ])
is∑
j1<j2
(n1j1D1(j2)− n3j1D3(j2))Lj1Lj2 .+
1
2
N∑
j2=1
(n1j2D1(j2)− n3j2D3(j2))Lj2(Lj2 − 1).
Proof. Fix j1, j2 and j3. We are going to use the above lemma. We consider the sum∑
i
∫
πi
dxj1
xj1
∫
[µi+1,τ ]
dxj2
xj2
◦
dxj3
xj3
.
The second integral is zero if j2 6= 0 and j3 6= 0. Let j3 = 0. Again the second integral
is zero if µi+1 6= σj2,l for all l = 1, . . . , Lj2 . Suppose that µi+1 = σj2,l. Then∫
[µi+1,τ ]
dxj2
xj2
◦
dx0
x0
= (2πi)2.
Let l > 1 so that µi+1 = σj2,l. Then
πi = πj2,l−1 =
j2−1∏
j′=1
 Lj′∏
l′=1
σ˜j′l′
 l−1∏
l′=1
σ˜j2l′ .
Then we have
(2πi)−1
∫
πi
dxj1
xj1
=

Lj1 for j1 < j2
l − 1 for j1 = j2
0 for j1 > j2.
Therefore,
(2πi)−3
Lj2∑
l=2
∫
πj2,l−1
dxj1
xj1
∫
[µj2,l,τ ]
dxj2
xj2
◦
dx0
x0
. =

Lj1(Lj2 − 1) for j1 < j2
1
2Lj2(Lj2 − 1) for j1 = j2
0 for j1 > j2.
If l = 1 in µi+1 = σj2,l = σj2,1. Then
πi = πj2−1,Lj2−1 =
j2−1∏
j′=1
 Lj′∏
l′=1
σ˜j′l′
 .
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The contribution of the extra term for l = 1 is
(2πi)−3
∫
πj2,l−1
dxj1
xj1
∫
[µj2,l,τ ]
dxj2
xj2
◦
dx0
x0
=

Lj1 for j1 < j2
0 for j1 ≥ j2.
Therefore,
(2πi)−3
∑
i
∫
πi
dxj1
xj1
∫
[µi,τ ]
dxj2
xj2
◦
dx0
x0
. =

Lj1Lj2 for j1 < j2
1
2Lj2(Lj2 − 1) for j1 = j2
0 for j1 > j2.
Therefore, the coefficient of A1j1A2j2A30 in∑
i
(Fπi[µi+1,τ ]
is
n1j1n2j2m3Lj1Lj2 for j1 < j2
1
2n1j2n2j2m3Lj2(Lj2 − 1) for j1 = j2
0 for j1 > j2.
Similarly, the coefficient of A1j1A20A3j2 in∑
i
(Fπi[µi+1,τ ]
is
−n1j1n3j2m2Lj1Lj2 for j1 < j2
−12n1j2n3j2m2Lj2(Lj2 − 1) for j1 = j2
0 for j1 > j2.
Therefore, the coefficient of A1j1A2j2A30 plus the coefficient of A1j1A20A3j2 in∑
i
(Fπi[µi+1,τ ]
is
n1j1D1(j2)Lj1Lj2 for j1 < j2
1
2n1j2D1(j2)Lj2(Lj2 − 1) for j1 = j2
0 for j1 > j2.
Note that the coefficient of A10A2j2A3j1 in∑
i
(Fπi[µi+1,τ ]
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is zero.
Similarly, the coefficient of A10A2j2A3j1 plus the coefficient of A1j2A20A3j1 in∑
i
(F[µi+1,τ ]π−1
is
−n3j1D3(j2)Lj1Lj2 for j1 < j2
−12n3j2D3(j2)Lj2(Lj2 − 1) for j1 = j2
0 for j3 > j2.
The contribution of all the extra terms is
∑
j1<j2
(n1j1D1(j2)− n3j1D3(j2))Lj1Lj2 .+
1
2
N∑
j2=1
(n1j2D1(j2)− n3j2D3(j2))Lj2(Lj2 − 1)
Corollary 3.31 Each of the extra terms is and integer multiple of (2πi)3.
3.6 New symbol
Definition 3.32 (Logarithmic version of the new symbol) For k = 1, 2, 3 define mk =
nk1, nk = nkj and gkj = x
−mk
1 x
−nk
j fk =
∏
i 6=1,j x
nki
i
Define a logarithm of the new symbol as
Log[f1, f2, f3]
γjl
C0,Pjl
= 12(2πi)
3((m1 + n1)D1 − (m3 + n3)D3)+
+(D1 +m2n3)
∫
γjl
dg1j
g1j
+D2
∫
γjl
dg2j
g2j
+ (D3 −m2n1)
∫
γjl
dg3j
g3j
,
where
D1 =
∣∣∣∣ m2 n2m3 n3
∣∣∣∣ , D2 = ∣∣∣∣ m3 n3m1 n1
∣∣∣∣ , and D3 = ∣∣∣∣ m1 n1m2 n2
∣∣∣∣ .
Using Lemma 3.16 and Lemma 3.14, we obtain the following corollary.
Corollary 3.33 In terms of iterated integrals, the logarithm of the new symbol is
Log[f1, f2, f3]
γjl
C0,Pjl
=
∫
[σjl,τ ]
df1
f1
◦
df2
f2
◦
df3
f3
.
3.7 Reciprocity law for the logarithm of the new symbol
Theorem 3.34 ∑
Pjl
Log[f1, f2, f3]
γjl
C0,Pjl
= (2πi)3(M +N),
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where
M =
∑
j1<j2
(n1j1D1(j2)− n3j1D3(j2))Lj1Lj2
+12
∑N
j2=1
(n1j2D1(j2)− n3j2D3(j2))Lj2(Lj2 − 1),
N = (2πi)−2m1
(∫
αj
dh3
h3
∫
βj
dh2
h2
−
∫
βj
dh3
h3
∫
αj
dh2
h2
)
+
+(2πi)−2m3
(∫
αj
dh1
h1
∫
βj
dh2
h2
−
∫
βj
dh1
h1
∫
αj
dh2
h2
)
,
Proof. Form Theorem 2.31, we have that the sum of the Log-symbols is equal to the
sum of the extra tems N and the sum of the commutator terms M . The sum of the
commutator terms is given by Corollary 3.27. And the sum of the extra terms is given
by Theorem 3.30. This proves the theorem.
4 Logarithmic version of the Parshin symbol
4.1 Integration over a torus revisited
We are going to use the differential equation from Definition 3.18 and the equivalence
from Definition 3.20.
Proposition 4.1 The sum of the coefficients of the monomials equivalent to B in F[σjl,τ ]
is
−4(m1m2n3 +m1n2m3 + n1m2m3 − n1n2m3 − n1m2n3 −m1n2n3)
(2πi)3
2
.
Proof. Using Definition 3.20 and Lemma 3.16, we have that the term A1,0A2,0A3,j con-
tributes −m1m2n3
(2πi)3
2 . Similarly, the term A1,jA2,jA3,0 contributes +n1n2m3
(2πi)3
2 .
When we consider all possible permutations of the indexes, we obtain the above propo-
sition.
Remark 4.2 When we divide the coefficient in the above lemma by −4(2πi)2 and then
exponentiate, we obtain the sign in the Parshin symbol.
4.2 Logarithmic symbol
Let Q be a base point on C1. Consider the loop σjl around the point Pjl.
Definition 4.3 For k = 1, 2, 3 define mk = nk1, nk = nkj and gkj =
fk
x
mk
1 x
nk
j
=∏
i 6=1,j x
nki
i
Define a logarithm of the Parshin symbol as
Log{f1, f2, f3}
γjl
C1,Pjl
= (2πi)2
(
πiK +D1
∫
γjl
dg1j
g1j
+D2
∫
γjl
dg2j
g2j
+D3
∫
γjl
dg3j
g3j
)
,
where
Kj = m1m2n3 −m1n2m3 + n1m2n3 − n1n2m3 + n1m2m3 −m1n2n3,
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D1 =
∣∣∣∣ m2 n2m3 n3
∣∣∣∣ , D2 = ∣∣∣∣ m3 n3m1 n1
∣∣∣∣ , and D3 = ∣∣∣∣ m1 n1m2 n2
∣∣∣∣ .
Theorem 4.4 The coefficient of −14B for the integral F along the loop, based at Pjl, is
Log{f1, f2, f3}
Q
C1,Pjl
.
Proof. The portion Kj from the symbol was considered in subsection 4.1. The remaining
portion is anti-symmetrization of the indexes of Lemma 3.15. That gives precisely the
sum of the coefficients equivalent to −14B.
Corollary 4.5 The Parshin symbol of the functions f1, f2, f3 at C1, Pjl is
{f1, f2, f3}C1,Pjl =
(
fD11 f
D2
2 f
D3
3
)
(Q) · exp
(
(2πi)−2
(
Log{f1, f2, f3}C1,Pjl
))
.
Proof. It follows by direct computation.
4.3 Vanishing of the commutator terms
Definition 4.6 Let
Nijk = (2πi)
−3
∫
[[α,β],σ]
dxi
xi
◦
dxj
xj
◦
dxk
xk
be the integer from the above lemma.
Lemma 4.7 For i 6= j 6= k 6= i we have
Nijk +Njki +Nkij = 0.
Proof. It follows by direct computation from the formula for Nijk from Lemma 3.18(c).
For i 6= j, the coefficient of A1iA2iA3j is n1in2in3jNiij. Note that
A1iA2iA3j ∼ −A1iA3jA2i.
The coefficient ofA1iA2iA3j is n1in2in3jNiji. And the coefficient of A3jA1iA2i is n1in2in3jNjii.
Note that
A3jA1iA2i ∼ A1iA3jA2i.
Lemma 4.8 For i 6= j, we have
Niij −Niji +Njii = 4
(∫
α
dxj
xj
∫
β
dxi
xi
−
∫
β
dxj
xj
∫
α
dxi
xi
)∫
σ
dxi
xi
.
Proof. For each of the three summands, we have
Niij =
∫
[[α,β],σ]
dxi
xi
◦ dxi
xi
◦
dxj
xj
=
=
(∫
α
dxi
xi
∫
β
dxi
xi
−
∫
β
dxi
xi
∫
α
dxi
xi
) ∫
σ
dxj
xj
+
+
(∫
α
dxj
xj
∫
β
dxi
xi
−
∫
β
dxj
xj
∫
α
dxi
xi
) ∫
σ
dxi
xi
=
=
(∫
α
dxj
xj
∫
β
dxi
xi
−
∫
β
dxj
xj
∫
α
dxi
xi
) ∫
σ
dxi
xi
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−Niji = −
∫
[[α,β],σ]
dxi
xi
◦
dxj
xj
◦ dxi
xi
=
= −
(∫
α
dxi
xi
∫
β
dxj
xj
−
∫
β
dxi
xi
∫
α
dxj
xj
) ∫
σ
dxi
xi
−
−
(∫
α
dxi
xi
∫
β
dxj
xj
−
∫
β
dxi
xi
∫
α
dxj
xj
) ∫
σ
dxi
xi
=
= −2
(∫
α
dxi
xi
∫
β
dxj
xj
−
∫
β
dxi
xi
∫
α
dxj
xj
) ∫
σ
dxi
xi
Njii =
∫
[[α,β],σ]
dxi
xi
◦ dxi
xi
◦
dxj
xj
=
=
(∫
α
dxij
xj
∫
β
dxi
xi1
−
∫
β
dxj
xj
∫
α
dxi
xi
) ∫
σ
dxi
xi
=
+
(∫
α
dxi
xi
∫
β
dxi
xi
−
∫
β
dxi
xi
∫
α
dxi
xi
) ∫
σ
dxj
xj
+
=
(∫
α
dxj
xj
∫
β
dxi
xi
−
∫
β
dxj
xj
∫
α
dxi
xi
) ∫
σ
dxi
xi
Thus,
Niij −Niji +Njii = 4
∫
σ
dxi
xi
(∫
α
dxj
xj
∫
β
dxi
xi
−
∫
β
dxj
xj
∫
α
dxi
xi
)
.
Obviously, when three of the indexes coincide then Niii = 0.
Proposition 4.9 The sum of the coefficients equivalent to B in F[[αui ,βui ]τ ] is zero.
Proof. From Lemma 3.18, we obtain that the only contributions to the coefficient of B
come from A1iA2jA3k, when only two of the indexes i, j, k coincide. From Lemma 3.19,
it follows that the contributions are integer combinations of integrals of the type∫
σ
dxi
xi
(∫
αui
dxj
xj
∫
βui
dxi
xi
−
∫
βui
dxj
xj
∫
αui
dxi
xi
)
.
The integral ∫
σ
dxi
xi
is not zero only when i = 1. However, for i = 1 the variable x1 becomes the constant u
along the loops αui and β
u
i , because α
u
i and β
u
i are defined on the curve
Tbu = {Y ∈ Tb|x1(Y ) = u}.
Therefore, ∫
αui
dx1
x1
= 0
and ∫
βui
dx1
x1
= 0.
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Thus, ∫
σ
dxi
xi
(∫
αui
dxj
xj
∫
βui
dxi
xi
−
∫
βui
dxj
xj
∫
αui
dxi
xi
)
= 0.
4.4 Vanishing of the extra terms
The sum of the extra terms is the same as the coefficients equivalent toB in Fπi[µi+1,τ ]π−1i
−
F[µi+1,τ ].
Proposition 4.10 The coefficient of 14B in∑
i
Fπi[µi+1,τ ] + F[µi+1,τ ]π−1i
is zero.
We need two lemmas in order to compute the coefficient of A1i1A2i2A3i3
Lemma 4.11 The coefficient of A1i1A2i2A3i3 in Fπi[µi+1,τ ]π−1i
is
(2πi)2ni1n2i2n3i3
(∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi2
xi2
◦
dxi3
xi3
−
∫
πi
dxi3
xi3
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
)
.
Proof. Cut the loop πi[µi+1, τ ]π
−1
i into 3 loops πi, [µi+1, τ ] and π
−1
i . Then use Corollary
1.3 for composition of paths.
Lemma 4.12 We have the following relation
(a)
∫
[µi+1,τ ]
dxi2
xi2
◦
dxi1
xi1
= −
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
.
(b)
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi1
xi1
= 0.
Proof. By Lemma 3.18 part (b), we have that∫
[µi+1,τ ]
dxi1
xi1
dxi2
xi2
=
∫
µi+1
dxi1
xi1
∫
τ
dxi2
xi2
−
∫
τ
dxi1
xi1
∫
µi+1
dxi2
xi2
.
The right hand side is anti-symmetric on the indexes i1 and i2. This proves part (a).
For part (b), use the above equality when i1 = i2. Proof. (Proposition 4.7) Let i1 6= i2 6=
i3 6= i1. By Lemmas 4.8 and 4.9, we have that the coefficient of A3i3A2i2A1i1 along the
path πi[µi+1, τ ]π
−1
i is
(2πi)2n1i1n2i2n3i3
(∫
πi
dxi3
xi3
∫
[µi+1,τ ]
dxi2
xi2
◦
dxi1
xi1
−
∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi3
xi3
◦
dxi2
xi2
)
=
(2πi)2n1i1n2i2n3i3
(
−
∫
πi
dxi3
xi3
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
+
∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi2
xi2
◦
dxi3
xi3
)
=
(2πi)2n1i1n2i2n3i3
(
+
∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi2
xi2
◦
dxi3
xi3
−
∫
πi
dxi3
xi3
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
)
.
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Note that this is the same as the coefficient of A1i1A2i2A3i3 . However, A3i3A2i2A1i1 ∼
−A1i1A2i2A3i3 . Therefore the two coefficients cancel in the equivalence.
By Lemmas 4.8 and 4.9(b), when three of the indexes coincide, that is i1 = i2 = i3,
the corresponding of the extra terms are zero.
It remain to examine what happens when two of the indexes coincide. Compare
the coefficients of A1i1A2i1A3i2 , A1i1A3i2A2i1 and A3i2A1i1A2i1 . By Lemma 4.8, the
coefficient of A1i1A2i1A3i2 in Fπi[µi+1,τ ]π−1i
is
(2πi)2n1i1n2i1n3i2
(∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
−
∫
πi
dxi2
xi2
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi1
xi1
)
=
(2πi)2n1i1n2i1n3i2
(∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
)
.
The coefficient of A1i1A3i2A2i1 in Fπi[µi+1,τ ]π−1i
is
(2πi)2n1i1n2i1n3i2
(∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi2
xi2
◦
dxi1
xi1
−
∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
)
=
−2(2πi)2n1i1n2i1n3i2
(∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
)
.
And finally, the coefficient of A3i2A1i1A2i1 in Fπi[µi+1,τ ]π−1i
is
(2πi)2n1i1n2i1n3i2
(∫
πi
dxi2
xi2
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi1
xi1
−
∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi2
xi2
◦
dxi1
xi1
)
=
(2πi)2n1i1n2i1n3i2
(
−
∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi2
xi2
◦
dxi1
xi1
)
=
(2πi)2n1i1n2i1n3i2
(∫
πi
dxi1
xi1
∫
[µi+1,τ ]
dxi1
xi1
◦
dxi2
xi2
)
.
The only case when the above integrals are not zero is when i2 = 0. Set i1 = j. Note
that ∫
[µi+1,τ ]
dxj
xj
◦
dx0
x0
= (2πi)2
for µi+1 = σ˜jl. Then
∫
πi
dxj
xj
= 2πil.
However, the sum of the extra terms coming from A1i1A2i1A3i2 , A1i1A2i2A3i1 and
A1i2A2i1A3i1 is zero. Thus, there is no contribution from the extra terms in the logarithm
of the Parshin symbol.
4.5 Reciprocity law
Theorem 4.13 For the logarithm of the Parshin symbol we have the following reciprocity∑
j,l
Log{f1, f2, f3}
γjl
C1,Pjl
= 0.
Proof. Form Theorem 2.31, we have that the sum of the Log-symbols applied to an
iteration
dxi
xi
◦
dxj
xj
◦
dxk
xk
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is equal to the sum of the extra terms and the sum of the commutator terms. We consider
the sum of the coefficients equivalent to −1/4B. The sum of the commutator terms is
zero by Proposition 4.9. And the sum of the extra terms is zero by Proposition 4.10.
This proves the theorem.
5 Refinement of the Parshin symbol
5.1 Logarithmic version of a refinement of the Parshin symbol
Definition 5.1 Define a logarithm of the refinement of the Parshin symbol as the dif-
ference
Log(f1, f2, f3)
γjl
C0,Pjl
= Log[f1, f2, f3]
γjl
C0,Pjl
− Log{f1, f2, f3}
γjl
C0,Pjl
.
Theorem 5.2
Log(f1, f2, f3)
γjl
C0,Pjl
= (2πi)2
(
πi(m2n1n3 − n2m1m3) +m2n3
∫
γjl
dg1j
g1j
−m2n1
∫
γjl
dg3j
g3j
,
)
Proof. It follows directly from Definitions 3.28 and 4.3. As a direct consequence we
obtain a refinement of the logarithm of the Parshin symbol.
Corollary 5.3
Log(f1, f2, f3)
γjl
C0,Pjl
+ Log(f2, f3, f1)
γjl
C0,Pjl
+ Log(f3, f1, f2)
γjl
C0,Pjl
= Log{f1, f2, f3}
γjl
C0,Pjl
.
5.2 Logarithmic reciprocity law
Theorem 5.4 We have the following reciprocity law∑
jl
Log(f1, f2, f3)
γjl
C0,Pjl
= (2πi)3(M +N),
where
M = (2πi)3
∑
j1<j2
(n1j1D1(j2)− n3j1D3(j2))Lj1Lj2
+(2πi)3
∑N
j2=1
(n1j2D1(j2)− n3j2D3(j2))
1
2Lj2(Lj2 − 1)
N = (2πi)−2m1
(∫
αj
dh3
h3
∫
βj
dh2
h2
−
∫
βj
dh3
h3
∫
αj
dh2
h2
)
+
+(2πi)−2m3
(∫
αj
dh1
h1
∫
βj
dh2
h2
−
∫
βj
dh1
h1
∫
αj
dh2
h2
)
.
Proof. It follows from the reciprocity laws for Log[f1, f2, f3]
γjl
C0,Pjl
and Log{f1, f2, f3}
γjl
C0,Pjl
,
stated in Theorems 3.34 and 4.13, respectively.
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5.3 Refinement of the Parshin symbol and a reciprocity law
Definition 5.5 Define a refinement of the Parshin symbol as
(f1, f2, f3)
x0
C0,Pjl
=
g1j(Q)
m2n3
g3j(Q)m2n1
exp
(
(2πi)−2Log(f1, f2, f3)
γjl
C0,Pjl
)
.
Theorem 5.6 Define a refinement of the Parshin symbol as
(f1, f2, f3)
x0
C0,Pjl
= (−1)m2n1n3−n2m1m3
g1j(Pjl)
m2n3
g3j(Pjl)m2n1
.
Remark 5.7 For the local coordinates at Pjl we use the variables x0 and xj. The symbol
is invariant of the choices of xj . However, it is dependent on x0. Let us explain to what
extend the refinement of the Parshin symbol depends on the choice of x0. The variable
x0 vanishes along the curve C0. And we use the same x0 for each of the points Pjl, where
we compute the symbol. If we have a different choice of x0 then we obtain a different
symbol. But the new choice of x0 is the same for each point Pjl.
Theorem 5.8 Using the above definition, we have∏
jl
(f1, f2, f3)
x0
C0,Pjl
= 1.
Proof. It follows by exponentiating the reciprocity law from Theorem 4.5.
5.4 Example
Let X = CP 1 × CP 1 with projective coordinates (x0 : x1)× (y0, y1). For n = 1, 2, 3 let
fn = (x1 − ax0)
in(x1 − bx0)
jn(x1 − cx0)
kn
(
y1
y0
)ln
,
where in+jn+kn = 0 for n = 1, 2, 3. Let C be the variety y1 = 0. Consider the functions
fn in affine coordinate system by setting x0 = 1 y0 = 1. Let
fn = (x1 − a)
in(x1 − b)
jn(x1 − c)
knyln1 .
The points which will have non-zero symbol are Pa = (a, 0), Pb = (b, 0) and Pc = (c, 0).
Let the base point Q be with coordinates Q = (0, 0).
First we compute the symbol (f1, f2, f3)
y1
C,Pa
. Let
z = z(x1) =
x1 − a
x1 − b
.
Then
x1 =
bz − a
z − 1
.
Also
x1 − b =
b− a
z − 1
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and
x1 − c =
(b− c)z + c− a
z − 1
.
Then
fn(z, y1) = z
inyln1
(
b− a
z − 1
)in+jn ((b− c)z + c− a
z − 1
)kn
.
Then at Pa, we have
gn(z, y1) =
(
b− a
z − 1
)in+jn ((b− c)z + c− a
z − 1
)kn
.
Using that in + jn + kn = 0, we obtain
gn(z, y1) =
(
b− a
z − 1
)−kn ((b− c)z + c− a
z − 1
)kn
.
At the point Pa, which is with coordinates (z, y1) = (0, 0), we have
gn(Pa) =
(
a− c
a− b
)kn
.
Therefore,
g3(Pa)
i1l2g1(Pa)
−i3l2 =
(
a− b
a− c
)l2∣∣∣∣∣
∣
i1 k1
i3 k3
∣
∣
∣
∣
∣
∣
For the sign of the symbol, we have (−1)i1i3l2−l1l3i2 . Finally, the symbol at Pa is
(f1, f2, f3)
y1
C,Pa
= (−1)i1i3l2−l1l3i2
(
a− b
a− c
)l2∣∣∣∣∣
∣
i1 k1
i3 k3
∣
∣
∣
∣
∣
∣
.
For the symbol at the points Pb and Pc, we have to permute cyclicly a, b, c and use the
same cyclic permutation for the powers in, jn, kn. We obtain
(f1, f2, f3)
y1
C,Pb
= (−1)j1j3l2−l1l3j2
(
b− c
b− a
)l2∣∣∣∣∣
∣
j1 i1
j3 i3
∣
∣
∣
∣
∣
∣
and
(f1, f2, f3)
y1
C,Pc
= (−1)k1k3l2−l1l3k2
(
c− a
c− b
)l2∣∣∣∣∣
∣
k1 j1
k3 j3
∣
∣
∣
∣
∣
∣
.
Let
A =
a− b
a− c
and
B =
b− c
b− a
,
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which enter in the first two symbols. Then for the fraction in the last symbol, we have
c− a
c− b
= −(AB)−1.
The product of the three symbols is
(f1, f2, f3)
y1
C,Pa
(f1, f2, f3)
y1
C,Pb
(f1, f2, f3)
y1
C,Pc
=
= (−1)(i1i3+j1j3+k1k3)l2−(i2+j2+k2)l1l3A
l2
∣
∣
∣
∣
∣
∣
i1 k1
i3 k3
∣
∣
∣
∣
∣
∣
B
l2
∣
∣
∣
∣
∣
∣
j1 i1
j3 i3
∣
∣
∣
∣
∣
∣
(−AB)
−l2
∣
∣
∣
∣
∣
∣
k1 j1
k3 j3
∣
∣
∣
∣
∣
∣
.
Combining the power of A and using that in + jn + kn = 0, we obtain
l2
∣∣∣∣ i1 k1i3 k3
∣∣∣∣− l2 ∣∣∣∣ k1 j1k3 j3
∣∣∣∣ = l2 ∣∣∣∣ −j1 − k1 k1−j3 − k3 k3
∣∣∣∣− l2 ∣∣∣∣ k1 j1k3 j3
∣∣∣∣ =
= l2
∣∣∣∣ −j1 k1−j3 k3
∣∣∣∣− l2 ∣∣∣∣ k1 j1k3 j3
∣∣∣∣ = 0.
Similarly, the powers of B cancel. For the sign we have
(−1)(i1i3+j1j3+k1k3)l2−(i2+j2+k2)l1l3(−1)
−l2
∣
∣
∣
∣
∣
∣
k1 j1
k3 j3
∣
∣
∣
∣
∣
∣
For the power of (−1) modulo 2, we have
(i1i3 + j1j3 + k1k3)l2 − (i2 + j2 + k2)l1l3 + l2(k1j3 + j1k3) =
l2(i1i3 + (j1 + k1)(j3 + k3))− (i2 + j2 + k2)l1l3
l2(i1i3 + (−i1)(−i3)) + 0 · l1l3 =
= 0 mod 2
Therefore,
(f1, f2, f3)
y1
C,Pa
(f1, f2, f3)
y1
C,Pb
(f1, f2, f3)
y1
C,Pc
= 1.
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