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Résumé
Les problèmes d’optimisation combinatoire de grandes tailles sont en général diffi-
ciles à résoudre de façon optimale due à des temps de calcul trop élevés. Afin de pal-
lier ce problème, des algorithmes d’approximation tels que les heuristiques et les méta-
heuristiques sont utilisés pour trouver rapidement des solutions approchées de bonne
qualité. Les heuristiques sont des approches développées spécifiquement pour un pro-
blème et permettent d’obtenir des solutions très rapidement. Les métaheuristiques sont
des approches génériques, indépendantes du problème, permettant de trouver des so-
lutions de bonne qualité. Ces approches présentent chacune leurs avantages et incon-
vénients. Nous proposons dans ce mémoire de tirer parti des avantages de ces deux ap-
proches, c’est-à-dire intégrer des connaissances spécifiques à un problème, telles que
celles utilisées dans les heuristiques, dans les mécanismes génériques des métaheuris-
tiques, afin de concevoir des nouvelles approches efficaces. Ainsi, dans ce mémoire,
nous passons d’abord en revue dans la littérature les approches avec intégration de
connaissances afin de proposer une taxonomie de classification de ces approches. Puis
nous nous focalisons sur l’intégration de connaissances pour deux problèmes diffé-
rents : le problème d’ordonnancement de type Flowshop sans temps d’attente, et le
problème de sélection d’attributs en classification. Enfin, nous étudions dans ces pro-
blèmes l’impact de l’intégration de connaissances dans différents mécanismes des mé-
taheuristiques : l’initialisation, l’opérateur de voisinage et la sélection du voisinage.
Abstract
Large-scale combinatorial optimization problems are generally hard to solve opti-
mally due to expensive computation times. In order to tackle this problem, approxima-
tion algorithms such as heuristics and metaheuristics are used to quickly find approxi-
mate solutions. Heuristics are problem-specific approaches that provide solutions very
quickly. Metaheuristics are generic approaches to finding solutions with good quality
for several problems. Each of these approaches has its advantages and disadvantages.
We propose in this thesis to use the advantages of these two approaches, that is to say,
to integrate specific knowledge associated to a problem as heuristics do, within the me-
chanisms of metaheuristics in order to design new effective approaches. In this thesis
report, we first review knowledge integration approaches in the literature to propose a
taxonomy for a classification of these approaches. Then we focus on the integration of
knowledge in two different problems : the No-Wait Flowshop Scheduling Problem, and
the Feature Selection Problem in a classification context. Finally we study the impact
of the integration of knowledge on these problems with different metaheuristic’s me-
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Cette thèse se place dans le domaine de l’optimisation combinatoire et de la re-
cherche opérationnelle. L’objectif de ces travaux est de proposer de l’intégration de connais-
sances dans des métaheuristiques afin de rendre ces méthodes d’optimisation plus ra-
pides et plus efficaces. Cette thèse a été menée au sein de l’équipe ORKAD 1 du labora-
toire CRIStAL 2. Cette équipe a pour objectif de résoudre des problèmes d’optimisation
combinatoire (mono-objectif et multi-objectif) de grande taille en utilisant des tech-
niques d’extraction de connaissances.
L’optimisation combinatoire est un domaine très actif de la recherche en informa-
tique, car il existe de nombreux problèmes de la vie quotidienne qui peuvent se modéli-
ser comme un problème d’optimisation combinatoire. Résoudre un problème d’optimi-
sation consiste à trouver la meilleure solution possible (ou un ensemble de meilleures
solutions dans le cadre multi-objectif) dans un espace fini de solutions réalisables. Une
"meilleure solution" est définie par une fonction objectif qui est soit à minimiser, soit
à maximiser. Les problèmes étudiés sont généralement NP-difficiles et les méthodes
exactes deviennent inutilisables lorsque les problèmes sont de grandes tailles, car trop
coûteuses en temps de calcul. Pour pallier cette difficulté, des méthodes approchées ont
été développées : les heuristiques et les métaheuristiques. Ces approches permettent
d’obtenir des solutions de bonne qualité, mais sans garantie d’optimalité, en un temps
raisonnable. Les heuristiques sont généralement des approches gloutonnes, spécifiques
à un problème, qui construisent des solutions très rapidement. Les métaheuristiques,
à l’opposé des heuristiques, sont des approches génériques de résolution, c’est-à-dire
qu’une même métaheuristique peut-être employée pour résoudre des problèmes bien
différents.
Ces méthodes approchées ont cependant aussi des désavantages. Les heuristiques
sont très spécifiques à un problème, et construisent une solution itérativement, qui,
pour les cas des heuristiques gloutonnes, ne tiennent pas compte des éventuelles amé-
liorations entre les itérations. Ce qui fait que généralement la qualité obtenue par ces
approches est bien loin de la qualité optimale. Les métaheuristiques pallient ce pro-
blème en proposant des modifications itératives de la solution afin de l’améliorer jus-
qu’à ce qu’un critère d’arrêt soit atteint (temps, optimum local ...). Cependant ces mé-
thodes étant généralistes, elles perdent toute exploitation des données spécifiques à un
problème donné. Dans ce mémoire, nous proposons d’utiliser les avantages des deux
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approches : exploiter la connaissance spécifique au problème utilisé dans les heuris-
tiques et les intégrer dans les métaheuristiques pour combiner la force d’exploration de
l’espace de recherche de ces dernières et la connaissance utilisée dans les heuristiques.
La Figure 1 donne une représentation de la répartition de ces approches en fonction du
temps et de la qualité. En orange, notre objectif, exploiter la connaissance pour créer






et de mauvaises 
qualités
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Objectif: Exploiter la connaissance 
pour trouver des approches rapides 
et de bonnes qualités
FIGURE 1 – Représentation de la répartition en qualité et en temps des approches d’au-
jourd’hui et l’objectif de ces travaux de thèses.
Ainsi, nous avons étudié les connaissances que nous pouvions extraire d’un pro-
blème d’optimisation pour deux problèmes, un issu d’un problème d’ordonnancement,
le second d’un problème d’extraction de connaissances.
Avant d’attaquer ces problèmes, nous avons effectué une revue de la littérature afin
d’étudier des méthodes d’extraction et d’intégration de connaissances déjà existantes.
Cela nous a permis de définir ce qu’est l’intégration de connaissances au sens propre du
terme. Pour intégrer de la connaissance dans une métaheuristique, il faut définir : l’ex-
traction, la mémorisation et l’exploitation de cette connaissance. Ainsi, pour chacun des
problèmes que nous avons étudiés, nous avions besoin de définir quelle est la connais-
sance à extraire, sous quelle forme nous devions la mémoriser (information complète,
information partielle ...) et enfin où et comment nous allions l’exploiter.
Nous avons donc étudié un premier problème, le problème d’ordonnancement du
Flowshop sans temps d’attente, afin de déterminer quelles connaissances nous pou-
vions extraire, en élaborant dans un premier temps des heuristiques constructives ef-
ficaces exploitant la connaissance du problème. Puis nous avons utilisé cette connais-
sance dans une métaheuristique afin de modifier le paysage de l’espace de recherche
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pour atteindre des solutions de bonne qualité qui étaient jusqu’alors inaccessibles sans
l’utilisation de la connaissance. Le second cas d’étude, la sélection d’attributs, est un
problème où l’évaluation d’une solution est très couteuse en temps de calcul. Nous
avons donc utilisé l’intégration de connaissances pour la réduction du voisinage, afin
d’évaluer uniquement des solutions de bonne qualité.





Ce premier chapitre décrit le contexte des travaux de cette thèse. Ainsi, l’optimisa-
tion combinatoire et les méthodes approchées sont définies. Puis nous présenterons les
deux problèmes étudiés dans ces travaux ainsi qu’un état de la littérature pour ces pro-
blèmes.
Chapitre 2
Le second chapitre s’intéresse à l’intégration de connaissances qui est l’objectif cen-
tral de nos travaux. Nous définissons donc dans un premier temps ce qu’est l’intégration
de connaissances. Puis, nous montrons que pour réaliser de l’intégration de connais-
sances, il est nécessaire de définir trois composantes : l’extraction, qui définit où et
comment nous pouvons trouver la connaissance, la mémorisation, qui définit ce qui
doit être gardé ou non, certaines informations étant de très grandes tailles, il n’est pas
possible de tout stocker, une sélection de l’information est ainsi nécessaire, et enfin la
dernière composante, l’extraction, qui définit où et comment l’information sauvegar-
dée dans la mémoire est exploitée. Pour cela, nous proposons une revue de la littérature
complète sur ce domaine, ce qui nous a permis de définir une taxonomie des méthodes
d’intégration de connaissances.
Chapitre 3
Dans le troisième chapitre, nous nous intéressons à notre premier cas d’étude, le
problème d’ordonnancement de type Flowshop sans temps d’attente. Nous réalisons
ainsi une étude du problème afin de définir la connaissance que nous pouvons en ex-
traire. Cette connaissance est ensuite utilisée pour proposer deux heuristiques construc-
tives. Les deux approches proposées utilisent une connaissance différente pour cha-
cune d’entre elles. La première est une connaissance génotypique, c’est-à-dire, obte-
nue par l’étude de la structure des bonnes solutions de ce problème, la seconde est une
connaissance phénotypique, c’est-à-dire, obtenue par l’étude des mesures obtenues par
les bonnes solutions.
Chapitre 4
Le quatrième chapitre a été dirigé par l’étude des connaissances du chapitre précé-
dent. Nous avons souhaité exploiter davantage la connaissance génotypique que nous
avions acquise pour l’extraction de connaissances. Grâce à cette étude, nous avions pu
mémoriser des sous-séquences prometteuses pour ce problème. Ensuite, l’utilisation
de ces sous-séquences prometteuses a permis la modification du paysage de l’espace
de recherche, ce qui a permis à l’approche utilisée d’atteindre des solutions qui étaient
jusqu’alors inaccessibles par l’approche initiale. Cela nous a donc permis de montrer




Le cinquième chapitre propose une intégration de connaissances dynamique. C’est-
à-dire que la mémoire va évoluer au cours du temps. Le cas d’étude de ce chapitre est
le problème de sélection d’attributs. Nous nous plaçons donc dans un contexte d’éva-
luation coûteuse où il n’est pas possible d’explorer tout le voisinage d’une solution. De
ce fait l’intégration de connaissances permet de choisir les meilleures solutions voisines
potentielles afin de réduire le nombre d’évaluations par itération. La mémoire va quant
à elle, être mise à jour avec les meilleures solutions trouvées contrairement aux chapitres
précédents où nous utilisions une mémoire fixée a priori. Pour finir, nous montrons l’ap-
port de l’intégration de connaissances selon deux aspects, l’aspect optimisation combi-
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CHAPITRE 1. CONTEXTE
L’objectif de la thèse est de réaliser de l’intégration de connaissances dans les mé-
thodes d’optimisation. Pour appréhender ces travaux de thèse, il est nécessaire de réa-
liser une présentation du domaine de l’optimisation combinatoire et des enjeux que
cela représente. L’optimisation combinatoire s’applique en effet à différents problèmes
du quotidien. Deux de ces problèmes seront étudiés dans ces travaux de recherche, et
seront donc présentés en détail dans ce chapitre.
1.1 L’optimisation combinatoire
L’Optimisation Combinatoire est présent dans de nombreux domaines de l’informa-
tique, ainsi que dans d’autres branches où l’optimisation est nécessaire, telles que la
recherche opérationnelle et les mathématiques appliquées. Les problèmes d’optimisa-
tion demandent généralement de rechercher des regroupements, des affectations ou un
ordonnancement, d’un ensemble discret de caractéristiques et en respectant un certain
nombres de contraintes, tout en optimisant une fonction objectif. Une solution d’un
problème d’optimisation combinatoire est une affectation de valeurs aux variables de
décision qui satisfait les contraintes du problème. La qualité de la solution est définie
par une fonction objectif qui peut être à minimiser ou à maximiser. Le but étant de trou-
ver la meilleure solution possible. Afin de simplifier la lecture de ce chapitre, nous allons
considérer être dans un contexte de minimisation, les définitions et raisonnements s’ap-
pliquant de la même façon dans un contexte de maximisation.
Donnons maintenant une définition plus formelle d’un problème d’optimisation
combinatoire : l’optimisation combinatoire consiste à trouver une solution optimale
dans un ensemble discret de solutions réalisables. La solution optimale est définie en
accord avec une fonction objectif. La fonction objectif peut être minimisée ou maximi-
sée. Ainsi un problème d’optimisation peut être défini par un espace de recherche Ω et
une fonction objectif f :Ω→ R. Le but étant de trouver, dans un contexte de minimisa-
tion de la fonction objectif, s∗ ∈Ω tel que :
s∗ = ar g mi ns∈Ω f (s) (1.1)
Dans un contexte de maximisation, l’équation 1.1 consiste alors à maximiser la fonc-
tion f . Dans un problème d’optimisation, la solution optimale s∗ appelée aussi opti-
mum global est définie tel que :
∀s ∈Ω, f (s∗) ≤ f (s) (1.2)
On définit une instance d’un problème d’optimisation combinatoire comme un en-
semble de données particulières d’un problème à résoudre.
La plupart des problèmes d’optimisation combinatoire font partie de la classe des
problèmes dits NP-difficile. C’est-à-dire qu’il n’existe pas d’algorithme efficace permet-
tant de trouver une solution optimale en un temps raisonnable. De ce fait, on définit
deux types de méthodes pour résoudre les problèmes d’optimisation combinatoire : les
méthodes exactes et les méthodes approchées.
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— Les méthodes exactes garantissent une solution optimale, mais deviennent inuti-
lisables lorsque la taille des instances devient trop grande suite à un coût de calcul
trop important.
— Les méthodes approchées permettent de trouver une solution de bonne qualité
en un temps raisonnable, mais ne garantissent plus l’optimalité de la solution. Ce
sont ces méthodes qui seront abordées dans cette thèse.
1.2 Méthodes de résolution approchées
Ces méthodes approchées de résolution de problèmes d’optimisation combinatoire
se classent en deux grandes catégories : les heuristiques et les méta-heuristiques.
1.2.1 Les heuristiques
Les heuristiques sont des méthodes qui exploitent la structure d’un problème consi-
déré afin de trouver une solution approchée de bonne qualité en un temps raisonnable,
i.e. aussi faible que possible. En d’autres termes, elles permettent généralement de trou-
ver une solution approchée à un problème de classe NP en un temps polynomial. Ces
heuristiques peuvent être déterministes ou stochastiques.
Les heuristiques les plus simples qu’on retrouve dans la littérature sont les heuris-
tiques gloutonnes (DEVORE et TEMLYAKOV [1996]). Ce type d’heuristique fait une suc-
cession de choix en fonction de certaines caractéristiques (Exemple : choisir la ville la
plus proche parmi un ensemble de villes encore non parcourues), jusqu’à ce que la so-
lution soit réalisable, et cela, sans retour en arrière possible.
Bien que le principe soit assez générique, il doit cependant être adapté en fonction
du problème, car ces heuristiques sont généralement guidées par des caractéristiques
spécifiques au problème considéré et en sont donc totalement dépendantes.
1.2.2 Les méta-heuristiques
Les méta-heuristiques sont des méthodes généralisées pour la résolution de pro-
blèmes NP. Ainsi, à l’inverse des heuristiques, elles sont indépendantes du problème
considéré. De plus, des preuves de convergence vers la solution optimale ont été éta-
blies (FAIGLE et KERN [1992]) montrant que la probabilité de trouver la solution opti-
male augmente si on laisse un temps infini. Bien qu’en pratique il n’est pas possible de
laisser un temps infini, les méta-heuristiques ont montré de très bonnes performances
sur un temps fini.
Dans les méta-heuristiques nous retrouvons deux grandes stratégies : l’intensification
et la diversification. L’intensification consiste à sélectionner un sous-espace de recherche
prometteur et d’intensifier la recherche de solutions dans ce sous-espace. La diversifi-
cation, quant à elle, permet à la méthode d’identifier des zones de l’espace non encore
explorées afin de les intensifier pour trouver d’éventuelles meilleures solutions.
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Basées sur ces stratégies, les méta-heuristiques recherchent donc le bon compro-
mis entre l’intensification et la diversification. Nous pouvons donc diviser les méta-
heuristiques en trois catégories. (i ) Les méta-heuristiques évolutionnaires : approche
inspirée de la nature qui privilégient la diversification à l’intensification. (i i ) Les autres
méta-heuristiques inspirées de la nature : compromis entre diversification et intensifi-
cation. (i i i ) Les méta-heuristiques à base de voisinages : privilégient l’intensification à
la diversification.
1.2.2.1 Méta-heuristiques évolutionnaires
Les méta-heuristiques évolutionnaires sont issues de la théorie de l’évolution de
Charles Darwin. Le principe sur lequel reposent ces approches est que les individus
les mieux adaptés à leur environnement survivent et peuvent se reproduire, alors que
les plus faibles disparaissent. L’analogie avec l’optimisation combinatoire se fait facile-
ment : les individus les mieux adaptés à leur environnement sont assimilés à des solu-
tions de bonne qualité.
Ainsi, les méthodes évolutionnaires vont faire évoluer un ensemble d’individus (i.e.
les solutions) appelé population. Les individus seront représentés par leur génotype (i.e.
informations caractérisant un individu) et leur phénotype (i.e. la qualité d’un individu).
Cette population va évoluer pendant plusieurs générations afin de créer les meilleurs
individus possibles. Une génération est décomposée en plusieurs étapes qui sont les
suivantes :
— Évaluation : Le phénotype de chaque individu est évalué à partir de son génotype.
— Reproduction : Une partie des individus est choisie pour générer des enfants (off-
springs en anglais). Deux étapes sont alors réalisées :
— Croisement : Les individus choisis donnent chacun une partie de leur géno-
type pour générer un enfant partageant les gènes de ses parents.
— Mutation : Certains enfants subissent une mutation de leur génotype avec
une probabilité généralement faible.
— Sélection : Une sélection est effectuée parmi les parents et les enfants afin de ne
garder que les meilleurs pour la prochaine génération. La sélection la plus simple
consiste à garder uniquement les meilleurs individus de la population, i.e. ceux
avec le meilleur phénotype.
Parmi les approches évolutionnaires, les stratégies les plus connues et les plus ré-
pandues sont les algorithmes génétiques initiés par HOLLAND [1992] qui suivent rigou-
reusement les principes énoncés précédemment. Mais d’autres stratégies existent aussi
telles que les algorithmes à évolution différentielle (Differential Evolution) de STORN et
PRICE [1997] ou les algorithmes à estimation de distribution (Estimation of Distribution
Algorithms ou EDA) proposés par MUHLENBEIN et PAASS [1996].
1.2.2.2 Autres méta-heuristiques inspirées de la nature
Tout comme les méthodes évolutionnaires, d’autres approches inspirées de la nature
existent. La particularité de ces approches est qu’elles utilisent une population d’agents
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agissant indépendamment des autres au lieu d’une population d’individus évoluant en-
semble. Les agents vont évoluer dans un système gouverné par un ensemble de règles
nommées système multi-agent par FERBER [1999]. Ce système aboutit à terme vers un
comportement pour l’ensemble des agents, où le comportement sera la convergence
vers une solution d’un problème d’optimisation. Ainsi ces approches vont commencer
par une grande diversification du comportement des agents pour finir par intensifier un
comportement en particulier, i.e. intensifier une zone de l’espace de recherche.
Les méta-heuristiques inspirées de la nature les plus répandues sont les colonies de
fourmis et les essaims de particules.
Les algorithmes de colonie de fourmis (Ant Colony Optimization ou ACO) proposés
par DORIGO et GAMBARDELLA [1997] utilise la notion de système multi-agent où chaque
agent (solution) est une fourmi. La fourmi construit une solution de manière proba-
biliste, en sélectionnant les attributs de la solution proportionnellement à la quantité
de phéromones déposées sur les différents composants possibles. La fourmi dépose à
chaque pas une quantité de phéromones proportionnelle à la qualité de solution. Ainsi
plus un chemin a de phéromones et plus ce chemin est attractif pour les autres fourmis.
Les phéromones subissent un phénomène d’évaporation à chaque itération, ce qui re-
tire une partie des phéromones présentes dans l’environnement. Ainsi les chemins peu
explorés ne sont plus privilégiés au cours de la recherche.
On a donc au début de la recherche, une exploration aléatoire des fourmis qui, au fur
et à mesure des itérations avec le phénomène d’évaporation de l’intensification suite au
dépôt de phéromones, font que seuls les chemins les plus intéressants seront considérés
par les fourmis, et les moins intéressants seront ignorés.
Ces algorithmes sont généralement très efficaces sur des problèmes pouvant se re-
présenter sous forme de graphes, comme les problèmes de type voyageur de commerce.
Les algorithmes à essaim de particules sont des algorithmes inspirées de la nature où
les agents d’une population sont appelés particules. Chaque particule représente une
solution d’un problème et possède une position x et une vitesse v . Chaque particule
possède en plus une mémoire qui lui permet de connaitre la meilleure position qu’elles
ont trouvée au cours de leur vie, notée pbest pour "particule best", ainsi que la meilleure
position trouvée par les autres particules, notée gbest pour "general best". À chaque ité-
ration, les particules se déplacent dans l’espace de recherche en fonction d’un vecteur
calculé comme une somme pondérée de sa vitesse, de pbest et de gbest . Sa nouvelle vi-
tesse est alors mise à jour suivant l’équation 1.3, et sa nouvelle position suivant l’équa-
tion 1.4.
vi+1 =ω∗ vi +b1 ∗ (pbest −xi )+b2 ∗ (gbest −xi ) (1.3)
xi+1 = xi + vi+1 (1.4)
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Où ω est le paramètre d’inertie, b1 un paramètre influant sur la composante cogni-
tive, i.e. la confiance en la meilleure solution vue par l’agent et b2 un paramètre influant
sur la composante sociale, i.e. la confiance au groupe.
Le point fort de cette approche est l’utilisation d’une mémoire partagée qui permet
la création d’un réseau social. De plus, plusieurs stratégies d’utilisation de la mémoire
partagée sont possibles : mémoire centralisée, distribuée, en étoile, etc. ce qui modifie
le comportement des particules.
1.2.2.3 Méta-heuristiques à base de voisinages
Les méta-heuristiques à voisinage, appelées aussi recherches locales ou algorithmes
de descente, démarrent d’une solution initiale et l’améliorent itérativement à l’aide d’un
opérateur de voisinage.
Nous définissons ainsi le voisinage ν d’une solution s comme l’ensemble des solu-
tions voisines de s. De plus, nous définissons aussi la notion d’optimum local comme
une solution s∗ ∈Ω telle que toutes les solutions présentes dans son voisinage soient de
moins bonne qualité. L’équation 1.5 formalise la notion d’optimum local :
∀s ∈ ν(s∗), f (s∗) ≤ f (s) (1.5)
Ces différentes notions sont illustrées sur la figure 1.1. Cette figure donne une repré-
sentation simplifiée d’une solution qui possède deux voisins (elle peut évoluer soit vers
la gauche, soit vers la droite). La courbe représente l’évolution de la qualité de la solution
en passant de proche en proche. Sur cette figure, nous avons représenté un minimum
local, tel qu’il n’existe pas de solution voisine avec une meilleure qualité, un minimum
global, tel qu’il n’existe pas de solution de plus petite qualité et un plateau tel que les
solutions voisines sont de qualité équivalente.
Un grand nombre de recherches locales existent dans la littérature, mais les mé-
thodes les plus simples sont les algorithmes de descente, aussi appelés Hill Climbing
(PAPADIMITRIOU et STEIGLITZ [1982]).
Les algorithmes de descente consistent, à partir d’une solution initiale, de choisir à
chaque étape un voisin qui améliore strictement la fonction objectif. Pour cela, il existe
plusieurs stratégies possibles, les deux plus connues sont celle du premier améliorant
(first improvement) qui choisit aléatoirement le premier voisin améliorant, et celle du
meilleur voisin (best improvement) qui choisit le voisin améliorant le plus la fonction ob-
jectif. Récemment BASSEUR et GOËFFON [2014] ont proposé aussi la stratégie du voisin le
moins améliorant qui sélectionne parmi tous les voisins améliorants celui qui améliore
le moins la fonction objectif. Pour chacune des stratégies, le critère d’arrêt est atteint
lorsqu’un optimum local est rencontré. Les différentes étapes sont définies dans l’algo-
rithme 1.1.
L’algorithme de descente est un algorithme très simple à mettre en œuvre et très
rapide. Néanmoins son principal inconvénient est qu’il s’arrête dès qu’un optimum lo-












FIGURE 1.1 – Représentation d’un optimum local, d’un optimum global et d’une solution
courante
Algorithme 1.1 : Algorithme de descente
Entrées : s0 la solution initiale
Sorties : s la solution finale
s = s0;
répéter
s′ ∈ ν(s) telle que f (s′) ≤ f (s);
s = s′;
jusqu’à plus d’amélioration possible;
retourner s
cherche lorsqu’un optimum local est atteint, c’est le cas des recherches locales itérées,
des recherches tabou et des descentes à voisinage variable.
Les recherches locales itérées (Iterated Local Search ou ILS) comme leur nom l’in-
dique, itèrent une recherche locale. Ainsi lorsqu’un optimum local est atteint une per-
turbation est appliquée sur la solution courante avant de relancer une nouvelle recherche
locale. Comme la solution est perturbée à chaque optimum local, un nouveau critère
d’arrêt doit être défini. Les différents critères d’arrêts les plus couramment utilisés sont
le temps d’exécution, le nombre d’itérations et le nombre d’évaluations total. L’algo-
rithme 1.2 présente les différentes étapes.
La perturbation quant à elle peut consister à appliquer plusieurs fois l’opérateur de
voisinage en autorisant la dégradation de la qualité, ou bien de complètement redémar-
rer d’une solution choisie aléatoirement.
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Algorithme 1.2 : Recherche locale itérée
Entrées : s0 la solution initiale




si f (s) ≤ f (s∗) alors
s∗ = s;
s = perturbation(s);
jusqu’à critère d’arrêt atteint;
retourner s
Les recherches tabou introduites par GLOVER et LAGUNA [1998], les recherches tabou
sont des métaheuristiques de descente qui permettent d’échapper aux optima locaux
grâce à l’utilisation d’une mémoire. En effet, la descente évolue de solution voisine en
solution voisine améliorante jusqu’à la découverte d’un optimum local, c’est-à-dire, une
solution sans solution voisine améliorante. Dans la recherche tabou, la méthode choisit
toujours la meilleure solution voisine possible, et ce, même si elle dégrade la solution
courante. Ainsi l’algorithme peut continuer d’évoluer même après avoir atteint un opti-
mum local. Cependant, pour éviter de retomber dans un optimum local ou une solution
voisine améliorante déjà visitée, la méthode va interdire de réaliser un déplacement vers
les solutions récemment visitées. Ces interdictions sont gérées par une liste tabou. Cette
liste tabou permet ainsi d’interdire la visite d’une solution déjà visitée ou juste d’inter-
dire une modification locale faite récemment et permet donc à la méthode de s’éloigner
de cette zone de l’espace de recherche. Les différentes étapes sont définies dans l’algo-
rithme 1.3.
Algorithme 1.3 : Recherche tabou
Entrées : s0 la solution initiale, L la liste tabou
Sorties : s∗ la meilleure solution rencontrée
s = s0;
s∗ = s;
L = { };
répéter
s′ ∈ ν(s) telle que f (s′) ≤ f (s) et s′ ∉ L;
si f (s) ≤ f (s∗) alors
s∗ = s′;
Mise à jour de L;
s = s′;
jusqu’à critère d’arrêt atteint;
retourner s∗
Cette méthode nécessite cependant un paramétrage de l’algorithme (caractéristiques
14
CHAPITRE 1. CONTEXTE
du mouvement tabou, longueur de liste, ...) qui peut être difficile en fonction du pro-
blème à considérer. De même, que rendant le critère d’arrêt naturel irréalisable, il est
nécessaire de définir un nouveau critère d’arrêt (le temps, le nombre d’évaluations, etc.).
1.3 Problèmes étudiés
Parmi la grande variété des problèmes d’optimisation, nous nous sommes intéressés
particulièrement à certains d’entre eux : le problème d’ordonnancement de type flow-
shop sans temps d’attente et le problème de sélection d’attributs dans un contexte de
classification supervisée. Dans cette section, nous présenterons et ferons un état de l’art
pour chacun de ces problèmes.
1.3.1 Problème du No-wait Flowshop
Parmi les nombreux problèmes d’ordonnancement, le Flowshop Scheduling Pro-
blem (FSP) consiste à planifier un ensemble de n tâches (ou jobs) {J1, . . . , Jn}, sur un en-
semble de m machines {M1, . . . ,Mm}. Plusieurs versions existent en fonction des contraintes
spécifiques pouvant être considérées. Dans ces travaux de thèse, nous nous intéressons
à la version sans temps d’attente de ce problème (No-Wait Flowshop Scheduling Pro-
blem - NWFSP).
1.3.1.1 Définition du problème
Le problème d’ordonnancement sans temps d’attente (NWFSP) est une variante du
très connue problème PFSP (Permutation Flowshop Scheduling Problem), dans lequel
aucun temps d’attente n’est autorisé entre le traitement d’une même tâche sur des ma-
chines successives [RÖCK, 1984]. Malgré cette contrainte, le NWFSP reste un problème
NP-difficile.
Plus formellement, le NWFSP peut être défini comme suit. Soit J un ensemble de n
tâches qui doivent être traitées sur un ensemble de m machines ordonnées ; Les ma-
chines sont des ressources critiques qui ne peuvent traiter qu’une seule tâche à la fois.
Une tâche Ji est composée de m opérations {oi ,1, . . . ,oi ,m} pour les m machines respec-
tivement. Un temps de traitement pi , j est associé à chaque opération ti , j .
Comme pour le PFSP, la séquence des opérations est la même sur chaque machine,
par conséquent, une solution du NWFSP est communément représentée par une per-
mutation π = {π1, . . . ,πn} où π1 est la première tâche planifiée et πn la dernière. La Fi-
gure 1.2 montre la représentation d’une solution du NWFSP dans un diagramme de
Gantt. Sur cette figure, nous pouvons observer que les tâches s’exécutent dans le même
ordre et sans temps d’attente entre les opérations d’une même tâche sur les différentes
machines.
Notons que pour une instance de taille n, le nombre de permutations est de n!, soit
n! solutions.
Un grand nombre d’objectifs ont été définis dans les travaux de la littérature, cepen-
dant nous ne détaillerons que les objectifs étudiés pendant ces travaux de thèse. Les
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M1 J5 J2 J1 J3 J4
M2 J5 J2 J1 J3 J4
M3 J5 J2 J1 J3 J4
M4 J5 J2 J1 J3 J4
FIGURE 1.2 – Exemple d’une solution d’un problème de No-Wait Flowshop de permuta-
tion où 5 tâches sont ordonnancées sur quatre machines dans l’ordre J5 - J2 - J1 - J3 - J4.
Les données de l’instance sont disponibles dans l’annexe A.1
objectifs étudiés sont détaillés ci-dessous, notez que les formules suivantes utilisent le
délai (noté di , j ), une notion spécifique à ce problème simplifiant le calcul des objectifs.
Cette notion sera détaillée dans la sous-section 1.3.1.3.
— Le temps maximum de complétion (Makespan) correspond au temps requis pour
terminer toutes les tâches, i.e. le temps de fin de la dernière tâche, noté Cmax . En
considérant n tâches, le Makespan est calculé avec l’équation 1.6






pσn , j (1.6)
La complexité de l’équation 1.6 est O(n). PAN et collab. [2007a] ont montré que
lors de l’application d’un opérateur de voisinage type insertion ou échange cette
complexité peut être réduite de O(n) à O(1).
— Le temps total de complétion (Flowtime) à l’inverse du Makespan où seul le temps
de complétion de la dernière tâche est considéré, le Flowtime calcule la somme de
tous les temps de complétion. Cet objectif a pour but de terminer le plus de tâches














La complexité de l’équation 1.7 est O(n∗m). Tout comme pour le makespan, PAN
et collab. [2008] ont proposé des méthodes plus rapides pour calculer le Flowtime
pour les opérateurs de voisinage insertion et échange.
1.3.1.2 Complexité du No-Wait Flowshop
WISMER [1972] a montré que le problème d’ordonnancement du No-wait Flowshop
pouvait être formulé comme un problème de Voyageur du Commerce asymétrique (Asy-
metric Traveling Salesman Problem (ATSP). Ainsi, pour deux machines, la matrice de dis-
tance de cet ATSP a une structure combinatoire spéciale, ce qui a permis à la méthode
de GILMORE et GOMORY [1964] de résoudre le No-Wait Flowshop à deux machines avec
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une complexité en temps de O(nlog n). Enfin, RÖCK [1984] a prouvé que pour trois ma-
chines ou plus, le No-Wait Flowshop est NP-difficile.
Cependant, à l’inverse du problème de type Flowshop classique, le NWFSP possède
une caractéristique qui permet de réduire le temps de calcul de la fonction objectif d’une
solution.
1.3.1.3 Spécificités du No-Wait Flowshop
La non existence du temps d’attente entre deux opérations d’une même tâche im-
plique que le décalage entre deux tâches consécutives est constant, peu importe la po-
sition de ces deux tâches dans la solution.
BERTOLISSI [2000] a ainsi défini la matrice de délai indiquant le délai (di , j ) entre le
démarrage d’une tâche i et le démarrage d’une tâche j (i 6= j ) suivant immédiatement
i sur la première machine dans l’ordonnancement. Le délai di , j peut être calculé avec
l’équation 1.8 qui est le temps d’exécution de la première opération de la tâche i suivit
du décalage nécessaire de la tâche j pour qu’elle puisse s’exécuter sans temps d’attente
entre les opérations.












d5,2 d2,1 d1,3 d3,4
M1 J5 J2 J1 J3 J4
M2 J5 J2 J1 J3 J4
M3 J5 J2 J1 J3 J4
M4 J5 J2 J1 J3 J4
FIGURE 1.3 – Exemple d’une solution d’un problème de No-Wait Flowshop de permuta-
tion où 5 tâches sont ordonnancées sur quatre machines dans l’ordre J5 - J2 - J1 - J3 - J4
et où les délais sont représentés ainsi que le temps de complétion C3.
Ainsi, le temps de complétion Ci de la i ème tâche d’une permutation est défini par
l’équation 1.10. Cette formule consiste à calculer la somme des délais entre les tâches
qui précèdent la tâche i et d’ajouter le temps d’exécution de la tâche i . Comme la pre-
mière tâche à ordonnancer n’est précédée par aucune tâche, le calcul de C1 s’obtient













pσi , j , i ∈ {2, ...,n} (1.10)
La Figure 1.3 permet une meilleure compréhension du calcul du délai et du calcul du
temps de complétion. Sur cette figure, le délai di , j entre deux tâches consécutives i et j
est indiqué. Nous pouvons aussi observer sur cette figure, que le temps de complétion
C3 représenté (qui correspond à la fin d’exécution de la troisième tâche ordonnancée,
ici J1), se calcule grâce à la somme des délais précédant la troisième tâche : d5,2 +d2,1
additionnée à la durée d’exécution de la troisième tâche (ici la somme des temps d’exé-
cution des opérations de J1). Soit : (5+2)+(3+2+3+3) = 18 (la matrice des délais de cet
exemple est disponible dans l’annexe A.2).
Une seconde information à extraire de l’instance identifiée par NAGANO et ARAÚJO
[2013] est la matrice de GAP qui est le temps d’attente entre deux tâches i et j sur une
machine k. Cette matrice ce calcule grâce à l’équation 1.11 qui s’obtient, pour le GAP
entre deux tâches i et j sur la machine k, grâce à la différence entre le temps de com-
plétion de la tâche j sur la machine k −1 et le temps de complétion de la tâche i sur la
machine k. Pour une meilleure compréhension, l’équation 1.11 peut se reformuler en
l’équation 1.12
GAPki , j = (di , j +
k−1∑
h=1




GAPki , j = di , j +
k−1∑
h=1
(p j ,h −pi ,h)−pi ,k (1.12)
Grâce à nos observations, il s’est avéré qu’il peut être utile d’avoir le GAP total entre
deux tâches sur toutes les machines. Ainsi, nous définissons SGAP comme la somme
des GAP pour toute les machines d’un même couple de tâches i et j :
SGAP(i , j ) =
m∑
k=1
GAPki , j (1.13)
La Figure 1.4 illustre la représentation du GAP pour chaque machine entre les tâches
5 et 2. Dans cet exemple, SGAP(5,2) = 8.
M1 J5 J2 J1 J3 J4
GAPM15,2
M2 J5 J2 J1 J3 J4
GAPM25,2
M3 J5 J2 J1 J3 J4
M4 J5 J2 J1 J3 J4
GAPM45,2
FIGURE 1.4 – Représentation du GAP entre les tâches 5 et 2.
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1.3.1.4 Jeux de données
Les jeux de données habituellement utilisés dans la littérature sont les instances de
TAILLARD [1993]. Ces instances proposent différentes tailles en fonction du nombre de
tâches n et du nombre de machines m (n ∈ {20;50;100;200;500}, et m ∈ {5;10;20}). La
durée d’exécution pi , j de la tâche Ji sur la machine M j est générée selon une distribu-
tion uniforme dans l’intervalle [1,99]. Pour chaque combinaison n∗m, 10 instances ont
été générées.
Le tableau 1.1 référence les meilleures solutions connues pour le Makespan pour le
problème d’ordonnancement du No-Wait Flowshop d’après LIN et YING [2016].
Le tableau 1.2 référence les meilleures solutions connues pour le Flowtime pour le
problème d’ordonnancement du No-Wait Flowshop d’après BEWOOR et collab. [2017].
1.3.1.5 État de l’art
Suite aux nombreuses applications théoriques du No-Wait Flowshop, de nombreux
algorithmes efficaces pour résoudre ce problème ont été proposés.
GILMORE et GOMORY [1964] ont résolu le cas de deux machines du problème du No-
Wait Flowshop en utilisant un algorithme en O(nlog n). REDDI et RAMAMOORTHY [1972]
et WISMER [1972] ont été les premiers à aborder le problème du NWFSP avec plus de
trois machines. Pour ce qui est des méthodes exactes, SELEN et HOTT [1986] ont pro-
posé un modèle de programmation en nombre entier mixte pour résoudre le NWFSP
multiobjectif (Makespan, Flowtime et Idle Time).
Compte tenu de la nature NP-difficile de ce problème, les méthodes de la littéra-
ture sur ce problème se sont concentrées sur le développement d’algorithmes heuris-
tiques afin de trouver de bonnes solutions (bien que pas nécessairement optimales) à ce
problème dans un temps relativement court. Les algorithmes heuristiques disponibles
pour résoudre le problème du No-Wait Flowshop peuvent être classés en deux catégo-
ries principales : les heuristiques constructives et les métaheuristiques.
Plusieurs heuristiques constructives ont été proposées pour résoudre ce problème.
BONNEY et GUNDRY [1976] et KING et SPACHIS [1980] ont été les pionniers des heuris-
tiques constructives pour résoudre le problème du NWFSP. En 1976, BONNEY et GUNDRY
[1976] ont développé une méthode de Slope matching (S/M) en utilisant des relations
géométriques entre les temps d’exécutions cumulatifs. KING et SPACHIS [1980] ont
proposé deux heuristiques à chaîne unique (single-chain - sc) (LBJD(sc) et LBJD(sc)*)
et trois heuristiques à chaînes multiples (multiple-chain - mc) (LBJD(mc), MLSS(mc)
et MCL(mc)). L’heuristique NEH, originellement proposée par NAWAZ et collab. [1983]
pour le problème du Flowshop de permutation classique, a été très largement reprise
dans la littérature du No-Wait Flowshop avec de très bonnes performances. GANGADHA-
RAN et RAJENDRAN [1993] et RAJENDRAN [1994] ont présenté des heuristiques supplé-
mentaires, nommées GAN-RAJ et RAJ. On peut aussi noter BIANCO et collab. [1999] et
BERTOLISSI [2000] qui ont mis au point BIH et BH, deux heuristiques simples et très
performantes pour ce problème. LI et collab. [2008] ont introduit une heuristique com-
posite (CH), basée sur une méthode avec un objectif incrémental qui surpassait GAN-
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Instance Best Instance Best Instance Best Instance Best
20x05 50x05 100x05 200x10
Ta01 1486 Ta31 3160 Ta61 6366 Ta91 15225
Ta02 1528 Ta32 3432 Ta62 6212 Ta92 14990
Ta03 1460 Ta33 3210 Ta63 6104 Ta93 15257
Ta04 1588 Ta34 3338 Ta64 5999 Ta94 15103
Ta05 1449 Ta35 3356 Ta65 6179 Ta95 15088
Ta06 1481 Ta36 3346 Ta66 6056 Ta96 14976
Ta07 1483 Ta37 3231 Ta67 6221 Ta97 15277
Ta08 1482 Ta38 3235 Ta68 6109 Ta98 15133
Ta09 1469 Ta39 3070 Ta69 6355 Ta99 14985
Ta10 1377 Ta40 3317 Ta70 6365 Ta100 15213
20x10 50x10 100x10 200x20
Ta11 2044 Ta41 4274 Ta71 8055 Ta101 19531
Ta12 2166 Ta42 4177 Ta72 7853 Ta102 19942
Ta13 1940 Ta43 4099 Ta73 8016 Ta103 19759
Ta14 1811 Ta44 4399 Ta74 8328 Ta104 19759
Ta15 1933 Ta45 4322 Ta75 7936 Ta105 19697
Ta16 1892 Ta46 4289 Ta76 7773 Ta106 19826
Ta17 1963 Ta47 4420 Ta77 7846 Ta107 19946
Ta18 2057 Ta48 4318 Ta78 7880 Ta108 19872
Ta19 1973 Ta49 4155 Ta79 8131 Ta109 19784
Ta20 2051 Ta50 4283 Ta80 8092 Ta110 19768
20x20 50x20 100x20 500x20
Ta21 2973 Ta51 6129 Ta81 10675 Ta111 46121
Ta22 2852 Ta52 5725 Ta82 10562 Ta112 46627
Ta23 3013 Ta53 5862 Ta83 10587 Ta113 46013
Ta24 3001 Ta54 5788 Ta84 10588 Ta114 46396
Ta25 3003 Ta55 5886 Ta85 10506 Ta115 46251
Ta26 2998 Ta56 5863 Ta86 10623 Ta116 46490
Ta27 3052 Ta57 5962 Ta87 10793 Ta117 46043
Ta28 2839 Ta58 5926 Ta88 10801 Ta118 46368
Ta29 3009 Ta59 5876 Ta89 10703 Ta119 46240
Ta30 2979 Ta60 5958 Ta90 10747 Ta120 46292




Instance Best Instance Best Instance Best Instance Best
20x05 50x05 100x05 200x10
Ta01 10841 Ta31 49655 Ta61 232745 Ta91 949025
Ta02 11386 Ta32 59984 Ta62 224780 Ta92 1034195
Ta03 12168 Ta33 57420 Ta63 220164 Ta93 1046902
Ta04 11438 Ta34 60470 Ta64 204798 Ta94 997214
Ta05 10204 Ta35 58590 Ta65 232933 Ta95 1034027
Ta06 11505 Ta36 57620 Ta66 232342 Ta96 1006195
Ta07 13548 Ta37 58893 Ta67 212821 Ta97 1053051
Ta08 11394 Ta38 56646 Ta68 230945 Ta98 983816
Ta09 12010 Ta39 54242 Ta69 241266 Ta99 962641
Ta10 12943 Ta40 57533 Ta70 242933 Ta100 955843
20x10 50x10 100x10 200x20
Ta11 17395 Ta41 87114 Ta71 259015 Ta101 949025
Ta12 20603 Ta42 82820 Ta72 233285 Ta102 1245271
Ta13 15300 Ta43 64446 Ta73 249201 Ta103 1254162
Ta14 14883 Ta44 68770 Ta74 263386 Ta104 1238349
Ta15 16146 Ta45 62523 Ta75 230167 Ta105 1227214
Ta16 17899 Ta46 62005 Ta76 250354 Ta106 976118
Ta17 17667 Ta47 88750 Ta77 271318 Ta107 1243707
Ta18 19447 Ta48 67669 Ta78 230425 Ta108 983816
Ta19 20059 Ta49 67144 Ta79 250337 Ta109 962641
Ta20 21254 Ta50 61460 Ta80 254082 Ta110 955843
20x20 50x20 100x20 500x20
Ta21 29656 Ta51 62857 Ta81 245683 Ta111 6263859
Ta22 29199 Ta52 117137 Ta82 263582 Ta112 6413646
Ta23 30158 Ta53 101810 Ta83 248834 Ta113 6437528
Ta24 31343 Ta54 100074 Ta84 239313 Ta114 6432538
Ta25 29551 Ta55 114468 Ta85 272137 Ta115 6312830
Ta26 29790 Ta56 103248 Ta86 258445 Ta116 6361035
Ta27 25506 Ta57 122880 Ta87 255264 Ta117 6539854
Ta28 28929 Ta58 119449 Ta88 384525 Ta118 6126127
Ta29 29647 Ta59 111571 Ta89 270858 Ta119 6711305
Ta30 29314 Ta60 120849 Ta90 379296 Ta120 6755722
TABLEAU 1.2 – Meilleures solutions connues ([BEWOOR et collab., 2017]) pour les ins-
tances de Taillard pour le Flowtime
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RAJ et RAJ et qui avait le temps CPU le plus bas de tous les algorithmes auxquels elle s’est
comparée. LAHA et CHAKRABORTY [2008] ont présenté une heuristique constructive (LC)
basée sur le principe de l’insertion de groupes de tâches.
Quelques métaheuristiques ont été développées pour résoudre le problème du No-
Wait Flowshop. GONAZELEZ [1995] a développé un algorithme génétique hybride (AG)
qui a produit des solutions comparables aux heuristiques connues ou meilleures qu’elles.
ALDOWAISAN et ALLAHVERDI [1998] ont proposé six métaheuristiques (SA, SA-1, SA-2,
GEN, GEN-1, GEN-2) basées sur le recuit simulé (SA) et un algorithme génétique pour
résoudre le problème. Leurs résultats ont montré que les deux meilleurs des six algo-
rithmes étaient SA-2 et GEN-2 qui surpassaient les heuristiques GAN-RAJ et RAJ, mais
nécessitaient beaucoup plus de temps de traitement. Dans la même année, SCHUSTER et
FRAMINAN [2003] ont fourni deux algorithmes, dont un algorithme de recherche à voi-
sinage variable (Variable Neighborhood Search) et un algorithme hybride utilisant un
recuit simulé et un algorithme génétique (GASA). Les auteurs ont montré que les algo-
rithmes VNS et GASA étaient supérieurs à RAJ, même s’ils n’étaient pas spécifiquement
conçus pour résoudre le problème du No-Wait Flowshop.
Par la suite, GRABOWSKI et PEMPERA [2005] ont développé et comparé deux variantes
d’algorithme de descente (DS, DS + M) et trois algorithmes de recherche tabou (Tabu
Search - TS) (TS, TS + M, TS + MP). SCHUSTER [2006] a implémenté un algorithme de
recherche tabou rapide (Fast Tabu Search - FTS) pour résoudre le problème d’ordon-
nancement sans temps d’attente du jobshop et du flowshop. LIU et collab. [2006] ont
présenté un algorithme efficace à base d’essaims de particules hybrides (HPSO). PAN
et collab. [2008, 2007a,b] ont proposé un algorithme d’essaims de particules discrètes
(DPSO) et un algorithme hybride d’essaim de particules discrètes (HDPSO) ainsi qu’un
algorithme amélioré de l’Iterated Greedy (IIG). QIAN et collab. [2009] ont proposé un
algorithme basé sur une évolution différentielle hybride (HDE). TSENG et LIN [2010]
ont proposé un algorithme génétique hybride (HGA), qui combine la force d’un algo-
rithme génétique avec celle de la recherche locale. JARBOUI et collab. [2010] ont proposé
un algorithme génétique hybride (GA-VNS) qui utilisait un VNS en tant que procédure
d’amélioration dans la dernière étape de l’algorithme génétique. SAMARGHANDI et EL-
MEKKAWY [2012] ont développé un algorithme hybride entre recherche tabou et essaim
de particules (TS-PSO). DAVENDRA et collab. [2013] ont proposé un algorithme inspiré
de la nature basé sur la "migration auto-organisée discrète" (Discret Self Organised Mi-
grating Algorithm - DSOMA). Récemment, DING et collab. [2015] ont proposé un algo-
rithme TMIIG (une version améliorée de l’IIG de Pan et al. par un mécanisme tabou).
Plus récemment et en parallèle des ces travaux de thèse, LIN et YING [2016] ont pro-
posé un algorithme transformant le problème du No-Wait Flowshop en un problème de
Voyageur de Commerce asymétrique (ATSP) qui grâce à la programmation en nombres
entiers a pu trouver les solutions exactes pour toutes les instances de Taillard.
Nous avons présenté en détail un problème d’optimisation combinatoire dans un
contexte d’ordonnancement de tâches. Dans la section suivante, nous allons présenter
un autre type de problème, la sélection d’attributs.
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1.3.2 Problème de sélection d’attributs en classification
Aujourd’hui, dans de nombreux domaines scientifiques, nous avons besoin de su-
perviser des systèmes de plus en plus complexes. Ces systèmes contiennent en effet des
données en très grandes quantités. Le traitement de cette masse de données pose de
nombreux problèmes, en particulier pour les algorithmes d’apprentissage qui construisent
des modèles de prédiction pour de la classification d’individus. Une trop grande quan-
tité de données peut donc conduire à la construction d’un modèle de mauvaise qualité
ou avec du sur-apprentissage, c’est-à-dire que le modèle construit risque d’être spé-
cifique aux données d’entrées. Cela est dû à l’existence de données non significatives
qui créent du bruit et ainsi rendent le modèle incapable de faire de la prédiction sur de
nouvelles données. Pour remédier à ce problème, nous utilisons la sélection d’attributs
comme une phase préliminaire à la phase d’apprentissage, ce qui permet de filtrer les
données pertinentes des données non pertinentes. Cette réduction des données permet





FIGURE 1.5 – Positionnement de la phase de Sélection d’attributs pour la création d’un
modèle de prédiction.
1.3.2.1 Définition du problème
Dans un problème de classification, un ensemble d’observations déjà labellisé est
utilisé pour apprendre un modèle de prédiction qui servira à labelliser les nouvelles
observations. La sélection d’attributs a pour objectif de choisir les informations perti-
nentes d’un problème pour aider à la classification. Dans ce contexte, nous appellerons
l’ensemble des données une instance qui est représentée par d observations. Chaque
observation i est caractérisée par n attributs et un label. Ainsi, une instance est donc
représentée par :
— Une matrice A de d lignes et n colonnes qui représentent la valeur de chaque at-
tribut pour chaque observation.
— Un vecteur C de taille d qui représente les labels de chaque observation
D’où la représentation suivante d’une instance :
A =
a11 · · · a1n... . . . ...
ad1 · · · adn






où ci ∈ {1, ...,k} avec k le nombre de classes.
Ces données sont ensuite divisées en deux ensembles. Le premier, appelé ensemble
d’apprentissage qui permet à la méthode d’optimisation d’apprendre un modèle de pré-
diction, et le second, appelé ensemble de validation, est utilisé pour évaluer la robustesse
du modèle de prédiction sur des nouvelles observations.
1.3.2.2 Approches de résolution
Les approches de résolution du problème de sélection d’attributs se divisent en trois
type d’approches en fonction de la façon dont elles combinent l’algorithme de recherche
et le classifieur. Ces trois types d’approches sont : les méthodes filtrantes, les méthodes
enveloppantes et les méthodes embarquées.
Les méthodes filtrantes initiées par PUDIL et HOVOVICOVA [1998], sélectionnent les
attributs indépendamment du modèle utilisé. Ainsi, les attributs les moins intéressants
sont supprimés, et les attributs les plus pertinents sont conservés pour être utilisés pour







Qualité + Meilleur sous
ensemble d’attributs
FIGURE 1.6 – Représentation d’une méthode filtrante.
Ces méthodes peuvent s’apparenter aux heuristiques des méthodes d’optimisation.
Elles sont très efficaces en temps de calcul et sont de plus robustes au sur-apprentissage.
Cependant, elles ne tiennent pas compte de la corrélation entre les attributs (c’est-à-dire
les relations entre les attributs). Elles ont donc comme inconvénient de sélectionner des
attributs redondants.
Les méthodes enveloppantes initiées par KOHAVI et JOHN [1997], évaluent des sous-
ensembles d’attributs qui permettent, contrairement à la méthode précédente, de te-
nir compte des corrélations entre les attributs. Ainsi dans cette approche, chaque sous-
ensemble d’attributs passe par un classifieur qui évalue la qualité de prédiction avec
l’ensemble d’apprentissage. Ensuite, le meilleur sous-ensemble trouvé pendant la pro-
cédure de recherche est évalué sur l’ensemble de validation. Cette méthode est présen-
tée par la Figure 1.7.
L’avantage de ce type de méthode est d’être capable de gérer les corrélations entre
les attributs et donc de trouver les relations importantes entre les attributs. Cependant,
ces approches génèrent souvent des modèles de prédiction avec du sur-apprentissage,
c’est-à-dire que le modèle de prédiction est spécialisé sur les observations de l’ensemble
d’apprentissage et peut donc réaliser de mauvaises prédictions sur des nouvelles don-





Sous-ensemble d’attributs Classifieur Qualité + Meilleur sous-ensemble
Evaluation du sous-ensemble
Ensemble d’apprentissage Ensemble de validation
FIGURE 1.7 – Représentation d’une méthode enveloppante.
tion du classifieur utilisé et de la taille de l’instance si cette dernière possède un grand
nombre d’observations et/ou d’attributs.
Les méthodes embarquées présentées par LAL et collab. [2004] sont des approches
proches des méthodes enveloppantes. La différence est qu’elles utilisent les informa-
tions internes au classifieur (exemple : le vecteur de poids dans les classifieurs SVM -
machines à vecteur de support) pour le processus de sélection du sous-ensemble d’at-
tributs. Ces approches sont bien plus rapides en temps de calcul que les méthodes en-
veloppantes et sont aussi robustes au sur-apprentissage. Le principal inconvénient de
ces approches est lié à l’utilisation de son propre classifieur, cela nécessite donc de dé-
finir a priori ce qu’est une bonne sélection, ce qui empêche une utilisation facile de ces
approches.
Dans le cadre de ces travaux de thèses, nous avons souhaité faire de l’intégration de
connaissances dans une méthode d’optimisation combinatoire. Ainsi la méthode qui
sera évoquée dans cette thèse fait partie des approches enveloppantes.
1.3.2.3 Jeux de données
Les expérimentations de ces travaux des thèses ont été menées sur six instances de
la littérature. Le Tableau 1.3 détaille les informations de ces instances.
Nom Attributs |T| |V| Référence
Schizophrenia 410 56 30 SILVA et collab. [2014]
Colon 2000 62 32 ZHU et collab. [2007]
Breast 24481 78 26 ZHU et collab. [2007]
Arcene 10000 100 100 GUYON et collab. [2006]
DNA 180 1400 600 GUERRA-SALCEDO et WHITLEY [1999]
Madelon 500 2000 600 GUYON et collab. [2004]
TABLEAU 1.3 – Description des instances : Attributs est le nombre total d’attributs, |T|
est le nombre d’observations de l’ensemble d’apprentissage, |V| est le nombre d’obser-
vations de l’ensemble de validation.
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Toutes ces instances sont des instances binaires (deux labels) équilibrées, c’est-à-
dire qu’il y a un nombre équivalent d’observations pour chaque label.
1.3.2.4 État de l’art
De nombreuses métaheuristiques ont été développées pour la sélection d’attributs
en classification. YANG et HONAVAR [1998] utilisent notamment un algorithme géné-
tique pour une conception automatique d’un réseau de neurones pour la classification
de patterns. EMMANOUILIDIS et collab. [2000] tentent une approche multi-objectif du
problème de sélection d’attributs avec un algorithme génétique qui utilise un opérateur
de croisement spécifique pour préserver les parties des solutions prometteuses pour
conserver une bonne performance. OLIVEIRA et collab. [2006] utilisent aussi un algo-
rithme génétique multi-objectif, mais à deux niveaux, le premier consiste à choisir un
classifieur parmi un ensemble donné pour trouver le meilleur classifieur, puis dans la
seconde étape d’évaluer la sélection d’attributs selon deux approches : une approche
supervisée et une approche non supervisée. HAMDANI et collab. [2007] tentent une ap-
proche en utilisant l’algorithme NSGA-II pour résoudre le problème de sélection d’attri-
buts.
DUVAL et collab. [2009] se servent d’un algorithme mémétique pour une approche
embarquée en utilisant SVM comme classifieur et en combinant un opérateur de croi-
sement spécifique et une recherche locale dédiée à l’algorithme qui utilise les informa-
tions fournies par SVM pour améliorer les résultats. La sélection d’attributs non supervi-
sée, bien que rapide, a comme inconvénient de négliger la détection de corrélation entre
les attributs. Pour résoudre ce problème, CAI et collab. [2010] utilisent des techniques de
Clustering pour réaliser une sélection d’attributs non supervisés performante. GHEYAS
et SMITH [2010] proposent un algorithme hybride permettant de combiner la forte ca-
pacité au Recuit Simulé à éviter d’être piégé dans les minima locaux et la forte efficacité
de convergence des opérateurs de croisement des algorithmes génétiques.
CERVANTE et collab. [2012] et XUE et collab. [2013] utilisent un algorithme à essaim
de particules multi-objectif pour résoudre la sélection d’attributs. INBARANI et collab.
[2015] proposent d’utiliser une recherche harmonique (Harmony search) qui permet
une convergence plus rapide que les algorithmes à descente de gradient. Récemment,
AZIZ et HASSANIEN [2016] ont proposé un algorithme inspiré de la nature, Cuckoo Search
qui permet de traiter des données avec une grande dimensionnalité pour la sélection
d’attributs.
Le Tableau 1.4 représente quelques méta-heuristiques pour la résolution de la sélec-
tion d’attributs de la littérature classées par ordre chronologique. La première colonne
donne le type d’algorithme, la seconde le type d’approche et la dernière la référence.
1.4 Conclusion
Ce chapitre expose le contexte scientifique des travaux présentés dans cette thèse.




Sélection par mesure de similarité Filtrante PHUONG et collab. [2005]
Algorithme Génétique Enveloppante YANG et HONAVAR [1998]
Algorithme Génétique Enveloppante EMMANOUILIDIS et collab. [2000]
Algorithme Génétique Enveloppante OLIVEIRA et collab. [2006]
NSGA II Enveloppante HAMDANI et collab. [2007]
Algorithme Génétique + ILS Embarquée DUVAL et collab. [2009]
Multi-Cluster Enveloppante CAI et collab. [2010]
Recuit Simulé + Algorithme Génétique Enveloppante GHEYAS et SMITH [2010]
Essaim de particules Enveloppante CERVANTE et collab. [2012]
Essaim de particules Enveloppante XUE et collab. [2013]
Recherche Harmonique Enveloppante INBARANI et collab. [2015]
Cuckoo Search Enveloppante AZIZ et HASSANIEN [2016]
TABLEAU 1.4 – Méta-heuristiques pour le problème de sélection d’attributs
blèmes d’optimisation combinatoire. Pour cela, il existe deux types de méthodes de ré-
solution : les méthodes exactes et les méthodes approchées. Les premières, bien qu’elles
garantissent la solution optimale, ont un temps de calcul qui croit généralement expo-
nentiellement en fonction de la taille de l’instance. À l’inverse, les méthodes approchées
permettent de trouver une solution en un temps raisonnable, mais sans garantie d’op-
timalité. Ce sont ces dernières que nous étudions dans ce mémoire de thèse : les heu-
ristiques et les méta-heuristiques. Nous avons apporté pour chacun de ces deux types
d’approches un état de l’art afin d’avoir une vue globale des principales méthodes de
résolution de la littérature. Pour rappel, l’objectif de ces travaux de thèse est d’intégrer
des connaissances dans les méthodes d’optimisation de la littérature. Cela est d’autant
plus vrai pour les méta-heuristiques que nous avons utilisées dans ces travaux.
Dans la seconde partie de ce chapitre, nous avons présenté les deux problèmes étu-
diés durant cette thèse : Le problème d’ordonnancement sans temps d’attente (No-Wait
Flowshop Scheduling Problem), et la sélection d’attributs dans un contexte de classifi-
cation supervisée. En plus de la présentation détaillée de ces deux problèmes, un état de
l’art a été fourni pour chacun d’entre eux.
Les définitions et les informations données dans ce chapitre présentent la base théo-
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2.1 Introduction
De nos jours, avec la rapide augmentation des tailles de données des problèmes
d’optimisation, les résoudre efficacement en un temps raisonnable devient plus diffi-
cile. Pour pallier ce problème, des méthodes sophistiquées et intelligentes ont été pro-
posées dans la littérature. Ces méthodes peuvent être génériques ou spécifiques à un
problème. Cependant, il a été observé que résoudre un problème de façon complè-
tement générique est souvent bien moins efficace que de considérer ses spécificités.
Ainsi les méthodes d’optimisation peuvent être enrichies de mécanismes d’intégration
de connaissances. L’intégration de connaissances utilise des données qui peuvent être
obtenues a priori, par l’étude de l’instance d’un problème avant tout processus de re-
cherche et/ou avec des informations obtenues pendant la recherche. L’intégration de
connaissances peut aider à accélérer les méthodes d’optimisation : pour cela, plusieurs
techniques sont possibles comme utiliser une approximation de la fonction d’évalua-
tion afin de réduire le temps de calcul lorsque l’évaluation devient coûteuse, ou réduire
l’espace de recherche en éliminant des solutions dont on estime à l’avance qu’elles sont
de mauvaise qualité.
L’intégration de connaissances peut aussi aider à améliorer la qualité des méthodes
de résolution en utilisant la connaissance pour diriger la recherche de solutions vers une
zone prometteuse de l’espace de recherche. En fonction de son utilisation, selon YANG-
MING [2017] l’intégration de connaissances est utilisée en optimisation combinatoire
dans quatre grands domaines :
— Reactive Search Optimization (RSO) qui intègre des mécanismes d’intégration
de connaissances dans les méthodes d’optimisation pour résoudre des problèmes
complexes. L’intégration de connaissances agit sur les paramètres de l’algorithme
en s’ajustant automatiquement au cours de la recherche.
— Hyper-heuristique (HH) qui cherche à automatiser à l’aide de l’intégration de
connaissances, les processus de sélection, combinaison, génération ou d’adapta-
tion de plusieurs heuristiques (ou composants d’heuristiques) pour résoudre effi-
cacement des problèmes complexes.
— Configuration automatique d’algorithmes (AAC) qui choisit à l’aide de l’intégra-
tion de connaissances, les meilleurs paramètres possibles pour un algorithme et
un ensemble d’instances donné.
— Sélection automatique d’algorithmes (AAS) qui sélectionne le meilleur algorithme
pour résoudre une instance donnée. Presque toutes les approches récentes de
sélection d’algorithmes utilisent l’intégration de connaissances pour apprendre
avec les caractéristiques de l’instance, les relations entre une instance et les per-
formances d’un algorithme.
Dans cette thèse, nous proposons d’ajouter un cinquième domaine :
— Modèle de substitution (SM) qui consiste à transformer les données d’une ins-
tance à l’aide de l’intégration de connaissances en minimisant la perte d’informa-
tions pour rester le plus précis possible. Cela a pour but de modifier la structure du
problème et de l’espace de recherche, pour une meilleure exploration de celui-ci.
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Dans ce chapitre, nous allons nous concentrer sur les approches qui utilisent des
mécanismes d’intégrations de connaissances pour aider les méthodes d’optimisation
combinatoire. Dans la prochaine section, nous définissons ce qu’est l’intégration de
connaissances en la décomposant en trois grandes étapes : (i) Extraction (ii) Mémo-
risation et (iii) Exploitation. La Section 2.3 présentera les techniques d’extraction de
connaissances de la littérature. La Section 2.4 se concentrera sur les techniques de mé-
morisation et la Section 2.5 sur les techniques d’exploitation de la littérature. Pour finir,
une taxonomie des méthodes d’intégration de connaissances sera proposée dans la Sec-
tion 2.6.
2.2 Intégration de connaissances : vue générale
Dans cette section, nous allons définir les objectifs de l’intégration de connaissances
et comment elle peut être mise en oeuvre.
2.2.1 Objectifs
L’utilisation de l’intégration de connaissances dans les méthodes d’optimisation est
de plus en plus développée de nos jours. Elle est utilisée pour plusieurs aspects des mé-
thodes d’optimisation. On retrouve le plus souvent les objectifs suivant pour l’intégra-
tion de connaissances :
— Améliorer la qualité des solutions.
— Accélérer la recherche pour trouver de meilleures solutions.
— Optimiser les paramètres d’un algorithme.
— Sélectionner les bons opérateurs d’un l’algorithme.
Les techniques d’intégration de connaissances peuvent se faire suivant deux direc-
tions :
— Méthodes a priori (ou off-line) qui ont pour but d’identifier des structures et des
schémas intéressants pour un type de problème avant tout processus de recherche.
(Exemple : HH, AAC, AAS, SM)
— Méthodes dynamiques (ou on-line) qui vont apprendre et utiliser des informa-
tions collectées pendant le processus de recherche. (Exemple : RSO, SM)
2.2.2 Étapes de l’intégration de connaissances
Nous avons remarqué que l’intégration de connaissances suit globalement trois étapes
que nous allons détailler dans les prochaines sections :
— Extraction : cette étape définit quelles données vont être extraites et utilisées pour
l’exploitation de connaissances. Ces données peuvent provenir de l’instance ou
des solutions du problème.
31
CHAPITRE 2. INTÉGRATION DE CONNAISSANCES : DÉFINITIONS ET
PROPOSITION DE TAXONOMIE
— Mémorisation : cette étape définit la façon dont on va enregistrer les informations.
Dans certains cas, il n’est pas possible de garder toute l’information extraite et
des choix sont nécessaires. De plus, dans le cas des méthodes d’intégration de
connaissances dynamiques, les informations doivent être mises à jour. C’est alors
cette étape qui définit comment mettre à jour les informations.
— Exploitation : cette étape définit quant à elle la façon dont va être utilisée la connais-
sance dans la méthode d’optimisation.
La Figure 2.1 montre l’enchaînement des différentes étapes. Nous pouvons constater
que l’"Exploitation" n’est pas forcément l’étape finale. En effet, dans le cas des méthodes





FIGURE 2.1 – Étapes de l’intégration de connaissance dans les méthodes d’optimisation
Les trois prochaines parties vont donc s’intéresser à décrire plus précisément ces
trois étapes à commencer par l’Extraction de connaissances.
2.3 Extraction de connaissances
O'HAGAN et collab. [2012] dégagent deux catégories d’extraction de connaissances
inspirées de la biologie :
— Génotypique : Correspond aux gènes d’une solution, c’est-à-dire les variables de
décision.
— Phénotypique : Correspond aux traits observables d’une solution, c’est-à-dire les
différentes métriques qu’une solution peut donner. Il s’agit principalement de la
qualité de la solution, mais pour certains problèmes, des métriques spécifiques
peuvent être calculées.
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Le génotype et phénotype sont deux méthodes d’extraction de connaissances orien-
tées solution. Nous distinguons aussi dans certaines approches que l’instance d’un pro-
blème peut-être utilisée afin d’en extraire des connaissances. Ainsi, il est possible de
caractériser une instance pour choisir quelle stratégie adopter pour un type d’instance
spécifique.
Nous proposons donc d’organiser les approches d’extraction de connaissances sui-
vant ces trois aspects, en commençant par la connaissance issue de l’analyse de l’ins-
tance.
2.3.1 Connaissance à partir d’une instance
L’extraction de connaissances à partir d’une instance d’un problème est notamment
très utilisée dans la problématique de Sélection automatique d’Algorithmes. Le pro-
blème de Sélection automatique d’Algorithmes a été proposé initialement par RICE [1976].
L’objectif étant qu’après avoir extrait de la connaissance d’une instance I, le meilleur al-
gorithme possible pour cette instance soit choisi parmi un ensemble A d’algorithmes.
La Figure 2.2 illustre le processus général de la Sélection Automatique d’Algorithmes.
Choisir un algorithme
a ∈ A avec f(I)
Instance I :
attributs x ∈ I
Algorithmes A
Résoudre I avec a
Extraction de
connaissances (f : I → R)
FIGURE 2.2 – Schéma d’une Sélection automatique d’Algorithmes à partir des données
d’une instance.
L’état de l’art proposé par KOTTHOFF [2016] sur la Sélection automatique d’Algo-
rithmes montre plusieurs techniques d’extraction de connaissances comme la classi-
fication, le clustering, la régression et le ranking. Par exemple, KANDA et collab. [2016]
utilisent des algorithmes comme le plus proche voisin (k-NN - k-nearest neighbor), des
arbres de décisions et un perceptron multi-couche pour déduire le modèle capable d’as-
socier les propriétés des instances du problème du voyageur de commerce avec les mé-
thodes d’optimisation performantes à utiliser.
TELELIS et STAMATOPOULOS [2001] utilisent un modèle de régression pour résoudre
les problèmes de sac-à-dos et de partitionnement. Pour cela l’instance est utilisée pour
extraire une fonction d’approximation grâce au modèle de régression. Cette fonction
est ensuite utilisée en tant que guide pour la construction d’une solution dans une zone
prometteuse de l’espace de recherche.
L’instance peut être aussi utilisée pour déterminer un critère d’arrêt. Idéalement, les
algorithmes sont exécutés jusqu’à ce que la meilleure solution soit atteinte. Cependant,
pour certains problèmes, calculer une borne pour déterminer la qualité potentielle de
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la meilleure solution à trouver n’est pas facile. Dans cette optique, ARBELAEZ et O’SUL-
LIVAN [2016] utilisent un modèle de régression linéaire sur l’instance du problème pen-
dant l’initialisation d’une recherche locale pour déterminer la potentielle qualité de la
meilleure solution afin de stopper le processus de recherche lorsque cette qualité est
atteinte afin d’éviter de perdre du temps de calcul.
2.3.2 Connaissance phénotypique
La connaissance phénotypique est caractérisée par toutes les métriques obtenues à
partir d’une solution. Par exemple, sa qualité ou le degré de neutralité de son voisinage.
HORN et collab. [1994] utilisent notamment des niches phénotypiques basées sur
des caractéristiques partagées entre des solutions d’une population. Cela permet ainsi
à l’algorithme génétique de préserver la diversité des individus en réalisant des croise-
ments entres des solutions provenant de niches différentes.
L’analyse de paysages fait partie des données phénotypiques, qui consiste à mettre
en relation les solutions avec leur qualité. WEDGE et KELL [2008] utilisent la corrélation
entre la qualité et la structure des solutions (génotype) pour faire un contrôle des para-
mètres pour un algorithme génétique. Ainsi grâce à l’analyse du paysage, l’algorithme
détermine le nombre optimal de solutions que doit contenir la population. L’analyse de
paysages permet également d’établir, par exemple, une mesure du degré de neutralité
d’une solution qui est le nombre de voisins ayant la même qualité que cette solution.
MARMION et collab. [2011] utilisent la neutralité avec un système de bandits pour orien-
ter une recherche locale vers la solution voisine neutre la plus prometteuse.
LESSMANN et collab. [2011] utilisent quant à eux des algorithmes de data-mining
pour paramétrer en ligne un algorithme à essaim de particules. Pour cela des modèles
de régression sont utilisés pour trouver les meilleures valeurs de paramètres à partir des
valeurs utilisées précédement par l’algorithme lui-même.
2.3.3 Connaissance génotypique
La connaissance génotypique est liée à la position d’une solution dans l’espace de
recherche et est donc directement liée à sa structure, i.e. à partir de son génotype.
Pour illustrer l’extraction de connaissances génotypiques, le Tableau 2.1 montre une
sélection de 5 solutions en représentation binaire dont on suppose qu’elles sont les
meilleures solutions trouvées. On a pour chaque gène le pourcentage de sélection. Ainsi
les gènes 1, 4 et 10 sont toujours présents dans les meilleures solutions, on peut donc
supposer que ces gènes sont aussi présents dans la solution optimale. De même que le
pourcentage de présence, une autre information possible pourrait être la présence (ou
non) simultanée de plusieurs gènes, comme le gène 5 et 8, si l’un est présent, l’autre l’est
aussi. On peut aussi créer des règles plus complexes pour extraire plus d’information.
Ce génotype permet entre autre l’apprentissage de modèles statistiques pour prédire
la qualité des solutions. MICHALSKI [2000] utilise dans Learnable Evolution Model (LEM)
un classifieur pour extraire la connaissance du génotype des solutions d’une population.
34
CHAPITRE 2. INTÉGRATION DE CONNAISSANCES : DÉFINITIONS ET
PROPOSITION DE TAXONOMIE
1 0 1 1 0 0 1 0 0 1
1 0 0 1 0 1 1 0 0 1
1 0 1 1 1 1 1 1 0 1
1 1 1 1 1 1 0 1 0 1
1 1 1 1 0 1 0 0 0 1
100% 40% 80% 100% 40% 80% 60% 40% 0% 100%
TABLEAU 2.1 – Exemple d’extraction de la connaissance génotypique à partir des 5
meilleures solutions d’un problème
Ensuite l’algorithme mémorise ce qui caractérise les meilleures solutions et les pires so-
lutions. Puis il exploite cette connaissance pour sélectionner les solutions dont la qua-
lité est prédite, les meilleures solutions sont conservées et les mauvaises supprimées.
Une version multi-objectif de cette approche LEMMO de JOURDAN et collab. [2005], qui
utilise le même principe en utilisant la notion de dominance dans un contexte d’opti-
misation multi-objectif .
Toujours dans l’utilisation d’un modèle d’apprentissage, KNOWLES et NAKAYAMA [2008]
utilisent dans un algorithme évolutionnaire, un modèle de régression linéaire qui est
appris pendant la génération et qui met en relation la qualité et le génotype. Ensuite,
ce modèle est exploité pour filtrer les individus avant de les évaluer. Ainsi si la qualité
prédite est basse, les individus sont ignorés.
Le génotype permet aussi la création de nouvelles solutions comme le font LALLA-
RUIZ et VOSS [2015] dans une recherche locale itérée. Après une descente d’un Variable
Neighborhood Search (VNS), la solution obtenue est alors utilisée pour extraire la connais-
sance de son génotype, puis l’information est enregistrée dans une mémoire qui est en-
suite exploitée à l’initialisation de la prochaine solution de la descente.
Enfin, le génotype peut aussi orienter la recherche comme l’ont réalisé SCHINDL
et ZUFFEREY [2013] dans une recherche tabou avec intégration de connaissance. Dans
cette méthode, le génotype de la meilleure solution trouvée lors d’un cycle (i.e. un cer-
tain nombre d’itérations) est alors utilisée pour mémoriser des combinaisons de carac-
téristiques qui génèrent une bonne qualité. Enfin, cette connaissance est exploitée pour
orienter l’opérateur de voisinage.
2.3.4 Classification de différentes approches de la littérature
Le tableau 2.2 référence les approches où des connaissances phénotypiques (P), gé-
notypiques (G) et de l’instance (I) sont extraites.
2.4 Mémorisation de connaissances
Lors d’une méthode de résolution, beaucoup d’informations peuvent être extraites à
chaque itération. Les problèmes étudiés étant des problèmes combinatoires de grandes
tailles, il n’est pas possible d’enregistrer toutes les informations. En conséquence, une
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Type base d’extraction Approche Référence
I Instance Voisinage ARBELAEZ et O’SULLIVAN [2016]
I Instance Sélection d’algorithme KANDA et collab. [2016]
P Population Evolutionnaire WEDGE et KELL [2008]
P Solution Voisinage MARMION et collab. [2011]
G Population Evolutionnaire MICHALSKI [2000]
G Population Evolutionnaire JOURDAN et collab. [2005]
G Population Evolutionnaire KNOWLES et NAKAYAMA [2008]
G Solution Voisinage SCHINDL et ZUFFEREY [2013]
G Solution Voisinage LALLA-RUIZ et VOSS [2015]
G Solution Voisinage ZHOU et collab.
TABLEAU 2.2 – Méthodes d’extraction de connaissances. (P = Phénotypique, G = Géno-
typique, I = Instance)
sélection de l’information est nécessaire. Nous avons identifié plusieurs possibilités pour
mémoriser la connaissance. De plus, en fonction du type de mémoire utilisée, diffé-
rentes fréquences de mémorisation sont possibles. La première partie de cette section
présente les méthodes de mémorisation, et la seconde les différentes fréquences de mé-
morisation.
2.4.1 Méthodes de mémorisation
Les méthodes à base règles utilisent la connaissance extraite pour la traduire en termes
de règles qui seront mémorisées afin de les utiliser au cours de la recherche. Nous avons
discerné deux types de règles : (i) les règles a priori et (ii) les règles dynamiques.
(i) A priori : ces règles sont définies grâce à de la connaissance extraite a priori du
problème avant tout processus de recherche et n’évoluant pas pendant la méthode d’op-
timisation. Ce type de règles est notamment très utilisé dans les algorithmes gloutons
ou heuristiques constructives. Ces méthodes utilisent de la connaissance spécifique au
problème afin de construire une solution. Par exemple, dans l’heuristique GAPH, ARAÚJO
et NAGANO [2010] utilisent une propriété structurelle du problème d’ordonnancement
de type Flowshop sans temps d’attente basée sur la mesure du GAP entre deux jobs pour
proposer une heuristique constructive efficace pour minimiser le temps total de com-
plétion. La connaissance du problème a permis de définir un ordre d’insertion dans une
solution partielle, ainsi la règle indique qu’il faut insérer dans la solution partielle, la
tâche ayant le plus petit GAP parmi les tâches non-encore ordonnancées. Ces règles
peuvent aussi servir à définir un critère d’arrêt comme le font ARBELAEZ et O’SULLI-
VAN [2016] pour extraire un critère d’arrêt à partir de certaines caractéristiques d’une
instance d’un problème pour éviter un temps de calcul plus long que nécessaire.
(ii) dynamiques : ces règles évoluent au cours de la recherche, généralement grâce à
des mesures obtenues à partir des solutions construites. C’est ainsi que SANTOS et col-
lab. [2008] proposent une hybridation entre un GRASP (Greedy Random Adaptive Search
Procedure) et du Data Mining. Le DM-GRASP génère un nombre n de solutions, puis
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garde uniquement les k meilleures. Ces solutions sont ensuite utilisées pour apprendre
des schémas (pattern) présents afin de donner des règles de construction des nouvelles
solutions pour la recherche. Dans LEM, un modèle de classification est appris à partir
de la population à l’aide des meilleures et pires solutions de cette population. Ensuite
ce modèle de classification est utilisé pour filtrer les nouvelles solutions générées afin
de n’évaluer que les solutions les plus intéressantes. Toujours dans les algorithmes à po-
pulation, BECERRA et COELLO [2005] utilisent dans le Cultural Algorithm une solution
leader qui va diriger la recherche en forçant l’opérateur de mutation à diriger la solution
sélectionnée vers la solution leader. Ainsi la règle définie est que les solutions doivent se
rapprocher de leur leader : une mutation doit obligatoirement diminuer la distance à la
solution leader.
On peut noter que les approches à base de voisinage sont peu représentées dans
les méthodes avec des règles dynamiques dans la littérature. Cela peut s’expliquer par le
fait qu’une recherche locale dispose de peu d’informations à un instant t de la recherche
et donc peu difficilement établir des règles dynamiquement. Néanmoins, ce type d’ap-
proche est propice à l’utilisation des méthodes par renforcement.
Les méthodes par renforcement ont pour but d’apprendre à partir d’observations (par
exemple : des solutions courantes d’un algorithme), quelle sont les actions à entreprendre
en fonction de différentes situations pour maximiser le gain d’une fonction objectif à un
moment donné.
On retrouve les méthodes par renforcement dans les algorithmes de colonies de
fourmis de DORIGO et collab. [1996] initialement proposés pour le problème du voya-
geur de commerce, qui utilisent une matrice de phéromones. Dans ce type d’algorithmes,
la matrice de phéromones va renforcer les décisions prises le plus fréquemment, et
celles qui seront peu choisies seront oubliées au cours du temps par un principe d’éva-
poration. Ainsi plus la quantité de phéromones est importante est plus la probabilité de
choisir un chemin est important. La quantité de phéromone est définie par la formule
suivante :
τi , j (t +1) = τi , j (t )∗ (1−ρ)+
m∑
k=1
∆τki , j (t ) (2.1)
Où ρ est un paramètre d’évaporation, afin de diminuer la quantité de phéromones si




i , j (t ) correspond à la quantité de
phéromone déposée par la fourmi k, ainsi plus une fourmi emprunte le chemin, plus la
quantité de phéromones déposée sera importante.
Outre les algorithmes à colonies de fourmis, d’autres approches utilisent ce type de
mémoire par renforcement, par exemple, le Learning Variable Neighborhood Search
(L-VNS) de LALLA-RUIZ et VOSS [2015] dans un problème d’ordonnancement sur des
machines parallèles identiques. L-VNS renforce les combinaisons de caractéristiques si
elles sont présentes dans la solution, sinon ces combinaisons sont oubliées petit à petit.
Cela se fait par une matrice à deux dimension Mi , j où j représente la j i ème tâche et i la
i i ème position dans la solution. La matrice est mise à jour selon cette formule :
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Mi , j = (Mi , j +1)∗α (2.2)
Où α≥ 1, si la solution a été améliorée dans l’itération, α< 1 sinon.
Suivant le même principe, le Learning Tabu Search (LTS) de SCHINDL et ZUFFEREY
[2013] renforce cette fois les combinaisons de caractéristiques proportionnellement à la
qualité de la solution, ce qui permet un renforcement d’autant plus fort que la qualité
de la solution est grande.
tr (ai , a j ) = ρ∗ tr (ai , a j )+∆tr (ai ,a j ) (2.3)
Où ρ est le facteur d’évaporation similaire aux algorithmes de fourmis et ∆tr (ai ,a j ) le
facteur de renforcement.
Une autre approche par renforcement et inspirée de la nature comme les colonies
de fourmis : les essaims particulaires de KENNEDY et EBERHART [1995] qui permettent
de choisir une direction à prendre pour un ensemble de solutions. Les formules de ren-
forcement sont les suivantes :
Vk+1 =ω∗Vk +b1 ∗ (Pi −Xk )+b2∗ (Pg −Xk ) (2.4)
Xk+1 = Xk +Vk+1 (2.5)
où Vk est la vitesse, w l’inertie, Pi la qualité de la meilleure solution de la popula-
tion, Pg la qualité de la meilleure solution du voisinage de Pi , b1 et b2 deux nombres
tirés aléatoirement entre 0 et 1. Ce modèle permet, grâce à une large exploration de l’es-
pace de recherche de la population, de renforcer la direction prise par les solutions pour
converger rapidement vers un minimum local de bonne qualité.
Toutes ces méthodes ont des points communs. Nous proposons de décomposer une
méthode de renforcement en deux parties : l’historique et la récompense.
L’historique est la valeur qui va être renforcée ou oubliée et qui est obtenue à par-
tir des itérations passées, l’historique prend la forme suivante : Vt ∗ I où V représente
la valeur de l’historique à l’instant t et I correspond à l’inertie, qui agit comme un fac-
teur d’oubli au cours du temps, similaire à l’évaporation des algorithmes de colonies de
fourmis. La Récompense r est une valeur qui va être ajoutée à l’itération en cours pour
accentuer ou non l’importance d’une caractéristique. Ainsi nous généralisons la mise-
à-jour des mémoires par renforcement sous la forme suivante :
Vt = Vt−1 ∗ I+ r (2.6)
Où V est l’information à renforcer, l’inertie I est un facteur compris entre 0 et 1 per-
mettant d’oublier petit à petit la connaissance n’étant plus utilisée ou obsolète. En effet,
au cours du temps, une information obtenue au début de la recherche et qui n’inter-
vient plus au cours de la recherche n’est plus utile. La Récompense dépend généralement
du problème ou de la méthode utilisée, elle permet le renforcement plus ou moins fort
d’une information pour la suite de la recherche.
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L’inconvénient de ce type de méthodes est qu’elles mémorisent l’information uni-
quement à partir du passé pour décider de l’instant présent. Des améliorations aux mé-
thodes de renforcement ont donc vu le jour pour prédire plus efficacement une suc-
cession de décisions futures, ainsi au lieu de tenir compte uniquement des décisions
passées, les éventuelles décisions futures sont aussi prises en compte.
C’est ce que permettent les approches à base de Q-Learning en complexifiant la
fonction d’apprentissage.
Les méthodes Q-Learning initiées par WATKINS et DAYAN [1992] qui, à l’aide d’une
fonction de gain, exprime l’utilité d’une action dans un état considéré. Cet algorithme
est basé sur une simple mise à jour de la Q-valeur de chaque paire d’état-action (s, a).
Quand, dans un état s, une action a est choisie, la Q-Valeur de cette paire Q(s, a) est
mise à jour avec la récompense reçue (i.e. à définir en fonction de l’approche souhaitée)
ainsi que la meilleure Q-valeur qu’il soit possible d’atteindre dans un prochain état s′.
La possibilité de tenir compte des récompenses futures est un des points forts du Q-
learning. La mise à jour d’une paire état-action se fait suivant cette équation :
Q(s, a) = Q(s, a)+α∗ (r +γ∗maxa′Q(s′, a′)−Q(s, a)) (2.7)
Dans cette équation, α ∈ [0,1] est la vitesse d’apprentissage et r la récompense ou
la pénalité en fonction de l’action a choisie dans un état s. La vitesse d’apprentissage
détermine le degré avec laquelle une ancienne valeur est mise à jour. Par exemple, si la
vitesse d’apprentissage est 0, aucun changement n’est effectué. D’autre part, si α = 1,
alors l’ancienne valeur est remplacée par la nouvelle estimée (i.e. on a Q(s′, a′)−Q(s, a)
par développement si l’on a α= 1). Le facteur d’actualisation γ ∈ [0,1] permet d’estimer
la qualité future qu’il est possible d’obtenir dans un état s′. Ainsi, si γ est proche de 0,
la fonction ne considèrera que la récompense immédiate, alors que si γ tend vers 1, la
fonction tiendra compte de la récompense future avec un plus grand poids.
Le Q-Learning peut aussi servir pour le choix d’opérateurs, comme l’utilisent DOS
SANTOS et collab. [2014] pour choisir l’opérateur de voisinage après une descente d’un
VNS afin de choisir le meilleur opérateur de voisinage. Ici, l’état est l’opérateur de voi-
sinage courant et l’action le prochain opérateur de voisinage utiliser. Ainsi au fur et à
mesure de la recherche l’algorithme apprend à déterminer quel opérateur de voisinage
est à utiliser après chaque itération. Une autre possibilité est d’utiliser un Q-Learning
plutôt orienté solution. Ainsi MARTÍNEZ et collab. [2011] utilisent un double Q-Learning
pour le problème d’ordonnancement Flexible Job Shop pour choisir le placement des
Jobs sur les machines. De même, ARIN et RABADI [2017] utilise le Q-Learning dans un
Meta-RASP pour construire des bonnes solutions de départ pour un problème de sac-à-
dos multidimensionnel à chaque itération.
Les méthodes des bandits ou Multi-Armed Bandits (MAB) est un système composé
de K bras indépendants, où chaque bras à une probabilité inconnue de donner une ré-
compense. Une politique de sélection optimale est de choisir le bras qui maximise la
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récompense totale sur le long terme. Plusieurs algorithmes de bandits ont été propo-
sés dans la littérature, et l’un des plus connus est l’UCB Upper Confidence Band proposé
par AUER et collab. [2002]. Dans cette approche, un bras i du bandit a une qualité q̂i esti-
mée empiriquement et un intervalle de confiance qui dépend du nombre de fois ni que
le bras a été choisi précédemment. Ainsi le choix du bras se fait suivant cette fonction à
maximiser :
UCB = ar g max
i=1..k
q̂i +C∗
√√√√2∗ ln ∑Kj=1 n j
ni
(2.8)
Où C est un facteur multiplicatif pour faire un compromis entre l’exploitation (choi-
sir de préférence le bras avec la meilleure récompense estimée q̂i ) et l’exploration (choi-
sir de préférence les bras qui ont été peu choisis).
À l’aide de cette méthode, LI et collab. [2014] ont réalisé une sélection d’opérateurs
adaptative (Adaptative Operator Search (AOS)) pour un algorithme évolutionnaire multi
objectif afin de choisir les meilleurs opérateurs de croisement et de mutation parmi
un ensemble. Une autre méthode, plutôt orientée sélection de solutions par MARMION
et collab. [2011] utilise les bandits afin de choisir parmi le voisinage quelle solution est à
explorer.
2.4.2 Fréquences de mise à jour de la mémoire
Maintenant que les différents types de mémoire ont été identifiés, il faut désormais
déterminer à quel moment mettre à jour la mémoire. En effet, en fonction des méthodes
utilisant une mémoire, il peut être pénalisant de mettre à jour celle-ci trop régulièrement
ou pas assez souvent. Dans la première situation, il s’agit de sur apprentissage et cela
restreint trop l’espace de recherche, dans la seconde l’information n’est pas pertinente
et revient à une recherche aléatoire. Nous avons donc identifié plusieurs possibilités qui
dépendent en partie du type de mémoire.
À chaque itération C’est la méthode la plus intuitive, car la connaissance est ainsi ex-
ploitée à chaque itération. On retrouve ce processus de mise à jour dans les algorithmes
inspirés de la nature comme les colonies de fourmis ou les essaims de particules. Néan-
moins, cette approche peut restreindre l’espace de recherche si le renforcement d’une
zone à explorer devient trop rapidement important. De plus, si la mémoire est coûteuse
à mettre à jour, cela peut vraiment ralentir l’algorithme d’optimisation.
Après un cycle Pour contrer le renforcement trop rapide de la proposition précédente,
l’algorithme peut attendre un certain nombre d’itérations avant la mise à jour de la
mémoire. LEM/LEMMO de MICHALSKI [2000] utilise un cycle pour alterner entre la
phase d’extraction de connaissances (i.e. l’apprentissage du modèle de classification)
et l’exploitation de celle-ci. Une autre approche, celle du Learning Tabu Search (LTS)
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de SCHINDL et ZUFFEREY [2013] qui utilise aussi un cycle pour la mise à jour de la mé-
moire, cette fois en utilisant la meilleure solution trouvée pendant ce cycle, qu’elle soit
meilleure ou non que celle trouvée depuis le début de la recherche.
Après qu’une bonne solution soit atteinte Pour garantir la mémorisation de l’infor-
mation de bonne qualité, il est possible de mémoriser l’information uniquement lors-
qu’un optimum local est atteint. Par exemple dans le Parallel Local Search (PLS) de AR-
BELAEZ et HAMADI [2011]. Les solutions d’une population évoluent ensemble à l’aide
d’une recherche locale et partagent une mémoire commune. Cette mémoire est mise à
jour dès qu’une solution de la population tombe dans un optimum local. Ce critère de
mise à jour peut être un inconvénient à cause de l’irrégularité des optima locaux. Pour
certains problèmes, les approches de résolution peuvent mettre un certain temps avant
d’en trouver un.
Unique La dernière possibilité est une mémorisation unique, par exemple lors d’une
initialisation d’une méthode d’optimisation, extraire des règles qui resteront valides tout
le long de la recherche et ne changeront pas. Dans leur méthode, ARBELAEZ et O’SUL-
LIVAN [2016] apprennent et définissent le critère d’arrêt dès l’initialisation et aucune in-
formation n’est extraite dans la suite de l’algorithme.
2.5 Exploitation de connaissances
La dernière composante de l’intégration de connaissance est celle de son exploita-
tion. L’exploitation de connaissances consiste à utiliser la connaissance extraite pour
l’utiliser dans les différents mécanismes de la recherche. De plus, tout comme pour la
mémorisation de connaissances, on doit définir à quelle fréquence la connaissance est
exploitée.
2.5.1 Les mécanismes
Paramètres L’utilisation de la connaissance peut se faire sur le paramétrage des algo-
rithmes d’optimisation. BENLIC et collab. [2017] utilisent un mécanisme de contrôle des
paramètres avec un apprentissage par renforcement pour déterminer des paramètres
de la fonction de perturbation pour trouver le type et le nombre de mouvements néces-
saires à un moment donné de la recherche.
Initialisation Dans cette procédure, il est possible d’exploiter la connaissance pour
construire une bonne solution initiale. Dans cette optique, LALLA-RUIZ et VOSS [2015]
exploitent la connaissance pour construire les solutions initiales successives d’une ILS
(Iterated Local Search). Après chaque descente d’un VNS (Variable Neighborhood Search),
la structure de la solution est intégrée dans une mémoire d’apprentissage, et est ensuite
utilisée dans le mécanisme d’initialisation pour la descente suivante. Ainsi après chaque
descente, la mémoire se renforce et devient capable à chaque itération de construire une
nouvelle solution de départ de meilleure qualité.
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Intensification Dans VEGAS de MARMION et collab. [2011], l’utilisation de la connais-
sance se fait à l’aide d’un système de bandits pour choisir efficacement la zone de l’es-
pace de recherche à intensifier. On peut aussi utiliser la connaissance pour réduire le
nombre d’évaluations, par exemple, dans le Learning Tabu Search de SCHINDL et ZUF-
FEREY [2013] la connaissance est utilisée pour choisir efficacement un sous-ensemble
de voisins à évaluer. Le Chapitre 4 présente une extension de ces travaux.
Diversification La connaissance peut aussi s’utiliser pour diversifier les zones de re-
cherche et donc les solutions rencontrées. Dans ce contexte, LI et collab. [2014] se servent
d’une connaissance basée sur le phénotype pour la sélection d’opérateurs avec un sys-
tème de bandits. Ainsi lorsqu’il n’est plus possible d’intensifier une zone de l’espace de
recherche, l’algorithme sélectionne grâce à la connaissance acquise au cours de la re-
cherche, un nouvel opérateur permettant d’atteindre de nouvelles zones de l’espace de
recherche.
Évaluation Le dernier mécanisme où la connaissance peut intervenir est celui de l’éva-
luation. La connaissance peut permettre d’éviter des évaluations qui peuvent être coû-
teuses. C’est le cas des algorithmes à base de Modèle de substitution, où la connaissance
est utilisée afin d’estimer la qualité potentielle de solution sans les évaluations. Cela est
très efficace pour les approches où la fonction d’évaluation est relativement coûteuse.
2.5.2 Fréquences d’exploitation
Tout comme pour la mémorisation, il faut définir à quelle fréquence la mémoire doit
être exploitée. En effet, il n’est pas toujours bon d’exploiter constamment la connais-
sance car cela peut faire converger rapidement un algorithme vers une zone de l’es-
pace de recherche pouvant se révéler inintéressante. Il peut ainsi être efficace d’utili-
ser un comportement classique pendant une certaine durée pour explorer de nouvelles
zones de l’espace de recherche, pour apprendre à nouveau avant d’utiliser à nouveau la
connaissance.
Nous avons identifié plusieurs possibilités de fréquence dans la littérature :
— Unique : L’utilisation de la connaissance ne sert qu’une fois. C’est le cas des mé-
thodes de construction de solutions pour l’initialisation ou pour fixer les para-
mètres des algorithmes.
— Continue : l’utilisation de la connaissance est réalisée en continue. C’est le cas
dans la plupart des méthodes d’optimisation intégrant de la connaissance.
— Cyclique : L’utilisation de la connaissance se fait périodiquement en alternant des
phases avec utilisation de la connaissance et d’autre sans comme dans LEM/LEMMO
(JOURDAN et collab. [2005]) ou en alternant avec des phases d’utilisations diffé-
rentes de la connaissance (Exemple : Pour intensifier ou pour diversifier).
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2.6 Taxonomie des méthodes d’intégration de connaissances
Pour résumer, l’intégration de connaissances s’articule autour de trois grandes étapes :
L’extraction, la mémorisation et l’exploitation. Chacune de ces étapes possède un ou
plusieurs paramètres. La figure 2.3 est une extension de la figure 2.1 qui illustre ces dif-










FIGURE 2.3 – Représentation de l’intégration de connaissances
Afin de classifier les approches de la littérature et de bien identifier les méthodes
d’utilisation de la connaissance, nous proposons une taxonomie des méthodes d’inté-
gration de connaissances. Cette taxonomie permet d’identifier sous la forme d’un tri-
plet les différents paramètres des trois étapes : extraction, mémorisation et exploitation
de connaissances. Ainsi un algorithme utilisant la connaissance peut se décrire sous la
forme d’un triplet Extraction / Mémorisation / Exploitation :
(Sour ce)/(Méthodes)Fr équence /(Mécani sme)Fr équence (2.9)
Le tableau 2.3 référence chacune des possibilités pour chaque membre du triplet
ainsi que la notation utilisée dans ce mémoire de thèse. Cette taxonomie nous per-
met alors de positionner quelques travaux de la littérature utilisant de l’intégration de
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connaissances. Par exemple, le Learning Tabu Search de SCHINDL et ZUFFEREY [2013] est
une approche qui extrait de la connaissance du génotype à partir de la meilleure solu-
tion connue d’un cycle (GSbest ), les caractéristiques de cette solution sont sauvegardées
dans une matrice d’apprentissage par renforcement qui est mise à jour à chaque fin de
cycle, soit k itérations ((ML)k ). Enfin, le choix des voisins à évaluer se fait dans les méca-
nismes d’intensification (amélioration de la solution) et de diversification (perturbation
de la solution) à chaque itération ((Di v + Int )∗). Ainsi le triplet associé à cette méthode
est donc GSbest /(ML)
k /(Di v + Int )∗.
Étape paramètre valeur notation
Extraction Type Phénotypique F
Extraction Type Génotypique G
Extraction Solution Courante Scur
Extraction Solution Meilleure Sbest
Extraction Population - P
Extraction Instance - I
Mémorisation Représentation Règles Rule
Mémorisation Représentation Renforcement ML
Mémorisation Représentation Q-Learning QL
Mémorisation Représentation Bandits MAB
Exploitation Mécanisme Paramétrage Par am
Exploitation Mécanisme Initialisation Ini t
Exploitation Mécanisme Diversification Di v
Exploitation Mécanisme Intensification Int
Exploitation Mécanisme Sélection Sel ect
Exploitation Mécanisme Évaluation Eval
- Fréquence Toujours ∗
- Fréquence Cyclique k
- Fréquence Optimum local atteint LO
- Fréquence Unique 1
TABLEAU 2.3 – Proposition d’une taxonomie des approches d’intégration de connais-
sances
Le tableau 2.4 présente quelques travaux de la littérature qui utilisent l’intégration
de connaissances. Ces travaux sont présentés selon le type d’extraction (Génotype ou
Phénotype, la méthode de mémorisation (Méthode et Fréquence) et la méthode d’ex-
ploitation (Mécanisme et Fréquence). On remarque dans ce tableau que les approches
Génotypique et Phénotypique sont autant utilisées l’une que l’autre au cours du temps.
De même qu’il ne semble pas y avoir de distinction majeure sur l’utilisation d’une po-
pulation de solutions ou d’une solution unique. Cependant, dans le cadre d’une solu-
tion unique, la connaissance est extraite en très grande partie de la meilleure solution
connue de l’algorithme. Peu de méthodes utilisent une solution courante. Les deux mé-
thodes de mémorisation de connaissances les plus privilégiées sont les approches à base
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de règles et par renforcement. Les approches à base de règles ont été principalement
utilisées il y a plus d’une décennie, récemment, nous pouvons remarquer une augmen-
tation des méthodes par renforcement qui sont de plus en plus utilisées. Pour finir, l’ex-
ploitation de connaissances semble privilégier la diversification des solutions.
2.7 Conclusion
Dans ce chapitre, nous avons présenté une revue de la littérature pour l’intégration
de connaissances dans les méthodes d’optimisation. Nous avons ainsi pu diviser l’inté-
gration de connaissances en trois grandes parties : L’Extraction, la Mémorisation et l’Ex-
ploitation de connaissances. Chacune de ces parties est composée d’un certain nombre
de paramètres qui ont été énumérés afin de proposer une taxonomie des méthodes d’in-
tégration de connaissances.
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3.1 Introduction
Nous avons vu dans le chapitre précédent que le mécanisme d’intégration de connais-
sances se décompose en trois parties : Extraction, Mémorisation et Intégration et peut-
être utilisé à différents endroits de la recherche. Dans ce chapitre, nous allons commen-
cer par présenter des méthodes d’intégration de connaissances sans mémorisation, à
utiliser en tant que mécanisme d’initialisation, appliquées au problème du Flowshop
sans temps d’attente (NWFSP) présenté au Chapitre 1.
Pour rappel, le NWFSP (No-Wait Flowshop Problem) impose que les opérations soient
traitées sans interruption entre machines consécutives. Cette contrainte introduit des
caractéristiques intéressantes que nous proposons d’exploiter dans la conception de
méthodes d’intégration de connaissances de ce chapitre en tant qu’heuristiques construc-
tives utilisées généralement comme procédure d’initialisation dans des méthodes plus
sophistiquées. Ces heuristiques constructives s’apparentent à des algorithmes gloutons
où la construction d’une solution est réalisée par une règle de construction spécifique
au problème. En accord avec la taxonomie du chapitre précédent, la classification de ces
méthodes est donc ;/Rule/Ini t . Notons aussi que pour le NWFSP, il existe plusieurs ob-
jectifs possibles à considérer. Dans ce chapitre nous allons en étudier deux : le Makespan
et le Flowtime, deux objectifs à minimiser.
Afin de définir une règle de construction pour chacun des deux objectifs, il faut
d’abord extraire de la connaissance. Ainsi, dans ce chapitre, nous allons proposer deux
approches. La première est une approche génotypique, où une étude sur la structure des
solutions a permis de concevoir une heuristique constructive efficace pour l’objectif du
Makespan pour le NWFS. La seconde est une approche phénotypique, où l’extraction
des mesures de GAP entre les tâches a permis d’élaborer une heuristique constructive
pour l’objectif du Flowtime pour le NWFS.
Dans ce contexte, l’objectif de ce chapitre est de développer plusieurs méthodes
heuristiques pour le problème d’ordonnancement de flowshop sans temps d’attente.
Ainsi, les contributions sont les suivantes :
1. Analyse de caractéristiques du problème avec une approche phénotypique.
2. Analyse de caractéristiques du problème avec une approche génotypique.
3. Intégration de ces observations dans la conception de nouvelles heuristiques construc-
tives.
4. Étude de l’intérêt de l’approche proposée lorsqu’elle est utilisée seule ou comme
initialisation d’une métaheuristique.
Ce chapitre est organisé comme suit : la section 3.2 présente les heuristiques construc-
tives de la littérature pour le NWFSP utilisées dans ce chapitre. La nouvelle heuristique
basée sur l’approche génotypique est détaillée dans la section 3.3 puis ses performances
sont évaluées dans la section 3.4. Cette heuristique a fait l’objet d’une publication dans
la conférence LION 2017 (MOUSIN et collab. [2017b]). L’heuristique basée sur l’approche
phénotypique est détaillée dans la section 3.5 puis ses performances sont évaluées dans
la section 3.6.
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3.2 Heuristiques constructives pour le problème d’ordon-
nancement du No-Wait Flowshop
De nombreuses heuristiques et métaheuristiques ont été proposées dans la littéra-
ture pour résoudre les problèmes d’ordonnancement et en particulier la variante du
problème d’ordonnancement de type Flowshop sans temps d’attente. Une revue de la
littérature de ces méthodes a été présentée dans le Chapitre 1. Dans cette section, nous
nous concentrerons sur des heuristiques spécifiques pour les deux objectifs traités, à sa-
voir le Makespan et le Flowtime, puis nous proposerons dans les sections suivantes nos
propres heuristiques constructives pour chacun des objectifs.
Avant de détailler les heuristiques constructives pour chaque objectif, nous pouvons
faire une remarque sur la composition d’une heuristique constructive en nous basant
sur l’article de FRAMINAN et collab. [2004] qui propose un schéma d’une heuristique
constructive selon trois phases :
(i) Ordre initial : Les tâches sont organisées selon une certaine propriété basée sur
les données d’une instance du problème (Exemple : l’ordre croissant des temps
d’exécution de chaque tâche).
(ii) Construction de la solution : Une solution est construite de façon récursive en
essayant d’insérer une ou plusieurs tâches non-ordonnancées dans une ou plu-
sieurs positions d’un ordonnancement partiel jusqu’à ce que l’ordonnancement
soit complet.
(iii) Amélioration de la solution : À partir de la solution construite, l’heuristique essaye
de changer la séquence des tâches pour améliorer la solution. Ces approches amé-
liorantes sont généralement des recherches locales de descente (Hillclimbing).
Ainsi une heuristique constructive pour le NWFSP peut être définie en décrivant
simplement ces deux premières étapes. La troisième étape étant rarement définie dans
la littérature, car cette dernière peut-être remplacée par n’importe quelle recherche lo-
cale améliorante.
Pour une bonne compréhension des heuristiques présentées dans cette section, une
mesure spécifique du NWFSP doit être présentée, la mesure du GAP.
3.2.1 Une mesure spécifique au NWFSP : le GAP
NAGANO et ARAÚJO [2013] définissent le GAP entre deux tâches i et j sur une ma-
chine k comme le temps mort entre les deux tâches i et j sur la machine k (Exemple : sur
la Figure 3.1, où le GAP entre les tâches J5 et J2 sur la machine M4 équivaut à 3). Comme
indiqué au Chapitre 1, l’équation suivante donne le calcul de la mesure du GAP :
GAPki , j = di , j +
k−1∑
h=1
(p j ,h −pi ,h)−pi ,k (3.1)
De plus, nous proposons de définir le SGAP(i , j ) entre deux tâches i et j comme
le temps mort total entre deux tâches i et j pour l’ensemble des machines. Notons
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M1 J5 J2 J1 J3 J4
GAPM15,2
M2 J5 J2 J1 J3 J4
GAPM25,2
M3 J5 J2 J1 J3 J4
M4 J5 J2 J1 J3 J4
GAPM45,2
FIGURE 3.1 – Exemple montrant le GAP entre les tâches 5 et 2
que grâce à la particularité du Flowshop sans temps d’attente, le SGAP(i , j ) entre deux
tâches successives i et j est constant, quelle que soit leur position dans la solution. À
titre d’exemple, sur la Figure 3.1, le SGAP(i , j ) entre les tâches J5 et J2 correspond au cal-
cul suivant : SGAP(5,2) = GAPM1,5,2+GAPM2,5,2+GAPM3,5,2+GAPM4,5,2 = 3+2+0+3 = 8.
Le SGAP s’obtient par l’équation suivante :
SGAP(i , j ) =
M∑
k=1
GAPki , j (3.2)
Afin d’étudier plus facilement le GAP qu’une tâche peut générer avec toutes les autres,
nous proposons de définir le GAPtot al (i ) comme la somme des SGAP(i , j ) d’une tâche i
suivie par une autre tâche j , pour toutes les tâches j . Ainsi le GAPtot al est défini comme
suit :
GAPtot al (i ) =
∑
∀ j 6=i
SGAP(i , j ) (3.3)
Enfin, notez que pour des raisons de facilité de lecture de ce chapitre, le GAP entre
deux tâches i et j désignera toujours le SGAP(i , j ). En effet, c’est le GAP généré sur l’en-
semble des machines qui nous intéresse principalement.
3.2.2 Heuristiques pour minimiser le Makespan
La première heuristique considérée est l’heuristique bien connue NEH de NAWAZ
et collab. [1983] proposée initialement pour le FSP classique qui s’applique avec succès
sur la variante No-Wait. A l’inverse, d’autres heuristiques constructives ont été conçues
spécifiquement pour le NWFSP. Citons entre autres RAJ de GANGADHARAN et RAJEN-
DRAN [1993], BIH/BAH de BIANCO et collab. [1999] et LCH de LAHA et CHAKRABORTY
[2008] Toutes ces heuristiques définissent l’ordre dans lequel les tâches sont considé-
rées en fonction d’un critère (par exemple l’ordre décroissant des temps d’exécution de
chaque tâche : Temps d’exécution de la tâche i =
∑
m pi ,m , où pi ,m est le temps d’exécu-
tion de l’opération de la tâche i sur la machine m).
Ces heuristiques construisent des solutions de bonne qualité qui peuvent être en-
suite améliorées par une métaheuristique. Dans ce chapitre, nous nous concentrons sur
NEH et BIH car, non seulement elles fournissent des solutions de très bonne qualité
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mais sont en plus très rapides. Ces deux heuristiques seront utilisées plus tard dans ce
chapitre pour la comparaison avec l’heuristique proposée pour minimiser le Makespan.
Le principe de l’heuristique NEH est de construire itérativement une séquence de
tâches π d’un ensemble de tâches J. Premièrement, les n tâches de J sont triées dans
l’ordre décroissant de leur somme des temps d’exécution de chaque opération sur chaque
machine. Ensuite, à chaque itération, la première tâche non planifiée restante dans l’ordre
défini à l’étape précédente est insérée dans la séquence partielle π afin de minimiser la
fonction objectif partielle. L’algorithme 3.1 décrit NEH.
Algorithme 3.1 : NEH
Entrées : Ensemble J de n tâches
Sorties : π la séquence des tâches ordonnancées
π=;;
// (i) Création de l’ordre initial
Trier l’ensemble J dans l’ordre décroissant des temps d’exécution;
// (ii) Insertion
pour k = 1 à n faire
Insérer la tâche Jk dans π à la position qui minimise le Makespan partiel;
retourner π
Une fois le tri réalisé, c’est une heuristique nécessitant seulement n itérations pour
construire une solution. À chaque itération, une tâche Jk est insérée. Le Makespan de la
nouvelle solution partielle peut être calculé avec une complexité de O(n) grâce au délai,
lorsque la tâche Jk est insérée à la première position (voir section 1.3.1). Les solutions
partielles, dans lesquelles la tâche Jk est insérée à une autre position dans la solution,
sont voisines de la précédente donc, leur makespan peut être calculé avec une com-
plexité de O(1), selon la propriété exposée à la fin de Section 1.3.1. Ainsi, la complexité
d’une itération de NEH est O(n). Par conséquent, la complexité de l’exécution entière de
NEH est O(n2).
La seconde heuristique considérée, BIH (Best Insertion Heuristic), est une heuris-
tique constructive basée sur la meilleure insertion dans une solution partielle en consi-
dérant chacune des tâches non ordonnancées (contrairement à NEH qui ne considère
qu’une tâche à la fois à insérer). Pour ce faire, elle va tester l’insertion de toutes les tâches
non encore ordonnancées à toutes les positions de la solution partielle pour trouver le
meilleur Makespan partiel. L’algorithme 3.2 présente BIH.
Si nous considérons l’ordonnancement d’une tâche comme une itération de l’algo-
rithme, BIH construit une solution en n itérations seulement. Cependant, à chaque ité-
ration, chaque tâche est un candidat à insérer dans l’une des positions possibles pour
trouver celui qui minimise le makespan partiel. Pour chaque tâche, trouver la posi-
tion qui minimise le makespan partiel a une complexité maximale de O(n) donc, la
complexité d’une itération de BIH est O(n2). Par conséquent, la complexité de l’exécu-
tion entière de BIH est O(n3). BIH a été proposée dans la littérature après NEH afin de
construire des solutions de meilleure qualité. Cependant, la complexité de BIH est en
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Algorithme 3.2 : BIH
Entrées : Ensemble J de n tâches
Sorties : π la séquence des tâches ordonnancées
π=;;
tant que J 6= ; faire // (ii) Insertion
Trouver la tâche k ∈ J et la position h dans la solution π, telle que l’insertion
de k à la position h dans π minimise le makespan partiel;
Insérer la tâche k à la position h dans la solution π;
Retirer k de l’ensemble J;
retourner π
O(n3) alors que celle de NEH est O(n2). Ainsi, bien que toutes deux soient très rapides,
NEH a une meilleure complexité que BIH. Ainsi pour les problèmes de grande taille, un
compromis entre le temps de calcul et la qualité peut être nécessaire.
3.2.3 Heuristiques pour minimiser le Flowtime
Concernant le critère du Flowtime (somme des dates de fin des tâches), différentes
heuristiques ont également été proposées dans la littérature : L’heuristique de la meilleure
insertion (BIH) de BIANCO et collab. [1999], l’heuristique 1 proposée par ALDOWAISAN
et ALLAHVERDI [2004] (PH1) et l’heuristique basée sur le GAP de NAGANO et ARAÚJO
[2013]. Ces heuristiques permettent de fournir des solutions de bonne qualité tout en
étant rapides. L’heuristique BIH étant la même que celle présentée précédemment, mais
en considérant l’objectif du Flowtime, elle ne sera pas ré-présentée dans cette section.
PH1 est une heuristique qui génère un ordre initial (i ) en insérant à la dernière po-
sition la tâche non-ordonnancée qui minimise le Flowtime partiel à chaque insertion.
Cela permet d’obtenir un ordre initial des tâches en O(n). Ensuite, cet ordre initial est
utilisé pour la construction de la solution (i i ) en utilisant le principe de la meilleure
insertion possible pour minimiser le Flowtime partiel (comme l’étape (i i ) de NEH). En-
fin cette étape est répétée k fois (Fixé à 10 dans l’article de ALDOWAISAN et ALLAHVERDI
[2004]), en considérant la dernière solution obtenue comme nouvel ordre initial à consi-
dérer pour la phase de construction de solution. À la fin, la meilleure solution des k so-
lutions obtenues est conservée. L’algorithme 3.3 présente PH1.
L’algorithme pour générer une séquence initiale s’exécute en O(n2), l’insertion d’une
tâche à la meilleure position possible a une complexité maximale en O(n) cependant il
faut le faire pour toutes les tâches, donc la complexité d’une itération de l’étape (i i ) est
en O(n2). Finalement, l’exécution de PH1 a une complexité en O(n2 +n2 ∗ k) puisque
l’étape (i i ) est exécutée k fois.
Enfin la dernière heuristique GAPH est, tout comme BIH, aussi une heuristique pro-
posée initialement pour minimiser le Makespan utilisant la mesure du GAP (cf : Sec-
tion 1.3.1.3). Puisque l’heuristique que nous allons proposer pour minimiser le Flow-
time est basée elle aussi sur la mesure du GAP, nous avons donc choisi d’adapter GAPH
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Algorithme 3.3 : PH1
Entrées : Ensemble J de n tâches, k nombre de répétitions de l’étape (i i )




pour i de 1 à n faire // (i) Création de l’ordre initial




pour i de 1 à k faire // (ii) Insertion
πcur =;;
pour j de 1 à n faire
Insérer la tâche πSI[ j ] à la meilleure position dans πcur tel que le
Flowtime soit minimal.;




au Flowtime. GAPH est similaire à BIH, sauf qu’au lieu de minimiser le Flowtime, l’heu-
ristique va minimiser le GAP entre toutes les tâches. En d’autres termes, cela revient
à minimiser le SGAP total de la solution (Somme des SGAP de l’ordonnancement). La
mesure du GAP est aussi étroitement liée au Flowtime. En effet, minimiser les temps
morts entre chaque tâche revient d’une certaine manière à réduire le Flowtime. L’algo-
rithme 3.4 présente GAPH.
Algorithme 3.4 : GAPH
Entrées : Ensemble J de n tâches
Sorties : π la séquence des tâches ordonnancées
π=;;
tant que J 6= ; faire // (ii) Insertion
Trouver la tâche k ∈ J et la position h dans la solution π, telle que l’insertion
de k à la position h dans π minimise le SGAP total;
Insérer la tâche k à la position h dans la solution π;
Retirer k de l’ensemble J;
retourner π
Au vu des fortes similarités avec BIH, il est facile de conclure que la complexité de
GAPH est O(n3). Néanmoins, l’évaluation d’une solution partielle n’est pas faite de la
même manière. BIH calcule le Flowtime d’une solution partielle en O(n2) alors que le
GAP est une mesure constante entre chaque tâche, ce qui permet une évaluation des
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solutions de GAPH en O(n). Ainsi, GAPH peut être vu comme un BIH avec une fonction
d’évaluation plus rapide.
3.3 Une nouvelle heuristique pour minimiser le Makespan :
IBI
Dans cette section, nous proposons une heuristique constructive conçue pour mi-
nimiser l’objectif du Makespan grâce à l’intégration de connaissances génotypiques des
solutions. Pour cela, une analyse de la structure des solutions optimales est nécessaire.
3.3.1 Analyse de la structure d’une solution optimale
Comme présenté dans la section 3.2, chacune des heuristiques commence par une
solution vide, à laquelle elle ajoute de manière itérative une tâche en minimisant l’objec-
tif partiel, jusqu’à ce que toutes les tâches soient ordonnancées. Dans cette section, nous
allons analyser étape par étape, l’évolution de la solution optimale pour un ensemble
de tâches d’une instance partielle. Afin de comprendre la dynamique de la construc-
tion d’une telle solution. Nous avons donc observé la structure des solutions optimales
pour chaque taille d’instance partielle, puis nous avons observé les différences pré-
sentes entre les solutions de taille ±1.
Soit Pk , une instance du NWFSP ayant k tâches à ordonnancer. Pour k petit, il est
possible de connaître la solution optimale puisque l’ensemble des solutions est énumé-
rable en un temps raisonnable. Nous pouvons donc énumérer toutes les solutions pos-
sibles pour un k ≤ 12. Une instance Pk+1 est définie comme Pk+1 =Pk+Nouvelle tâche,
cela afin de garder à chaque fois les mêmes données pour chaque taille d’instance. Ainsi
nous pouvons observer pour chaque taille d’instance l’évolution de la meilleure solu-
tion entre les différentes tailles. Observer les solutions optimales des ensembles Pk et
P (k +1) revient à étudier quelles sont les opérations nécessaires pour passer d’une so-
lution optimale de taille k à une solution optimale de taille k +1, où juste une nouvelle
tâche à été ajoutée.
Notre proposition est d’étendre les observations réalisées sur un ensemble de sous-
problèmes de petite taille, afin d’obtenir une meilleure solution sur les problèmes de
grandes tailles.
Le Tableau 3.1 décrit l’évolution de la solution optimale au fur et à mesure de l’ajout
de nouvelles tâches. Nous observons que dans une majorité des cas, la structure de la so-
lution est globalement conservée, donc que son génotype change peu. En effet, une in-
sertion simple (en rouge dans le tableau) suffit pour garder la meilleure solution. Néan-
moins pour P6, P9, P10 et P12, une à deux tâches ont eu besoin d’être déplacées par
rapport à la solution du problème précédent pour obtenir la solution optimale.
On peut donc déduire qu’une stratégie d’insertion comme dans l’heuristique NEH
s’éloignera de la solution optimale dès la 6e itération pour cet exemple. Car au-delà, des
ré-insertions de tâches ont été nécessaires peu à peu.
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P Solution optimale Makespan
P1 = 1 1 273
P2 = 1,2 1 2 352
P3 = 1..3 3 1 2 367
P4 = 1..4 3 1 4 2 471
P5 = 1..5 3 1 5 4 2 580
P6 = 1..6 3 6 5 4 2 1 628
P7 = 1..7 3 1 5 4 2 6 7 705
P8 = 1..8 3 8 1 5 4 2 6 7 749
P9 = 1..9 9 1 5 4 2 6 7 8 3 794
P10 = 1..10 9 1 4 2 6 5 10 7 8 3 851
P11 = 1..11 9 11 1 4 2 6 5 10 7 8 3 952
P12 = 1..12 9 1 4 2 6 5 10 7 12 11 8 3 1021
TABLEAU 3.1 – Évolution de la solution optimale sur l’instance Ta01 (020x05) avec les 12
premières tâches pour le Makespan. En rouge, la nouvelle tâche à ajouter par rapport
l’itération précédente. En bleu, les tâches ayant été réinsérées ailleurs dans la solution
optimale par rapport à l’itération précédente.
La figure 3.2 explicite ce phénomène pour le passage de P8 à P9. A partir de la so-
lution optimale de P8, la 9e tâche est insérée à la position qui minimise le Makespan
du problème P9. En comparant la solution obtenue avec la solution optimale de P9,
on peut observer qu’elles sont très proches. En effet, seules deux réinsertions amélio-
rantes (réinsertions des tâches 3 et 8) sont nécessaires pour obtenir la solution optimale
à partir de la solution construite itérativement.
P8 3 8 1 5 4 2 6 7 C∗max = 749
Insertion de la tâche 9 3 9 8 1 5 4 2 6 7 Cmax = 804
P9 re-insertion de la tâche 3 9 8 1 5 4 2 6 7 3 Cmax = 795
re-insertion de la tâche 8 9 1 5 4 2 6 7 8 3 C∗max = 794
FIGURE 3.2 – Exemple de l’évolution de la structure d’une solution optimale d’un pro-
blème P8 de taille 8 à un problème P9 de taille 9.
Cette étude a été réalisée sur les 30 premières instances de Taillard, de Ta001 à Ta030
(c’est-à-dire pour 5 à 20 machines, sur les 12 premières tâches de chaque instance), ce
qui a confirmé les observations suivantes :
— L’insertion d’une nouvelle tâche produit une solution peu éloignée de la solution
optimale du nouveau problème.
— La solution construite peut-être modifiée avec peu de ré-insertions pour obtenir
la solution optimale.
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3.3.2 Heuristique constructive utilisant des réinsertions partielles
Suite à ces observations, nous proposons une nouvelle heuristique constructive ap-
pelée Iterated Best Insertion (IBI). A chaque itération, deux phases sont successivement
réalisées : (a) la première tâche non planifiée restante est insérée dans la solution par-
tielle afin de minimiser le makespan partiel (même stratégie que NEH) et (b), une amé-
lioration itérative est effectuée sur cette solution partielle pour réorganiser les tâches et
afin d’être plus proche de la solution optimale du sous-problème (voir Algorithme 3.5).
Une amélioration itérative (aussi appelée descente) est une méthode qui se déplace, en
utilisant un opérateur de voisinage, d’une solution voisine à une autre améliorante, pour
optimiser la qualité. Elle s’arrête naturellement lorsqu’un optimum local (une solution
sans solution voisine améliorante) est atteint. Ici, l’opérateur de voisinage est basé sur
l’insertion et lorsqu’un mouvement possible améliorant le Makespan est trouvé, il est
appliqué.
Algorithme 3.5 : IBI
Entrées : Ensemble J de n tâches, σ critère pour trier les tâches J , c ycle nombre
d’itérations sans amélioration
Sorties : π la séquence des tâches ordonnancées
π=;;
// (i) Création de l’ordre initial
Trier l’ensemble J par rapport à σ;
// (ii) Insertion
pour k = 1 à n faire
Insérer la tâche Jk dans π à la position qui minimise le Makespan partiel;
si k ≡ c ycle = 0 alors
Réaliser une descente sur π;
retourner π
Deux paramètres ont été introduits dans l’algorithme proposé. Le premier est le tri
initialσ pour l’ensemble des tâches J ; il indique dans quel ordre les tâches sont considé-
rées pendant la construction. Le deuxième, appelé c ycle, représente le nombre d’itéra-
tions sans appliquer la procédure de descente. En effet, même si l’analyse expérimentale
montre que la séquence construite en phase (a) n’est pas très éloignée de l’optimum du
sous-problème, on sait que le temps d’exploration du voisinage croît avec la taille du
problème. Afin de contrôler la performance de IBI et du temps de calcul nécessaire, le
paramètre c ycle permet à la descente d’être exécutée à un nombre régulier d’itérations
uniquement.
3.4 Evaluation des performances de l’heuristique IBI
Le tri initial σ de IBI et le paramètre du c ycle peuvent avoir un impact sur les per-
formances de IBI. Ainsi les performances de IBI sont évaluées en fonction de ces deux
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paramètres. Cette partie présente d’abord le protocole expérimental utilisé, puis com-
pare plusieurs versions de l’algorithme IBI, en utilisant plusieurs tris initiaux et enfin
analyse l’impact du paramètre cycle.
3.4.1 Protocole Expérimental
Dans une première série d’expérimentations, nous allons tester différents tris ini-
tiaux pour déterminer quel tri sera le meilleur. Ensuite, dans une seconde série d’ex-
périmentations, c’est l’influence de la taille du cycle qui sera testée. Une fois ces deux
paramètres fixés, IBI sera comparé aux heuristiques de la littérature, en particulier NEH
et BIH. Et finalement, nous comparerons les performances d’IBI en tant qu’initialisation
d’une recherche locale.
L’exécution d’un algorithme sur une instance I retourne une solution π de qualité
Cmax(π), le Makespan de la solution. Pour mesurer la qualité d’une solution, la dévia-
tion relative moyenne (Relative Percentage Deviation - RPD) est calculée par rapport à la





En raison de sa phase de descente, IBI est une méthode stochastique. Ainsi, 30 exécu-
tions sont nécessaires pour permettre de tirer des conclusions sur les résultats obtenus.
Enfin, toutes les variantes de l’algorithme sont exécutées 30 fois par instance et le test
statistique de Friedman est effectué sur le RPD de toutes les exécutions pour comparer
les algorithmes.
3.4.2 Expérimentations sur les paramètres d’IBI
3.4.2.1 Tri initial σ
Les heuristiques gloutonnes, telles que IBI, considèrent les tâches dans un ordre
donné. Par exemple, dans NEH, les tâches sont triées dans l’ordre des sommes décrois-
santes des temps de traitement.
Parmi les mesures possibles pour réaliser un tri des différentes tâches, nous avons
les temps d’exécutions des tâches, comme utilisés dans NEH, mais nous avons aussi les
mesures de GAP définies dans la section 3.2.1. En particulier, nous allons ici utiliser le
GAPtot al qui peut-être une mesure intéressante. En effet, une valeur élevée du GAPtot al
pour une tâche indique que la tâche génère beaucoup de temps mort avec de nom-
breuses tâches et, de ce fait, qu’elle n’est probablement pas facile à insérer dans l’ordon-
nancement sans créer beaucoup de temps mort. À l’inverse, un GAPtot al faible indique
que la tâche peut s’insérer facilement dans une solution, car génère peu de temps mort
pour une majorité de tâches.
Afin d’évaluer l’impact du tri initial et de définir le plus efficace pour l’heuristique
IBI, nous expérimentons plusieurs tris initiaux σ, qui sont les suivants :
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— NoSor t : Aucun tri n’est réalisé, les tâches sont prises dans l’ordre donné par l’ins-
tance.
— Decr GAPtot al : Tri par valeur de GAPtot al décroissante.
— Incr GAPtot al : Tri par valeur de GAPtot al croissante.
— Decr PI : Tri par valeur des durées d’exécution des tâches (somme des durées d’exé-
cution des opérations) décroissantes.
— Incr PI : Tri par valeur des durées d’exécution des tâches croissantes.
Le tableau 3.2 donne le RPD moyen sur 10 instances d’une même taille, pour chaque
taille des instances de Taillard obtenu par différents tris initiaux sur les 110 instances
de Taillard. Pour les instances de taille 20_10,20_20, 50_10, 50_20, 100_10 et 100_20,
aucune différence significative n’est observée entre les différents tris. En revanche, pour
les instances de tailles 20_5, 50_5, 100_5, 200_10 et 200_20, une différence significative
est observée en ce qui concerne les tris considérant la somme des durées d’exécution.
Cependant, que le tri soit par ordre croissant ou décroissant n’a pas d’influence signifi-
cative. Ainsi, pour la suite des expérimentations, nous choisissons la somme croissante
des durées d’exécution comme tri initial de IBI.
Instance NoSor t Decr GAPtot alIncr GAPtot al Decr PI Incr PI
20_5 1.79 2.32 2.57 2.13 1.38
20_10 2.04 1.72 1.67 1.30 1.77
20_20 1.44 1.26 1.04 1.12 1.15
50_5 3.74 3.65 4.01 3.23 3.04
50_10 2.78 3.17 3.25 2.74 2.57
50_20 2.53 2.41 2.47 2.80 2.50
100_5 4.68 4.52 4.67 4.13 4.12
100_10 3.45 3.36 3.53 3.24 3.27
100_20 3.05 2.82 2.81 2.79 2.89
200_10 4.32 4.19 4.22 3.81 3.87
200_20 3.24 3.26 3.23 3.03 2.99
TABLEAU 3.2 – RPD moyen obtenu pour chaque taille des instances de Taillard pour les
différents tris. Les valeurs RPD en gras représentent les algorithmes qui surpassent les
autres selon le test statistique de Friedman.
Maintenant que nous avons fixé le tri initial, il reste à déterminer la valeur du para-
mètre c ycle.
3.4.2.2 Cycle
L’utilisation d’une descente à chaque itération peut être coûteuse en temps de cal-
cul. En effet, une descente consiste à évaluer le voisinage d’une solution, or la taille du
voisinage va croître avec la taille de solution, et donc au fur et à mesure de l’ajout des
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tâches dans la solution, la descente sera de plus en plus coûteuse en temps de calcul.
Afin de minimiser le temps de calcul, nous introduisons une notion de cycle. Un cycle
est une séquence de x itérations sans descente.
Dans le Tableau 3.3, nous étudions l’impact de la taille du cycle sur la qualité des
solutions et le temps d’exécution.
Instance
1 2 5 10 n
RPD Temps RPD Temps RPD Temps RPD Temps RPD Temps
20_5 1.38 0.77 1.24 0.55 1.43 0.27 1.78 0.20 1.62 0.18
20_10 1.77 0.83 1.82 0.52 1.85 0.26 1.49 0.20 1.69 0.19
20_20 1.15 0.77 1.35 0.47 1.71 0.25 1.74 0.19 1.68 0.16
50_5 3.04 12.16 3.25 6.76 3.46 3.52 3.62 2.49 3.94 1.74
50_10 2.57 11.55 2.49 6.69 2.75 3.62 3.07 2.39 3.26 1.48
50_20 2.50 11.73 2.37 6.67 2.58 3.58 2.65 2.42 3.14 1.59
100_5 4.12 95.74 4.22 55.96 4.42 30.22 4.65 19.40 5.29 9.62
100_10 3.27 93.43 3.27 54.56 3.30 29.19 3.45 18.78 4.17 9.71
100_20 2.89 92.90 2.93 53.60 3.07 28.35 3.16 18.28 3.56 9.88
200_10 3.87 755.09 3.91 435.40 4.07 225.52 4.09 146.26 4.74 55.04
200_20 2.99 746.62 3.10 431.33 3.11 222.80 3.18 146.26 3.93 57.83
TABLEAU 3.3 – RPD moyen et temps (millisecondes) obtenus sur les instances de Taillard
pour différentes tailles de cycle. Les valeurs RPD en gras représentent les algorithmes
qui surpassent les autres selon le test de Friedman. Un cycle de taille x indique que la
descente est exécutée toutes les x itérations. Ainsi, un cycle de taille n indique que la
descente n’est exécutée qu’une seule fois, à la fin de la construction.
Ces résultats montrent que la qualité diminue avec une grande taille de cycle, mais
est évidemment plus rapide car les descentes sont exécutées moins souvent. On re-
marque aussi une différence significative pour les instance de taille 50_5, 100_5, 100_20,
200_10 et 200_20 pour une taille de cycle de 1 et 2.
Comme l’objectif d’une telle heuristique constructive est de fournir en un temps rai-
sonnable une solution aussi bonne que possible et que le temps requis ici, même pour
les grandes instances, reste raisonnable, nous proposons de ne pas utiliser de cycle,
c’est-à-dire d’exécuter la descente à chaque étape de la construction. En conclusion de
ces expériences nous proposons de fixer pour le reste des expérimentions les paramètres
pour IBI suivant : un tri initial basé sur la somme croissante des durées d’exécution et
un cycle de valeur 1.
Dans les deux sections suivantes, nous allons analyser l’efficacité de la méthode IBI
proposée selon deux situations. Premièrement, IBI sera comparée à d’autres heuris-
tiques constructives de la littérature, et dans un second temps ces différentes heuris-
tiques seront utilisées comme initialisation d’une recherche locale classique. Ces sec-
tions suivent le même protocole expérimental que précédemment utilisé, et les para-
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mètres utilisés pour IBI sont ceux résultant des expériences menées dans cette section
sur les paramètres.
3.4.3 Comparaison d’IBI avec des heuristiques de la littérature
Nous avons choisi de comparer IBI avec deux autres heuristiques de la littérature :
NEH et BIH. En effet, comme exposé dans la section 3.2 NEH et BIH sont des heuris-
tiques constructives intéressantes et efficaces pour le NWFSP :
— NEH est une heuristique classique pour les problèmes de flow-shop et a l’avantage
d’être très rapide. De plus, la méthode IBI proposée peut être considérée comme
une amélioration de NEH, car une descente est ajoutée à chaque étape.
— BIH est une heuristique classique pour le NWFSP et très efficace car, d’après nos
expériences préliminaires, elle offre les meilleures performances parmi plusieurs
heuristiques testées.
Le tableau 3.4 montre l’étude comparative entre IBI et les deux autres heuristiques
constructives. Le RPD et le temps de calcul sont donnés pour montrer le gain de qualité
en ce qui concerne le temps de calcul. NEH et BIH sont déterministes et ainsi, les deux
valeurs indiquées pour chaque taille d’instance sont les moyennes calculées à partir des
dix valeurs RPD obtenues pour les 10 instances respectivement. De plus, les valeurs d’IBI




RPD Temps RPD Temps RPD Temps
20_5 3.95 0.03 3.03 0.10 1.38 0.77
20_10 4.18 0.02 3.60 0.09 1.77 0.82
20_20 2.92 0.02 1.74 0.08 1.15 0.76
50_5 6.84 0.10 5.98 1.10 3.04 12.16
50_10 4.59 0.09 4.10 1.13 2.57 11.54
50_20 4.84 0.10 4.01 1.18 2.50 11.72
100_5 8.14 0.32 6.85 9.07 4.12 95.74
100_10 6.10 0.33 5.66 9.29 3.27 93.43
100_20 5.17 0.33 4.65 9.30 2.89 92.90
200_10 6.72 1.21 5.85 72.44 3.87 755.09
200_20 5.74 1.21 4.51 71.95 2.99 746.62
TABLEAU 3.4 – RPD et temps (millisecondes) obtenus sur les instances de Taillard pour
NEH, BIH et IBI (valeurs moyennes). Les valeurs de RPD en gras représentent les algo-
rithmes surpassant statistiquement les autres selon le test de Friedman.
Les solutions construites par IBI ont une meilleure qualité (RPD plus petite) que
celles construites par NEH ou BIH. Cela a été statistiquement vérifié avec le test de Fried-
man. Plus précisément, IBI est meilleur que NEH ou BIH pour 106 instances sur les 110
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instances disponibles (Voir Annexe B pour plus de résultats). La contrepartie de cette
performance concerne le temps de calcul requis pour exécuter IBI contrairement aux
deux autres heuristiques. Cependant, cette durée reste raisonnable car moins d’une se-
conde est nécessaire même pour les instances de plus grandes tailles. IBI est donc une
alternative efficace aux heuristiques classiques utilisées pour construire des solutions
de bonne qualité.
3.4.4 IBI comme initialisation d’une recherche locale
Généralement, les heuristiques constructives sont utilisées comme une phase d’ini-
tialisation pour les méta-heuristiques. Afin d’évaluer la pertinence d’utiliser IBI dans
une telle phase d’initialisation, l’heuristique a été combinée avec une recherche tabou
(TS). Cette recherche locale est largement utilisée pour résoudre les problèmes de flow-
shop (GRABOWSKI et PEMPERA [2007]; GRABOWSKI et WODECKI [2004]; WANG et collab.
[2010], . . .), et est donc un bon candidat pour montrer la pertinence de construire des
solutions avec IBI plutôt qu’avec NEH ou BIH.
Les trois heuristiques sont donc combinées avec la recherche tabou (TS). Pour être
équitable, chaque approche combinée a le même temps total d’exécution fixé à 1000∗n
millisecondes (avec n le nombre de tâches). Ces expérimentations visent à vérifier si la
qualité atteinte est suffisante pour justifier l’utilisation d’IBI en tant qu’initialisation ou
si son temps d’exécution supérieur pénalise son utilisation.
Le tableau 3.5 présente les résultats sur les valeurs de RPD moyen parmi les 30 exé-
cutions pour chaque approche combinée à la recherche tabou pour chaque taille d’ins-
tance.
Instance IBI NEH+TS BIH+TS IBI+TS
20_5 1.38 1.12 1.30 0.83
20_10 1.77 1.30 1.35 1.39
20_20 1.15 1.15 0.71 0.73
50_5 3.04 3.17 3.49 2.63
50_10 2.57 2.68 2.53 2.15
50_20 2.50 2.53 2.41 2.03
100_5 4.12 4.66 4.55 3.78
100_10 3.27 3.70 3.48 2.94
100_20 2.89 2.97 2.93 2.62
200_10 3.87 4.25 4.20 3.67
200_20 2.99 3.56 2.99 2.77
TABLEAU 3.5 – RPD moyen sur les instances de Taillard pour NEH + TS, BIH + TS et IBI +
TS. Les valeurs de RPD en gras représentent les algorithmes surpassant statistiquement
les autres selon le test de Friedman.
Les résultats exposés dans ce tableau par rapport à ceux du tableau 3.4 indiquent
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d’abord que la recherche tabou parvient à améliorer les solutions produites par les dif-
férentes heuristiques. Ils indiquent également que IBI utilisée comme une phase d’ini-
tialisation, obtient de meilleurs résultats que les autres, même si la différence n’est pas
toujours statistiquement significative. En particulier pour les instances avec un nombre
élevé de tâches à ordonnancer, IBI montre de très bon résultats
A titre d’illustration, la figure 3.3 montre l’évolution du makespan moyen pour une
instance de 200 tâches et 20 machines (moyenne des 30 exécutions).
FIGURE 3.3 – Evolution de la moyenne du Makespan pour 30 exécutions sur la 7ème
instance de Taillard (200 tâches, 20 machines) pour les trois approches combinées. IBI +
TS est représenté par des carrés, NEH + TS par des croix et BIH + TS par des cercles.
En ce qui concerne la qualité après l’initialisation, IBI est meilleure que les deux
autres heuristiques, comme montré précédemment dans le Tableau 3.4. Après la re-
cherche tabou pour les deux autres heuristiques, la qualité finale semble être équiva-
lente à celle obtenue par IBI sans appliquer de recherche locale. Cela montre l’efficacité
de cette approche. Enfin, la recherche tabou n’aide pas beaucoup IBI. En effet, grâce
aux descentes successives d’IBI, la solution fournie par IBI est déjà un optimum local.
Par conséquent, il est difficile pour une recherche tabou d’améliorer la solution obtenue
avec IBI.
En conclusion, ces expériences montrent la bonne performance de IBI pour les deux
aspects : comme une heuristique constructive et comme initialisation d’une méta-heuristique.
En particulier, ils montrent l’efficacité de l’utilisation d’une descente dans une approche
constructive.
62
CHAPITRE 3. INTÉGRATION DE CONNAISSANCES DANS LES PROCÉDURES
D’INITIALISATION
3.5 Une nouvelle heuristique pour minimiser le Flowtime :
Incremental GAP
Dans cette section, nous proposons une heuristique constructive conçue pour mi-
nimiser l’objectif du Flowtime grâce à la connaissance phénotypique des solutions. À
partir d’une analyse de caractéristiques phénotypiques des solutions optimales de dif-
férentes instances de petite taille, nous allons montrer que la mesure de GAP entre les
tâches pouvait être utilisée dans la construction de solutions de bonne qualité.
3.5.1 Analyse du GAP d’une solution optimale
Comme vu à la section 3.2, les heuristiques constructives cherchent la meilleure in-
sertion possible d’une tâche non encore ordonnancée dans la solution partielle en cours
de construction. Ces insertions sont ainsi faites en suivant certaines règles en fonction
de l’heuristique considérée pour optimiser l’objectif partiel.
Afin de définir une règle de construction d’une solution pour le Flowtime, nous avons
analysé des solutions optimales et observé différentes mesures liées à ces solutions.
Nous avons focalisé notre étude sur des instances de petite taille (nombre de tâches
inférieur à 12), ce qui permet d’obtenir facilement les solutions optimales. Nous avons
supposé que les hypothèses émises sur les instances de petite taille restent vraies sur
les instances de plus grandes tailles. En effet, à partir d’un certain nombre de tâches,
les méthodes exactes ne permettent plus d’obtenir la solution optimale, ainsi au-delà
d’une certaine taille, nous n’avons pas de garantie d’optimalité sur les meilleures solu-
tions connues. Puisque la qualité optimale des solutions de taille 20 pour les instances
de Taillard pour l’objectif du Flowtime est connue, c’est donc celles-ci que nous avons
décidé d’analyser.
Afin d’expliquer l’analyse que nous avons menée, la voici illustrée sur un exemple
dans le Tableau 3.6 qui représente la solution optimale pour l’instance de Taillard Ta01
(20 tâches et 5 machines). Nous avons observé cette solution comme lors d’un processus
de construction. C’est-à-dire en considérant une à une chaque tâche dans l’ordre de la
solution. Ainsi, nous avons observé à chaque étape, si le GAP entre la tâche considérée
et la suivante était minimale, où s’il existait une tâche suivante telle que le GAP puisse
être plus petit. Dans le cas où le GAP était effectivement minimal, le GAP est marqué
en gras dans le tableau. Dans le cas contraire, nous donnons le GAP minimal possible
parmi les tâches suivantes possibles, c’est-à-dire non encore considérée.
Comme on peut le constater dans ce tableau, une tâche i est généralement suivie par
une tâche j telle que le GAP entre i et j soit minimal. Ainsi dans l’exemple ci-dessus, la
tâche qui minimise le GAP pour la première tâche, c’est-à-dire, celle qui va démarrer
le plus rapidement sur toutes les machines est la tâche 3, le GAP est plus élevé pour la
première tâche, car il n’y a aucune autre tâche qui la précède, les machines sont donc
en temps mort en attendant l’exécution de la première tâche. Ensuite, la tâche qui mi-
nimise le GAP en étant précédée par la tâche 3 est la tâche 17. De même que la tâche 9
est celle qui minimise le GAP avec la tâche 17, et ainsi de suite.
Il y a cependant quelques exceptions, notamment entre les couples (13 ;1), (1 ;2),
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Solution 3 17 9 15 14 8 16 13 1 2
GAP 222 84 63 28 63 68 41 76 114 (101) 68 (48)
6 10 7 20 12 11 19 4 5 18
GAP 84 97 (86) 58 181 (180) 110 75 203 258 180 133
TABLEAU 3.6 – GAP entre une tâche et la précédente de la solution optimale pour l’ins-
tance Ta01 (020x05) de Taillard. Le GAP est en gras lorsque celui-ci est minimal par rap-
port aux autres tâches. Entre parenthèse, le GAP minimal possible en choisissant une
autre tâche parmi les tâches non encore considérées de l’ordonnancement.
(6 ;10) ainsi que (7 ;20). Pour ces quelques exceptions, nous pouvons constater que le
GAP minimal et le GAP observé sont relativement proches.
Cette étude a été réalisée sur plusieurs instances de Taillard avec des tailles diffé-
rentes (50, 100 et 200 tâches), ce qui a confirmé les observations suivantes :
(i) La première tâche est généralement celle avec le plus petit GAP de départ, c’est-à-
dire qui minimise le temps de démarrage des machines.
(ii) Chaque tâche est généralement suivie de celle qui minimise le GAP
(iii) Si l’observation (i i ) n’est pas respectée par une tâche, alors c’est généralement la
tâche qui possède le second plus petit GAP qui la suit.
3.5.2 Heuristique constructive utilisant le GAP
Suite aux observations précédentes, nous proposons une nouvelle heuristique construc-
tive appelée Incremental GAP (IncrGAP). À chaque itération, l’heuristique ajoute à la fin
de la solution courante, la tâche i qui minimise le GAP par rapport à la dernière tâche de
la solution courante (l ast ) (voir Algorithme 3.6). En cas d’égalité de GAP, c’est la tâche
avec la plus petite somme des temps d’exécution qui est choisie.
Algorithme 3.6 : Incremental GAP (IncrGAP)
Entrées : π = solution courante, J = liste des tâches restantes non ordonnancées
Sorties : π = solution courante
Données : l ast = dernière tâche de la solution courante
si J 6= ; alors
retourner π
i = ar g mi nk∈JGAPl ast ,k ; // (i) Ordre
retourner Incr GAP(π+ i , J\i ) ; // (ii) Insertion
Nous allons illustrer le fonctionnement de l’algorithme avec les mêmes données que
l’exemple de la Figure 3.1. Ainsi, les données utilisées pour les explications sont celles
présentées dans le Tableau 3.7.
En considérant l’algorithme IncrGap, la tâche initiale à considérer est la tâche 4. En-
suite en se référant à la ligne J4 de la matrice des GAP, on observe que la tâche 2 a le plus
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J1 J2 J3 J4 J5
M1 12 1 5 12 19
M2 4 15 16 4 6
M3 2 16 19 11 3
M4 18 4 7 18 9
Tot al 36 36 47 45 37
(a) Matrice des temps d’exécutions de
chaque tâche sur chaque machine.
J1 J2 J3 J4 J5
St ar t 18 32 40 17 28
J1 - 27 32 21 28
J2 33 - 25 34 19
J3 79 26 - 52 65
J4 54 9 14 - 40
J5 13 36 45 22 -
(b) Matrice de GAP obtenue avec les
données de l’exemple. La ligne d’indice
St ar t donne le GAP des tâches de 1 à 5
en début d’ordonnancement.
TABLEAU 3.7 – Instance construite pour les exemples.
petit GAP (9). Ainsi on ajoute la tâche 2 à la solution partielle. Ensuite la tâche 2 sera
suivie de la tâche 5 qui a un plus petit GAP. Enfin les deux tâches suivantes sont choi-
sies selon le même principe : d’abord la tâche 1, puis la tâche 3. Et ainsi, on obtient la
permutation (4;2;5;1;3) qui a une qualité de 345 pour le Flowtime.
Cet algorithme, bien que simple et rapide à mettre en place, présente un inconvé-
nient majeur qui apparaît lorsque la prochaine tâche qui doit être ordonnancée n’est
pas minimale, ou en cas d’égalité sur les GAP. En effet, dans l’exemple précédent, la pre-
mière tâche choisie fut la tâche 4 avec un GAP de 17, néanmoins, la tâche 1 possède un
GAP de 18, ce qui est relativement proche. Si l’on avait considéré la tâche 1 au lieu de
la tâche 4, alors la solution aurait été (1;4;2;5;3) avec une qualité pour le Flowtime de
340. Ce qui est une meilleure qualité que la solution précédente. Ce principe peut alors
s’appliquer à d’autres niveaux de la construction de la solution et pas uniquement sur le
choix de la première tâche.
Une première idée pour pallier ce problème, serait d’explorer les solutions en tenant
compte des deux plus petits GAP à chaque choix et garder le meilleur embranchement,
mais cela a un inconvénient majeur : l’explosion combinatoire. En effet, explorer les 2
possibilités à chaque itération revient à explorer 2n solutions. Ce qui devient rapidement
irréalisable. Néanmoins, dans certains cas l’écart du GAP entre les deux premières pos-
sibilités est assez grand. Ainsi, une autre idée est de ne considérer que les cas où l’écart
entre deux GAP est petit, ce qui permet de réduire assez fortement le nombre de solu-
tions à explorer.
Nous avons défini cet écart comme étant la tolérance τ à laquelle l’algorithme ac-
cepte d’explorer le second plus petit GAP ou non. L’Algorithme 3.7 détaille les différentes
étapes.
Dans un premier temps, les tâches sont triées dans l’ordre croissant des GAP par
rapport à la dernière tâche de la solution courante (cette tâche est appelée l ast ) puis
compare la différence entre les 2 plus petits GAP. Si la différence est inférieure à la to-
lérance alors l’algorithme explore les deux choix possibles. Sinon, il sélectionne la tâche
avec le GAP minimal. Le résultat final est donc un arbre de préfixe des solutions. Pour une
tolérance de 5 avec l’exemple précédent cela donnerait l’arbre de préfixe représenté sur
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Algorithme 3.7 : Improved Incremental GAP (IIGap)
Entrées : π = solution courante, J = liste des tâches restantes non ordonnancées,
τ = tolérance
Sorties : π = solution courante
Données : l ast = dernière tâche de π
si π 6= ; alors // Plus de tâche à ordonnancer
retourner π
sinon
Trier les i tâches de J par ordre croissant des GAPl ast ,i ; // (i) Ordre
si GAPl ast ,J[2] −GAPl ast ,J[1] ≤ τ alors // (ii) Insertion
π1 = IIGAP(π+ J[1], J\J[1],τ) ; // Deux possibilités
π2 = IIGAP(π+ J[2], J\J[2],τ);





retourner IIGAP(π+ r [1], J\J[1],τ) ; // Pas d’hésitation
la Figure 3.4.
Le paramètre τ de la tolérance est un paramètre sensible qui peut grandement in-
fluencer la qualité et le temps d’exécution de l’heuristique. Une grande tolérance per-
met à l’heuristique de régulièrement explorer deux possibilités à chaque itération, ce
qui devient rapidement très coûteux si cela se produit trop souvent, mais garantit une
meilleure qualité. En revanche, une petite tolérance permet d’explorer moins de possi-
bilités ce qui accroit le risque de générer une solution de moins bonne qualité.
3.6 Evaluation des performances des heuristiques IncrGAP
et IIGAP
Dans une première série d’expérimentations, nous allons comparer IncrGAP aux
heuristiques de la littérature pour le Flowtime : BIH, GAPH et PH1. Puis dans une se-
conde série d’expérimentations, nous allons tester différentes valeurs de τ pour IIGAP
et voir l’influence sur la qualité des solutions de ce paramètre.
L’exécution d’algorithmes sur une instance I retourne une solution π avec la qua-
lité F(π), le Flowtime de la solution. Pour mesurer la qualité d’une solution, la dévia-
tion relative moyenne (Relative Percentage Deviation - RPD) est calculée par rapport à la





Comme évoqué à la Section 1.3.1.4, les instances que nous avons utilisées pour éva-
luer notre heuristique sont les instances de TAILLARD [1993] qui propose 120 instances
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1 5 5 2
3 1 3 5
F=345 F=369 F=340 F=353
FIGURE 3.4 – Résultat de IncrementalGAPImproved sur les données de l’exemple avec
une tolérance de 5
organisées en 10 instances de 12 tailles. Nos expériences sont menées sur les 10 ins-
tances disponibles de taille N_M où le nombre de tâches N va de 20 à 200 et le nombre
de machines M de 5 à 20 (total de 110 instances sur les 120). Les RPD moyens sur les
instances de même taille seront donnés. Les algorithmes ont tous été réimplémentés
en C++ et les expérimentations ont été exécutées sur un processeur Intel(R) Xeon(R)
3.5Ghz. Toutes les méthodes présentées dans la section Incremental GAP sont détermi-
nistes, ainsi chaque algorithme n’a été exécuté qu’une seule fois.
3.6.1 Résultats d’IncrGAP
Les performances de BIH, GAPH, PH1 et IncrGAP sont données dans le Tableau 3.8
pour chaque taille d’instance. Le test statistique de Wilcoxon a été appliqué pour attes-
ter de la meilleure performance pour chaque taille d’instance. Ainsi, PH1 est plus per-
formante sur 9 taille d’instances (valeurs en gras dans le tableau). Cependant, IncrGAP
se montre la plus performante sur les instances de taille 100_20 et 200_20 qui sont gé-
néralement considérées comme les plus difficiles. De plus, en terme de calcul, IncrGAP
se montre la plus rapide. Elle fournit d’ailleurs de bien meilleurs résultats que BIH pour
un temps considérablement plus court.
En conclusion, IncrGAP se montre relativement efficace sur les instances difficiles.
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BIH GAPH PH1 IncrGAP
Instances RPD Temps RPD Temps RPD Temps RPD Temps
020_05 41,05 0,41 57,60 0,19 39,75 0,78 44,53 0,24
020_10 41,18 0,39 58,213 0,17 39,42 0,79 42,27 0,21
020_20 39,29 0,41 54,00 0,18 37,98 0,75 39,34 0,22
050_05 58,32 8,94 88,26 2,12 57,23 7,34 59,16 2,11
050_10 70,69 7,06 98,05 1,71 69,67 5,67 70,55 1,15
050_20 75,82 6,39 104,81 1,41 74,12 5,25 74,86 1,25
100_05 47,79 86,88 74,61 10,87 47,95 36,13 51,41 9,38
100_10 70,01 85,83 93,91 10,68 69,26 35,97 69,61 7,55
100_20 114,67 86,61 148,91 10,67 113,60 35,96 112,095 6,25
200_10 79,33 1252,72 106,49 84,18 78,04 266,72 78,31 91,51
200_20 95,30 1251,38 126,71 84,18 95,07 266,95 92,17 43,13
TABLEAU 3.8 – RPD et temps d’exécution moyen (en ms) pour chaque taille d’instance
pour les heuristiques BIH, GAPH, PH1 et IncrGAP. En gras les meilleurs résultats obtenus
validés statistiquement par le test de Wilcoxon
De plus, les résultats d’IncrGAP, bien que moins bons que PH1 sont tout de même très
proches, mais avec un temps d’exécution considérablement plus court. Ainsi, IncrGAP
semble être une heuristique prometteuse qui peut encore être améliorée, comme c’est
le cas avec IIGAP.
3.6.2 Résultats de IIGAP
Dans cette section, nous considérons IIGAP, la version améliorée d’IncrGAP qui consi-
dère un niveau de toléranceτpour le choix de la tâche à ordonnancer lors de la construc-
tion gloutonne de la solution. Grâce à l’introduction du paramètre τ, IncrGap peut ex-
plorer un peu plus de possibilités pour les cas considérés comme critiques.
La difficulté est de définir efficacement la tolérance à appliquer pour chaque taille
d’instance. En effet, le GAP généré entre les tâches sur 5 machines et 20 machines n’est
pas à la même échelle. Pour 20 machines, le GAP généralement plus grand que pour 5
machines. De même, le nombre de tâches à considérer entre comptes aussi, il est plus
difficile de trouver deux tâches générant un petit GAP lorsque l’on n’a pas 20 tâches, que
lorsque l’on en a 200, où il y a plus de possibilités de trouver deux tâches qui génèrent
peu de GAP entre-elles.
Ainsi pour déterminer la tolérance, nous avons réalisé un ranking des différences
de GAP possibles entre les tâches. C’est-à-dire que nous avons calculé toutes les diffé-
rences de GAP (|GAP(1,2)−GAP(1,3)|, ..., |GAP(1,2)−GAP(1,n)|, |GAP(1,3)−GAP(1,4)|,
. . .). Ensuite, nous les avons triées par ordre croissant. Ainsi la différence de GAP de rang
k désigne la k i ème plus petite différence de GAP parmi toutes les tâches. La raison de ce
ranking est liée aux nombres de solutions potentielles à explorer. Ainsi, pour une tolé-
rance équivalente à la différence de GAP au rang k, il y aura au plus 2k solutions à visiter,
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car le rang k indique le nombre maximal de choix à effectuer.
À titre d’exemple, si la liste des différences de GAP est la suivante : (|GAP(3,2) −
GAP(3,4)| = 7, |GAP(7,2)−GAP(7,4)| = 11, |GAP(1,3)−GAP(1,4)| = 14, ...). Si l’on consi-
dère la différence au rang 2, soit une tolérance de 11, il y aura pour cet exemple, unique-
ment deux hésitations possibles : la tâche 3 suivie de la tâche 2 ou 4, et la tâche 7, suivie
de la tâche 2 ou 4. En effet, toutes les autres différences de GAP sont supérieures à la
tolérance, donc on explorera au plus 22 solutions, soit 4 solutions, car nous avons choisi
la tolérance obtenue au rang 2.
Ainsi, cette méthode permet de trouver facilement la tolérance adéquate en fonction
de l’instance, juste en calculant la différence entre les GAP.
Le Tableau 3.9 montre le RPD moyen de la solution et le temps moyen d’exécution
en fonction du rang k de la tolérance pour chaque taille d’instance. En gras, ce sont les
valeurs où IIGAP domine PH1, c’est-à-dire avec un meilleur RPD et un meilleur temps.
Dans ce tableau nous pouvons constater l’efficacité d’IIGAP en fonction du rang de to-
lérance, plus le rang est élevé et meilleure est la qualité. En particulier pour les instances
supérieures à 050_10 où IIGAP est toujours meilleur que PH1, seules les instances de
taille 100_20 font office d’exception. Ainsi, en faisant varier la tolérance, pour un même
temps d’exécution que PH1, IIGAP obtient une solution de meilleure qualité.
Néanmoins, plus la tolérance augmente, plus le temps d’exécution augmente. C’est
le cas notamment de quelques instances de taille 100_05 et 200_10, où le temps est
beaucoup plus long que pour les autres instances de même taille. À titre de comparai-
son, parmi les 10 instances de taille 200_10, la plus rapide met 48ms à s’éxecuter, alors
que la plus longue met 28000ms. On peut donc avoir de grandes variations au niveau
du temps indépendamment de la taille de l’instance. Cela dépend principalement de la
différence de GAP entre les successions de tâches. Si le GAP entre les tâches est relati-
vement proche, alors le nombre d’embranchements dans notre arbre peut rapidement
augmenter.
Ce problème semble de prime abord difficile à résoudre pour une telle méthode.
Néanmoins une observation des arbres des solutions nous a permis d’aboutir à des
pistes pour diminuer le nombre de branches de notre arbre. La Figure 3.5 représente
l’arbre des solutions obtenues avec IIGAP sur l’instance Ta01(020x05) avec une tolé-
rance faible (τ= 5 ). On remarque dans cet exemple que beaucoup de sous-arbres sont
strictement identiques.
Chacun des sous-arbres ayant plusieurs occurrences a été représenté par une cou-
leur différente. On se rend compte que l’algorithme calcule plusieurs fois les mêmes
sous-solutions. Une piste d’amélioration de l’algorithme est donc de garder une trace
des sous-arbres. Les informations que l’on a besoin de stocker sont uniquement les
tâches restantes à ordonnancer. En effet, l’algorithme étant déterministe, pour un en-
semble de tâches identiques, le sous-arbre généré sera le même. Ainsi, il convient de
stocker pour chaque ensemble de tâches calculé, le résultat de la meilleure solution
trouvée avec le sous-arbre.
Ce détail étant plus un souci d’implémentation qu’une réelle amélioration d’IIGAP,
nous avons décidé de ne pas pousser nos expérimentations dans cette voie.
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RPD Temps RPD Temps RPD Temps RPD Temps
k = 0 k = 1 k = 2 k = 3
020x05 44,53 0,24 44,27 0,31 43,96 0,35 43,42 0,62
020x10 42,27 0,21 42,21 0,25 40,85 0,33 40,75 0,35
020x20 39,34 0,22 39,00 0,27 38,80 0,30 38,07 0,42
050x05 59,16 2,11 58,95 2,98 58,81 3,21 58,72 3,63
050x10 70.55 1,15 70,52 1,22 70,06 1,60 69,62 1,77
050x20 74,87 1,25 74,56 1,22 74,41 1,37 74,27 2,08
100x05 51,42 9,38 50,8 14,22 50,27 31,42 50,01 39,01
100x10 69,62 7,55 69,53 7,94 68,88 9,89 68,74 17,84
100x20 112,10 6,25 111,91 6,98 111,51 9,78 111,30 11,41
200x10 78,32 91,51 77.87 231,58 77.70 251,90 77.70 251,53
200x20 92,18 43,13 91,95 47,07 91,80 74,02 91,59 93,38
k = 4 k = 5 k = 6 k = 7
020x05 43,42 0,93 43,28 1,23 43,03 2,81 42,88 3,12
020x10 39,93 0,46 39,93 0,54 39,73 0,87 39,53 1,17
020x20 37,94 0,56 37,94 0,68 37,80 1,28 37,64 1,77
050x05 58,53 4,59 58,53 5,65 57,89 8,51 57,71 9,53
050x10 69,28 2,23 69,28 3,80 69,26 3,94 69,14 11,72
050x20 74,00 2,99 74,00 3,79 168 957 4,40 73,69 5,99
100x05 49,68 39,67 49,68 123,37 49,58 131,79 49,10 1 248,23
100x10 68,36 19,53 68,27 27,72 68,27 46,95 68,12 62,41
100x20 111,16 14,74 110,93 20,50 110,93 34,43 110,87 47,22
200x10 77,37 279,80 77,2 286,27 77,2 944,82 77,01 4 685,27
200x20 91,39 125,66 91,36 262,29 91,36 276,47 91,31 520,05
TABLEAU 3.9 – RPD et temps d’exécution moyen (en ms) de IIGAP en fonction du rang k
pour le choix de la tolérance. En gras les meilleurs résultats obtenus à la fois en RPD et
en temps par rapport à PH1.
IIGAP est donc une heuristique rapide et efficace pour peu que le paramètre de la
tolérance soit correctement choisi en fonction de l’instance considérée. Elle a d’ailleurs
montré des résultats meilleurs que PH1 pour un temps d’exécution équivalent. IIGAP
étant performante et très rapide, elle peut-être aisément utilisée en tant qu’initialisation
d’une méthode d’optimisation.
3.7 Conclusion
Dans ce Chapitre nous avons présenté deux nouvelles heuristiques constructives
pour le problème d’ordonnancement du No-Wait Flowshop, IBI pour minimiser le Ma-
kespan et IncrGAP et IIGAP qui minimisent le Flowtime.
IBI a été construite à partir de l’analyse génotypique de la construction des solutions
telle que réalisée par les heuristiques de la littérature. En effet, IBI est une amélioration
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FIGURE 3.5 – Exemple de l’arbre des solutions obtenues avec IncrGAP sur l’instance de
Ta01 (020x05) et τ= 5
de l’heuristique NEH très utilisée dans la littérature, où une méthode d’amélioration
itérative de la solution a été ajoutée à chaque insertion d’une tâches. Même si cette mé-
thode augmente le temps d’éxécution comparé aux autres heuristiques de la littérature
(NEH et BIH), l’amélioration de la qualité finale de la solution est intéressante, et a aussi
été validée statistiquement par le test de Friedman.
Afin d’évaluer l’impact du temps supplémentaire accordé à IBI, nous l’avons utilisée,
ainsi que les autres heuristiques comme initialisation d’une méta-heuristique. C’est-à-
dire que la solution construite par l’heuristique est utilisée en tant que solution initiale
d’une métaheuristique. Les expérimentations sur les instances de Taillard ont montré
que IBI aide les métaheuristiques à être plus efficaces et que le temps utilisé pour l’ini-
tialisation n’est pas inutile.
Concernant le flowtime, IncrGAP et IIGAP ont, quant à elles, été construites à par-
tir de l’analyse phénotypique des solutions optimales sur des petites instances. IIGAP
a notamment montré une bien meilleure performance que PH1, une heuristique très
utilisée dans la littérature pour le Flowtime. De plus, IIGAP peut fournir des meilleures
solutions en faisant varier le paramètre de la tolérance. Ainsi, l’augmentation de la to-
lérance va augmenter le temps d’exécution de l’heuristique mais l’amélioration de la
qualité finale de la solution n’en sera que meilleure.
Ce qui est intéressant dans ce travail est qu’une simple modification des heuristiques
constructives permet d’améliorer fortement les résultats. Les modifications ont pu être
proposées grâce à l’observation des propriétés sur des instances de petites tailles afin
d’en extraire de la connaissance génotypique et phénotypique. Nous avons notamment
observé dans la première section de ce chapitre que la structure des solutions optimales
a permis de remarquer qu’à chaque étape de la construction d’une solution, il suffisait
de faire quelques ré-insertions pour garder une solution optimale. Dans la seconde sec-
tion, nous avons observé que la somme des GAP des tâches qui se suivent est minimale
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dans une majorité des cas.
Nous pouvons maintenant nous demander si ces observations ne peuvent pas no-
tamment servir dans un autre mécanisme d’une méta-heuristique que l’initialisation.
Nous avons remarqué dans nos expérimentations que la structure des solutions est très
stable au cours du temps. Nous avons donc choisi de concentrer nos recherches sur le
génotype des solutions du No-Wait Flowshop, ce qui fait l’objet du chapitre suivant.
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4.1 Introduction
Dans le chapitre précédent, nous avons présenté deux heuristiques constructives
utilisant l’intégration de connaissances dans les mécanismes d’initialisation pour ré-
soudre le problème d’ordonnancement de type flowshop sans temps d’attente (NWFSP).
Une des approches étudiées était basée sur l’analyse du génotype de la solution, c’est-
à-dire la structure des solutions. C’est pourquoi dans ce chapitre nous allons approfon-
dir cette approche génotypique pour l’intégrer cette fois dans une métaheuristique. En
effet, les heuristiques constructives, bien que rapides, ne sont pas suffisamment per-
formantes pour donner des solutions de bonne qualité sur les grandes tailles d’ins-
tances. À l’opposé, les métaheuristiques permettent d’avoir généralement des solutions
de meilleure qualité en un temps raisonnable. Cependant, les métaheuristiques sont des
approches généralistes qui n’utilisent pas les connaissances spécifiques d’un problème.
Leur efficacité étant liée à leur grande capacité à explorer l’espace de recherche. Dans le
chapitre précédent, nous avons analysé l’évolution de la construction d’une solution de
bonne qualité. Dans ce chapitre, nous allons étudier la structure des optima locaux, des
solutions de bonnes qualités, tel qu’il n’existe pas de solution voisine meilleure. Ces dif-
férentes solutions vont nous permettre d’identifier des sous-séquences communes (que
nous appellerons super-jobs), pour augmenter la performance des métaheuristiques et
plus spécifiquement les recherches locales, afin d’obtenir des solutions de très bonne
qualité.
En effet, comme il sera exposé dans ce chapitre, l’identification de super-jobs pré-
sente plusieurs avantages.
— Premièrement, il permet de réduire la combinatoire du problème en réduisant
l’espace de recherche, ce qui permet de rendre efficace l’utilisation des méthodes
performantes pour des petites tailles d’instances.
— Deuxièmement, il modifie les relations de voisinage et donc le paysage pendant
l’exécution de la recherche locale, et plus précisément réduit le nombre d’optima
locaux.
Les expérimentations que nous avons menées lors de cette étude ont montré que
les super-jobs ont obtenu de très bons résultats sur les instances de TAILLARD [1993].
Ces travaux de recherche ont été réalisés au moment où les résultats de TMIIG de DING
et collab. [2015] possédaient les meilleures solutions de la littérature. Ainsi notre ob-
jectif était d’intégrer de la connaissance dans une méthode plus simple que celle de
TMIIG, mais tout en permettant d’obtenir des nouvelles meilleures solutions. Notre ap-
proche nous avait alors permis de trouver de nouvelles meilleures solutions sur cer-
taines grandes instances de Taillard. Cette approche a fait l’objet d’une communication
dans la conférence MIC 2017 ([MOUSIN et collab., 2017a]). En parallèle de nos travaux
de recherche, d’autres travaux ont été menés. En particulier LIN et YING [2016] ont eu
une approche différente en utilisant une méthode exacte du problème du voyageur de
commerce asymétrique adaptée au NWFSP. Cette approche leur a permis d’obtenir les
solutions optimales en un temps raisonnable pour ce problème. Bien que nos travaux
ne permettent plus aujourd’hui d’obtenir les meilleures solutions connues pour le pro-
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blème du NWFSP, ils restent intéressants pour illustrer l’apport significatif de l’intégra-
tion de connaissances au sein d’une méthode d’optimisation de type métaheuristique.
Pour exposer la façon dont nous proposons de définir et d’exploiter l’analyse me-
née sur les structures des solutions, ce chapitre est organisé comme suit : La section 4.2
rapporte l’analyse que nous avons menée et nous définissons les super-jobs formel-
lement. La Section 4.3 décrit l’approche proposée pour exploiter les super-jobs, et la
section 4.4 donne des résultats expérimentaux. Enfin, la section 4.5 améliore la mé-
thode avec une version itérée et analyse ses performances. La dernière section présente
quelques conclusions ainsi que quelques perspectives.
4.2 Sous-séquences prometteuses de tâches consécutives
Pour le NWFSP, chaque tâche est traitée sans interruption entre les machines succes-
sives. Par conséquent, une question se pose : cette spécificité conduit-elle à une struc-
ture particulière des meilleures solutions d’une instance donnée ? Dans cette section,
nous allons effectuer une analyse des solutions optimales globales et locales afin d’en
extraire des informations structurelles. Cette analyse nous conduit à définir une sous-
séquence prometteuse de tâches consécutives en tant que super-job.
4.2.1 Analyse de la structure des solutions optimales
Cette analyse vise à extraire des similitudes dans la structure des ordonnancements
efficaces, c’est-à-dire des solutions de bonne qualité. Nous effectuons cette analyse sur
des petites instances (nombre de tâches faible) avec des durées opératoires uniformé-
ment générées suivant la méthodologie des instances de Taillard (voir section 1.3.1.4).
Nous étudions ici, à titre d’exemple, l’analyse d’une instance avec 12 tâches et 5 ma-
chines. Cette taille de problème (12) permet d’énumérer exhaustivement l’espace de re-
cherche (i.e. de générer toutes les solutions) et donc d’identifier l’optimum global et les
meilleurs optima locaux 1. En effet, les optima locaux sont intéressants à analyser, car ils
peuvent piéger les méthodes de recherches locales qui explorent l’espace de recherche
en se déplaçant itérativement de voisin en voisin. Dans ce qui suit, le terme solutions
optimales (ou optima) est utilisé pour traiter plus généralement les solutions optimales
globales ou locales.
À titre illustratif, la figure 4.1 donne l’optimum global et les 10 meilleurs optima
locaux de l’instance étudiée de taille 12. Pour cette petite instance, il est facile de voir
que ces meilleurs optima partagent une structure similaire entre eux et avec l’optimum
global. En effet, la tâche 8 est toujours positionnée au début de l’ordonnancement et
deux sous-séquences de deux tâches consécutives sont présentes dans chacun d’eux :
[12 4] en vert, et [11 2] en rouge et une sous-séquence est présente dans 10 solutions
sur 11 : [9 1] colorée en bleu. Les optima locaux ne peuvent pas être améliorés en ap-
pliquant l’opérateur de voisinage insertion. Cependant, si l’on considère chaque sous-
1. Les optima locaux sont des solutions qui n’ont pas de meilleures solutions voisines i.e. aucun mou-
vement d’insertion ne pourrait conduire à une solution de meilleure qualité.
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Cmax Solution
Optimum global : 1021 8 3 7 5 10 [9 1] [12 4] 6 [11 2]
Optima locaux : 1036 8 3 7 [11 2] 5 10 [9 1] [12 4] 6
1075 8 10 [9 1] [12 4] 7 5 3 [11 2] 6
1090 8 3 5 10 6 [12 4] 7 [11 2] [9 1]
1103 8 3 5 10 6 [12 4] 7 [9 1] [11 2]
1132 8 10 6 [12 4] 7 5 3 [9 1] [11 2]
1132 8 3 7 [11 2] 5 10 9 6 [12 4] 1
∗1176 8 3 5 10 [9 1] [11 2] 7 6 [12 4]
1189 8 10 6 [12 4] 7 5 3 [11 2] [9 1]
1232 8 10 [9 1] [12 4] 7 3 5 6 [11 2]
1246 8 3 7 10 [9 1] [11 2] 5 6 [12 4]
FIGURE 4.1 – Description (Cmax+ séquence de tâches) de l’optimum global et des 10
meilleurs optima locaux pour l’instance étudiée de taille 12. Les sous-séquences [11 2]
et [12 4] colorées respectivement en rouge et vert, apparaissent dans la séquence de
toutes les solutions et la sous-séquence [9 1] colorée en bleu, apparaît dans 10 solutions
sur 11. En considérant ces trois sous-séquences comme une unique tâche, la recherche
locale peut alors atteindre l’optimum global. Seul un optimum local (identifiable avec
l’étoile ∗) n’arrive pas à être amélioré avec ces sous-séquences.
séquence de tâches consécutives comme une tâche unique, le meilleur optimum local
(Cmax = 1036) diffère de l’optimum global (Cmax = 1021) par le simple déplacement de
la sous-séquence [11 2] à la fin de la solution. De même, l’application de l’opérateur
de voisinage insertion sur les autres optima locaux avec la prise en compte des sous-
séquences identifiées au lieu des tâches individuelles permet à tous les optima locaux
(sauf celui de Cmax = 1176 identifié par une étoile) d’atteindre l’optimum global.
Comme mentionné précédemment, cette étude a été menée sur des petites ins-
tances pour être en mesure d’énumérer exhaustivement l’espace de recherche. Ici, seules
des sous-séquences de deux tâches consécutives ont été trouvées. Cependant, la taille
d’une sous-séquence n’est pas limitée à uniquement deux tâches. Ainsi, si une tâche a
est toujours suivie d’une tâche b et, la tâche b est toujours suivie d’une tâche c alors, la
sous-séquence [a b c] des trois tâches consécutives doit être considérée plutôt que les
deux sous-séquences [a b] et [b c] séparément.
Les observations faites dans cette analyse motivent la substitution des tâches origi-
nales par des sous-séquences prometteuses de tâches à privilégier pour atteindre des
solutions de meilleure qualité. Cette transformation du problème d’origine peut repré-
senter une bonne opportunité pour résoudre des instances de grande taille. Une ques-
tion se pose donc : comment définir et identifier les sous-séquences prometteuses ?
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4.2.2 Définition d’un super-job
L’analyse exhaustive précédente de la structure des optima locaux pour les instances
de petites tailles nous conduit à supposer qu’un comportement similaire apparaît sur
les plus grandes instances. Dans cette section, nous présenterons la méthodologie que
nous proposons pour identifier les sous-séquences prometteuses d’une instance incon-
nue à résoudre.
Indépendamment de la taille de l’espace de recherche, les solutions de bonne qua-
lité et, plus précisément, les optima locaux qui ont une bonne qualité partagent toutes
une structure similaire. Lorsque l’espace de recherche est non énumérable, il est généra-
lement admis d’utiliser un échantillon de solutions afin d’analyser leur structure, leurs
caractéristiques . . .
Ici, nous proposons d’extraire les sous-séquences prometteuses d’un pool P ∗ d’op-
tima locaux de bonne qualité et de définir ainsi un super-job avec une confiance de σ.
Ce super-job contiendra donc les tâches consécutives qui apparaissent au moins σ de
fois dans les solutions de P ∗. Par exemple, si σ = 50%, les super-jobs sont les sous-
séquences de jobs consécutifs partagés par au moins la moitié des solutions de P ∗. No-
tons que seules les sous-séquences les plus longues sont considérées comme des super-
jobs. Par exemple, si [a b] et [b c] apparaissent tous les deux au moins σ de fois dans
P ∗, seulement [a b c] est défini comme un super-job.
Afin de faciliter les notations des équations suivantes, nous définissons SJ comme un
super-job, où SJ. f i r st (resp. SJ.l ast ) désigne la première tâche (resp. la dernière tâche) du
super-job. Grâce à la particularité du NWFSP qui indique que le délai entre deux tâches
consécutives est constant, il est alors facile de calculer la mesure du délai entre deux
super-jobs :
DSJi ,SJ j = (
k∑
1≤r≤|SJi |−1
dSJi [r ], SJi [r+1])+dSJi .l ast ,SJ j . f i r st (4.1)
En d’autres termes, le délai D entre deux super-jobs SJi et SJ j est défini par la somme
des délais d de la sous-séquence de tâches du super-job SJi auquel on ajoute le délai d
entre la dernière tâche de SJi et la première tâche de SJ j .
De même, le calcul de la durée d’exécution d’un super-job est nécessaire pour calcu-
ler le temps de complétion Ci d’un super-job. Le calcul de la durée d’exécution s’obtient




dSJi [r ], SJi [r+1])+
M∑
j=1
pSJi .l ast , j (4.2)
La durée d’exécution d’un super-job consiste donc à calculer la somme des délais d
de la sous-séquence de tâches du super-job SJi auquel on ajoute la durée d’exécution
de la dernière tâche du super-job.
Ces données étant constantes, le calcul s’effectue uniquement lors de la création du
super-job. Ainsi, l’utilisation des super-jobs ne change pas la complexité de la fonction
objectif puisque cette dernière se calcule alors de la même façon.
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Cette méthodologie a l’avantage d’être pertinente, quelle que soit la taille du pro-
blème. Cependant, l’inconvénient principal peut être le temps de calcul requis pour gé-
nérer le pool de solutions de bonne qualité. Par conséquent, la taille du pool de solutions
doit être fixée avec soin : si le pool est trop grand, cela signifie que trop de temps serait
dépensé pour générer les solutions du pool, s’il est trop petit, cela signifie que l’identi-
fication des super-jobs ne serait pas significative. Cet aspect sera discuté au cours de la
section expérimentale.
4.2.3 Avantages des super-jobs
Les avantages de considérer des sous-séquences de tâches consécutives (super-jobs)
comme des tâches uniques sont multiples. D’abord, d’un point de vue de la complexité,
cela réduit la combinatoire du problème, c’est-à-dire le nombre de solutions poten-
tielles puisque le nombre de tâches à considérer sera plus faible. Deuxièmement, d’un
point de vue recherche locale, cela va modifier l’espace de recherche et le paysage in-
duit par l’opérateur d’insertion et ainsi, de nouvelles régions de l’espace de recherche
peuvent devenir accessibles (WRIGHT [1932]).
Afin de mieux comprendre l’impact des super-jobs sur le paysage, nous présentons
une visualisation en 2D de la transformation du paysage dans la figure 4.2. Chaque point
du graphique représente une solution. Les points bleus représentent le paysage original,
en considérant les solutions construites à partir des tâches originales suivant une rela-
tion de voisinage (dans une représentation simplifiée où une solution a deux voisins),
la métaphore du paysage est donc bien visible avec la présence de plusieurs vallées qui
contiennent les optima locaux en leur point le plus bas. Les points rouges représentent
le paysage modifié obtenu en considérant les super-jobs. De toute évidence, l’utilisa-
tion de super-jobs lisse le paysage et permet d’éviter certains optima locaux originaux
qui ont disparu. On constate la présence de deux grandes vallées et d’une plus petite.
Le paysage est donc plus facile à parcourir pour une recherche locale. Cependant, ce lis-
sage peut aussi être un désavantage dans le sens où certains bons optima locaux peuvent
devenir inaccessibles, de même pour l’optimum global. Ainsi, bien que le lissage du pay-
sage a un avantage certain, il est nécessaire de considérer les tâches de façon indépen-
dante à la fin de la recherche pour considérer l’ensemble de l’espace de recherche.
4.3 Iterated Greedy avec les Super-jobs
Les super-jobs ont été définis comme des caractéristiques structurelles communes
des solutions de bonne qualité. Dans cette section, nous proposons une approche qui
exploite ces super-jobs pour améliorer une heuristique déjà efficace proposée dans la
littérature pour le problème d’ordonnancement du Flowshop de Permutation (PFSP),
l’Iterated Greedy (IG), afin d’atteindre des meilleures solutions pour les instances de
Taillard. Ainsi, cette section présente d’abord l’algorithme IG, puis l’approche proposée.
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FIGURE 4.2 – Visualisation du paysage en 2D. Les points bleus représentent les solutions
du problème original alors que les points rouges représentent ceux construits avec les
super-jobs.
4.3.1 L’algorithme de l’Iterated Greedy
L’algorithme Iterated Greedy (IG) de RUIZ et STÜTZLE [2007], initialement proposé
pour le PFSP (Permutation Flowshop Scheduling Problem), est une recherche locale ité-
rée. La recherche locale employée dans l’IG est une descente, c’est-à-dire qu’à chaque
itération, une solution voisine améliorante est choisie (i.e. qu’il existe une réinsertion
d’une tâche dans la solution, telle que la réinsertion améliore la qualité de la solution).
Ce processus est répété jusqu’à ce qu’un optimum local soit atteint, i.e. la solution n’est
plus améliorable par une insertion. Une fois cet optimum local atteint, une phase de
perturbation est réalisée. Cette perturbation consiste à supprimer des tâches d’une so-
lution, puis de les réinsérer une à une à la meilleure position possible, i.e. qui minimise
le Makespan partiel, comme le processus de construction de NEH, ce qui permet de
relancer la recherche dans une autre zone de l’espace de recherche.
De même, afin d’éviter les situations où la perturbation aurait trop dégradé une so-
lution, un critère d’acceptation est utilisé à la fin de la recherche locale. Ce critère d’ac-
ceptation, permet de déterminer si l’optimum local obtenu est intéressant. Si oui, l’op-
timum est utilisé pour la prochaine perturbation, si non, la solution de l’itération pré-
cédente est utilisée pour la prochaine perturbation. Ce critère d’acceptation est inspiré
de celui du recuit simulé et utilise donc une notion de température. L’algorithme 4.1
résume toutes les étapes de l’IG.
IG est connu pour être efficace pour résoudre de nombreuses variantes du problème
de type Flowshop de permutation. Cependant, même s’il est capable d’atteindre des so-
lutions de bonne qualité en un temps raisonnable, il n’est pas capable d’atteindre, pour
le NWFSP, les meilleures solutions connues pour les instances de Taillard de grandes
tailles. Lorsque ces travaux de recherche ont été effectués, le meilleur algorithme pour le
NWFSP était l’algorithme Tabu-Mechanism Improved Iterated Greedy (TMIIG) de DING
et collab. [2015], inspiré de l’IG avec un mécanisme de recherche tabou. Puisque IG est
très efficace pour résoudre des instances de petites et moyennes tailles et que l’utilisa-
tion des super-jobs permet de diminuer la taille du problème, nous proposons de conce-
voir un nouvel algorithme en exploitant à la fois l’IG et les super-jobs.
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Algorithme 4.1 : Iterated Greedy (IG)
Entrées : Ensemble J de n tâches, Temper atur e pour le critère d’acceptation
Sorties : π∗ la séquence des tâches ordonnancées
π= NEH(J) ; // Méthode d’initialisation
π= r echer che_local e(π);
π∗ =π;
tant que Critère d’arrêt non atteint faire
π′ =π;
pour i de 1 à d faire // Perturbation
Supprimer une tâche aléatoirement dans π′ et l’ajouter dans πR;
pour i de 1 à d faire
Insérer la tâche πR[i ] dans π′ à la meilleure position de π′ qui minimise le
Makespan partiel;
π′ = r echer che_local e(π′) ; // Recherche locale
si Cmax(π′) < Cmax(π∗) alors // Critère d’acceptation
π∗ =π′;




4.3.2 Iterated Greedy avec les Super-Jobs
L’algorithme Iterated Greedy avec les super-jobs (IGSJ) identifie les super-jobs avec
plusieurs niveaux de confiance. Ces niveaux de confiance sont traités dans l’ordre crois-
sant pendant la recherche. C’est-à-dire que l’algorithme va d’abord chercher des solu-
tions de bonne qualité avec des super-jobs à faible niveau de confiance, puis va au cours
du temps utiliser des super-jobs avec un niveau de confiance de plus en plus élevé jus-
qu’à ce que l’algorithme revienne à l’instance initiale, i.e. sans utilisation de super-jobs.
L’algorithme 4.2 donne le pseudo-code de ce nouvel algorithme.
Compte tenu d’un pool d’optima locaux de bonne qualité, dont la génération sera
discutée plus tard, et une liste croissante Σ = {σ1,σ2, . . . ,σk } des niveaux de confiance,
IGSJ identifie d’abord les super-jobs concernant le premier niveau de confiance σ1. En-
suite, une méthode d’initialisation génère une première solution π avec ces super-jobs
identifiés. Une procédure est ensuite itérée pour chaque niveau de confiance de Σ, al-
ternant entre (i) une phase d’identification des super-jobs (sauf pour le premier niveau
de confiance σ1) et (ii) une phase d’amélioration en utilisant IG. L’algorithme Itera-
ted Greedy est exécuté sur la solution en considérant les super-jobs comme des tâches
uniques du problème. Comme IG n’a pas de critère d’arrêt naturel, un temps maxi-
mal, ainsi qu’un nombre maximal d’itérations sans amélioration sont utilisés pour ar-
rêter l’algorithme IG. Une fois que tous les niveaux de confiance ont été utilisés, l’al-
gorithme renvoie la meilleure solution trouvée au cours de la recherche. La figure 4.3
illustre le comportement de IGSJ avec pour k niveaux de confianceΣ= {60%,80%,. . . ,∞},
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Algorithme 4.2 : IGSJ – Iterated Greedy avec algorithme d’apprentissage.
P ∗ : pool de solutions;
Σ=σ1,σ2, . . . : Liste des niveaux de confiance dans l’ordre croissant;
Sorties : π la séquence des tâches ordonnancées
SJ= identifier (P ∗,σ1); // Identifier les Super-jobs avec une confiance de σ1
π= init(SJ); // Initialiser π avec les SJ identifiés
pour i de 1 à |Σ| faire
SJ= identifier(P ∗,σi ); // (i) Identifier les Super-jobs avec une
confiance de σi




𝑆𝑜𝑙′′ 𝜎 = 80%
IG
IG
𝑆𝑜𝑙(𝑘) 𝜎 = ∞
IG
FIGURE 4.3 – Illustration de l’algorithme IGSJ.
81
CHAPITRE 4. MODIFICATION DU VOISINAGE COURANT PAR
INTÉGRATION DE CONNAISSANCES
σ Phase Taille du problème Cmax Solution π
60 (i) 7 - [2 8] 3 [4 20] 6 12 [14 16 15 18 10 5 9 19 1 13 7 11] 17
init 3021 [4 20] 17 6 3 12 [14 16 15 18 10 5 9 19 1 13 7 11] [2 8]
(ii) 3021 [4 20] 17 6 3 12 [14 16 15 18 10 5 9 19 1 13 7 11] [2 8]
80 (i) 14 3021 [4 20] 17 6 3 12 [14 16] 15 18 [10 5] 9 [19 1] 13 [7 11] [2 8]
(ii) 3013 [4 20] 17 6 3 13 18 [19 1] 12 [14 16] 15 [10 5] 9 [7 11] [2 8]
∞ (i) 20 3013 4 20 17 6 3 13 18 19 1 12 14 16 15 10 5 9 7 11 2 8
(ii) 3013 4 20 17 6 3 13 18 19 1 12 14 16 15 10 5 9 7 11 2 8
TABLEAU 4.1 – IGSJ dans les différentes phases sur l’instance ta023 de Taillard avec Σ=
{60%;70%;∞}. La phase (i) correspond à l’identification des super-jobs et la phase (ii) à
l’application de l’IG. Pour chaque niveau de confiance, les super-jobs identifiés sont en
gras.
où σ =∞ signifie qu’aucun super-job n’est créé (le problème est résolu avec toutes les
tâches originelles), cette dernière étape est nécessaire pour s’assurer que l’espace de
recherche du problème initial puisse être exploré en entier et que les super-jobs n’em-
pêchent pas d’atteindre un optimum local de bonne qualité.
Le tableau 4.1 présente l’évolution de la solution π pour toutes les phases d’une exé-
cution de IGSJ sur l’instance ta023 de Taillard (20 jobs, 20 machines) avec la liste des
niveaux de confiance Σ = {60%,80%,∞}. Dans cet exemple, avec σ = 60%, sept super-
jobs sont identifiés (phase (i)) : un de taille 12, deux de taille 2 et les tâches restantes de
taille 1. Par conséquent, la taille du problème est réduite de 20 à 7. La méthode d’initiali-
sation construit alors un optimum local avec une qualité de 3021. IG ne peut pas l’amé-
liorer (phase (ii)). Ensuite, en considérant un niveau de confiance de σ = 80%, certains
super-jobs précédents sont décomposés (phase (i)). En effet, le plus grand super-job est
décomposé en huit plus petits. La taille du problème est égale à 14 et IG parvient à trou-
ver une meilleure solution avec une qualité de 3013 (phase (ii)). Il apparaît, dans ce cas
particulier, que l’optimum global est atteint dans cette seconde phase. Ceci explique
pourquoi la dernière phase (σ = ∞, revient à exécuter l’IG sur le problème de départ)
n’est pas capable de produire une solution améliorante.
4.4 Evaluation des performances
Afin d’évaluer l’efficacité de l’algorithme IGSJ, les expériences ont été conduites sur
les instances de Taillard et comparées aux solutions obtenues par le meilleur algorithme
de la littérature au moment des expérimentations (TMIIG de DING et collab. [2015]).
4.4.1 Protocole expérimental
Comme dans le chapitre 3, les instances utilisées pour évaluer les performances de la
méthode proposée sont les instances de Taillard (TAILLARD [1993]) organisées en 10 ins-
tances de 12 tailles différentes. Dans ce chapitre, nous considérons en plus les grandes
instances qui sont plus difficiles à résoudre. L’algorithme a été implémenté en C ++ et
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50 100 200 500
5 17 2 21 11 X 14 5 29 13 11 16 5 6 4
10 26 20 7 24 18 26 22 X 23 23 24 19 X X X X 29 28 X X
20 13 29 12 25 26 X 29 X 19 29 X X X X X X X X 29 X X X X 28 29 23 X X X X
TABLEAU 4.2 – Résultat sur les instances de Taillard (organisées par taille) pour Σ1 =
{60%,80%,∞}. Cellule grise : la qualité de la meilleure solution de TMIIG est atteinte.
# / X : Nombre de fois où la meilleure solution de TMIIG est améliorée sur les 30 exécu-
tions (X = toutes les exécutions).
les expériences ont été exécutées sur un processeur Intel(R) Xeon(R) 3.5GHz.
Pour ces expérimentations, nous avons fixé les paramètres ci-dessous, une analyse
des paramètres du pool initial et des niveaux de confiance est menée plus loin dans ce
chapitre.
— Pool initial de solutions P ∗ : 10 solutions ont été générées à partir de 10 exé-
cutions indépendantes d’IG avec un temps maximal de n2 ∗10 ms chacune. Une
discussion détaillée sur ce paramètre est réalisée plus loin dans ce chapitre.
— Niveaux de confiance : Deux listesΣ1 = {60%,80%,∞} etΣ2 = {60%,70%,80%,90%,∞}
ont été testées afin d’évaluer les performances de IGSJ en fonction du lissage du
paysage.
— Méthode d’initialisation : Heuristique de la meilleure insertion itérée (IBI - cf cha-
pitre 3).
— Critère d’arrêt de IG dans la phase ii : Un temps maximal de n2s j ∗10 ms (où ns j
est le nombre de super-jobs de la phase) et un nombre maximal d’itérations sans
amélioration de 50∗ns j .
Chaque exécution de IGSJ sur une instance donnée I retourne une solution π de
qualité Cmax(π). Pour mesurer la qualité de la solution, l’écart relatif en pourcentage






Comme IGSJ est stochastique, nous avons réalisé 30 exécutions de notre algorithme
pour en évaluer la robustesse. Ainsi la performance pour une instance I est calculée
comme étant la moyenne des 30 RPD calculés.
4.4.2 Résultats
Pour analyser les performances de l’algorithme IGSJ , les résultats obtenus sont com-
parés avec les solutions rapportées dans DING et collab. [2015] (qui étaient jusqu’en
octobre 2016 les meilleures solutions connues). Les Tableaux 4.2 (liste Σ1) et 4.3 (liste
Σ2) indiquent, pour chaque instance (10 instances par taille), si la meilleure solution de
TMIIG est atteinte (cellules colorées en gris) et si celle-ci est améliorée (cellule non vide).
Par conséquent, lorsqu’un nombre est présent dans une cellule, cela indique le nombre
83




50 100 200 500
5 1 23 2 25 17 X 14 6 X 13 14 20 8 6 6
10 27 17 19 X 24 28 26 X X 22 27 19 X X X X X 29 X X
20 17 X 22 26 27 X X X 27 29 X X X X X X X X X X X X X X 29 26 X X X X
TABLEAU 4.3 – Résultat sur les instances de Taillard (organisées par taille) pour Σ2 =
{60%,70%,80%,90%,∞}. Cellule grise : la qualité de la meilleure solution de TMIIG est
atteinte. # / X : Nombre de fois où la meilleure solution de TMIIG est améliorée (X =
toutes les exécutions).
de fois où la méthode améliore la meilleure solution obtenue avec TMIIG au cours des
30 exécutions, un ’X’ indique 30/30. Les résultats obtenus pour les 30 instances avec 20
tâches ne sont pas rapportés ici car un simple IG parvient à trouver la solution optimale.
Les deux tableaux montrent que, dans tous les cas, la méthode atteint la meilleure so-
lution de TMIIG indépendamment des deux listes de niveaux de confiance Σ1 et Σ2. De
plus, ils montrent que toutes les instances avec 100, 200 et 500 tâches sont améliorées
avec l’algorithme IGSJ proposé.
Pour analyser plus en profondeur le comportement de la méthode, les tableaux 4.4 et
4.5 apportent quelques informations sur l’exécution de la méthode pour les deux listes
Σ1 et Σ2. Les résultats présentés sont la moyenne des RPD sur les 30 exécutions pour
toutes les instances d’une même taille (10). Les deux tableaux ont la même structure et
les conclusions sont également similaires. Nous discuterons d’abord des analyses com-
munes, puis soulignerons les différences au sein de la discussion.
Les premières parties de ces tableaux indiquent la taille du problème i.e. le nombre
de tâches pour chaque phase. Ces tâches sont soit des tâches originelles, soit des super-
jobs construits par la concaténation de plusieurs tâches, comme expliqué précédem-
ment. Cette mesure permet d’estimer la combinatoire du problème. Par exemple, dans
Tableau 4.4 pour les instances de taille 200, lorsqueσ= 60%, le nombre de tâches est en-
viron de 80-90 tâches. Cela signifie que la taille du problème a été divisée par plus de 2.
Dans la phase suivante, lorsque σ = 80%, certains super-jobs sont divisés et le nombre
de tâches est d’environ 130-140. La combinatoire est toujours réduite par rapport à la
taille initiale du problème. Comme mentionné précédemment lorsqueσ=∞ le nombre
de tâches est égal au nombre de tâches d’origine (i.e. 200 pour l’exemple précédent).
Cette première observation indique qu’il existe une réelle différence entre l’ensemble
des tâches obtenues pour les deux niveaux de confiance, ce qui montre que l’identifica-
tion des super-jobs est différente.
Une autre observation est que le nombre de machines a également un impact sur
l’identification des super-jobs. En effet, pour un nombre donné de tâches, plus le nombre
de machines est important, plus la combinatoire est petite. En ce qui concerne les ins-
tances de taille 500, le niveau élevé de la combinatoire peut s’expliquer par l’utilisation
de l’IG pour générer le pool de solutions. En effet, IG converge difficilement dans le
temps imparti pour des problèmes de grandes tailles. Les solutions du pool sont donc
trop diversifiées pour permettre d’identifier des sous-séquences communes de tâches.
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Instances Taille du problème Convergence
60% 80% Init IG60% IG80% IG∞
20×5 1.23 10.26 98.7 0.0 1.3 0.0
20×10 1.00 10.00 100.0 0.0 0.0 0.0
20×20 1.26 10.35 95.3 2.3 2.3 0.0
50×5 9.23 31.65 10.0 31.0 53.7 5.3
50×10 5.98 29.83 28.3 6.7 57.7 7.3
50×20 4.10 27.85 59.0 3.3 29.3 8.3
100×5 45.46 78.32 0.0 43.3 34.7 22.0
100×10 29.04 68.99 0.0 16.3 53.7 30.0
100×20 27.37 68.44 0.0 9.3 59.0 31.7
200×10 95.36 157.41 0.0 15.3 45.7 39.0
200×20 81.83 150.74 0.0 5.0 41.7 53.3
500×20 268.87 409.28 0.0 0.7 30.3 69.0
Instances RPD Temps (s)
Init IG60% IG80% IG∞ 60% 80% ∞ total
20×5 0.06 0.06 0.00 0.00 0.14 0.31 0.00 0.45
20×10 0.00 0.00 0.00 0.00 0.14 0.30 0.00 0.45
20×20 0.03 0.03 0.00 0.00 0.14 0.30 0.01 0.45
50×5 0.97 0.22 0.06 0.06 0.59 1.72 1.69 3.99
50×10 0.72 0.47 0.07 0.07 0.82 1.84 0.98 3.64
50×20 0.42 0.24 0.05 0.04 0.89 1.88 0.54 3.30
100×5 3.00 0.03 0.00 -0.01 6.88 7.07 8.98 22.93
100×10 1.69 0.07 -0.05 -0.07 3.25 7.48 9.38 20.11
100×20 1.49 0.09 -0.08 -0.10 2.82 7.71 9.22 19.74
200×10 2.89 -0.13 -0.18 -0.19 30.94 35.48 46.51 112.93
200×20 1.99 -0.20 -0.30 -0.32 22.12 39.35 48.80 110.27
500×20 2.81 -0.18 -0.24 -0.25 598.84 656.63 784.92 2040.38
TABLEAU 4.4 – IGSJ avec Σ1 = {60%,80%,∞}. Les mesures reportées sont la moyenne des
10 instances de chaque taille.
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Des mesures sur la convergence de IGSJ sont données dans la seconde partie des
deux tableaux. La colonne, appelée Convergence, indique en pourcentage, le nombre de
fois (sur les 30 exécutions) où la méthode - Ini t ou IG - atteint la meilleure solution de
l’exécution (moyenne des 10 instances de chaque taille), c’est-à-dire l’étape où la so-
lution a été améliorée pour la dernière fois durant l’exécution de l’algorithme. On peut
observer que dans les deux tableaux, pour les instances de taille 20, la meilleure solution
est principalement atteinte lors de la phase d’initialisation. En effet, pour les instances
de petites tailles, IG est très efficace et parvient à atteindre les solutions les plus connues.
Pour la taille 50, IGSJ parvient presque toujours à trouver sa meilleure solution avant de
considérer le problème original (σ=∞) contrairement à l’IG d’origine. Ceci valide l’uti-
lisation de super-jobs. Cependant, pour les problèmes de plus grande taille, certaines
améliorations sont encore obtenues dans la dernière phase lorsque le problème origi-
nal est pris en compte.
Cette analyse est renforcée par la troisième partie des tableaux qui indique la moyenne
des RPD à chaque phase. Ainsi, elle indique, à quelle distance de la meilleure solution
connue de la littérature, sont les solutions atteintes après chaque phase. Pour les ins-
tances de taille 20, la meilleure solution connue, qui est optimale, est atteinte (RPD = 0).
Pour la taille 50, les meilleures solutions sont souvent atteintes, mais pas pour chaque
exécution. Le plus intéressant est pour les grandes instances, car les solutions sont bien
meilleures que TMIIG. Une observation intéressante complémentaire pour les instances
de grandes tailles est la grande amélioration entre l’initialisation et la première phase
avec σ= 60%. Dans les phases suivantes, même si les solutions sont améliorées, l’amé-
lioration est moins importante par rapport au début, mais reste significative.
La dernière partie des deux tableaux indique le temps passé à chaque phase. Le cri-
tère d’arrêt, à chaque phase, est soit un temps maximal, soit un nombre maximal d’ité-
rations sans amélioration, tous deux dépendant du nombre de super-jobs (voir Section
4.4.1). Ainsi, comme on peut s’y attendre, dans la plupart des cas, le temps passé aug-
mente avec la valeur du niveau de confiance. Nous pouvons noter que le temps total
est assez important (il faut encore ajouter le temps de calcul pour la génération du pool
de solutions), mais l’objectif de l’approche est de montrer l’intérêt de l’intégration de
connaissances pour améliorer les méthodes d’optimisation. Nous ne considérons donc
pas les contraintes de temps de calcul réels.
En conclusion, l’utilisation des deux listes Σ1 et Σ2 donne des résultats similaires,
avec un RPD moyen légèrement plus petit pour Σ2. On remarque que les niveaux de
confiance supplémentaires ont permis d’améliorer les résultats. Cela s’explique par le
fait que seul un mouvement d’un nombre spécifique de tâches permet d’améliorer une
solution. La découpe des super-jobs en augmentant la confiance de 20% rend le super-
job trop petit pour réaliser un mouvement améliorant, alors qu’effectuer une diminu-
tion de la confiance plus progressive permet de trouver des solutions voisines amélio-
rantes intermédiaires plus facilement. Ce qui explique l’amélioration du RPD moyen
pour la liste Σ2.
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Instance Taille Pool
5 10 15 20 25
20×5 0,00 0,00 0,00 0,00 0,00
20×10 0,00 0,00 0,00 0,00 0,00
20×20 0,00 0,00 0,00 0,00 0,00
50×5 0,06 0,05 0,04 0,04 0,04
50×10 0,06 0,05 0,04 0,05 0,04
50×20 0,03 0,03 0,03 0,03 0,03
100×5 0,31 0,24 0,25 0,23 0,25
100×10 0,20 0,16 0,14 0,12 0,12
100×20 0,17 0,13 0,12 0,11 0,10
200×10 0,32 0,25 0,25 0,25 0,24
200×20 0,28 0,22 0,21 0,20 0,20
500×20 0,20 0,15 0,15 0,14 0,15
TABLEAU 4.6 – Valeur moyenne du RPD pour chaque taille d’instance, en fonction de la
taille de Pool d’apprentissage.
4.4.3 Discussion
Les résultats expérimentaux ont prouvé la performance de notre approche (IGSJ)
puisque les solutions ont été améliorées pour chaque instance de Taillard par rapport
à la méthode de base. Cette section fournit une discussion sur deux aspects importants
de la méthode : le temps de calcul requis pour la génération du pool de solutions, et
l’analyse de la dynamique de la méthode.
Discussion sur la génération du pool P ∗ Le temps de calcul de la méthode propo-
sée peut représenter un inconvénient lors de la résolution de grandes instances. Ce
temps de calcul est en partie explicité par la génération du pool de solutions P ∗. Le
fait est que la performance de l’approche est basée sur l’extraction des connaissances
de ce pool de solutions initiales utilisées pour identifier les super-jobs pertinents. Nous
avons constaté durant nos expérimentations que la qualité des solutions du pool im-
pacte beaucoup les performances, et donc que les heuristiques constructives ne donnent
pas des solutions de suffisamment bonne qualité pour identifier les super-jobs fiables.
Par conséquent, nous avons choisi IG, avec une limite de temps, pour donner des solu-
tions de bonne qualité pour le pool de solutions et cela prend donc du temps.
En outre, nous avons testé différentes tailles de pool comme le montre le Tableau 4.6.
Nous pouvons observer que le RPD pour un pool de 5 solutions est bien plus élevé que
pour des pools de 10 à 25 solutions. Cela s’explique par le fait que plus la taille est petite,
plus la chance d’avoir un pool représentatif est faible. Pour les autres tailles de pools, il
n’y a pas de différence significative pour le RPD.
À la suite de ces tests, nous avons décidé de générer un pool de 10 solutions seule-
ment, car des super-jobs pertinents peuvent être découverts, avec uniquement 10 so-
lutions. Un petit pool de solutions réduit considérablement le temps de calcul de l’ap-
proche. Cependant, le temps reste tout de même important. Par exemple, pour résoudre
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une instance de 200 jobs, 400 secondes sont nécessaires pour générer une solution du
pool, soit environ une heure pour les 10 solutions du pool. Cela est coûteux en temps de
calcul, cependant notre objectif est d’obtenir de nouvelles meilleures solutions.
Puisque notre approche est stochastique, dans les expériences exposées, la perfor-
mance est évaluée à partir de 30 exécutions de IGSJ pour chaque instance. Chaque exé-
cution génère son propre pool de solutions. Nous avons aussi conduit des expériences
où un seul groupe de 10 solutions a été généré et partagé entre les 30 exécutions. Les ré-
sultats expérimentaux étaient similaires : les meilleures solutions de la littérature ont été
atteintes pour les plus petites instances de Taillard, et améliorées pour les plus grandes.
L’utilisation d’un tel pool partagé diminue l’ensemble du temps de calcul pour les 30
exécutions.
Lors de l’analyse de la méthode, nous avons également remarqué que pour les ins-
tances les plus importantes (avec 500 tâches principalement), un meilleur pool de solu-
tions améliore l’identification des super-jobs et réduit davantage la combinatoire. Ainsi,
nous pouvons imaginer laisser plus de temps à l’IG pour générer un seul pool de solu-
tions de meilleure qualité, plutôt que générer un pool différent pour chaque exécution.
Discussion sur le comportement de la méthode Un autre aspect intéressant de la mé-
thode est que sa performance repose sur la réduction de la combinatoire du problème
qui est rendue possible par la structure particulière des optima locaux de bonne qualité.
Dans l’espace de recherche, chaque optimum local est le «centre» d’un bassin d’attrac-
tion. Tous les bassins rendent le paysage très robuste pour les méthodes de recherche
locale. La phase de perturbation de l’IG a été conçue pour échapper aux optima locaux,
et donc, à partir de leurs bassins d’attraction. Cependant, les bassins d’attraction ne sont
pas côte à côte, mais inclus les uns dans les autres ; le meilleur optimum local d’un grand
bassin peut être le centre des autres. Par conséquent, même avec une perturbation, une
méthode de recherche locale reste souvent dans le même grand bassin d’attraction. La
réduction de la combinatoire du problème, avec l’identification des super-jobs, produit
un effet intéressant sur le paysage. En effet, certains optima locaux originaux n’existent
plus dans le paysage réduit et donc ses bassins d’attraction non plus. Par conséquent,
les régions du paysage sont lissées, les bassins d’attractions originaux deviennent plus
grands et la performance de l’IG de notre approche est améliorée. Par exemple, pour les
instances avec 20 tâches (la plus facile des instances de Taillard), IG finit par converger
vers des solutions proches des meilleures solutions de la littérature sans les atteindre
à chaque fois, alors qu’avec la réduction de la combinatoire, IG atteint l’optimum à
chaque fois. La réduction du nombre de bassins d’attraction aide donc l’IG à évoluer
vers de meilleures zones de l’espace de recherche. L’exploitation des super-jobs efface
les régions rugueuses de l’espace de recherche et augmente les performances de l’IG.
Ces résultats encourageants nous conduisent à incorporer (IGSJ) dans un schéma plus
général.
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4.5 IIGSJ : Version itérée de IGSJ
4.5.1 Description
Les résultats expérimentaux présentés ci-dessus ont montré que le mécanisme d’ap-
prentissage est efficace pour les instances de petites et grandes tailles. En effet, IGSJ est
capable soit de trouver de nouvelles meilleures solutions, soit d’au moins atteindre les
meilleures solutions connues pour les instances de Taillard. Pour les instances les plus
grandes (et donc les plus difficiles) de taille 100, 200 et 500, de nouvelles meilleures solu-
tions ont été découvertes. Cependant les valeurs de RPD successives (voir section 4.4.2
Tableaux 4.4 et 4.5) montrent que IGSJ améliore encore la solution lorsque le problème
original est atteint, c’est-à-dire lors de la dernière étape où aucun super-job n’est pris
en compte (σ = ∞). Cela suggère que IGSJ n’a pas fini de converger et peut être amé-
lioré. Pour les instances de taille 500, nous avons remarqué que les solutions consti-
tuant le pool de départ et initiales utilisées pour identifier les super-jobs sont très diver-
sifiées (la taille du problème était à peine réduite de moitié avec le plus faible niveau de
confiance σ = 60%) car l’IG original n’est pas suffisamment efficace pour une instance
de cette taille. Sans aucun doute, cela a un effet sur les performances de l’exécution en-
tière de IGSJ. Itérer IGSJ à partir des solutions obtenues à la fin des 30 exécutions pour-
rait améliorer la qualité ainsi qu’augmenter la taille des super-jobs identifiés et donc la
performance de l’algorithme. L’approche itérative proposée (IIGSJ) donnée dans l’Algo-
rithme 4.3 est basée sur cette idée.
Algorithme 4.3 : IIGSJ : IGSJ itéré
Entrées : Σ=σ1,σ2, . . . : liste des niveaux de confiance dans l’ordre croissant;
P0 : ensemble initial de solutions;
I : nombre d’itérations ;
R : nombre de solutions construites à chaque itération i ;
ρ : nombre de solutions utilisées pour l’apprentissage;
Données : P i : ensemble de solutions construites à l’itération i ;
P tmp : Ensemble temporaire de solutions utilisées par IGSJ;
π : solution courante;
Sorties : π∗ meilleure solution.
π∗ =meilleur(P0) ; // Initialiser la meilleure solution avec la meilleure
solution de P0
pour i dans 1..I faire
/* PROCÉDURE INTERNE */
P i =; ; // Initialiser P i comme un ensemble vide
pour k dans 1..R faire
P tmp = Sélectionner (ρ,P i−1) ; // Sélectionner ρ solutions parmi P i−1
et les placer dans P tmp (i)
π= (P tmp ,Σ) ; // (ii)
P i =P i−1 ∪π ; // Placer π dans P i (iii)
π∗ =meilleur({π,π∗}) ; // Mémoriser la meilleure solution
retourner π∗
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IIGSJ commence avec un ensemble P0 de R solutions, itère I fois la procédure in-
terne et renvoie la meilleure solution π∗ trouvée. La procédure interne vise à construire
des ensembles de solutions de meilleure qualité afin d’espérer identifier des super-jobs
proches de ceux de la solution optimale. La figure 4.4 donne une illustration de cette
procédure interne. À l’itération i ∈ I, l’algorithme commence avec P i , un ensemble vide
où les nouvelles solutions R seront ajoutées itérativement en suivant ces trois étapes :
(i) d’abord, les solutions ρ sont uniformément sélectionnées au hasard dans l’ensemble
P i−1 et stockées dans un ensemble temporaire P tmp , puis (ii), IGSJ est appliquée avec
P tmp etΣ pour obtenir une nouvelle solution π qui est finalement (iii), stockée dans P i ,
l’ensemble de l’itération courante i ; si π est meilleure que la solution π∗ actuelle, elle la
remplace. Le paramètre ρ est utilisé pour sélectionner un sous-ensemble de solutions
pour maintenir la diversité dans le pool construit P tmp , sinon les mêmes super-jobs




FIGURE 4.4 – Illustration de la procédure interne de IIGSJ à l’itération i . Pour chaque
exécution (représentée par une couleur), ρ solutions (les croix encerclées) sont unifor-
mément sélectionnées dans P i−1 et utilisées pour identifier les super-jobs. IGSJ est exé-
cuté (flèche vers le bas) pour donner une nouvelle solution stockée dans P i . Ce proces-
sus est répété R fois. A la fin de l’itération i , P i contient R solutions et remplacera P i−1
pour l’itération suivante i +1.
4.5.2 Expérimentations
4.5.2.1 Protocole expérimental
IIGSJ présente des paramètres supplémentaires en plus de ceux de IGSJ . Nous avons
choisi de fixer le nombre R de solutions d’un pool (P i )i≥0, ce qui est statistiquement rai-
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Instance Makespan Écart Instance Makespan Écart Instance Makespan Écart Instance Makespan Écart
Ta01 1,486 0 Ta31 3,160 -1 Ta61 6,366 -31 Ta91 15,248 -71
Ta02 1,528 0 Ta32 3,432 0 Ta62 6,219 -15 Ta92 15,007 -78
Ta03 1,460 0 Ta33 3,210 -1 Ta63 6,108 -13 Ta93 15,276 -100
Ta04 1,588 0 Ta34 3,338 -1 Ta64 6,001 -25 Ta94 15,117 -83
Ta05 1,449 0 Ta35 3,356 0 Ta65 6,183 -17 Ta95 15,113 -96
Ta06 1,481 0 Ta36 3,346 -1 Ta66 6,058 -16 Ta96 14,997 -112
Ta07 1,483 0 Ta37 3,231 0 Ta67 6,224 -23 Ta97 15,300 -95
Ta08 1,482 0 Ta38 3,235 0 Ta68 6,115 -15 Ta98 15,162 -75
Ta09 1,469 0 Ta39 3,070 -2 Ta69 6,359 -11 Ta99 15,012 -88
Ta10 1,377 0 Ta40 3,317 0 Ta70 6,371 -10 Ta100 15,259 -81
Ta11 2,044 0 Ta41 4,274 0 Ta71 8,059 -18 Ta101 19,551 -130
Ta12 2,166 0 Ta42 4,177 0 Ta72 7,859 -21 Ta102 19,980 -116
Ta13 1,940 0 Ta43 4,099 0 Ta73 8,017 -11 Ta103 19,791 -122
Ta14 1,811 0 Ta44 4,399 0 Ta74 8,330 -18 Ta104 19,775 -153
Ta15 1,933 0 Ta45 4,322 0 Ta75 7,939 -19 Ta105 19,732 -111
Ta16 1,892 0 Ta46 4,289 0 Ta76 7,773 -28 Ta106 19,852 -90
Ta17 1,963 0 Ta47 4,420 0 Ta77 7,851 -15 Ta107 19,967 -145
Ta18 2,057 0 Ta48 4,318 0 Ta78 7,881 -32 Ta108 19,900 -156
Ta19 1,973 0 Ta49 4,155 0 Ta79 8,137 -24 Ta109 19,817 -101
Ta20 2,051 0 Ta50 4,283 0 Ta80 8,095 -19 Ta110 19,794 -141
Ta21 2,973 0 Ta51 6,129 0 Ta81 10,676 -24 Ta111 46,264 -425
Ta22 2,852 0 Ta52 5,725 0 Ta82 10,562 -32 Ta112 46,797 -478
Ta23 3,013 0 Ta53 5,862 0 Ta83 10,591 -20 Ta113 46,154 -390
Ta24 3,001 0 Ta54 5,788 0 Ta84 10,588 -19 Ta114 46,556 -343
Ta25 3,003 0 Ta55 5,886 0 Ta85 10,507 -32 Ta115 46,402 -339
Ta26 2,998 0 Ta56 5,863 0 Ta86 10,624 -66 Ta116 46,667 -274
Ta27 3,052 0 Ta57 5,962 0 Ta87 10,793 -32 Ta117 46,170 -339
Ta28 2,839 0 Ta58 5,926 0 Ta88 10,801 -38 Ta118 46,495 -378
Ta29 3,009 0 Ta59 5,876 0 Ta89 10,703 -20 Ta119 46,408 -335
Ta30 2,979 0 Ta60 5,958 0 Ta90 10,752 -46 Ta120 46,433 -414
TABLEAU 4.7 – Comparaison des solutions avec TMIIG (L’écart est calculé par rapport à
TMIIG). En gras, cela indique qu’une solution est meilleure que celle de TMIIG.
sonnable pour évaluer la performance moyenne de l’approche; De même, nous choisis-
sons de fixer le nombre de solutions ρ à 10 comme dans les expérimentations de la Sec-
tion 4.4 où 10 solutions ont été utilisées pour identifier les super-jobs, et le nombre d’ité-
rations I est fixé à 5, suffisant pour converger et éviter le sur-apprentissage. L’Iterated
greedy (IG) de RUIZ et STÜTZLE [2007] est toujours l’algorithme utilisé dans IGSJ pour
améliorer les solutions. Il est arrêté selon deux conditions : soit un temps maximal de
n2s j ms (où ns j est le nombre actuel de super-jobs), soit un nombre maximal d’itérations
sans amélioration de 25∗n est atteint. Notez que ce critère d’arrêt est plus court que ce-
lui défini dans les expériences précédentes (Section 4.4). En effet, puisque le processus
est itéré, la fin de la convergence n’est pas nécessaire pour chaque exécution de IGSG. De
plus, l’utilisation de IGSJ nécessite la définition du paramètreΣpour identifier les tâches
avec différents niveaux de confiance. Nous utilisons Σ= {60%,70%,80%,90%,∞} car les
expérimentations précédentes ont montré de meilleurs résultats pour les instances de
grandes tailles avec cette liste de valeurs
4.5.2.2 Résultats
Le tableau 4.7 rapporte les meilleures solutions obtenues par IIGSJ pour toutes les
instances de Taillard et donne la valeur d’écart (Gap) entre les résultats obtenus par
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notre approche et les meilleures solutions antérieures de la littérature obtenues par
TMIIG de DING et collab. [2015]. Un écart égal à 0 signifie que IIGSJ atteint les meilleures
solutions de TMIIG, et un écart strictement négatif signifie qu’il trouve une solution de
meilleure qualité que TMIIG. Ce tableau montre que pour les plus grandes instances
de taille 100, 200 et 500 tâches, IIGSJ améliore les résultats déjà obtenus avec IGSJ et
découvre même de meilleures solutions. La qualité de la solution la plus améliorée a eu
son makespan minimisé de 1% sur l’instance Ta112 par exemple. Ces résultats montrent
que IIGSJ est très efficace pour résoudre des instances de grandes tailles du problème
d’ordonnancement de flowshop sans temps d’attente comme les instances de Taillard.
Iter 0 Iter 1 Iter 2 Iter 3 Iter 4 Iter 5 Total
Instances RPD Temps (s) RPD Temps (s) RPD Temps (s) RPD Temps (s) RPD Temps (s) RPD Temps (s)
20×5 0.000 14 0.000 14 0.000 14 0.000 14 0.000 14 0.000 71
20×10 0.000 14 0.000 14 0.000 14 0.000 14 0.000 14 0.000 71
20×20 0.015 15 0.001 14 0.000 14 0.000 14 0.000 14 0.000 71
50×5 0.276 129 0.073 112 0.029 103 0.020 101 0.013 100 0.009 545
50×10 0.128 124 0.059 107 0.037 101 0.020 97 0.019 98 0.019 527
50×20 0.120 111 0.034 100 0.016 97 0.010 96 0.010 94 0.010 497
100×5 1.015 742 0.317 370 0.162 253 0.134 236 0.107 229 0.102 1830
100×10 0.577 332 0.215 282 0.147 254 0.134 243 0.124 231 0.112 1341
100×20 0.587 324 0.222 265 0.159 244 0.137 226 0.127 206 0.124 1264
200×10 1.431 1835 0.441 1281 0.187 1084 0.102 1005 0.085 976 0.084 6181
200×20 1.180 1726 0.366 1269 0.206 1116 0.134 1048 0.105 908 0.082 6068
500×20 1.748 32906 0.598 20789 0.299 16668 0.157 14747 0.090 11728 0.055 96838
TABLEAU 4.8 – Analyse de la dynamique de IIGSJ. Les résultats obtenus pour chaque
itération sont présentés selon les 12 tailles différentes des instances de Taillard N×M.
La valeur RPD est calculée à partir de la qualité des meilleures solutions indiquée dans
le Tableau 4.7. Les temps sont donnés en secondes. Pour chaque itération, les valeurs
rapportées de RPD et de temps sont les valeurs moyennes calculées sur 200 exécutions
(10 instances/taille x 20 exécutions).
Dans ce qui suit, nous détaillons les résultats obtenus par IIGSJ et discutons de l’in-
térêt d’utiliser IGSJ itérativement. Nous présentons les résultats en regroupant les ins-
tances de Taillard en fonction des 12 tailles différentes (N×M) puisque le nombre de
tâches N et le nombre de machines M impactent la résolution du problème. Dans nos
expérimentations, une itération de IIGSJ fournit 20 solutions. Toutes les solutions ob-
tenues après chaque itération lors d’une exécution de IIGSJ sont mémorisées afin de
faire une analyse a posteriori pour valider l’intérêt d’itérer IGSJ. Après avoir exécuté
IIGSJ sur les instances de Taillard, nous comparons les qualités des solutions obtenues
après chaque itération avec la (nouvelle) qualité obtenue des solutions par rapport à
TMIIG (valeurs rapportées dans le tableau 4.7) pour calculer la valeur de RPD (voir Sec-
tion 4.4.1). Le tableau 4.8 donne le RPD moyen calculé à partir des 200 valeurs obtenues
(20 solutions par itération, 10 instances par taille) pour chaque itération de IIGSJ. Une
valeur de RPD nulle signifie que la qualité des 200 solutions fournies à l’itération consi-
dérée est égale à la qualité de la meilleure solution connue pour chacune des 10 ins-
tances respectivement. Une valeur de RPD strictement positive signifie qu’au moins une
solution fournie à la fin de l’itération n’a pas la meilleure qualité connue. Comme prévu,
le RPD moyen diminue avec les itérations successives qui montrent l’intérêt d’exploiter
la solution fournie par une itération pour identifier de nouveaux et meilleurs super-jobs.
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FIGURE 4.5 – Boîte à moustache des valeurs de RPD pour 5 itérations de IIGSJ.
Cette diminution est illustrée sur la figure 4.5 qui montre les boîtes à moustaches
associées pour les instances les plus difficiles (20 instances de tâches sont résolues de
façon optimale dès la première itération).
Une ligne sépare chaque graphique : la partie gauche correspond à la première ité-
ration (comme une exécution de IGSJ) tandis que la partie droite correspond aux pro-
chaines itérations effectuées dans IIGSJ. Nous observons que plus la taille de l’instance
est grande, plus l’amélioration de la qualité médiane est importante. Entre les itérations
4 et 5, pour différentes instances (par exemple 100× 10, 100× 20, 200× 10), certaines
qualités sont même détériorées. Ceci peut être expliqué par un sur-apprentissage où les
solutions dans les ensembles P3 ou P4 sont trop similaires, et donc l’approche a du mal
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à détecter de nouveaux super-jobs et reste coincée dans une région particulière de l’es-
pace de recherche. Par conséquent, le nombre d’itérations de IIGSJ doit être réglé avec
soin pour éviter un sur-apprentissage et une perte de temps.
Le tableau 4.8 indique également, en secondes, le temps d’exécution moyen pour
chaque itération et la moyenne du temps total. Comme le temps d’exécution dépend
du nombre de (super-)jobs (voir section 4.5.2.1), il augmente lorsque le nombre de jobs
augmente. Cette valeur atteint près de 28 heures pour les instances les plus importantes
(taille 500). Évidemment, ce temps n’est pas satisfaisant en pratique. Mais, dans ces ex-
périmentations, notre objectif est simplement d’améliorer les performances de notre
approche initiale IIGSJ pour améliorer les meilleures solutions trouvées par TMIIG et
montrer l’intérêt de l’intégration de connaissances ; ce qui a été fait. Si nous analysons
plus attentivement les temps moyens pour chaque itération, nous observons une réduc-
tion du temps inversement proportionnelle à la taille de l’instance, plus cette réduction
est importante, plus le nombre de tâches est élevé. Nous pouvons expliquer cela par
l’augmentation de la taille des super-jobs et la diminution de leur nombre. Les solu-
tions sont de plus en plus similaires au sein de l’ensemble et peuvent donc partager de
plus grandes sous-séquences de tâches qui donnent un nombre de plus en plus petit de
tâches.
4.5.3 Positionnement dans la littérature
La méthode que nous avons proposée a été dépassée par une approche plus récente
que TMIIG qui a été réalisée en parallèle de notre travail. L’approche de LIN et YING
[2016] propose de réduire le problème en un problème de voyageur de commerce pour
résoudre le problème de façon optimale très rapidement en utilisant un solveur existant
(Gurobi).
Le tableau 4.9 montre le RPD de notre approche par rapport aux solutions optimales
trouvées par LIN et YING [2016]. On peut remarquer que le RPD est très peu différent
de celui que l’on avait obtenu dans le tableau 4.8. Cela montre donc que notre approche
était très proche des solutions optimales, ce qui confirme d’autant plus que l’intégration
de connaissance a permis à l’IG, une méta-heuristique relativement simple, d’atteindre
des solutions quasi optimales.
4.6 Conclusion
Dans ce chapitre, nous avons présenté une nouvelle approche basée sur l’algorithme
Iterated Greedy utilisant l’intégration de connaissances, qui a trouvé 64 nouvelles meilleures
solutions pour les instances de Taillard pour le problème d’ordonnancement de flow-
shop de permutation sans temps d’attente (NWFSP) (avant l’article de LIN et YING [2016]).
La nouveauté de cette approche est de modifier le paysage lors de la recherche en rédui-
sant d’abord la taille du problème initial puis en l’augmentant. Ce processus est possible
grâce à la structure commune observée sur les solutions de bonne qualité du NWFSP
qui présentent des sous-séquences communes de tâches consécutives. L’identification
de ces sous-séquences a été discutée dans ce chapitre et a conduit à la définition de
95















TABLEAU 4.9 – La valeur RPD est calculée à partir des nouvelles meilleures solutions de
littérature de LIN et YING [2016].
super-jobs selon un niveau de confiance. Les super-jobs sont considérés comme une
seule tâche du problème, le niveau de confiance détermine donc indirectement la taille
du problème à résoudre. L’approche proposée consiste à exploiter successivement ces
super-jobs dans l’exécution de l’Iterated Greedy.
Dans les expérimentations, nous montrons que le nombre de super-jobs identifiés
avec un niveau de confiance moyen (ici, 60%) réduit de moitié la taille du problème. Par
conséquent, l’algorithme Iterated Greedy découvre plus facilement de bonnes régions
de l’espace de recherche. L’augmentation du niveau de confiance décompose peu à peu
les super-jobs précédemment identifiés, l’espace de recherche se révèle donc progressi-
vement.
En outre, IGSJ a été intégrée dans une approche itérative, appelée IIGSJ, pour tirer
parti des solutions trouvées après chaque exécution pour identifier de meilleurs super-
jobs. Malgré le temps de calcul élevé de cette méthode, les performances de IGSJ ont été
améliorées avec succès puisque les solutions trouvées par IIGSJ sont bien meilleures. Ce
travail montre l’intérêt de l’utilisation des connaissances dans les méthodes d’optimisa-
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5.1 Introduction
Dans le chapitre précédent, nous avons utilisé l’intégration de connaissances dans
le but de modifier le paysage de l’espace de recherche en agissant sur la structure des
solutions. Dans ce chapitre, nous allons utiliser l’intégration de connaissances afin de
réduire la taille du voisinage du problème présenté dans le chapitre 1 : la sélection d’at-
tributs pour la classification supervisée.
La sélection d’attributs pour la classification supervisée est un problème composé de
deux sous-problèmes : la classification supervisée et la sélection d’attributs. Pour le pre-
mier problème, la classification supervisée, nous disposons d’un ensemble d’observa-
tions, tel qu’à chaque observation, un label (aussi appelé classe) est associé. Chacune de
ces observations est définie par un ensemble d’attributs (aussi appelé caractéristiques).
L’objectif de la classification supervisée est de créer un modèle de classification à partir
de ces données afin de prédire le label des nouvelles observations. Cependant, trou-
ver un modèle de classification pertinent peut-être difficile si le nombre d’attributs est
important. Afin de pallier cette problématique, la résolution du second problème est
nécessaire.
Le problème de sélection d’attributs consiste ainsi à choisir un sous-ensemble perti-
nent d’attributs pour un problème donné. Dans notre problématique, la sélection d’at-
tributs doit donc choisir les attributs qui vont permettre de rendre plus efficace la re-
cherche du modèle associé à une classification supervisée. Ainsi la sélection d’attributs
a plusieurs objectifs :
1. Réduire le sur-apprentissage, c’est-à-dire réduire la spécialisation du modèle de
classification aux observations connues. Ce qui permet d’augmenter la robustesse
de la classification sur la prédiction des nouvelles données.
2. Réduire le temps de calcul des algorithmes pour la classification, car ils ont moins
d’attributs à traiter ce qui permet de trouver plus facilement un bon modèle de
classification.
3. Simplifier la compréhension d’un modèle de classification. En effet, moins il y
aura d’attributs et moins il y aura de règles complexes pour la classification.
CORNE et collab. [2012] ont montré que la sélection d’attributs pour la classification
supervisée peut-être modélisée sous la forme d’un problème d’optimisation combina-
toire. En effet, ce problème consiste à choisir un sous-ensemble d’attributs parmi un
plus grand ensemble de n attributs. Il existe ainsi, un nombre fini de solutions (2n so-
lutions, sachant qu’un attribut est soit sélectionné, soit pas). De plus, pour évaluer la
qualité d’une solution, le sous-ensemble d’attributs est utilisé pour générer un modèle
de classification, et la qualité de ce modèle détermine alors la qualité du sous-ensemble
d’attributs. Cependant, la création d’un modèle de classification à partir d’un ensemble
d’attributs peut-être une opération coûteuse en temps en fonction de l’algorithme de
classification, ce qui peut rendre inefficaces les méthodes d’optimisation.
L’objectif de ce chapitre est ainsi de proposer une approche avec intégration de connais-
sances dans une méthode d’optimisation combinatoire, tout en utilisant un algorithme
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de classification très performant : SVM, afin de résoudre des problèmes de très grandes
tailles. Nous proposons ici d’utiliser l’intégration de connaissances pour apprendre des
structures des bonnes solutions, les attributs les plus pertinents. Cela permettra entre
autres de déterminer si une solution, avant même de l’évaluer, est potentiellement une
bonne solution ou non. Ainsi, notre approche évaluera uniquement les solutions les plus
prometteuses et évitera l’évaluation coûteuse de nombreuses solutions.
Pour cela, nous allons utiliser une recherche locale avec un mécanisme tabou et une
matrice de connaissances inspirée des algorithmes à colonies de fourmis afin de sélec-
tionner les solutions à évaluer et donc réduire le nombre d’évaluations. Cette matrice
permettra aussi bien d’intensifier (recherche locale améliorante) que de diversifier (per-
turber les solutions afin d’explorer d’autres zones de l’espace de recherche) les solu-
tions parcourues. De plus, contrairement à ce qui a été jusqu’alors proposé dans cette
thèse, nous proposons ici une méthode dynamique, c’est-à-dire que la connaissance ex-
traite évolue au cours de la recherche. Ainsi, conformément à notre taxonomie présen-
tée dans le chapitre 2, la méthode proposée dans ce chapitre est de la forme suivante :
Scur /MLk /(DIV + INT)∗. Cette approche a fait l’objet d’une publication dans la confé-
rence LION 2016 (MOUSIN et collab. [2016]).
Le reste de ce chapitre est organisé comme suit : la section 5.2 présente l’algorithme
utilisé : le Learning Tabu Search. Ensuite, la section 5.3 rappelle quelques notions de
la sélection d’attributs pour la classification supervisée et modélise ce problème pour
une recherche locale. Ensuite, nous proposons une adaptation du Learning Tabu Search
pour la sélection d’attributs dans la section 5.4. Et enfin, la section 5.5 valide notre ap-
proche grâce aux expérimentations, et compare les résultats avec l’approche classique
de la recherche tabou afin de montrer la contribution du mécanisme d’apprentissage.
5.2 Une recherche tabou avec intégration de connaissances :
Le Learning Tabu Search
Dans les recherches locales, et en particulier dans la recherche tabou, l’exploration
du voisinage d’une solution peut être coûteuse en temps de calcul. En effet, dans la re-
cherche tabou telle qu’elle est définie dans la littérature, au moins toutes les solutions
voisines non tabou sont évaluées à chaque itération. Cependant, dans le problème de
sélection d’attributs, l’évaluation d’une solution est donnée par la qualité de classifi-
cation du modèle généré par l’algorithme de classification (Exemple : k plus proches
voisins (k-NN), machine à vecteurs de support (SVM) ...) où une évaluation peut deve-
nir coûteuse en temps en fonction de ce dernier. L’exploration du voisinage peut alors
rapidement devenir non réalisable lorsque le nombre d’observations et/où d’attributs
devient grand. Ainsi, une évaluation complète du voisinage à chaque itération ne peut
pas être considérée.
Dans un même contexte d’évaluation coûteuse, ZUFFEREY et SCHINDL [2015], pour
un problème de réseau de chemin de fer, ont défini une recherche tabou intégrant de
la connaissance pour pallier le problème de l’évaluation coûteuse : le Learning Tabu
Search (LTS). Dans cette approche, l’exploration du voisinage est divisée en deux étapes :
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(i ) l’estimation du voisinage, (i i ) l’évaluation des Q voisins les plus prometteurs. Ainsi,
LTS est basé sur une fonction d’estimation utilisée pour estimer la qualité potentielle de
chaque solution voisine. Le calcul de cette estimation est basé sur l’idée suivante :
"Soit une combinaison de caractéristiques définies, si des combinaisons de caracté-
ristiques sont souvent présentes dans les bonnes solutions pendant la recherche, alors
ces combinaisons doivent être privilégiées pour la génération des nouvelles solutions"
En d’autres termes, la qualité d’une combinaison de caractéristiques est déterminée
par la qualité des solutions dans lesquelles cette combinaison apparaît. La définition
d’une combinaison de caractéristiques est à définir en fonction du problème (Exemple :
Présence de deux attributs ensemble dans une solution, Succession de tâches consé-
cutives dans un problème d’ordonnancement, etc.). Pour estimer cette qualité, LTS a
besoin d’une mémoire pour sauvegarder la qualité de chaque combinaison de caracté-
ristiques.
La représentation de la mémoire utilisée pour le Learning Tabu Search s’inspire gran-
dement des phéromones utilisées dans les algorithmes à colonies de fourmis (ACO -
DORIGO et collab. [1996]). Dans ce type d’algorithme, les fourmis construisent des so-
lutions composant par composant. Le choix de ces composants est réalisé en fonction
de la trace (appelée trail) laissée par les fourmis. La valeur de cette trace est proportion-
nelle à la qualité de la solution construite par les fourmis afin de guider plus rapidement
les prochaines fourmis vers des solutions plus prometteuses. Ainsi, la valeur de trail va
indiquer le chemin à prendre pour construire des bonnes solutions.
Dans le cas du Learning Tabu Search, la valeur de trail représente l’importance d’une
combinaison de caractéristiques à être présente dans la solution. En d’autres termes,
cela permet de diriger une solution afin d’obtenir ces combinaisons de caractéristiques.
Une grande valeur de trail implique une combinaison de bonne qualité. Comme dans les
algorithmes de fourmis, la mémoire a besoin d’être mise à jour pour que la valeur de trail
des combinaisons prometteuses augmente, et à l’inverse, que la valeur diminue pour
les combinaisons qui n’apparaissent plus dans les bonnes solutions. Pour l’oubli des
combinaisons qui n’apparaissent plus, un mécanisme d’évaporation est généralement
mis en place.
Contrairement aux algorithmes de fourmis, le Learning Tabu Search ne met pas à
jour sa mémoire à chaque itération. La mise à jour se fait à un intervalle régulier, appelé
cycle. Les meilleures solutions trouvées pendant chaque cycle sont utilisées pour mettre
à jour la valeur de trail des différentes combinaisons. La taille d’un cycle est un para-
mètre sensible de LTS car elle a un fort impact sur les performances du mécanisme d’ap-
prentissage. Un cycle trop petit signifie que la solution ne changera pas beaucoup avant
la prochaine mise à jour, et donc que l’algorithme risque de renforcer des mauvaises
combinaisons. A l’inverse, un cycle trop grand risque d’avoir des difficultés à trouver
des combinaisons communes entre les solutions.
Pour éviter que l’algorithme ne converge vers une zone précise de l’espace de re-
cherche dû à la direction forcée par l’apprentissage, un mécanisme de diversification
est mis en place dans le but de visiter de nouvelles régions de l’espace de recherche. Ce
mécanisme modifie la politique de choix du voisinage, ainsi, au lieu de choisir les Q voi-
sins les plus prometteurs, pendant une phase de diversification, ce sont les Q voisins les
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moins prometteurs qui seront choisis.
L’algorithme 5.1 donne un aperçu global du schéma d’un algorithme Learning Tabu
Search. À partir d’une solution initiale, différentes étapes sont appliquées jusqu’à ce que
le critère d’arrêt soit atteint. Tous les voisins non tabous sont estimés et ensuite, les Q
voisins sélectionnés en accord avec la politique de diversification sont évalués. Les voi-
sins les plus prometteurs avec l’estimation la plus forte sont choisis lorsqu’il n’y a pas
de diversification. À l’inverse, les voisins avec l’estimation la plus faible sont choisis lors
qu’il y a diversification. À la fin de l’exploration du voisinage, la meilleure solution de-
puis le début de la recherche s∗, la meilleure solution du cycle courant ŝ et la liste tabou
sont mises à jour. À la fin de chaque cycle, les valeurs de trails sont mises à jour avec la
qualité de ŝ.
Algorithme 5.1 : Learning Tabu Search (LTS)






Estimer la qualité des voisins non tabou de N (s);
NQ ← Q voisins de N (s) sélectionnés en accord avec la politique de
diversification;
s ← ar g maxs′∈NQ f (s′);
si f (s) > f (ŝ) alors
ŝ ← s;
si f (s) > f (s∗) alors
s∗ ← s;
Mise à jour de la liste tabou;
si Fin du cycle alors
Mettre à jour le trail de chaque combinaison de caractéristique avec ŝ;
ŝ ← s;
jusqu’à condition d’arrêt rencontrée;
retourner s*
Pour utiliser LTS dans le cadre du problème de sélection d’attributs, nous devons
dans un premier temps modéliser le problème de sélection d’attributs pour une re-
cherche locale, puis définir les différentes parties de LTS pour la sélection d’attributs,
à savoir : la définition d’une combinaison de caractéristiques et la valeur de trail asso-
ciée, la définition de la fonction d’estimation, la sélection des voisins prometteurs, la
procédure de mise à jour du trail et le mécanisme de diversification.
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5.3 Modélisation d’un problème de sélection d’attributs
Avant de modéliser le problème de sélection d’attributs comme un problème d’opti-
misation combinatoire, nous allons faire un rapide rappel des notions abordées dans le
premier chapitre qui sont nécessaires à la bonne compréhension de ce chapitre.
5.3.1 Classification supervisée et sélection d’attributs
Dans un problème de classification supervisée, nous avons comme données d’en-
trée un ensemble d’observations et pour chaque observation, un label est associé. L’ob-
jectif est ainsi de créer un classifieur (qui peut-être décrit par un ensemble de règles par
exemple) pour réaliser la classification de nouvelles données, c’est-à-dire leur affecter




Taille Couleur yeux Poids Fumeur Âge Label
Observation 1 1m75 Bleu 95Kg Non 27 ans Homme
Observation 2 1m56 Marron 55Kg Oui 15 ans Femme
Observation 3 1m63 Bleu 75Kg Oui 20 ans Homme
Observation 4 1m51 Vert 48Kg Oui 18 ans Femme
Nouvelle observation 1m61 Bleu 67Kg Non 21 ans ?
TABLEAU 5.1 – Exemple de classification d’individus homme/femme
À partir de ces observations, il faut déterminer un ensemble de règles pour réaliser
une bonne prédiction, à savoir, trouver si un individu est un homme ou une femme à
partir de certaines caractéristiques. Avec ces 4 observations, les règles suivantes peuvent
être établies.
1. Les hommes mesurent plus de 1m60, ont plus de 19 ans, ont les yeux bleus, ont un
poids de plus de 65Kg.
2. Les femmes mesurent moins de 1m60, ont moins de 19 ans, sont fumeuses, ont
un poids de moins de 65Kg.
Ainsi, la nouvelle observation correspondrait plus à un homme. Or on sait que, les at-
tributs "Couleur des yeux", "Fumeur" et "Âge" n’ont aucune incidence pour déterminer
le sexe d’une personne.
La sélection d’attributs peut-être utilisée afin de ne garder qu’un ensemble pertinent
d’attributs. Ainsi une bonne solution pour notre exemple pourrait être le sous-ensemble
d’attributs {Tai l le,Poi d s}.
Pour résoudre ce problème (sélectionner les attributs pertinents pour trouver un bon
modèle de classification supervisée), nous allons le modéliser sous la forme d’un pro-
blème d’optimisation combinatoire où l’on cherche à sélectionner un sous-ensemble
d’attributs parmi n.
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5.3.2 Représentation d’une solution
Nous représenterons une solution s (un sous-ensemble d’attributs) sous la forme
d’un vecteur 0-1 de taille n, le nombre total d’attributs :
s = [a1, ..., an], tel que ai ∈ {0,1},∀i ∈ {1, ...,n} (5.1)
Le i ème élément du vecteur indique si l’attribut i est choisi (ai = 1) ou s’il ne l’est pas
(ai = 0). L’espace des solutions est donc défini par tous les sous-ensembles possibles
d’attributs sélectionnés parmi n, soit 2n solutions.
Dans l’exemple de la section 5.3.1, la solution proposée serait donc représentée sous
la forme s = [1,0,1,0,0].
5.3.3 Évaluation d’une solution
La qualité d’une solution pour le problème de sélection d’attributs pour la classifi-
cation supervisée est définie selon plusieurs critères. Les deux critères étudiés dans ces
travaux sont :
— le nombre d’attributs sélectionnés (noté features) à minimiser
— le pourcentage d’observations correctement labellisées (noté accuracy) à maxi-
miser
Le premier critère, features, est un critère très important. En effet, l’objectif initial de
la sélection d’attributs est de réduire la taille des données à traiter par les algorithmes de
classifications, de plus, cela permet aussi de simplifier la compréhension d’un modèle
de classification. Ce critère est donc à minimiser et est défini par le ratio entre le nombre
d’attributs sélectionnés (noté #S_Featur es) et le nombre total d’attributs (noté n). Dans
le but d’avoir deux critères à maximiser, nous définissons la formule suivante pour ce
critère :
f eatur es = 1− #S_Featur es
n
(5.2)
Le second critère, le pourcentage d’observations correctement labellisées, aussi ap-
pelé précision ou accuracy, est défini par le ratio entre les observations correctement
labellisées et le nombre total d’observations. L’accuracy est à maximiser et est défini par
la formule suivante :
accur ac y = nombre d’observations correctement labellisées
nombre total d’observations
(5.3)
Nous sommes donc dans un contexte bi-objectif où nous avons deux objectifs à
maximiser. Cependant, nous considérerons la sélection d’attributs comme un problème
mono-objectif grâce à une fonction d’agrégation f qui est une somme pondérée des
deux objectifs accuracy et features :
f = α∗accur ac y + (1−α)∗ f eatur es, tel que α ∈ [0,1] (5.4)
Ainsi nous cherchons à trouver le sous-ensemble d’attributs qui maximise la fonc-
tion f .
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Solution initiale s 0 1 1 0 1
Solution voisine s′1 1 1 1 0 1
Solution voisine s′2 0 0 1 0 1
Solution voisine s′3 0 1 0 0 1
Solution voisine s′4 0 1 1 1 1
Solution voisine s′5 0 1 1 0 0
TABLEAU 5.2 – Voisinage d’une solution à 5 attributs
5.3.4 Voisinage d’une solution
Comme nous avons modélisé la sélection d’attributs comme un problème 0-1, nous
considérons comme opérateur de voisinage, l’opérateur one-flip, qui consiste à l’inver-
sion d’un seul bit de la solution, ainsi pour toute solution s de l’espace de recherche,
l’ensemble des solutions voisines est défini par :
N 01 (s) = {s′ | ∃i ∈ {1, ...,n} tel que a′i 6= ai et ∀ j 6= i , a′j = a j } (5.5)
Ainsi, pour une solution s, il existe n solutions voisines. Le tableau 5.2 montre un
exemple d’une solution à 5 attributs et ses 5 solutions voisines.
Cependant, la sélection d’attributs consiste à minimiser le nombre d’attributs, ainsi
une bonne solution sera plutôt représentée avec une grande quantité de bits égaux à
0. Ainsi, avec une stratégie de sélection de la première solution voisine améliorante, la
probabilité d’avoir une solution voisine améliorante avec une inversion d’un bit de 0 à 1
sera beaucoup plus importante que celle d’inverser un bit de 1 à 0.
Par conséquent, dans le but de donner la même chance d’avoir une inversion de 0 à 1
et de 1 à 0 (augmenter ou diminuer le nombre d’attributs), nous avons divisé le voisinage
en deux sous-voisinages. Le voisinage des ajouts (NA) qui est l’ensemble des solutions
où le bit est inversé de 0 à 1. Le voisinage des suppressions (ND) qui est l’ensemble des
solutions où le bit est inversé de 1 à 0. Ainsi, N 01 (s) =NA(s)∪ND(s) et NA(s)∩ND(s) =;.
Les voisinages NA et ND sont définis comme suit :
NA(s) = {s′ | ∃i ∈ {1, ...,n} tel que a′i = 1 et ai = 0 et ∀ j 6= i , a′j = a j } (5.6)
ND(s) = {s′ | ∃i ∈ {1, ...,n} tel que a′i = 0 et ai = 1 et ∀ j 6= i , a′j = a j } (5.7)
Ainsi, dans notre exemple précédent, les ensembles seront les suivants : NA(s) =
{s′1, s
′
4} et ND(s) = {s′2, s′3, s′5}
Maintenant que la sélection d’attributs est modélisée pour une recherche locale,
nous pouvons adapter l’algorithme du Learning Tabu Search pour ce problème.
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5.4 Adaptation du Learning Tabu Search pour la sélection
d’attributs
Dans cette section, nous modélisons le Learning Tabu Search pour le problème de
sélection d’attributs.
5.4.1 Définition d’une combinaison de caractéristiques et de la valeur
de trail associée
La combinaison de deux caractéristiques correspond dans notre problème à la pré-
sence simultanée ou non de deux attributs. Ainsi la qualité d’une combinaison d’attri-
buts sera définie par la qualité des solutions où les deux attributs apparaissent ensemble
dans les bonnes solutions. Dans le cadre de la sélection d’attributs, cela signifie la qua-
lité de l’information apportée par la sélection conjointe des deux attributs.
La valeur de trail entre deux attributs ai et a j , notée tr (ai , a j ), indique si la combi-
naison des attributs ai et a j est prometteuse, par rapport à l’historique de la recherche.
Ainsi, ces valeurs seront stockées dans une matrice symétrique (tr (ai , a j ) = tr (a j , ai ))
que nous appellerons Matrice de trail.
5.4.2 Estimation de la qualité des voisins
Une solution s et chaque solution voisine s′ diffèrent d’un attribut ai (l’opérateur de
voisinage étant le one-flip). Inspiré des travaux de ZUFFEREY et SCHINDL [2015], l’esti-
mation d’une solution voisine, notée Est i m(s, ai ), est calculée par la quantité d’infor-
mations apportée par l’attribut ai en relation avec les autres attributs présents dans s :
Est i m(s′i ) = Est i m(s, ai ) =
∑
a j∈s,a j 6=ai
tr (ai , a j )∗δs(a j )
{
δs(a j ) = 1 si a j = 1 dans s
δs(a j ) = 0 sinon.
(5.8)
Pour une meilleure compréhension de la fonction d’estimation, nous allons sup-
poser une matrice de trail initialisée avec quelques valeurs (cf. Tableau 5.3a). Nous al-
lons considérer l’exemple du tableau 5.2, ainsi soit la solution s = {0,1,1,0,1}, telle que
{a1, a4} = 0 et {a2, a3, a4} = 0. Conformément à l’équation 5.8, seuls les attributs présents
dans la solution sont pris en compte dans l’estimation d’une solution voisine. D’où l’es-
timation suivante pour s′1 :
Est i m(s′1) = Est i m(s, a1) = tr (a1, a2)+ tr (a1, a3)+ tr (a1, a5) = 10+7+8 = 25 (5.9)
Le tableau 5.3b donne l’estimation pour toutes les solutions voisines de s.
5.4.3 Exploration du voisinage
NA et ND sont les voisinages composés respectivement des ajouts et suppressions
d’attributs. L’ajout le plus prometteur dans NA est l’attribut ai dans la solution s (a1 :
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a1 a2 a3 a4 a5
a1 - 10 7 10 8
a2 - 6 19 18
a3 - 20 14
a4 - 4
a5 -
(a) Matrice de trail pour 5 attributs.
a1 a2 a3 a4 a5
Solution s 0 1 1 0 1
Est i m(s′1) = Est i m(s, a1) = 25
Est i m(s′2) = Est i m(s, a2) = 24
Est i m(s′3) = Est i m(s, a3) = 20
Est i m(s′4) = Est i m(s, a4) = 43
Est i m(s′5) = Est i m(s, a5) = 32
(b) Une solution et l’estimation de chaque
voisin associé.
TABLEAU 5.3 – Exemple d’une matrice de trail, d’une solution, et de l’estimation de son
voisinage.
0 → 1), tel que la valeur de Est i m(s, ai ) soit la plus grande, dans le but que l’ajout de cet
attribut apporte le plus d’information possible dans la solution. La suppression la plus
prometteuse dans ND est l’attribut ai dans la solution s (a1 : 1 → 0), tel que la valeur de
Est i m(s, ai ) soit la plus faible dans le but que la suppression de cet attribut supprime le
moins d’information possible dans la solution.
Dans l’exemple du Tableau 5.3, il est important de dissocier les 2 ensembles NA(s) =
{s′1, s
′
4} et ND(s) = {s′2, s′3, s′5} pour l’exploration du voisinage. Ainsi, nous pouvons pour
chaque ensemble trier les voisins dans l’ordre du plus prometteur au moins promet-
teur. Pour l’ensemble NA(s), les voisins sont classés dans l’ordre croissant des valeurs
d’estimation. Pour l’ensemble ND(s), les voisins sont classés dans l’ordre décroissant
des valeurs d’estimation.
D’où les ensembles triés de la façon suivante :
NA(s) = {s′4, s′1}
ND(s) = {s′3, s′2, s′5}
Pour NA(s), l’attribut le plus prometteur à l’ajout est a4 avec une estimation de 43 qui
est l’attribut apportant le plus d’information (contre 25 pour a1). Pour ND(s), l’attribut
le plus prometteur à la suppression est a3 avec une estimation de 20 qui est l’attribut
portant le moins d’information (contre 24 pour a2 et 32 pour a5).
Pour l’exploration du voisinage, seules les Q solutions voisines les plus prometteuses
sont évaluées. Ainsi, Aq (respectivement Dq ) est le sous-ensemble de solutions voisines
non taboues de NA (respectivement ND) composé des q solutions voisines avec les plus
grandes (respectivement les plus faibles) estimations, soit les q premières solutions de
chaque ensemble trié. Finalement, toutes les solutions de Aq ∪Dq sont évaluées et la
meilleure solution est choisie.
5.4.4 Mise à jour de la matrice de trail
Comme mentionné dans la section précédente, la valeur de trail tr (ai , a j ) est mise à
jour à chaque fin de cycle, avec la meilleure solution ŝ trouvée durant ce cycle. La mise
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à jour se fait par l’équation suivante :
tr (ai , a j ) = ρ∗ tr (ai , a j )+∆tr (ai , a j ) (5.10)
Où ρ ∈ [0,1] est le facteur d’évaporation, et ∆tr (ai , a j ) est équivalent à la qualité de ŝ
si et seulement si, ai et a j sont présents ensemble dans la solution ŝ, sinon∆tr (ai , a j ) =
0.
Ainsi, chaque paire d’attributs ai et a j subit dans un premier temps l’évaporation
d’un facteur ρ dans le but de réduire la quantité d’information apportée par des com-
binaisons n’apparaissant plus dans la solution ŝ. Puis, les combinaisons d’attributs qui
sont présentes dans la solution ŝ (ai = a j = 1) voient leur valeur de trail augmenter afin
de renforcer l’importance de cette combinaison.
5.4.5 Mécanisme de diversification
Le mécanisme de diversification est là pour échapper aux éventuels bassins d’at-
traction que le Learning Tabu Search pourrait rencontrer. C’est-à-dire, éviter de retom-
ber toujours sur les mêmes optima locaux. Pour cela, lorsque l’algorithme est dans une
phase de diversification, la stratégie de sélection des ensembles Aq et Dq pour l’explo-
ration du voisinage est inversée. i.e. Aq (respectivement Dq ) est le sous-ensemble de
solutions voisines non taboues de NA (respectivement ND) composé des q solutions
voisines avec les plus faibles (respectivement les plus grandes) estimations.
Ce mécanisme dépend de deux paramètres t1 et t2 : la diversification est activée s’il y
a t1 itérations sans amélioration de s∗ (la meilleure solution trouvée depuis le début de
la recherche). La diversification est désactivée après t2 itérations ou si s∗ a été améliorée.
5.5 Evaluation des performances
5.5.1 Protocole Expérimental
Nous avons choisi de comparer le Learning Tabu Search à d’autres recherches lo-
cales : une descente (Hill Climbing - HC) et une recherche tabou (Tabu Search - TS) afin
de montrer l’apport du mécanisme d’apprentissage.
L’algorithme de descente est une recherche locale classique qui a comme inconvé-
nient majeur de stopper la recherche dès qu’un optimum local est trouvé. Dans le but de
donner la même chance à tous les algorithmes, lorsque la descente atteint un optimum
local, la descente redémarre à partir d’une solution aléatoire jusqu’à ce que le critère
d’arrêt soit atteint, ici un temps maximal d’exécution.
La recherche tabou est une recherche locale qui utilise une mémoire pour éviter de
rester bloquée dans un optimum local. La mémoire est utilisée pour stocker les solu-
tions visitées récemment qui sont alors considérées comme taboues. À chaque étape,
la recherche tabou choisit la meilleure solution voisine non taboue. Ainsi, la recherche
107
CHAPITRE 5. RÉDUCTION DU VOISINAGE COURANT PAR INTÉGRATION
DE CONNAISSANCES
tabou est capable de s’échapper des optima locaux en passant par des solutions voi-
sines qui détériorent le moins possible la qualité. Dans la littérature, la recherche ta-
bou applique la stratégie du meilleur voisin améliorant pour l’exploration du voisinage.
Néanmoins, cette stratégie est beaucoup trop coûteuse dans le contexte de la sélection
d’attributs. Ainsi, dans notre version de la recherche tabou, nous utilisons la stratégie du
premier voisin améliorant.
Un point important de l’algorithme de recherche est le choix du classifieur à uti-
liser pour évaluer la qualité du sous-ensemble d’attributs. Dans ces travaux de thèse,
nous avons utilisé un classifieur de type Machine à Vecteurs de Support (Support Vec-
tor Machine, SVM, HEARST et collab. [1998]). Ce classifieur permet de découper l’espace
de représentation des données en construisant des hyperplans, ce qui permet de sé-
parer les différents labels des observations. Cependant, cette opération peut être très
coûteuse en temps dès que le nombre d’observations devient important et/ou que la
séparation des données est difficile de par le nombre important d’attributs les caracté-
risant. Notons que les performances de SVM peuvent être améliorées en définissant les
paramètres adéquats. Cependant, ici, nous considérons SVM comme une boîte noire et
ne cherchons donc pas à l’optimiser. L’objectif étant de montrer l’apport de la connais-
sance dans un contexte d’évaluation coûteuse.
Les instances utilisées pour les expérimentations sont divisées en deux parties. La
première est l’ensemble d’apprentissages, utilisé par l’algorithme de recherche pour trou-
ver le meilleur sous-ensemble d’attributs. Le second est l’ensemble de validation, utilisé
pour évaluer la capacité à prédire le label sur de nouvelles données avec l’ensemble d’at-
tributs sélectionné.
Pour chaque instance avec leur ensemble d’apprentissage et de validation, nous avons
pour tous les algorithmes exécuté les opérations suivantes : (i ) l’algorithme de recherche
est exécuté sur l’ensemble d’apprentissage, (i i ) la meilleure solution trouvée est choisie
et sa qualité est évaluée sur l’ensemble de validation, (i i i ) ces deux étapes sont exécu-
tées 30 fois par instances et par algorithme, (i v) les tests statistiques de Wilcoxon sont
réalisés sur les qualités obtenues par l’ensemble d’apprentissage pour comparer les al-
gorithmes, (v) les mêmes tests sont effectués pour l’ensemble de validation.
5.5.2 Description des instances
Les expérimentations ont été réalisées sur six instances de la littérature (voir Cha-
pitre 1). Comme mentionné dans la Section 5.5.1, SVM est un classifieur coûteux en
temps de calcul. Pour les instances étudiées, le temps d’exécution nécessaire pour construire
et évaluer le modèle de classification peut s’avérer coûteux. Par conséquent, nous avons
choisi de séparer les instances en deux groupes en accord avec le temps d’exécution
nécessaire à SVM pour s’exécuter sur l’ensemble d’apprentissage.
Le premier groupe est composé des instances pour lesquelles SVM est capable de
s’exécuter rapidement (inférieur à 1 seconde), et est donc composé des instances Schi-
zophrenia, Colon et Breast. Le second groupe est composé des instances pour lesquelles
SVM est coûteux en temps de calcul, c’est à dire les instances Arcene, DNA et Madelon.
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Nom Attributs |T| |V| Temps SVM (s) Tmax (s)
Schizophrenia 410 56 30 0.01 500
Colon 2000 62 32 0.052 120
Breast 24481 78 26 0.734 500
Arcene 10000 100 100 1.123 3000
DNA 180 1400 600 1.172 500
Madelon 500 2000 600 38.089 5000
TABLEAU 5.4 – Description des instances : Attributs est le nombre total d’attributs, |T|
est le nombre d’observations de l’ensemble d’apprentissage, |V| est le nombre d’obser-
vations de l’ensemble de validation, le temps d’exécution en secondes dont a besoin
SVM pour construire et évaluer le modèle sur l’ensemble d’apprentissage (sans sélection
d’attributs), et le temps en secondes de recherche alloué à chaque algorithme. Chaque
instance est divisée en deux groupes en accord avec le temps d’exécution de SVM.
Le tableau 5.4 montre la taille des données pour chaque ensemble, ainsi que le temps
d’exécution de SVM lorsqu’il est exécuté sur l’ensemble d’apprentissage sans sélection
d’attributs. Notons que pour l’instance Madelon, SVM a besoin de 38 secondes pour
évaluer la qualité sur l’ensemble d’apprentissage sans sélection d’attributs.
Le temps maximal autorisé pour chaque instance Tmax a été déterminé par une
étude de convergence de chacun des algorithmes étudiés. Le même temps d’exécution
est utilisé pour les trois algorithmes et dépend principalement du temps d’exécution
de SVM, puisque c’est ce que nous utilisons pour la fonction d’évaluation. Notons que
l’étude de convergence pour l’instance Arcene a montré que la convergence était très
lente pour cette instance malgré une exécution de SVM équivalente à DNA. C’est pour-
quoi nous avons laissé plus de temps pour cette instance, l’étude de la convergence a
montré que pour chaque algorithme, le temps de convergence était inférieur à 3000 se-
condes.
5.5.3 Paramètres
Le Learning Tabu Search possède un grand nombre de paramètres sensibles qu’il est
important de fixer avant les expérimentations. Le Tableau 5.5 présente les paramètres
considérés dans ce chapitre.
Deux paramètres sensibles sont à considérer avec importance.
Le premier est q qui est le nombre de voisins prometteurs estimés pour chacun des
ensembles Aq et Dq à évaluer. En effet, si q est petit, le Learning Tabu Search convergera
trop rapidement, car l’algorithme aura tendance à toujours choisir les mêmes voisins,
il y aura donc un manque de diversité dans le voisinage. À l’inverse, si q est grand, l’al-
gorithme deviendra coûteux en temps de calcul, car trop de solutions seront à évaluer.
Notons que q peut-être un paramètre à adapter en fonction de la taille de l’instance,
cependant nos expérimentations nous ont montré que q = 10 semble être un bon com-
promis pour ces instances.
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Paramètres Valeur
Taille de la liste taboue 7
Taille des ensembles Aq et Dq (q) 10
Taille du cycle (I) 10
Facteur d’évaporation (ρ) 0.9
Nombre d’itérations sans diversification (t1) 10
Nombre d’itérations avec diversification (t2) 10
Facteur d’agrégation (α) 0.75
TABLEAU 5.5 – Paramètres du Learning Tabu Search.
Le second paramètre sensible concerne la taille du cycle (I). Si I est petit, alors le mé-
canisme d’apprentissage fera du sur-apprentissage parce que la recherche n’aura pas le
temps de trouver des nouvelles meilleures solutions entre les mises à jour de la matrice
de trail, ce qui conduira à une convergence prématurée de l’algorithme de recherche. À
l’inverse, si I est trop grand, le mécanisme d’apprentissage mettra trop de temps à dé-
tecter des bonnes combinaisons d’attributs, car il n’aura pas assez d’information perti-
nente, et prendra aussi trop de temps à oublier les mauvaises combinaisons. Nos expéri-
mentations nous ont conduit à fixer I = 10 ce qui semble être ici aussi un bon compromis
pour ces instances.
5.5.4 Analyse des performances
L’analyse des performances est divisée en deux parties. La première se concentre
sur l’aspect optimisation de la méthode (la capacité de la méthode à trouver un bon
sous-ensemble d’attributs, i.e. avec une bonne qualité de classification) et l’évaluation
sur l’ensemble d’apprentissage avec la fonction mono-objectif définie à la Section 5.3.
La seconde partie se concentre sur l’aspect data-mining (la capacité du modèle de pré-
diction à labelliser correctement les nouvelles observations) et l’évaluation des résultats
obtenus sur l’ensemble de validation.
Analyse des performances de la partie optimisation de l’approche : Le Tableau 5.6
montre une étude comparative entre l’approche proposée (Learning Tabu Search) et
les autres approches. Pour chaque instance, l’accuracy est calculée avec SVM pour l’en-
semble de tous les attributs afin de montrer le bénéfice obtenu par la sélection d’attri-
buts. En détail, nous pouvons observer que le Learning Tabu Search donne générale-
ment une meilleure (ou très proche) accuracy et sélectionne toujours le sous-ensemble
avec le moins d’attributs que les autres algorithmes. Cela peut s’expliquer par la straté-
gie utilisée pour l’exploration du voisinage, en effet, le Learning Tabu Search sélectionne
pour l’évaluation les q meilleurs ajouts et suppression d’attributs. Par conséquent, les
suppressions d’attributs ont autant de chance d’être choisies que les ajouts. À l’inverse,
le Hillclimbing et la recherche tabou ont un voisinage aléatoire. Comme le nombre d’at-
tributs est petit, la probabilité de trouver un mouvement qui va supprimer un attribut
est faible. Ce qui nécessite l’évaluation de beaucoup de voisins à chaque itération uni-
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quement afin de trouver une première solution améliorante. En conclusion, le Learning
Tabu Search peut trouver une solution avec une bonne accuracy et moins d’attributs que
les autres algorithmes.
Instance Algorithme Qualité Accuracy (%) # S_Features
HC 0.992(0) 99.946(0.311) 11.788(1.933)
Schizophrenia (69.64%) TS 0.968(0) 97.132(2.043) 16.939(5.123)
LTS > HC > TS LTS 0.995(0) 100(0) 8.758(0.792)
HC 0.998(0) 99.951(0.281) 10.909(3.440)
Colon (87.09%) TS 0.982(0) 97.752(1.845) 10.97(2.628)
(LTS = HC) > TS LTS 0.996(0) 99.609(0.809) 6.788(1.745)
HC 0.98(0) 97.319(2.717) 18.394(6.685)
Breast (67.3%) TS 0.94(0) 92.308(4.022) 13.121(2.804)
HC > (LTS = TS) LTS 0.94(0) 92.075(4.100) 11.879(2.858)
HC 0.999(0) 99.879(0.331) 21.97(6.356)
Arcene (83%) TS 0.971(0) 96.273(3.224) 22.273(4.252)
LTS > HC > TS LTS 0.999(0) 100(0) 14.97(3.147)
HC 0.941(0) 95.71(0.603) 19.152(5.274)
DNA (89.57%) TS 0.941(0) 95.762(0.585) 19.485(4.651)
LTS > (HC = TS) LTS 0.945(0) 95.234(0.67) 13.606(2.904)
HC 0.712(0) 64.135(0.576) 37.273(9.593)
Madelon (56,45%) TS 0.714(0) 63.885(0.673) 31.03(6.849)
LTS > (HC = TS) LTS 0.731(0) 65.152(0.327) 15.606(3.201)
TABLEAU 5.6 – Pour chaque algorithme, la qualité a été calculée à partir de la précision
(Accuracy) et du nombre d’attributs sélectionnés (# S_Features) (voir la Section 5.3). La
moyenne et l’écart-type (entre parenthèse) de la qualité, la précision et le nombre d’at-
tributs sélectionnés obtenus sur l’ensemble d’apprentissage pour HC, TS et LTS sont
donnés. Les qualités sont en gras pour les algorithmes dont les performances sont su-
périeures aux autres en accord avec les résultats du test de Wilcoxon. Pour chaque ins-
tance, la valeur de la précision obtenue par SVM sans sélection d’attributs est donnée
entre parenthèse dans la première colonne. La comparaison statistique entre les algo-
rithmes est donnée sous le nom de l’instance.
Le Tableau 5.6 montre aussi que, pour chaque instance, le Learning Tabu Search
améliore également les résultats obtenus par la recherche tabou originale. Ces résultats
montrent l’amélioration obtenue par le mécanisme d’apprentissage pour la sélection du
voisinage.
Dans le but d’analyser le comportement des différents algorithmes, nous avons cal-
culé leur évolution au cours du temps. La Figure 5.1 montre l’évolution de la qualité
moyenne de chaque algorithme au cours du temps et donne les boîtes à moustache
(après un tiers, deux tiers et à la fin du temps maximal autorisé) de la distribution de la
qualité de toutes les exécutions sur l’instance Madelon, qui est l’instance la plus difficile
à résoudre. Pour cette instance, le Learning Tabu Search a une progression rapide com-
paré aux deux autres méthodes. En effet, Madelon est une instance coûteuse, ainsi grâce
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à la fonction d’estimation, le Learning Tabu Search évite un grand nombre d’évalua-
tions. Par conséquent, le Learning Tabu Search trouve de bonnes solutions potentielles
plus rapidement que les autres approches. Ces résultats montrent l’intérêt de l’utilisa-
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FIGURE 5.1 – Evolution de la qualité (Fitness) des algorithmes sur l’instance Madelon
Afin de comprendre le comportement du mécanisme d’apprentissage, nous avons
aussi étudié la dynamique de l’opérateur de voisinage au cours du temps afin d’obser-
ver les évolutions au niveau des ajouts et suppressions d’attributs. Ainsi la Figure 5.2
montre, pour une exécution, l’évolution des différentes métriques (Qualité, Accuracy et
# S_Features) pour l’algorithme du Learning Tabu Search sur l’instance Madelon. Nous
pouvons observer différentes phases sur cette figure. La première phase, qui commence
du début de la recherche à approximativement 100 secondes, consiste à ajouter des at-
tributs pour améliorer la précision, et par conséquent aussi augmenter la qualité. Dans
cette phase, l’ajout des attributs se fait tant que l’apport de la précision à la fonction de
qualité est plus important que la perte causée par l’ajout d’un attribut. La seconde phase
commence lorsque la précision est assez élevée. Dans cette phase, le mécanisme d’ap-
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prentissage va choisir un certain nombre d’attributs, grâce aux valeurs dans la matrice
de trail, tel que la suppression de ces attributs dans la solution impacte peu la préci-
sion. Ainsi, comme l’algorithme perd le moins d’information possible, la baisse de la
précision est minimale et l’apport sur la fonction de qualité par le nombre d’attributs
est suffisant pour compenser cette perte. Cela permet ainsi de favoriser la recherche des
petits ensembles d’attributs. Par conséquent, le Learning Tabu Search permet un bon




























































FIGURE 5.2 – Evolution de la qualité (Fitness), l’Accuracy et # S_Features pour LTS sur
l’instance Madelon. Pour plus de lisibilité, la courbe de l’accuracy a été translatée de
+0.08.
Analyse des performance de l’aspect datamining de l’approche : Le Tableau 5.7 montre
les résultats des valeurs de précisions sur les ensembles d’apprentissage et de validation
pour chaque instance. L’objectif est d’analyser la capacité de prédiction pour une bonne
classification sur les nouvelles observations de l’ensemble de Validation qui était jus-
qu’alors inconnu de l’algorithme de recherche, en utilisant le sous-ensemble d’attributs
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sélectionné sur l’ensemble d’apprentissage.
Instance Algorithme Accuracy (%) Accuracy (%)
Apprentissage Validation
Schizophrenia HC 99.946(0.311) 60.208(9.352)
TS 97.132(2.043) 55.457(10.923)
LTS 100(0) 61.319(8.162)
(LTS = HC) > TS LTS > HC > TS
Colon HC 99.951(0.281) 94.318(5.150)
TS 97.752(1.845) 91.004(6.287)
LTS 99.609(0.809) 94.127(4.863)
HC > LTS > TS (LTS = HC) > TS
Breast HC 97.319(2.717) 54.079(10.263)
TS 92.308(4.022) 50.116(10.333)
LTS 92.075(4.100) 52.098(9.904)
HC > (LTS = TS) LTS = HC = TS
Arcene HC 99.879(0.331) 72.18(4.004)
TS 96.273(3.224) 71.69(4.707)
LTS 100(0) 74.60(4.629)
(LTS = HC) > TS LTS > HC > TS
DNA HC 95.71(0.603) 93.63(1.582)
TS 95.762(0.585) 93.25(1.604)
LTS 95.234(0.67) 94.09(1.540)
(HC = TS) > LTS LTS = HC = TS
Madelon HC 64.135(0.576) 57.07(2.200)
TS 63.885(0.673) 56.56(2.059)
LTS 65.152(0.327) 59.69(1.219)
LTS > (HC = TS) LTS > (HC = TS)
TABLEAU 5.7 – La moyenne et l’écart-type (entre parenthèse) de la précision obtenue sur
l’ensemble d’apprentissage et de validation pour HC, TS et LTS. Les valeurs de précision
sont en gras lorsque l’algorithme est meilleur que les autres en accord avec les résultats
du test de Wilcoxon. La comparaison statistique entre les algorithmes est donnée. La
double ligne montre la séparation entre les instances peu-coûteuses en temps d’exécu-
tion et les autres.
La première observation que nous pouvons faire est sur les performances entre l’en-
semble d’apprentissage et l’ensemble de validation. La baisse observée entre l’accuracy
de l’ensemble d’apprentissage et de l’ensemble de validation révèle du sur-apprentissage,
c’est-à-dire, que la solution construite sur l’ensemble d’apprentissage est spécifique à
ces données. Par conséquent, la solution perd en qualité sur la prédiction des nouvelles
données. Ceci est particulièrement vrai pour les instances avec peu d’observations, ce
qui confirme la difficulté à trouver un bon modèle de classification s’il n’y a pas un
nombre suffisant d’observations. L’écart-type obtenu sur l’ensemble de validation sur
ces instances est élevé, ce qui montre un manque de robustesse sur les résultats ob-
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tenus. A contrario, sur les instances avec un grand nombre d’observations, l’écart-type
obtenu sur l’ensemble de validation est raisonnable. Ces solutions sont donc moins sen-
sibles aux données utilisées pour l’apprentissage.
Comme pour l’ensemble d’apprentissage, le Learning Tabu search obtient des ré-
sultats meilleurs ou équivalents aux autres approches sur l’ensemble de validation. En
particulier, nous pouvons observer une amélioration des résultats obtenus par le Lear-
ning Tabu Search comparée à la recherche tabou.
En conclusion, ces expérimentations ont montré une bonne performance du Lear-
ning Tabu Search sur l’aspect optimisation et sur l’aspect datamining de l’approche. En
particulier, ces expérimentations ont montré la contribution de l’intégration de connais-
sances dans la méthode d’optimisation de la recherche tabou. Grâce à cette connais-
sance, l’algorithme a été capable de trouver un meilleur sous-ensemble d’attributs que
la recherche tabou de la littérature, alors que les deux algorithmes utilisaient les mêmes
composants.
5.6 Conclusion
Ce chapitre considère le problème de Sélection d’attributs pour la classification comme
un problème d’optimisation et présente une adaptation de l’algorithme Learning Tabu
Search pour le résoudre. L’objectif était d’être capable de traiter conjointement des ins-
tances de grandes tailles avec des classifieurs performants. En effet, ces deux éléments
font que la fonction objectif devient coûteuse en temps de calcul, un aspect qui rend les
méthodes d’optimisation moins performantes au vue du grand nombre d’évaluations
nécessaires.
Ainsi, pour résoudre le problème de Sélection d’attributs avec une recherche locale,
nous avons proposé dans un premier temps, une modélisation du problème, incluant
la définition des opérateurs de voisinages à utiliser. Puis nous avons proposé une adap-
tation du Learning Tabu Search au problème de sélection d’attributs, qui était un algo-
rithme initialement proposé pour un problème de réseau de chemin de fer. Quelques
spécificités pour le problème de sélection d’attributs ont aussi été présentées et expli-
quées.
Des expérimentations ont été réalisées dans le but d’analyser l’apport de l’intégra-
tion de connaissances dans la recherche tabou. Ainsi, le Learning Tabu Search a été
principalement comparé à la version originale de l’algorithme de la recherche tabou,
en utilisant exactement les mêmes composants, à l’exception du mécanisme d’intégra-
tion de connaissances. Pour cela, les instances de la littérature ont été utilisées. Cer-
taines d’entre elles avaient un faible temps de calcul pour l’évaluation, d’autres étaient
au contraire très coûteuses. La principale conclusion que l’on peut faire à propos de
l’aspect optimisation de la méthode (capacité à trouver une solution de bonne qualité),
est que le Learning Tabu Search a obtenu des meilleurs résultats que la recherche tabou
classique, plus particulièrement sur les évaluations coûteuses. Cela est possible grâce à
l’utilisation d’une fonction d’estimation qui permet d’éviter de nombreuses évaluations,
et permet à l’algorithme de progresser bien plus rapidement. Pour ce qui est de l’aspect
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datamining (la capacité à trouver des solutions qui permettent une bonne classifica-
tion sur des nouvelles données), la même conclusion est ainsi faite : Le Learning Tabu
Search a obtenu de meilleurs résultats que la méthode classique de la recherche tabou.
Cela s’explique par le faible nombre d’attributs sélectionnés par le Learning Tabu Search




Les travaux présentés dans ce mémoire de thèse traitent de l’intégration de connais-
sances dans les méthodes d’optimisation. Dans cette dernière partie, nous allons résu-
mer les contributions de ces travaux de recherche, puis nous proposerons différentes
perspectives d’améliorations qui pourraient suivre ce travail.
Synthèse des contributions
Taxonomie des méthodes d’intégration de connaissances : Dans ce mémoire nous
avons proposé une revue complète de la littérature sur l’intégration de connaissances.
Nous avons ensuite proposé de définir l’intégration de connaissances comme une com-
position de trois parties : Extraction, Mémorisation et Exploitation. Nous avons alors
donné les différents éléments possibles pour chacune de ces parties. Pour finir, nous
avons proposé une taxonomie pour classer les différentes méthodes de la littérature.
Heuristiques constructives utilisant de la connaissance : Nous avons ensuite pro-
posé deux heuristiques constructives pour résoudre le problème d’ordonnancement du
Flowshop sans temps d’attente : Iterated Best Insertion (IBI) et Incremental GAP (Incr-
GAP). Chacune de ces heuristiques ont présenté de nombreux avantages.
La première, IBI, est une heuristique constructive pour minimiser le Makespan, conçue
grâce à l’analyse du génotype des solutions optimales sur des petites instances dont les
solutions peuvent être générées exhaustivement. Grâce à cette énumération, nous avons
pu étudier l’évolution de la solution optimale en ajoutant à chaque itération une nou-
velle tâche. De cette façon, nous avons pu analyser le comportement que doit avoir une
heuristique constructive pour conserver une solution au plus proche de la solution opti-
male. Nos observations nous ont conduits à comprendre qu’une simple insertion d’une
tâche à la manière de l’heuristique NEH, très utilisée dans les problèmes d’ordonnan-
cement n’est pas suffisante. En effet, nous avons observé qu’en plus de l’insertion de
la nouvelle tâche, d’autres tâches devaient être réinsérées pour conserver une solution
optimale. C’est ainsi que nous avons conçu IBI, sur la base de l’heuristique NEH, en
ajoutant une descente améliorante à chaque insertion d’une nouvelle tâche.
Les expérimentations ont confirmé les bons résultats de cette nouvelle heuristique
qui fournit des résultats bien supérieurs aux heuristiques comparées. L’unique incon-
vénient de cette méthode est le temps de calcul bien supérieur aux autres heuristiques.
Cependant, nous avons montré l’intérêt d’utiliser IBI comme une initialisation d’une
métaheuristique. Les expérimentations ont montré que l’utilisation d’IBI en tant que
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méthode d’initialisation d’une recherche tabou donne de bien meilleurs résultats que
les autres heuristiques habituellement utilisées.
La seconde heuristique proposée, IncrGAP, est une heuristique constructive pour
minimiser le Flowtime conçu grâce à l’analyse du phénotype des meilleures solutions
connues des petites instances de Taillard. Pour cela, l’analyse de la mesure du GAP a été
étudiée pour comprendre comment une solution optimale est construite. Nous avons
ainsi observé que les tâches sont généralement suivies par la tâche qui minimise le GAP
(parmi les tâches non encore ordonnancées). Ce qui nous a permis d’élaborer une heu-
ristique constructive très rapide et de qualité correcte. Cependant bien que plus rapide
que les méthodes de la littérature, la qualité était généralement inférieure aux meilleures
heuristiques de la littérature. Nous avons alors proposé une variante d’IncrGAP, IIGAP,
qui permet d’explorer dans certains cas, deux possibilités au lieu d’une. Ainsi la mé-
thode visite plus de solutions, où le nombre de solutions potentielles que va visiter II-
GAP dépend du paramètre de la tolérance, qui permet de définir quand IIGAP doit ex-
plorer deux possibilités au lieu d’une seule en fonction de la proximité des GAP entre
les tâches. Les résultats des expérimentations nous ont montré que pour un temps de
calcul équivalent, IIGAP était meilleur que les méthodes de la littérature.
Plus généralement, nous avons proposé dans cette partie, une méthodologie pour
réaliser des heuristiques constructives. Nous basons des hypothèses sur les observations
faites sur des petites instances telles que toutes les solutions soient énumérables et/ou
que la solution optimale soit connue. Puis nous avons testé la validité de ces observa-
tions sur des plus grandes instances.
Intégration de connaissances pour la modification du voisinage : Dans la troisième
partie nous avons proposé une métaheuristique pour le problème du Flowshop sans
temps d’attente pour minimiser le Makespan. Cette approche est basée sur une mé-
taheuristique de la littérature : l’Iterated Greedy (IG) que nous avons améliorée grâce
à l’intégration de connaissances. Pour cela, nous avons étudié les meilleures solutions
d’une instance de petite taille qui nous permettait d’énumérer toutes les solutions pos-
sibles. Nous avons ainsi pu observer que certaines tâches étaient toujours ensemble
dans toute les solutions. Nous avons ainsi défini ces groupements souvent présents en-
semble comme des "super-jobs". Pour obtenir ces super-jobs, il était alors nécessaire
de connaître plusieurs solutions différentes de bonne qualité. Nous devions donc gé-
nérer un "pool" de solutions avec IG pour identifier les super-jobs. Une fois fait, nous
relancions IG, cette fois en utilisant les super-jobs identifiés à l’étape précédente.
Les expérimentations nous ont permis de valider l’approche, dans un premier temps
sur la réduction de la taille du problème initiale (jusqu’à 50% de tâches en moins), et
dans un second temps sur la qualité des solutions obtenues qui était bien meilleure que
celle obtenue par la meilleure méthode de la littérature au moment de ces travaux de
recherche. Ensuite, comme les bonnes solutions d’IG ont permis d’obtenir de nouvelles
meilleures solutions, nous avons proposé d’utiliser les nouvelles solutions trouvées pour
trouver des super-jobs plus pertinents. Ainsi nous avons itéré notre approche. Bien que
relativement coûteux en temps de calcul, notre méthode nous a permis de trouver de
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nouvelles meilleures solutions pour de nombreuses instances de la littérature. Depuis,
des travaux plus récents ont proposé une approche exacte, qui a permis de trouver les
solutions optimales, et donc de dépasser les meilleures solutions que nous avions ob-
tenues. Cependant nous avons pu constater que notre approche obtenait des solutions
très proche des solutions optimales (moins de 0.08% en moyenne pour les instances
étudiées). En outre, ce travail a permis de montrer l’apport de l’intégration de connais-
sances dans une méthode d’optimisation, en l’occurrence ici, pour l’Iterated Greedy.
Intégration de connaissances pour la réduction du voisinage : La dernière contri-
bution de ce mémoire de thèse est la réalisation d’une méta-heuristique avec intégra-
tion de connaissances pour la réduction du voisinage. Cet algorithme, le Learning Tabu
Search, a été proposé dans le cadre de la résolution du problème de sélection d’attributs
pour un contexte de classification supervisée. Ce problème consiste à trouver les attri-
buts les plus pertinents pour qu’un algorithme de classification puisse construire un
modèle de prédiction efficace. Pour ce type de problème, l’évaluation d’une seule solu-
tion est coûteuse en temps de calcul, et explorer l’ensemble du voisinage d’une solution
devient alors difficile. Pour pallier ce problème, nous sommes partis du constat que si
des attributs sont souvent présents ensemble, dans les solutions de bonne qualité, alors
elles seront présentes dans les meilleures solutions. De ce fait, chaque combinaison va
être associée à un score qui sera utilisé pour estimer si une solution voisine est inté-
ressante ou non. Ainsi, au lieu d’évaluer toutes les solutions voisines avec une fonction
coûteuse, nous les estimons. Grâce aux estimations, l’algorithme évalue uniquement les
solutions les plus intéressantes.
Les expérimentations ont porté sur deux aspects, l’aspect optimisation combina-
toire et l’aspect datamining. Pour le premier aspect, notre algorithme a donné des ré-
sultats très satisfaisants comparés aux autres méta-heuristiques étudiées, en particulier
sur les instances les plus difficiles avec beaucoup d’attributs. Pour le second aspect, cela
consistait à évaluer la qualité du modèle de prédiction sur des nouvelles données. Ainsi
les instances étaient divisées en deux ensembles, un ensemble d’apprentissage et un en-
semble de validation. Les algorithmes étaient exécutés sur l’ensemble d’apprentissages,
puis le modèle de prédiction obtenu était évalué sur l’ensemble de validation. Les ré-
sultats étaient statistiquement meilleurs que les autres approches, ce qui a permis de
montrer la robustesse au sur-apprentissage de notre algorithme. Pour conclure, l’en-
semble des résultats a montré l’intérêt de l’utilisation de l’intégration de connaissances
pour les deux aspects.
Perspectives
Dans cette partie, nous allons présenter les améliorations qui peuvent être apportées
à nos différents travaux.
Perspectives de recherche concernant IBI : Nous avons développé une heuristique
basée sur une simple modification d’une heuristique constructive existante (NEH) pour
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améliorer nos résultats. Cette modification a été proposée à partir des propriétés obser-
vées qui ont permis l’utilisation d’une descente améliorante à chaque étape. Ces pro-
priétés sont : (i ) seulement quelques étapes sont requises pour atteindre la solution op-
timale sur des petits problèmes et (i i ) la descente n’est pas coûteuse en temps car le
makespan d’une solution voisine pouvant être calculé en O(1) grâce aux propriétés du
No-Wait Flowshop. Nous pouvons alors nous demander si de telles propriétés peuvent
se retrouver dans d’autres variantes des problèmes d’ordonnancement ou plus géné-
ralement dans d’autres problèmes qui présenteraient des propriétés équivalentes. De
même, nous avons intégré une descente dans une heuristique simple (NEH) mais qui
n’est pas la meilleure pour ce problème. Il peut être ainsi intéressant d’étudier l’impact
d’une descente à chaque itération pour les différentes heuristiques constructives pour
le No-Wait Flowshop.
Perspectives de recherche concernant IncrGAP : L’heuristique que nous avons pro-
posée est spécifique au No-Wait Flowshop et ne peut pas être transposée pour d’autres
problèmes. Cependant des pistes d’améliorations sont possibles. La première concerne
un problème de notre approche qui fait qu’elle exécute plusieurs fois les mêmes cal-
culs, en proposant une structure de données efficaces, IncrGAP pourrait s’exécuter plus
rapidement. Ce gain en temps pourrait permettre ainsi de fixer une tolérance plus im-
portante ce qui nous permettrait d’obtenir des résultats bien meilleurs. De même, ce
gain de temps pourrait permettre peut-être d’explorer aussi trois possibilités de tâches
successives, ce qui peut être nécessaire dans de très rares cas.
Perspectives de recherche concernant les Super-jobs : L’utilisation des super-jobs a
permis d’obtenir de meilleures solutions que l’algorithme TMIIG. Cependant, la géné-
ration du pool de solutions est très coûteuse en temps de calcul. Une possibilité pour
pallier ce problème est d’identifier les super-jobs au cours de la recherche grâce à une
méthode en ligne. Cela aurait pour avantage d’améliorer un petit peu notre pool de so-
lutions à chaque itération, au lieu d’utiliser un pool identique pour 10 itérations. Une
autre perspective est d’adapter cette approche à d’autres problèmes de permutation et
ainsi, trouver comment extraire la connaissance des meilleures solutions. Plus générale-
ment, rechercher des schémas de structure commune dans les solutions peut-être une
piste intéressante à explorer.
Perspectives de recherche concernant le Learning Tabu Search : En ce qui concerne
l’algorithme que nous avons proposé pour le problème de sélection d’attributs dans un
contexte de classification supervisée, des expérimentations supplémentaires peuvent
être nécessaires. Dans ce chapitre nous avons concentré nos recherches sur l’apport
de la connaissance dans un Tabu Search que nous avons pu valider. Cependant au-
cune réelle comparaison aux méthodes existantes de la littérature sur ce type de pro-
blème n’a été effectuée, il peut être intéressant de positionner notre méthode par rap-
port aux méthodes performantes de la littérature. Une autre perspective est d’adapter ce
mécanisme pour d’autres types de problèmes. Pour cela une redéfinition de la matrice
d’apprentissage sera nécessaire, ainsi que la définition d’une combinaison de caracté-
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ristiques. En projet de recherche à court terme, il pourrait être intéressant de combiner
l’idée des super-jobs, avec le mécanisme en ligne que nous proposons dans le Learning
Tabu Search. L’idée des deux approches étant étroitement liée.
Ainsi, les travaux de cette thèse ont permis de mieux comprendre les mécanismes
d’intégration de connaissances au sein des méthodes d’optimisation et en particulier
des heuristiques. Certains cas d’études ont montré la pertinence de ces approches. De
nombreuses perspectives intéressantes quant à la généralisation des approches propo-
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Données d’exemple pour le NWFSP
J1 J2 J3 J4 J5
M1 3 2 1 5 2
M2 2 1 4 1 3
M3 3 4 2 2 3
M4 3 3 1 2 1
TABLEAU A.1 – Temps d’exécution pour une instance à 5 tâches et 4 machines pour un
problème d’ordonnancement de type flowshop sans temps d’attente
J1 J2 J3 J4 J5
J1 - 5 4 3 3
J2 2 - 3 2 2
J3 2 4 - 1 3
J4 5 5 5 - 5
J5 3 5 4 2 -
TABLEAU A.2 – Matrice de délais pour une instance à 5 tâches et 4 machines pour un




Résultats IBI contre NEH et BIH
Instance Best NEH BIH IBI Instance Best NEH BIH IBI
Ta01 1486 1538 1570 1503 Ta60 5958 6189 6226 6127,79
Ta02 1528 1561 1570 1563,75 Ta61 6397 6905 6828 6714,75
Ta03 1460 1580 1525 1489 Ta62 6234 6746 6703 6522,17
Ta04 1588 1640 1637 1604 Ta63 6121 6621 6503 6372,21
Ta05 1449 1507 1481 1468 Ta64 6026 6493 6417 6272,54
Ta06 1481 1519 1526 1516,33 Ta65 6200 6696 6577 6477
Ta07 1483 1528 1503 1501,08 Ta66 6074 6562 6458 6378,21
Ta08 1482 1505 1489 1505,08 Ta67 6247 6793 6698 6527,79
Ta09 1469 1513 1503 1485,08 Ta68 6130 6709 6630 6450,96
Ta10 1377 1490 1463 1403,75 Ta69 6370 6837 6842 6643,67
Ta11 2044 2075 2092 2062,75 Ta70 6381 6833 6845 6689,17
Ta12 2166 2238 2214 2191 Ta71 8077 8605 8502 8345,71
Ta13 1940 1996 1973 1964 Ta72 7880 8361 8235 8234,62
Ta14 1811 1907 1886 1833,29 Ta73 8082 8495 8450 8280,5
Ta15 1933 2053 1987 1985 Ta74 8348 8812 8744 8609,71
Ta16 1892 1958 2001 1909,38 Ta75 7958 8485 8448 8225,12
Ta17 1963 2021 2005 2001 Ta76 7801 8177 8161 8023,62
Ta18 2057 2132 2141 2144 Ta77 7866 8472 8337 8161,96
Ta19 1973 2144 2113 2012,17 Ta78 7913 8456 8249 8208
Ta20 2051 2129 2127 2065,17 Ta79 8161 8679 8501 8456,12
Ta21 2973 3035 2986 3002,58 Ta80 8114 8498 8543 8404,17
Ta22 2852 2897 2897 2893 Ta81 10700 11302 11224 11087,5
Ta23 3013 3080 3082 3036 Ta82 10594 11143 11151 10906,75
Ta24 3001 3194 3065 3046 Ta83 10611 11174 11090 10884,96
Ta25 3003 3072 3081 3064,42 Ta84 10607 11170 11144 10940,88
Ta26 2998 3130 3013 3009 Ta85 10539 11062 10948 10835,83
Ta27 3052 3152 3106 3062,5 Ta86 10690 11206 11071 11029,46
Ta28 2839 2946 2886 2883 Ta87 10825 11315 11334 11187,42
Ta29 3009 3057 3026 3046,5 Ta88 10839 11418 11450 11147,83
Ta30 2979 3026 3096 3003,71 Ta89 10723 11251 11177 11018,29
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ANNEXE B. RÉSULTATS IBI CONTRE NEH ET BIH
Ta31 3161 3497 3409 3281,5 Ta90 10798 11361 11308 11100,54
Ta32 3432 3576 3590 3567,21 Ta91 15319 16403 16163 15879,25
Ta33 3211 3467 3391 3319,21 Ta92 15085 16138 16068 15802,96
Ta34 3339 3569 3546 3445,88 Ta93 15376 16265 16203 15989,83
Ta35 3356 3607 3577 3520,08 Ta94 15200 16177 16026 15777,21
Ta36 3347 3498 3477 3436,71 Ta95 15209 16240 16196 15863,08
Ta37 3231 3420 3382 3348,46 Ta96 15109 16176 16025 15790,62
Ta38 3235 3526 3439 3349,54 Ta97 15395 16559 16488 16093,71
Ta39 3072 3301 3260 3174,83 Ta98 15237 16259 16239 15932,83
Ta40 3317 3523 3502 3450,54 Ta99 15100 16170 15909 15739,67
Ta41 4274 4446 4450 4432,25 Ta100 15340 16295 16176 15966
Ta42 4177 4335 4319 4296,38 Ta101 19681 20794 20543 20303,29
Ta43 4099 4414 4266 4221,54 Ta102 20096 21191 20980 20805,71
Ta44 4399 4565 4586 4507,12 Ta103 19913 21023 20940 20554,46
Ta45 4322 4525 4530 4434,33 Ta104 19928 21073 20783 20568,79
Ta46 4289 4482 4451 4376,04 Ta105 19843 20984 20599 20484,46
Ta47 4420 4605 4625 4524,12 Ta106 19942 21276 20891 20597,79
Ta48 4318 4568 4454 4506,58 Ta107 20112 21143 21097 20749,5
Ta49 4155 4362 4295 4294,79 Ta108 20056 21152 20869 20637,58
Ta50 4283 4459 4448 4306,25 Ta109 19918 21089 20939 20539,67
Ta51 6129 6298 6421 6244,88 Ta110 19935 21037 20782 20512,38
Ta52 5725 6107 5954 5892,83
Ta53 5862 6208 6036 6013,42
Ta54 5788 6074 5930 5907,79
Ta55 5886 6218 6163 6049,58
Ta56 5863 6193 6161 6004,25
Ta57 5962 6213 6168 6085,38
Ta58 5926 6199 6239 6077,5
Ta59 5876 6105 6081 6042,5
TABLEAU B.1 – Makespan obtenu sur les instances de Taillard pour NEH, BIH et IBI (va-
leur moyenne sur 30 exécutions). Les valeurs sont en gras lorsque IBI est meilleur que
NEH et BIH en moyenne.
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