For multi-input multi-output (MIMO) through-wall radar imaging (TWRI), multipath ghosts and side/grating lobe artifacts degrade the imaging quality of the obscured targets inside an enclosed building, therein hindering target detection. In this paper, an approach based on two stacked generative adversarial nets (GAN) is proposed to achieve multipath and side/grating lobe suppression with regard to MIMO TWRI. Specifically, the Stage-I GAN constructs a spatial structure mapping from the original input images to the Stage-I GAN output images with the suppressed multipath ghosts. However, the side/grating lobe artifacts are intentionally preserved in the stage-I GAN as additional constraint information to prevent uncontrollable over-fitting. Then, the Stage-II GAN takes the output images of Stage-I GAN as input to suppress the side/grating lobe artifacts. Extensive electromagnetic simulations and comparisons demonstrate that the proposed approach achieves better suppression of multipath ghosts and side/grating lobe artifacts and other significant superiorities, including priori wall information not being required, the preservation of weak targets, and robustness for different array deployments and building layouts.
I. INTRODUCTION
For through-wall radar imaging (TWRI) based on multiinput multi-output (MIMO) array [1] - [3] , the presence of furniture, walls, floors, and ceilings makes electromagnetic waves produce strong multipath reflections between targets and them. The above phenomenon generates multipath ghosts at non-target locations [4] , [5] . In addition, the inter-element spacing of the antenna array in the TWRI system is usually higher than half a wavelength due to the desire for acceptable resolution and reduced complexity of the system, thereby causing grating lobes. Meanwhile, the side lobes of target images exist for two reasons. On the one hand, the finite The associate editor coordinating the review of this manuscript and approving it for publication was Nagendra Prasad Pathak. aperture length and the limited number of elements cause side lobes of cross-range [6] . On the other hand, the pulse compression of the ultrawideband signal causes side lobes of range. As a result, the multipath ghosts and side/grating lobe artifacts significantly decrease the detection and recognition performances.
To achieve multipath ghost suppression, a group of methods was designed via the multipath model based on priori wall locations. Specifically, in [7] , [8] , first-order multipath ghosts are mapped back to the positions of associated targets based on the point spread function and the 2-D Gaussian weighting function. However, the target images that are overlapped with multipath ghosts are mistakenly removed from their true positions. In [9] , multipath echoes are removed VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ from the raw radar data through a cancellation process that preserves the target images even if they are overlapped with multipath ghosts. In [10] , two different types of imaging dictionaries are used to obtain the estimated images. Then, the estimated images are fused by incoherent multiplication to obtain an image without multipath ghosts. This method relies on the presence of first-order multipaths of targets. However, the first-order multipaths can be blocked by other targets, furniture, etc., which incorrectly removes the target images. Nevertheless, priori wall locations are difficult to obtain in actual detection scenes. An aspect dependence (AD) feature of multipath ghosts was utilized to achieve multipath ghost suppression without such priori information. In [11] , a subaperture without the multipath echoes reflected by the left wall and another sub-aperture without the multipath echoes reflected by the right wall are found. Then, two sub-aperture images are multiplied into a full-aperture image. This method has poor performance in suppressing the multipath ghosts of a back wall, as they appear at similar positions in both images. Meanwhile, it also causes a loss of image resolution. In [12] , the array is rotated with multiple different array rotation angles to obtain multiple images. Then, these images are fused by incoherent arithmetic to yield an image without multipath ghosts. In [13] , the AD feature is exploited under a compressive sensing framework to suppress multipath ghosts. The three methods based on the AD feature all require complicated parameter deployment. For instance, in different detection scenes, the sub-aperture method should find suitable sub-apertures, and the array rotating method should find appropriate rotating angles.
The aforementioned AD feature methods and the imagingdictionary-based method also achieve limited performances on side/grating lobe suppression. To achieve better performance on both multipath ghost and side/grating lobe suppression, a coherence factor, a phase coherence factor (PCF), a sign coherence factor and a range coherence factor were designed to weight the images [6] , [14] - [17] . The methods based on these coherence factors suffer poor suppression performance for well-focused multipath ghosts such as those in synthetic aperture TWRI. Besides, the methods based on these coherence factors, the aforementioned AD featurebased methods and the imaging-dictionary-based method increase the energy differences between target images, which makes the residual multipath ghosts and side/grating lobe artifacts stronger than the degraded target images. In addition, there are multiple methods only focusing on side/grating lobe suppression such as the apodization filter method [18] , [19] and the cross-correlation weighting of aperture difference method [20] .
To achieve multipath ghost and side/grating lobe suppression without the aforementioned limits, in this paper, we continue our preliminary study in [21] , which applies generative adversarial nets (GAN) directly to multipath ghost suppression. Inspired by StackGAN [22] , a unified framework based on two stacked GANs is proposed to suppress multipath ghosts and side/grating lobe artifacts with respect to different application circumstances. Stage-I GAN is applied to suppress multipath ghosts. However, side/grating lobe artifacts are preserved. Then, the output of the Stage-I GAN is used as the input to Stage-II GAN to suppress side/grating lobe artifacts. The major contributions of this paper are threefold.
• Inspired by StackGAN [22] , which is a text-to-image synthesis framework, a unified framework (stacked GANs), which is an end-to-end framework without any priori information, is proposed.
• An approach based on two stacked generative adversarial nets is proposed to implement multipath and side/grating lobe suppression. Specifically, the Stage-I GAN suppresses the multipath ghosts based on the original input images, while side/grating lobe artifacts are intentionally preserved as additional constraint information to prevent uncontrollable over-fitting. Then, the Stage-II GAN takes the output images of the Stage-I GAN as input to suppress the side/grating lobe artifacts.
• The comparison of different methods demonstrates the superiorities of the proposed method, which are that the proposed method achieves excellent multipath ghost and side/grating lobe suppression; has robustness in different array deployments and building layouts; ensures that all targets' energies are similar, which is beneficial to identifying all targets; achieves the theoretical resolution of through-wall radar; preserves targets that are overlapped with multipath ghosts; does not require the priori wall locations; and does not require complicated tuning parameters.
II. MECHANISMS OF MULTIPATH GHOSTS AND SIDE/GRATING LOBE ARTIFACTS
Assume that a MIMO through-wall radar is monitoring a rectangular room in Figure 1 . The MIMO through-wall radar with a receiving sub-array and a transmitting sub-array is placed against the x axis. There are M receiving antennas and W transmitting antennas. The receiving sub-array is placed at R 1 , R 2 , . . . , R M and the transmitting sub-array is placed at T 1 , T 2 , . . . , T W . In addition, the centers of the receiving subarray and the transmitting sub-array are both at the origin. The receiving antennas are equidistantly placed with a spacing of E R . The distance spacing of every two adjacent transmitting antennas is E T . The lengths of interior surfaces of side walls (labeled as wall-1 and wall-3) are E Y . The lengths of interior surfaces of the front and back walls (labeled as wall-0 and wall-2) are E X . Additionally, all walls have rectangular shapes. The vertical bisector of interior surface of the front wall is y axis, and the exterior surface of the front wall is coincident with the x axis. The interior surfaces of the side walls are both parallel to the y axis. Moreover, h i and ε i are the thickness and relative dielectric constant of wall-i, i ∈ {0, 1, 2, 3}, respectively.
The thicknesses and relative dielectric constants of the walls affect the properties of the multipaths. On the one hand, the relative dielectric constants determine the reflection intensity of the electromagnetic wave on the interior surface of the wall, namely, the intensity of the multipaths. On the other hand, both the thicknesses and relative dielectric constants of walls affect the wall ringing multipaths.
The radar echo of the k-th transmitting-receiving channel is given by
where s(t) is the transmitting signal, is the propagation delay of the path-p, some of which were obtained in [7] , [10] . Specifically, T A k s(t − τ A k ) represents the echo propagated through the direct path named path-A (from a transmitting antenna to target and then back to receiving antenna). Besides,
, v ∈ {B, C, F, G} represents the echo propagated via the indirect paths named multipaths that can be generally categorized into four types as follows [4] , [9] .
• Interior wall multipath (path-B).
This type involves paths with reflections at one or more of the interior surfaces of the walls. Based on the times of reflections, they are defined as first-order, second-order and higher-order multipaths.
• Floor/ceiling multipath (path-C). This type consists of paths with reflections on the floor or ceiling.
• Wall ringing multipath (path-F).
This type involves paths with multiple reflections within the walls.
• Interaction multipath (path-G). This type consists of paths with reflections from target to target. The multipaths from the targets to the receiving antennas are shown in Figure 1a . In addition, the multipaths from the transmitting antennas to the targets have the same forms.
As shown in Figure 1b , based on imaging algorithms such as the back-projection (BP) algorithm [23] - [25] , these complicated multipath echoes are transformed into multipath ghosts in the formed image. Besides, to achieve acceptable resolution and reduce the complexity of the system, the interelement spacing of the antenna array in the TWRI system is much higher than half a wavelength, which produces grating lobes. In addition, the finite aperture length and the limited number of elements cause cross-range side lobes. The pulse compression of the ultrawideband signal causes side lobes of range [6] , [16] . As a result, these categories of interference make the detection and recognition performances drop significantly. Since this paper mainly focuses on multipath ghosts and side/grating lobe artifacts, the front wall is removed to avoid wall penetration effects [3] , [26] in the formed scene. In addition, the echoes are generated by the finite-difference time-domain method.
III. GENERATIVE ADVERSARIAL NETS
The GAN consists of two adversarial nets, namely, a generator G that learns the data distribution and a discriminator D that estimates the probability that a sample comes from the training data rather than G. To learn the distribution of the training dataset p data , the predefined network G establishes a mapping G(z) from a predefined noise distribution p z to the data distribution p g in the initial GAN [27] . In addition, the networks D are predefined to output a score D(x), which represents the probability that x comes from p g or p data . G and D are alternately trained to achieve p g ≈ p data . Optimizing the parameter of G is to minimize log(1 − D(G(z))). The feedback of D(G(z)) improves the generative ability (to make the discriminator D unable to distinguish whether the sample is from p data or p g ). Optimizing the parameters of D is to increase the number of correct labels of the training sample and the generated sample, which means to improve the discriminative ability by maximizing the probabilities of D(x) = 1 and D(G(z)) = 0. The whole process is similar to two players playing a game that one player adjusts G to minimize the objective function L GAN (D, G), and another player adjusts D to maximize the objective function, namely,
where E[·] denotes the mean value.
In the initial GAN, there is no control of the modes of the data being generated. However, by conditioning the model on additional information, it is possible to guide the data generation process. The specific approach is that the images containing multipath ghosts as an additional message y are simultaneously introduced [28] into G and D. The objective function in (2) can be modified as where D(x, y) indicates the output of D with the inputs of x and y. G(z, y) indicates the output of G with the inputs of z and y. The training mechanism is shown in Figure 2 . The entire training process is a dynamic iterative process of alternately training G and D. First, the parameters of G are fixed, and only D is trained to distinguish the output of G and the ground truth as much as possible by labeling the output of G as fake and the ground truth as real. Then, the parameters of D are fixed to train G. Optimizing the parameters of G is to maximize the probability of D making a mistake.
For the objective function in (3), a better output is generated by incorporating the L1 distance [29] expressed as
Therefore, in this paper, the applied GAN combined with L 1 is shown in Figure 3 , and the objective function is
where λ is a hyper parameter to limit the influence of L L1 on the training of GAN.
IV. PROPOSED METHOD
In this section, the proposed networks, which consist of two stacked GANs, are described in detail.
A. GENERATOR G AND DISCRIMINATOR D
In the process of multipath ghost and side/grating lobe suppression, there is shared information between the input images and output images (such as the side/grating lobe artifacts of Stage I GAN and the target image positions of the Stage II GAN), and it may be appropriate to transport shared information directly across the networks. The ''U-net'' [29] , [30] adopts the skip connection by connecting the i-th layer with n − i + 1-th layer to transport shared information, as shown in Figure 4 . In this paper, the ''PatchGAN'' discriminator [29] , [31] , which only determines whether each N × N block is real or fake, is applied. Let D convolve across the entire image to obtain a result matrix and average it as the final output, namely,
where G(z, y)/x indicates that the input is one of G(z, y) and x. m and n represent the lengths of the rows and columns of the result matrix. The structure of the PatchGAN discriminator is shown in Figure 5 . The key advantage of this discriminator is the significant improvement of resolution and detail for output image [29] , [31] . Based on the aforementioned description, both stacked GANs employ the generators of ''U-net'' [30] and utilize the discriminators of ''PatchGAN'' [31] .
B. STACKED GANS
The process for multipath ghost and side/grating lobe suppression can be seen as image mapping via inputting an image containing multipath ghosts and side/grating lobe artifacts to output an image without them. The GAN is a subfield of deep learning and is highly capable of performing image mapping and image transformation [29] , [32] . Therefore, a method based on GAN is proposed to suppress multipath ghosts and side/grating lobe artifacts in this paper.
The block diagram using a single GAN is shown in Figure 6 . After 200 epochs of training, although the trained networks successfully suppress multipath ghosts and side/grating lobe artifacts, some weak targets marked by red rectangles are also degraded. For this reason, a single GAN cannot achieve the desired multipath ghost and side/grating lobe suppression performance.
The GAN is classified as a structured learning network and highly depends on image spatial structure information. As shown in Figure 6 , the spatial structure of input images is very complex. However, the output images are of low complexity. The mismatch of spatial structure complexity between input images and output images results in poor performance. Since the mismatch between input and output images makes it difficult for the network to obtain better results, inspired by StackGAN [22] , an image with medium complexity is introduced as a buffer to decompose the hard problem into two simple subproblems. In this paper, two stacked GANs are applied to solve two subproblems, and the block diagram structure is shown in Figure 7 . First, the Stage-I GAN constructs a mapping from the input images to the output images with suppressed multipath ghosts and preserved side/grating lobe artifacts. Then, the output of the Stage-I GAN is fed to the Stage-II GAN to suppress side/grating lobe artifacts. The results are shown in Figure 12 , which indicates that the stacked GANs achieve better performance of the preservation of weak targets.
V. SIMULATIONS AND DISCUSSION

A. DATA PREPARATION
A dataset is generated by the finite-difference time-domain method with gprMax [33] . A MIMO through-wall radar is monitoring an enclosed room as shown in Figure 1 . The front wall is removed (the thickness of the front wall is set to 0 m) to VOLUME 7, 2019 avoid the wall penetration effect since this paper mainly gives priority to multipath ghosts and side/grating lobe artifacts. The transmitting signal is an ultra-wideband sinc pulse at a carry frequency of 1.5 GHz, with a bandwidth of 1 GHz. Cylinders, whose radii, relative dielectric constants and conductivities are 10 cm, 55 and 1.05 S/m (close to the human body), are set as targets. The number of targets is set to a random number N t , and these targets are set at random locations inside the enclosed room. Additionally, the distances between centers of cylinder targets and interior surfaces of walls are set to at least 0.2 m and the distance between every two centers of cylinder targets is set to at least 0.5 m. The ranges of the above parameters are shown in Table 1 . Besides, some samples with serious inter-target occlusions are removed. All radar arrays, walls, and targets are diverse in different simulation scenes on the dataset.
The echoes of the above scenes are obtained to form the input images of Stage-I GAN. Echoes of the same scenes without walls are obtained to form ground truth images of Stage-I GAN. In addition, echoes of the same scenes of the input images and the ground truth images without targets are obtained to remove static clutter and directly coupled signals. Moreover, to move the images of the cylinder targets to their centers, the propagation delays of all pixels are increased by 2 × 10 cm/c, where 10 cm and c are the radius of the cylinder targets and propagation velocity of electromagnetic waves in free space, respectively.
To obtain the ground truth image of Stage-II GAN without side/grating lobe artifacts and propagation attenuation (mainly due to mutual obstruction between targets) and achieve the theoretical resolution (3 dB bandwidth) of the MIMO radar, the simulation results without walls are obtained by MATLAB. The echoes of the k-th transmittingreceiving channel are given by
where s(t) is an ultra-wideband sinc pulse at a carry frequency of 1.5 GHz, with a bandwidth of 1 GHz, T q k (transmission coefficient) is set to 1 to prevent propagation attenuation, τ q k is the propagation delay of the direct path, which is from the transmitting antenna to the target-q, q ∈ {1, 2, . . . , N t } and back to the receiving antenna. τ q k is obtained by
where x q , x r k and x t k are the x coordinates of target-q, receiving antenna and transmitting antenna, respectively. In addition, y q is the y coordinate of target-q.
All images are produced by the back-projection algorithm. No channel noise is added during the sample generation. We generate 1200 samples, where 1000 samples and 200 samples are separately used as the training and validation sets. The sizes of the input images and the ground truth images are set to 512 × 512.
B. TRAINING DETAILS
For the convenience of practical training, minimizing log(1 − D (G(z, y) , y)) in the objective function of (5) is replaced by maximizing log D (G(z, y) , y). Minibatch SGD and the Adam optimizer are adopted with momentum parameters β 1 = 0.5 and β 2 = 0.999, and the batch size is set to 1. Moreover, λ in (5) is set to 100. All training is performed on a single Geforce RTX 2070 GPU. The weights of all filters are initialized from a Gaussian distribution with a mean of 0 and a standard deviation of 0.02.
For simplification, CBR k is used to represent a Convolution-BatchNorm-ReLU layer with k filters, and CBDR k denotes a Convolution-BatchNorm-Dropout-ReLU layer with k filters, and a dropout rate of 0.5. All convolutional layers adopt a filter with a size of 4×4 and a stride of 2. ReLUs are leaky with a slope of 0.2. The detailed structures of G (including G 1 and G 2 ) and D (including D 1 and D 2 ) are used [29] as follows.
• Discriminator CBR 64 − CBR 128 − CBR 256 − CBR 512 − CBR 512 (stride : 1) − CBR 1 (stride : 1) where stride: 1 indicates the stride in this layer is 1. tanh denotes the activation function using tanh in this layer. Others adopt default parameters.
In the training of stacked GANs, 200 epochs are trained. Each epoch requires an average of 123 s. The learning rate in the first 100 epochs is 0.0002, and the learning rate of the last 100 epochs is reduced by 0.000002 per epoch.
C. RESULT ANALYSIS
As shown in Figure 8 and Figure 10 , the detailed discussion about these four curves (L L1 , L cGAN , D fake and D real ) is given as follows.
• L L1 indicates the L 1 distance in (4) which represents the similarity between input images and ground truth images. As shown in Figure 8 and Figure 10 , both L L1 values of Stage-I GAN and Stage-II GAN decline. It suggests that both generators G 1 and G 2 correctly suppress the multipath ghosts and side/grating lobe artifacts during the training process.
• As shown in Figure 8 and (D (G (z, y) , y) = 0) and the ground truth (D (x, y) = 1), the value of L cGAN declines. If D makes a mistake (D (x, y) = D (G (z, y) , y) = 1), the value of L cGAN increases. Therefore, the adversarial relationship is the main reason of locally tremble. L cGAN is globally incremental in Stage-I GAN and Stage-II GAN, which means D is disadvantaged in multiple confrontations.
• The values of D real and D fake are decided by the G and D. If D is trained and the parameters are updated, D real obtains a larger value and D fake obtains a lower value. However, if G is trained and the parameters are updated, both D real and D fake obtain an intermediate value. Therefore, both D real and D fake are trembled due to the alternative training and updating between G and D. As shown in Figure 9 , the multipath ghosts are gradually suppressed within 40 iterations. In the next training process, the target images and side/grating lobe artifacts in the output images of G 1 gradually approximate the ground truth image.
The above two phenomena indicate that GAN is efficient in multipath ghost suppression.
The performance of the Stage-II GAN varying from the training iterations is shown in Figure 11 . In the early stages of the training process, point-like target images and side/grating lobe artifacts are all weakened until both the side/grating lobe artifacts are suppressed. However, the targets are preserved. Then, the point-like target images are gradually strengthened. The training iteration process indicates that the side/grating lobe artifacts can be suppressed, while the targets are accurately retained.
The results of the stacked GANs are shown in Figure 12 , which indicates that the multipath ghosts and side/grating lobe artifacts are correctly suppressed. The differences between the output images and the ground truth images of Stage-I GAN are mainly the side/grating lobe artifacts denoted by red ellipses. In addition, the differences between the output images and the ground truth images of the Stage-II GAN are simply the details of the target images. All differences can be gradually reduced by continuing training. However, since this paper mainly focuses on multipath ghost and side/grating lobe suppression, it can be reasonably considered that the training is completed. The true target images could be preserved even if the targets overlap with multipath ghosts. For example, the overlapped target images marked with green rectangles are clearly preserved in the output images. Additionally, axis, marks and color bars are absent in the training samples.
In addition, the suppression performance is quantitatively evaluated. The scenes are divided into five categories based on the number of targets, where 100 samples are obtained for each category. The error (target images are disappeared, or fake target images appear at non-target positions) rates are separately counted for each category. The suppression performance comparison is also provided for different signal-to-noise ratios (SNRs). Noticed that the noises are added in the raw echoes rather than the formed images. The results shown in Figure 13 demonstrate that the proposed method can suppress multipath ghosts and side/grating lobe artifacts under different SNRs. The statistical results shown in Table 2 indicate that the proposed method achieves stable suppression performance for 1-2 targets. Besides, the suppression performance for 3-5 targets becomes progressively worse as the SNR decreases.
D. COMPARISON OF DIFFERENT METHODS
In this section, the proposed method is compared with the PCF method [6] , the sub-aperture fusion method [11] , and the imaging-dictionary-based method [10] , as they all have effects on both multipath ghost and side/grating lobe suppression. The results are shown in Figure 14 . In the results of the imaging-dictionary-based method [10] , the pixel values outside the room are set to zero based on the prior wall locations. Table 3 illustrates the averaging computation time (from raw data to result) of 100 trials for different methods. A workstation including an AMD 3.70 GHz Ryzen 7 2700X CPU processor and an NVIDIA GeForce RTX 2070 GPU (with 8 GB memory) with CUDA acceleration is adopted for all methods. The proposed method consists of two steps. First, the radar images of the proposed method are generated through the BP algorithm on MATLAB running on the CPU processor. Then, the images are fed into stacked GANs that are built by PyTorch running on the GPU. The other three methods run on MATLAB with the CPU processor. The comparison results in Table 3 demonstrates that the proposed method and the subaperture-fusion method have similar computation time that is shorter than the imaging-dictionarybased method and the PCF method.
As shown in Figure 14b , the PCF method is unable to suppress well-focused multipath ghosts and some side/grating lobe artifacts indicated by red ellipses. In Figure 14c , the multipath ghosts related to the back wall indicated by the red ellipses still exist in the results of the sub-aperture fusion method. They are retained following non-coherent fusion because they appear at close positions in both subaperture images. Besides, the method causes a loss of image resolution. Figure 14d demonstrates that the imagingdictionary-based method has poor performance in suppressing multipath ghosts and side/grating lobe artifacts indicated by red ellipses. Moreover, the method removes target images from their true positions because it relies on the presence of the first-order multipaths of the targets. However, they could be blocked by other targets. In addition, in Figure 14b , c and d, all the PCF methods, the sub-aperture fusion method, and the imaging-dictionary-based method enlarge the energy differences between target images, which makes the residual multipath ghost and side/grating lobe artifacts stronger than the degraded target images indicated by green rectangles. This phenomenon makes targets difficult to identify. As a comparison, in Figure 14e , the proposed method achieves excellent performance in multipath and side/grating lobe suppression. In addition, it enhances weak targets such that the energies of all the targets are similar, which is beneficial to identify all the targets. Moreover, the method achieves the theoretical resolution of the through-wall radar. To strengthen the point of the proposed method being well suited for the application, the pros and cons of each method are summarized in Table 4 .
A clutter-to-signal ratio (CSR) that is modified from the signal-to-clutter ratio (SCR) [7] , [10] is adopted to evaluate the performance of the proposed method and other methods, namely
where the P T is the power summation of the regions of all targets and P R is power summation of the rest regions. P T and P R are given by
where I is an image matrix, 1 is the pixel set of the region of all targets, 2 represents the pixel set of the rest regions, is the pixel set of all regions, and φ is the empty set. The scenes in Figure 14 are evaluated. The CSRs of different methods are provided in Table 5 . The CSRs of the proposed method (all values are zero) are smaller than the other three methods, which indicates that the proposed method achieves better suppression for multipath ghosts and side/grating lobe artifacts.
VI. CONCLUSION
In this paper, an approach based on stacked GANs is presented to suppress multipath ghosts and side/grating lobe artifacts in MIMO TWRI. The results of electromagnetic simulation demonstrate that the proposed method can achieve excellent suppression performance for different array deployments and building layouts. Compared with existing methods and a single GAN, the proposed approach has better performance in multipath ghost and side/grating lobe suppression and in the preservation of weak targets. Meanwhile, the unified framework based on stacked GANs is an end-to-end framework not requiring any priori information, which makes the method applicable to a wide range of image mapping and image transformation tasks. 
