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Abstract - - In  sound computation, computational processes are brought into the acoustic domain 
by a set of formalized instructions for controlling parameters in synthesis engines and compositional 
algorithms. From the acoustic events, listeners often extract patterns or "musical objects" in their 
perception to the extent that certain associations axe made external to the computational process. 
Perceived, musical objects rapidly become immutable, and that immutability may be considered 
a compositional problem. The problem is how to approach a compositional project for bringing 
new insights into play while, on one side, using the existing representational system such as symbolic 
language in computation, and on the other side, facing listeners' perceptual tendency to make external 
associations. For composers, the problem requires technical solutions as well as an ability to articulate 
the philosophical issues. This problem also exists in semiotics, a general study of signs, when one has 
to borrow language from existing linguistic systems in order to express a new thought without being 
trapped within the immutability of given linguistic sources. Semiotic practice is a discipline which 
emphasizes the function of semiotics to generate necessary discourse to examine the linguistic system 
in use and its logocentric tendency--the t ndency towards known signs. We define semiotic practice 
as a signifying process in which meaning may be generated uring that particular process under 
study; thus, meaning in semiotic practice is temporal context-dependent as a function of signifiers. 
The compositional problems involving sound computation for generating cases to support semiotic 
practice inquires about two tasks: 
(1) how to design software which enables acoustic events to be observed as processes rather than 
observing sounds only as familiar objects or transformations featuring the recognition of 
objects, and 
(2) how to compose a piece of music so mutability of signs can be observed. 
To meet these problems, this paper examines perspectives on systems and cognition from multiple 
views such as semiotics, computation theories, and synergetics. We also discuss oftware designed for 
composition in terms of semiotic practice. 
Keywords - -Dynamica l  systems, Semiotics, Computer music, Synergetics, Cognitive systems, 
Music composition, Chaos, Music synthesis. 
1. INTRODUCTION 
A composer  who wishes  a computer  to  be  her  or his par tner  dur ing  the  course  of a compos i t iona l  
p ro jec t  may beg in  w i th  a quest ion  of how pat terns  are generated  and  where  they  come from. 
The author thanks S. Tipei, H. Brun, W. Brooks and T. Turino at the School of Music, UIUC for their valuable 
opinions and editorial comments, and R. Bargar at NCSA, UIUC for accompanying me in software implementations 
discussed in this paper, and for his insights. The unusual initial support from A. Jackson at CCSR, UIUC 
has been a motivating force to set myself to create a composition Shadowing Lemma, in order to envision how 
mathematical properties can be brought into art work, and to demonstrate how musical attributes can bring life 
to these properties through compositional process. 
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Sequences of sounds or notations are produced by a computer with the composer's specification. 
In order to design a system which provides a compatible partnership to the imagination of a 
composer, she or he may speculatively conceive of such a system which takes specifications and 
produces ounds fulfilling the criteria for those specifications, and a research project enters the 
compositional ctivity of designing methods for making specifications that will result in a range 
of solutions, not all of which can be predicted. This way of approaching a project proceeds by 
(i) distinguishing patterns from their potential function through representations, 1 
(ii) composing representations forpatterns, and 
(iii) investigating systems from which a range of patterns generated is not constrained to an 
equivalent domain of representations. 
Computation is a symbolic process and that implies representation. The process can be de- 
scribed as the execution in binary logic of formalized instructions such as addition, subtraction, 
and Boolean evaluation. The binary zeros and ones are referred to as terminal symbols; binary 
strings are considered nonterminal symbols. 2 A distance from the terminal symbols is created 
when patterns are formed by nonterminal symbols and are interpreted as corresponding to ter- 
minal symbols in higher-level languages (a language of nonbinary terminal symbols). Theories 
of serial and parallel computation provide different methods for tracing the nonterminal pattern 
to the terminal symbol. These methods can be distinguished by the level at which the data 
structure is said to reside in relation to binary operations. The nonterminal symbol can be in 
one-to-one correspondence to a higher-level symbol having an object status which represents an 
instance of a data structure. However, a string of nonterminal symbols also can form a pattern 
that does not have object status. 3 The semantic properties of these patterns are only evaluated 
by looking from a higher level; patterns at the computation level simply indicate the computable 
states. The representation f patterns as symbols at a higher level is an indispensable stage for 
making the patterns present in the higher level. In semiotic practice, the representation is a 
precondition for any signifying process. 
2. ADJACENT F IELDS OF  STUDY 
Composition often begins from stipulating preconditions. One of the criteria for the stipulation, 
which is implied in the proposal of semiotic practice, is to design a system which minimizes the 
restriction upon the symbolic potentiality of the process. In order to support his criterion, 
this paper brings several views from related fields of study in this section. Since some of these 
fields are relatively unknown in the computer music field, brief introductions for those fields will 
be presented with respect o the issues in computer music. This will enable us to have shared 
references for the works presented in Section 3. 
2.1. Semiotics 
Semiotic practice is a subset project of the semiotic (le sdmiotique) for generating a potential 
discourse within semiotics (la Sdmiotique). For these distinctions, see [2, p. 4]. In order to 
understand what semiotic practice proposes as an alternative to traditional semiotics, the next 
1Here 'representation' refers to the realization of the function of a symbol to make a reference. In Rissot's terms, 
"Representation f something makes it present, visible---to the eye or to the mind . . . .  it also has an operational 
value, in that it suggests actions" [1]. 
2Formal anguage theory describes a language by presenting its grammar, which contains the rules for generating 
all the strings of the language. A grammar operates on the level of terminal symbols (an alphabet) and nonter- 
minal symbols (strings of terminal symbols), also a sentence symbol, and productions which are rewriting rules. 
Nonterminal symbols may contain other nonterminal symbols as subsets. 
3In orthodox serial computation using procedural languages such as C, there is a one-to-one correspondence 
between a region of computer memory and an instance of a data type in the form of a variable (which is an 
object). In distributed connectionist models (neural nets), there is a many-to-one correspondence b tween regions 
of memory used as node values and the data value which the neural net produces. 
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few pages are devoted to a brief review of that tradition. The word "semiotics," based upon 
the Greek word semeion (sign) [3, p. 123], was introduced around the beginning of the 20 th 
century as a general science of signs. Two semiotic models were proposed to demonstrate the 
relationship between a sign and what it signifies. De Saussure offered a dyadic model from a 
linguistic viewpoint (Figure la), and Peirce offered a triadic model from a phenomenological 
viewpoint (Figure lb). The relational diagram of Peirce reflects his definition of sign, "something 
which stands to somebody for something in some respect or capacity" [4, p. 99]. When presenting 
this concept, we require three terms: 
(1) a representamen--an object acting as a sign; 
(2) an interpretant--the sign interpreted in the mind of an observer; and 
(3) an Object - -name capitalized to indicate a phenomenon having an absolute idealized ex- 
istence. 
A sign is a primary experience which stands as an object itself in relation 
(i) to its Object, and 
(ii) to an interpretant as to bring the interpretant into a relation to the Object [5]. 
Note the sign is both an object in itself and a representation of its Object, the former being 
exchangeable currency in communication, the latter being its functionality in relation to its Ob- 
ject and its observed corresponding interpretant. A sign is positioned in this triadic relationship 
to mediate between an Object, which is the reference xternal to an observer, and an interpre- 
tant, which is the internal realization by an observer of an experience of a sign. The potential 
phenomenological independence of the three vertices in Figure lb offers an observer the distance 
necessary to isolate herself or himself rom the semantic unity of the semiotic references. 
sign ~ (repr~enf~u'nen~ arbitran] 
relation / 
system of system ofphonic differences conceptual differences interpretant Object 
(a) De Saussure's linguistic sign as a complex entity 
functions in a dyadic model in terms of the rela- 
tionship between a signifier and what it signifies, 
a signified. 
(b) Peirce's phenomenological sign functions in a 
triadic model by standing for its object, and by 
bringing the interpretant into a relation to that 
for which it stands. 
Figure 1. 
The interpretant activates the sign. It is the interpretant which opens the chain of sign func- 
tions. The process of generating sign functions is called semiosis [6] and it is the foundation of a 
semiotic system. The interpretant can be conceived as another epresentation of the designated 
Object, and this acquired object status can function as a sign at the apex of another, connected 
triad (Figure 2a). In a similar case, the Object to which the sign refers can be another sign if 
we do not limit the status of object as an absolute existence, 4 extending meaning by deferring 
to a chain of semantic references (Figure 2b). However, when the chain is within the frame of 
reference of the interpretant, he interpretant becomes the pivotal point to the next generation 
of semiosis. This triadic relationship implies a semiotic space around which an observer may 
compose her or his utterance being aware of the inertia between perceived sign and object. This 
spatial imagery is an important aspect in semiotic practice. 
4The several discourses about 'object' are beyond the scope of this paper. The Object extending a chain of 
references i a collective not an absolute understanding which has been observed in relation to Peirce's model. I 
use Object in relation to the concept of con-scientia, the commonly observed based upon knowledge that can be 
shared [7]. 






(a) A chain of signs--interpretant function: an 
observer can create another representamen for the 
interpretant in her or his mind when conceiving 
of the image of the interpretant that cannot be 






(b) A chain of signs---object function: the 
semiosis on this side in the triad may evolve at 
a much slower rate than the semiosis depicted 
in Figure 2a, since the object function is a more 
collective process. 
Figure 2. 
De Saussure's model confines semiotic space to a single line (Figure la). De Sanssure's dyad 
describes a relationship in language between sign and object that can be taken as an explanatory 
principle of the relationship in computation between symbols in different hierarchical levels. Un- 
like Peirce, who expands the study of sign to the domain of phenomena, de Saussure concentrates 
on the field of linguistics, defining language as a signifying system. De Saussure adopts the model 
of duality in order to characterize a sign. A sign for de Saussure is a complex entity having two 
elements, signifier and signified. Signifier is expressed by a sound-image, and signified is the 
concept referred to by a corresponding sound-image (Figure 3). Coming from different systems, 
each element corresponds to the other by an arbitrary relationship [8, p. 66]. The system of 
signifier is constituted by sonic differences and the system of signified by conceptual differences. 
Figure 3. A sign (de Saussure) isan entity of signifier and signified. 
2.1.1. Immutab i l i ty  
Signs are immutable when they appear to function with a fixed meaning. Also, the language 
we use to describe signs consists of that tendency, immutability, for which we are seeking alter- 
natives. De Saussure's arbitrary association between two systems is established by the practice 
of convention. This is what embeds immutability into language. Individuals cannot change the 
practice of convention by naming a dog, "cat." Further, the aroma of a rose is more assumed to 
provide a pleasant experience than the smell of a pig. Recall it is 'inappropriate' to say "aroma 
of pigs." Pigs are almost prohibited from being attached to the word "aroma," thus, pigs are 
censored from being associated with a class of pleasant experiences in our cognitive processes. 
The question, "How much of our responses to a variety of experiences are free from convention 
inherited by us?" is closely related to the two faces of signs, mutability and immutability. The 
satisfactory address to this question lies beyond the examination of the de Saussurian model of 
a sign. We often forget the immutability is stipulated and agreed upon among members of a 
language community for the sake of establishing a reliable common ground for communication. 
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Then, we tend to submit our experiences to the conventional descriptions of the signs. It is 
this submission which merely yields unique expressions to the manifestations of immutability of 
signs. However, language allows a certain degree of ambiguity in terms of its use; a mutability 
evolves that is continuous and unnoticed in the presence of the persistence function of language. 
De Saussure describes this mutability as a relational shift within the linguistic system: "regard- 
less of what the forces of change are, they always result in a shift in the relationship between the 
signified and the signifier." 
De Saussure's sign which embodies one-to-one correspondence b tween a signifier and a signi- 
fied is a linguistic paradigm that provides explanatory tools for understanding a computational 
model based upon a similar paradigm. One-to-one correspondence may be traced in computation 
between a nonterminal symbol and a data type. A data type is interpreted as an object class. 
Binary processes are nominalized when the results of instructions performed upon binary strings 
are stored in memory locations, and the memory locations are associated to symbolic strings in 
a computer language. Nominalization is effectively information compression. In computation, 
a named address in memory points to a binary pattern which has a history of transformations 
from an initial state. In language, nominalization occurs when a complex sign with one-to-one 
correspondence of the signifier and the signified is taken as an entity, and the nominalized entity 
becomes a transcendent object. A transcendent object is a concept hat provides a basis for as- 
sumptions concerning an object. Nominalization i language often inhibits the observer's thought 
process from arriving at an alternative formulation to the conditions under which a nominalized 
entity is being described as a transcendent object. 
Some difficulties emerge if we accept de Saussure's hypothesis that the virtue of the function of 
the linguistic system is that of maintaining parallelism between two classes (signifier/signified). 
Once the arbitrary correspondence has been established, it is difficult o separate into the two sides 
of the sign. That is to say, once the associative memory 5 between parallel systems is established 
in human perception, a sign tends to lose its complexity. As de Saussure indicated, "one tends to 
forget hat Arbor is called a sign only because it carries the concept 'tree,' with the result that the 
sensory part implies the idea of the whole" [8, p. 67]. In this de Sanssurian model, one of the effects 
of associative memory is immutability. Immutability constrains alternative correspondences so 
that the sign acquires object characteristics of absolute or transcendent meaning. 
2.1.2. Abst ract ion  
The transcendental tendency of a nominalized object which has been described as a problem 
for linguistics seems to be a desired aspect for efficient coding in computation. The computer 
compresses information by data abstraction using names (ASCII character strings) to identify 
nonterminal symbols tored in memory locations. The relation between physical memory location 
and logical name (Figure 4) resembles de Sanssure's emiotic dyad. Structured programming 
organizes data according to propositions that are also found in cognitive studies, that the efficiency 
of data management can be achieved by modelling how our cognitive processes work. In models 
of cognitive processes, objects are identified by invariant characteristics that may be classified as 
bundles of heterogeneous attributes. A discretized model of a real-world phenomenon provides 
attributes that are translated into the computer program as named data structures; related 
attributes are stored under a common group name. Discretization allows collection of simple 
data types to be interpreted as complex structures that represent real-world phenomena. In this 
way, data structures can be viewed as an extension of the de Saussurean linguistic model to the 
phenomenological domain presenting an idealized view 6 of the world and of cognitive processes. 
5Associative memory is a cognitive process described in models of pattern recognition. See the discussion under 
Section 2.4, Pattern Formation and Pattern Recognition. 
6An idealized view as a product of "ideating" in Husserl's term. Ideating is obtaining eneral concepts through 
abstraction [9]. 
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Figure 4. Semiotic aspects ofpattern abstraction in computation resemble the dyadic 
model of de Saussurean sign functions (from [10]). 
Another type of information compression adopted in computation upon a cognitive premise 
are connectionist models. Connectionist models are configured in a network of connected nodes, 
each node having several inputs and one output. The state of each node is represented by an 
activation level and a threshold which determines how the activation level will be interpreted as an 
output. Connections between odes may be weighted to account for how frequently some nodes 
are simultaneously activated. In connectionist models, computation occurs across a network 
and the semiotic analogy varies according to the interpretation of the nodes of the network; 
localist approaches ( uch as expert systems) assign a correspondence to each node similar to the 
de Saussurean model of one-to-one correspondence since every node in the network is correlated 
to a unique nonbinary symbol; distributed approaches ( uch as neural nets) do not provide a one- 
to-one correlation between individual nodes. A nonbinary symbol is assigned to a state of the 
entire network, creating a many-to-one correspondence which differs from de Saussure's model. 
Distributed connectionist models recall aspects of Peirce's concept of the interpretant, where 
sign-object articulations may be formulated without nominalization i reference to cognitive 
manipulations of observed patterns. However, in most practical applications of connectionist 
models, neural nets are programmed with a training process called back-propagation [11]. In 
this technique, individual nodes are trained to reproduce a predetermined output state. The 
net is trained by presenting it with a desired goal-state and propagating the correct weights for 
that state backwards from the output nodes toward the input nodes. Later in this paper, I will 
discuss the implications of computation designed to output explicit semiotic targets (goal-oriented 
computation). 
2.2. Semiotic Practice 
Proposing the relational alternatives to representation is an ongoing concern in the theory of 
computation, and it may be examined in light of questioning computational semiotics. Semiotic 
practice is the term provided by Kristeva [12] for the application of semiotics with an emphasis 
on processes. With an emphasis on processes, the purpose of semiotic practice is to provide 
contexts in which observers may practice making observations of how sign-functions change. 
Thus, the mutability of signs may be observed and can generate a discourse to examine the 
logocentric linguistic system. Semiotic practice is formulated in response to Derrida's articulation 
of the problem of the transcendent signified and the potential dysfunction ofrecognition [13]. He 
describes the function of sign as an endless play of signifiers that fall in proximity to one another 
in terms of time through presentation in linguistic and cognitive sequences. By this, he attributes 
the importance of temporal aspects to a sign and points out that its signifying capability only 
functions in the context of fluctuating timing and sequence. Thus, timing and sequence contribute 
to generating significance. One example of providing such contexts i  composing a piece of music 
which will serve for orienting listeners to pay attention to how musical events unfold in time. 
Both Derrida and Kristeva [14] seek to free semiotics from being bounded exclusively in a 
linguistic model. Any form of art may generate discourses on semiotics. The difficulties arise 
when these discourses have to be conducted using existing languages in linguistic systems. In 
order to discuss the works of art, we use languages, thus falling back from semiotic observation to 
the linguistic domain. This falling back may seem to portray undesirable conditions for discourses 
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concerning works of art outside of linguistic systems. Alternatives are to conduct discourse by 
generating another work of art. This is not uncommon among composers and artists. Yet the 
recourse to the linguistic domain can be taken as a positive aspect when this practice catalyzes 
the evolution of the system of language. Kristeva coins the term "semiotic practice" for this 
course of action. For Kristeva, this approach outmodes ideology: 7 traditional semiotics tends 
to rely upon the function of ideology as an underlying principle in a sign-system, in relation to 
which the ideology imposes its constraint or law upon the process of signification. 
The transcendent function of a signified is closely related to the recognition function of a 
nominalized object. The cognitive model suggested by discretization i computational theories is 
informed by an ideology of a transcendent signified. This is not to say that computational theories 
assume their real-world models are ideally accurate; rather, the computational theory assumes 
an idealized relationship between onterminal symbols in different hierarchies encompassing both 
computation and cognition. This assumption constitutes an ideology. "Computation theories 
assume that mental representations are symbolic data structures as these are understood in com- 
puter science." [15, p. 13] This assumption provides a ground for computation using propositional 
logic found in formal language structures. This logic is tested for truth value and attempts a
correlation between truth in formal languages and verification in linguistic communication. 
In linguistic communication, where signs are exchanged, semiotics performs as a locally reliable 
substructure, and mutability of signs is masked. The reliability is local both in time and in 
semantic order. From a point of view of communications, analysis of the semiotic substructure 
and its effects on communications is difficult. Kristeva cites two possible associations between 
semiotics and communication: either we isolate a measurable, and consequently, representable 
aspect of the signifying under study against he background of an unmeasurable concept, or we 
try to construct a new scientific problem required by this new concept. From this, Kristeva defines 
le symbolique to concern the former and le sdmiotique to concern the latter. In le symbolique, 
she considers the study of signs to a large extent bound with logocentric ommunication, and 
she urges the necessity of developing an alternative discipline in le sdmiotique by making models, 
thus generating cases, without being hindered by an epistemological dependence on linguistics. 
By this approach, semiotic practice implies specific relations to the other sciences and introduces 
new terminology. 
In light of this, semiotic practice can be defined as a signifying process in which meaning may 
be generated uring that particular process. The emphasis in semiotic practice is to generate 
consequences through the function of signifiers in temporal context. It neither profits from 
transcendent signifieds (idealized objects existing before the signifier) nor attempts to formulate 
new transcendent signifieds. Through this practice, observers construct opportunities to address 
~=he linguistic system and paradigms established within that system. Considering computation 
as a symbolic process in reference to linguistic and semiotic functions, the following questions 
are raised: how can composers realize a computational process as a semiotic practice in digital 
technology? Or is this question relevant o most composers? 
2.3. Computat ion  
Computation is a symbolic procedure through which formalized instructions can be executed. 
The formalization is a process for establishing algorithms to represent instructions to the eyes of 
an apparatus, a computer. 
In the presence of difficulties encountered applying traditional computation and cognitive mod- 
els to composition and the indication that these difficulties originate from linguistic theories and 
models, we can begin to investigate techniques that can introduce semiotic practice as a compu- 
tational approach in composition. 
7By understanding ideology as one class of signifying practice, one disarms the power of myth attached to ideolo- 
gies, myth that provides underlying rules for interpretation i  sign-systems. 
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The theory of computability studies the types of problems that are either solvable or not 
solvable by computer. These studies are conducted using idealized representations of computers  
and algorithms that stress a linguistic model of computation. Mathematical measurement of 
computability requires pecification of the set of symbols and symbolic operations permitted by 
the system. These are provided in idealized escriptions called formal anguages, s We address 
the linguistic properties of computation by recognizing patterns created with symbolic strings. 
Pattern recognition comes to play a pivotal role, defining alink through language to cognition, and 
a link through nonequilibrium systems (open systems--in this case, programming languages) (for 
more information on open systems, ee [17]) to computation (Figure 5). The link is accomplished 
by the assumption or the ideology that assumes that pattern recognition is essentially the same 
mechanism in computation and cognition. Both computation and cognition can be discussed in 
terms of microscopic and macroscopic pattern recognition. 
r, o n o°pattern [i ' oo ut't n n.tu , 
I I macroscopic 
i patterns forming recognition for patterns 
I . . . .  .~ 
microscopic 
patterns recognizing patterns 
Figure 5. Pattern recognition li king systems. 
languages 
cognition I 






Binary calculations in the logic gates of a computer using terminal and nonterminal symbols 
may be considered microscopic. An algorithm for producing strings of symbols from termi- 
nal and nonterminal symbols may be evaluated to determine properties of symbol recognition 
for the strings produced by that algorithm. These algorithms defined in formal anguages are 
called productions of the grammar of that language and are useful in evaluating programming 
languages. Defining an algorithm and a computer with mathematical precision requires a theo- 
retical construct. The theoretical construct is built upon a set of hypothesis and cannot always 
be accomplished with physical machines; therefore, automata re used. Automata re math- 
ematically modeled machines with actions defined in mathematical terms [10]. Automata can 
recognize symbolic strings produced by a particular grammar. 9 These strings axe considered 
microscopic when they occur as terminal symbols and when they contribute to the formation 
of new patterns by undergoing information compression and correlation to higher-level symbols. 
Strings are often presented to the computer as patterns which are used as targets or goals for 
creating and classifying other patterns. Goal-states or target-states form the basis of machine 
pattern recognition i  many cognitive theories of computation. The computational ssumption 
that proposes to link formal anguage truth and linguistic verification effectively posits machine 
pattern-recognition on the conceptual platform of the transcendent signified. 
Pattern recognition techniques introduce abstraction by compressing the complex information 
of formal language processes into named symbolic strings. Macroscopic pattern recognition is
associated with cognition where a vast amount of information is processed by a network of some 
100 billion neurons [18] resulting in patterns that are easily distinguished by conscious thinking. 
Cognitive computational models attempt o emulate the efficient transition from microscopic 
SChomsky defines four classes of formal languages based upon the complexity oftheir ules for creating strings of 
symbols. In order of increasing constraint, these are unrestricted languages, context-sensitive languages, context- 
free languages, and regular languages [16, p. 130]. The description ofcomputer language is close to that of 
context-free languages. 
9Automata may be defined for each of Chomsky's four classes of formal languages with the capability o recognize 
strings of symbols formed according tothe productions of their respective classes. 
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patterns of individual binary operations to the emergence ofpatterns accumulated over millions 
or billions of these operations. Accumulations create patterns by compressing information i some 
traceable way. Notice that the term "pattern" is ambiguous regarding the criteria for determining 
when a symbolic string is a pattern. Early artificial intelligence approaches devised algorithms on 
serial computers for combining strings of symbols using specific laws that represented cognitive 
processes. Later AI approaches turned to connectionism which constructs parallel computations 
of networks of simulated neurons, which when evaluated return one of two states, and may be 
connected to reproduce any computation possible in Boolean algebra. 
2.4. Pattern Formation and Pattern Recognition 
For composers, notes and intervals are the building blocks for constructing musical events. 
These building blocks can be considered as semiotic primitives. They do not perform semiotic 
functions themselves until they are grouped in a way that suggests a pattern. In spoken language, 
phonemes are semiotic primitives. Identifying semiotic primitives in computation, we can look 
for a site where their interplay may support semiotic practice. Certain scientific methods may be 
used to describe patterns as quantitive, dynamical, and context-bound, tracing the associations 
and nominalizations made between patterns. 
Synergetics [17] is an interdisciplinary science that studies the formation of spatial and tempo- 
ral patterns and structures created by the parallel actions of individual components of complex 
systems. Synergetics proposes that many cognitive processes may be thought of as pattern forma- 
tion by self-organization [19]. Patterns here referred to axe qualitative macroscopic characteristics 
in a system that emerge when changes are applied to the system through an unspecific control 
parameter. Patterns may be recognized and reproduced in systems that use nonlinear dynamical 
equations to create patterns that match input patterns. Nonlinear dynamical patterns are called 
attractors. Typical attractors include fixed points, periodic oscillatory motion called limit-cycles, 
quasi-periodic tori and chaotic patterns which stay in bounded regions and vary in ways that 
cannot be accurately predicted over a long period of time. An attractor is created by deter- 
ministic systems and is said to "recognize" a pattern when it can reproduce that pattern. This 
definition of recognition provides a well-defined problem that produces well-defined istinctions 
between input patterns. Notice in this model the equivalence of pattern formation and pattern 
recognition. The same deterministic properties which lead to the emergence of patterns can be 
measured and used to reproduce those patterns in a dynamical system. 
Self-organization refers to structures that reveal the emergence of new properties of the sys- 
tem when the system goes through changes that are not specific to the emerging pattern. A 
changc such as increasing heat to a fluid--is called unspecific when it causes new patterns uch 
as circular motion paths in the fluid to emerge from the complex relations of system components. 
The unspecific ontrol parameter a is able to effect specific changes by association to order pa- 
rameters which represent the amplitudes of the unstable modes of a high-dimensional system. 
Order parameters emerge as the value of c~ increases and the system undergoes nonequilibrium 
phase transitions which may be interpreted as a change in the behavioral pattern of a system. 
Amplitudes of stable modes are determined by the order parameters in a process called slaving; 
and when an order parameter initiates a particular pattern, the slaved modes upport he instan- 
tiation of that pattern in the system. Thus at a phase transition, the high-dimensional equations 
for the stable and unstable mode amplitudes can be reduced to much simpler order parameter 
equations which govern the dynamics of the whole system. Order parameters accomplish an 
information compression. By altering order parameters, a phase transition of the macroscopic 
state can be achieved without specifying individual transitions for microscopic states. 
Composers may consider the consequences of composing in a system where goals are defined 
by order parameters. In such a system, there will be a range of possible order parameter values 
and a corresponding range of outputs. To understand these ranges in terms of input and output 
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correspondence, a composer may investigate he effects of an unspecific ontrol parameter upon 
the order parameters and corresponding system outputs. While an order parameter provides 
easy access to goal-oriented results, meaning the value of an order parameter defines the results, 
an unspecific ontrol parameter can provide a global orientation to a system dynamics and its 
perceptual effects on observation i terms of predictability and unpredictability. An unspecific 
control parameter can be used to search a system for unknown or unexpected outputs. Without 
an orientation to the full range of outputs, composers may orient themselves in terms of a small 
number of results that are familiar. An orientation to a composition i  terms of reproduction 
of familiar or prescribed output can be described as goal-oriented composition. In this case, the 
pervasive presence of pattern recognition as an organizing principle leads to an inquiry of the 
effects of nominalization i  music composition. 
Using the analogy between pattern recognition and pattern formation, synergetics offers pat- 
tern recognition as a top-down approach to neural nets. The pattern to be recognized is specified 
and the network is brought into a matching macroscopic pattern. The order parameters activate 
a pattern recognition function within the system that allows specifications to move from the 
macroscopic ( ognitive) to the microscopic (computational) and back again. "When only part 
of a pattern is present he synergetic computer can generate its corresponding order parameter 
which in turn forces the rest of the system into a totally ordered state." [18, p. 11]. Synergetic 
computers are mathematical models that perform computation on patterns. They can recognize 
invariant patterns from multiple patterns or subsets of those patterns that went through vari- 
ous transformations such as rotation, translation, and scaling permutations. Generalizing this 
process, an associative memory model of cognition is constructed, having the property that when 
a pattern or data set is incomplete or altered, the memory will be able to recognize and restore 
the complete pattern. This is called an associative action of the system. Examples provided by 
synergetics include the use of the telephone directory to link a number to a name or the recall of 
the image of a rose upon encountering itsaroma; both of these are examples of de Sanssure's dyad 
indicating the presence of transcendent signifieds in language and analogous correlation functions 
in computation. 
Embracing pattern recognition, synergetics aligns itself with previous AI approaches that iden- 
tify one or more goal or target states and then evaluate these states to generate the procedures 
for reproducing the targets from initial conditions. Recognition turns a pattern into a target, 
retroactively describing perception as a goal-oriented process. Synergetic processes offer more 
efficient pattern representations than previous AI techniques yet their goal-oriented approach 
raises questions for a composer in that a synergetic process nominalizes a cognitive state, and 
therefore, reduces the information that cognition could refer to in order to arrive at a formulation. 
The concept of a synergetic computer emphasizes top-down control of system dynamics for an ef- 
ficient achievement of goal states. If we make an analogy of this method to a composer's working 
method, in goal-oriented composition a composer specifies ome parameter value knowing what 
results he or he wants to achieve. The apparent efficiency of this method assumes that listening 
is also a goal-oriented process. For musicians who are interested in seeking alternatives as an 
intellectual response to the proven efficiency of result-oriented approaches, the task is to bring 
back the compositional ttention to processes which inform a listener about the system dynam- 
ics changing in response to the actions that composers take. Laske's application of knowledge 
technology to music composition addresses some of these issues by describing the compositional 
activity itself as a process [5,20]. 
What are the consequences of goal-oriented composition programs and their correlation to 
goal-oriented composition; and further, how are listeners influenced by such compositions? The 
speculation is that music listening oriented by pattern-recognition may lead listeners to seek 
familiar patterns, resulting in a listening practice which interferes with the perception of less 
familiar patterns. This speculation is further supported by an experiment described by Haken [19] 
which demonstrates perceptual binding by naming. The experiment involves a series of tests. In 
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each test, a picture of a familiar object is displayed on a screen. The subject is first asked to 
speak the name of the object in the picture, a process requiring an average time delay of 0.6 
seconds; during this time, a lemma or mental representation forms. In the second step, during 
the 0.6 second latency interval after seeing the picture and before speaking its name, the subject 
is asked to identify a synonym or homonym presented by a loudspeaker. It was observed that 
homonyms were usually not recognized, while synonyms were recognized with time delay. Toward 
the end of the latency period, synonyms were also not recognized. This demonstrates that once 
a pattern recognition (a lemma) is established, additional information will usually not contribute 
to a relational shift among pattern components, a shift that is required for a new pattern to be 
recognized. This experiment shows that the semantic similarity of synonyms was more easily 
linked to a lemma than the acoustical patterns of homonyms offering similar sound without 
semantic link. Attention to the acoustic pattern appears to be easily weakened in the presence 
of the more nominalized semantic pattern. 
Experiments in advanced knowledge acquisition in complex and ill-structured domains reflect 
this principle [21]. In learning by analogy, there is a strong tendency for analogy-induced mis- 
conceptions to form and to be maintained even in the presence of counterexamples introduced 
later in the education process. 
Although simple analogies rarely if ever form the basis for a full understanding of a 
newly-encountered concept, there is nevertheless a powerful tendency for learners to 
continue to limit their understanding to just those aspects of the new concept covered 
by its mapping from the old one. Analogies educe learners into reducing complex 
concepts to a simpler and more familiar analogical core [2, p. 498]. 
Analogy as described here comprises a dyad-like semiotic orrespondence between a source domain 
(a familiar pattern) and a target domain (the material to be learned, offering a similar pattern). 
Most errors occur by overextending a familiar pattern to cases that appear similar but are not 
related, or by omitting a relevant case because it is not thought to be close to the learned pattern. 
Proposed solutions to this problem include the use of integrated multiple analogies and composite 
imaging (providing multiple reference cases from different viewpoints), suggesting the need for 
many-to-one functionality underlying representations. 
Synergetic omputers described here are only capable of recognizing patterns that are intro- 
duced as initial "experiences" or "expectations" [19, p. 211] (note the reduction of the passing 
of time to an equality: experience becomes expectation). Presented with two learned patterns, 
a competition between order parameters will stabilize on the attractor of the most familiar pat- 
tern (not on a new pattern), resolving ambiguity by verification. Models of fulfilling expectation 
and resolving ambiguity share common ground with music composition, yet the satisfaction of 
these expectations by recognition and familiarity poses problems for composers, including the 
capability of both composition systems and listeners to arrive at alternative formulations. 
2.5. Composit ion and Cognitive Systems 
Having identified various methods for observing pattern formation and for creating patterns, 
we can begin the examination of implications offered by these systems to composers interested in
computational tools. Our ability to make specifications to these systems allows semiotic practice 
to take place. Semiotic practice unfolds between the process of computation and the process of 
observing the computation. Semiotic practice may be constructed when an observation of the 
computation process is contextualized in a way that the description of the observation cannot be 
equivalently summarized by existing linguistic onventions. For performing such computations, 
it will be desirable to attribute a potentiality to tools that permits more than one appropriate 
outcome of their use. For example, hammers and nails have a variety of applications, but only one 
correct outcome to which their design corresponds. Tools for semiotic practice may be designed 
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along the inverse principle of one application with many correct outcomes, upporting formulation 
as a cognitive function. The synergetic concept of unspecific ontrol parameter provides a method 
to implement a multiple-outcome composition tool. It has a capability to arrive at a variety of 
attractors from the order parameters that are isolated by the change of a control value, ~. 
In models of associative memory, an unspecific ontrol parameter is used to create an order 
parameter that produces the attractor for the requested pattern. When a target pattern is 
selected, the unspecific ontrol parameter becomes a specific ontrol parameter, and its role as a 
tool shifts from experimentation t  verification, supporting recognition as a cognitive function. To 
investigate the capabilities offered the composer by formulation and recognition, we first observe 
the role played by a target or goal when it is designed to support recognition, and how that role 
changes when it is designed to support formulation. We can then observe how the role of goal 
state in cognitive models differs in recognition-based systems and in formulation-based systems. 
Recognition may be defined as a function returning a Boolean value or a weighted value between 
zero and one, indicating the degree to which the system can correlate two patterns. Here, a 
target pattern is used to evaluate the production rules of the system to determine the degree that 
system can be enslaved to match specific requests. Thus, a recognition-based system compresses 
its information into a target-oriented or goal-oriented nominalization. 
Since most AI systems are recognition based, this is the commonly-accepted function of target 
or goal. However, a formulation-based system requires goal to be defined so as not to enslave 
the system. A formulation responds to m internal states and n input states; each state and each 
input contributes to an output that may require a unique data type. The goal may be thought 
of as a design strategy the composer provides concerning the capability of the system to generate 
rather than compress information. Target or goal in this system is distinguished from an output. 
Understanding that a project of composition has a history of interactivity between a composer 
and a system, we can regard this dynamical aspect as the mode of interactivity with a system. Po- 
tential interaction with a system has been described in terms of four stages of maturity according 
to Brun [22] describing the systems's role regarding information compression. The experimental 
stage describes initial attempts to organize systems with such high information that they appear 
disordered to a composer, producing uncommunicative results that generate alternatives neces- 
sary to bring about better-defined relations with the system at a later time. The speculative and 
reflective stages describe uses by hypotheses that provide increasingly accurate speculation of 
information compression potentiality in the system, arriving at variational use with reflections 
upon acquired knowledge about the behavior of the system. When the system does not have 
sufficient information to provide new problems, the mode of interactivity between a composer 
and a system enters the administrative state. The composer becomes an efficient manager of 
the system for her or his purposes. This stage has been considered the most desirable stage for 
some composers, and a conventional pproach is to reach this stage in order to insure the prolific 
reproduction ofmusical pieces. At this stage, the system to the composer is entirely nominalized 
and becomes uninformative, a condition that can only be described by observing the system from 
another system in a higher state of disorder. Often goal-oriented approaches lose the heuristic 
value of the first three stages, turning composers into administrators. 
The degrees of recognition and nominalization i composition systems can be detected by 
the degree of semiotic ertainty between output and input; a high degree of semiotic ertainty 
indicates that a composer in that system becomes an administrator° 
3. MODELS FOR SEMIOTIC PRACTICE IN 
COMPUTATIONAL PROCESS INVOLVING COMPUTATION 
Semiotic practice does not generate goal-oriented output. The inquiry arises: how can pro- 
grams represent symbolic omputation as a process when symbols tend toward names? Programs 
designed in response to this problem may be described in terms of 
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(i) feedback loops, and 
(ii) hypotheses that reflect the composer's investigation of a system that is in some ways 
unordered. 
To say that a certain system does not produce goal-oriented output is not the same as to say 
that system does not have a goal or goals. In this case, a goal or goals are not defined in terms of 
output. The output reflects a composer's investigation of the system such as the composition of 
initial conditions or system configurations, reflecting hypotheses. We can examine composition 
programs which have been designed to conduct semiotic practice. Figure 6a provides a schematic 
view of these programs from the composer's perspective. The "goal" is a relational specifica- 
tion of information exchanges within the program and may be considered a goal describing the 
composer's intended system design. A composer esponds to a design goal by hypothesizing its 
behavior given initial conditions which are composed. Figure 6b abstracts this model, offering 
two temporal positions for observation i  a multiple feedback environment. Here there are multi- 
ple feedbacks: the system output, and the designations for altering the system, originating from 










state A I 
(a) A multiple feedback system for composition. A composer in state B sets initial 
conditions for the program based upon her or his hypothesis. Then, based upon 
monitoring the outcome, the composer in state A redefines relational specifications 
to the program. Note that the "goal" in this program isan input to the computation, 
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(b) An observer in a multiple feedback system: a generalized diagram for double loop 
feedback in observation. 
Figure 6. 
In the context of music composition, I investigated several programming prototypes, which com- 
bine granular synthesis techniques with linear and nonlinear transformations under probabilistic 
and deterministic specifications. 
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3.1. ConcSynth 
The ConcSynth program places sampled sounds into a granular synthesis environment. Grains 
may be specified at durations from milliseconds to seconds, providing listeners with a variety of 
exposures to the sampled material. Inputs provide specifications for each module in the program 
and are considered frames of reference (Figure 7a). The composer provides one or more soundfile 
sources (the supply) l° to be combined in an output soundfile. A single grain contains ound from a 
single source file. Constrained random procedures comprising a pseudo-random number generator 
and minimum and maximum boundary value specifications are used to select he makeup of each 
grain. Probabilistic selections include the source file, the start position within the source file, 
the duration of the grain and the number of times and order each source file is used. These 
procedures address the perceptual function of recognition of sampled sounds and integrate them 
into the domain of sound synthesis. The potential appearance of each source sound acquires 
the synthesis characteristics of frequency, duration, and relative periodicity. These variables 
contribute to the recognizability of each grain, while the role of that recognition is determined 
by the context provided between the grain and the larger structure of the probabilistic event. 
Selection procedures in ConcSynth are operated by constrained random choices using the C lan- 
guage rand( ) and srand( ) functions. Constraints are placed by discrete boundaries, and prob- 
ability weighting is composed for the selection of source files for grains. By this relatively simple 
design, the acoustic omplexity of output results from the interaction of source file characteristics 
and from the temporal organization of their display in overlapping and adjacent configurations, 
not from a complexity of input control parameters which are targeted to preselected output pat- 
terns. Figure 7b provides a detail of the entire program. Across the top, the conditions that 
provide a frame of reference may be classified as probabilistic or deterministic. Those that create 
a probabilistic influence are the number of sound sources in the supply, a random seed, and a 
standard and maximum deviation for duration. Those that provide deterministic values include 
the grain amplitude nvelope, duration of the output event and the number of grains within the 
event. The simplicity of inputs is a precursor to investigation fthe unspecific ontrol parameter. 
To evaluate the perceptual characteristics of ConcSynth output, the four measures granularity, 
mixture, overlap, and presence were arrived at. To the benefit of their descriptive power, these do 
not correspond in a simple manner to input parameters. These measures represent a cross-section 
of the mixture of contributions from inputs. Granularity and mixture arise from deterministic 
parameters. The output characteristics of grain overlap and source file presence are determined 
by weighted random decisions. Overlap results from the interaction of the overall event length, 
number of grains, and the standard and maximum deviations, and it influences the perception 
of mixture and presence. Presence describes the degree the source files can be distinguished and 
their perceptual interplay in the output; presence results from three layers of interaction: 
(i) the grain duration and the source file duration partially determine the start position within 
the source file; 
(ii) the number of grains and the number of times the source is selected to render the decisions 
made in (i); 
(iii) mixture and overlap influence the perception of (ii). 
Natural sounds appearing in electroacoustic compositions are often treated as though their 
recognizable f atures are static and cannot be composed. Thus, their recognizable characteristics 
are either elied upon to be interesting in and of themselves, or they are thought o be unusable 
unless their familiar character is disguised. These are issues of inflexible semiotic onditions. 
ConcSynth procedures address this composition problem by applying asynthesis environment toa 
natural sound. The synthesis environment preserves the original complexity, dynamical behavior, 
and degrees of familiar qualities of the natural sound. Emphasizing the signification process as 
1°G. M. Koenig's term; see [23]. I adopted these terms from the article by Ames in order to avoid unnecessary 
propagation f new terminology. 
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opposed to the signified, the process that  listeners can detect is computat ional  and composed. 
A ConcSynth sound event unfolds by making reference to its sources, and to its method of 
construct ion which allows sound sources to remain identifiable while joining a composed context. 
This is a semiotic alternative to the sound which is identified by its likeness to a known sound 
class. 
This synthesis technique is distinct from the established fields of musique concrete or the 
synthesis of sounds from mathemat ica l  functions. ConcSynth focuses on the relational role of 
t iming and durat ion of presentation of sounds. When grains appear as references to a longer 
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event (the source sound file), their perceived variety includes reordering of the internal sequences 
of the source event as well as an interplay when and how long each reference appears. Grain 
size, loudness, and adjacency intensify the significance of temporal aspects. The concept of an 
adjustable perceptual unit can be found in Tenney's Temporal Gestalt Unit [16]; ConcSynth shares 
the morphological spects of the concept of TGU. The simple approach of this software towards 
sound synthesis by granulating concrete sounds in variable unit duration is not yet exhausted 
and deserves further investigation. 
ConcSynth was used to produce the author's electroacoustic composition Lit [24] which ad- 
dresses the compositional issues discussed in this section. I consider the piece as an acoustic 
partner presenting these issues in an acoustic domain. 
3.2. T imbre Chord Generator  
To investigate input specifications that are deterministic and explore the compositional use 
of the concept of unspecific ontrol parameter, attractors from nonlinear dynamical systems are 
used for granular sound synthesis n a separate composition program (Figure 8). The software is 
designed around a chaos generator and a granular sound synthesis engine, and includes modules 
for statistical evaluation of the chaotic system and a variable assignment module for linking 
chaotic data to the sound synthesis engine, u As in ConcSynth, the composer specifies initial 
conditions and certain internal states of the system in a dual role of designer and observer 
that offers a feedback characteristic to her or his decisions. In this case, an Infile specifies 
an arrangement of initial conditions and an Assignfile determines one-to-one correlation between 
chaotic attractors or their statistical nalyses on the one hand, and granular synthesis parameters 
on the other. 
Infile Assignfile 







Figure 8. Chaos program overview. 
The chaotic system used was the logistic map, generated by the discrete function in equation (1) 
[25, p. 561: 
xn+l = f r (xn)  -'- rXn(1 - xn). (1) 
As with other chaotic algorithms, this system feeds back its current value x,~ to calculate a
successive value x,~+l. The sequence (x0, Xl,X2,.. .  ) is contained within the unit interval 0 < 
x,~ < 1 if the parameter r is chosen in 0 < r < 4. This one-dimensional sequence reproduces a 
wide range of patterns depending upon the value of r, ranging from 
(i) indiscernible from ordered systems to 
(ii) indiscernible from completely stochastic, random systems. 
11Coauthored by R. Baxgar. 
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Study of this system reveals predictable patterns occurring at certain r values with small changes 
in r generating variations on those patterns (attractor behaviors are described in the discussion 
of synergetics in this paper). Small changes in the initial value x0 produce widely-divergent 
sequences eventually arriving on the attractor associated with that r value, r may be treated as 
an unspecific ontrol parameter. 
The current application allows the variables to be either derived from other variables or ini- 
tialized according to the composer's preferences; initialized values can be static or updated at 
each iteration of the chaotic system loop. Grains ave produced using synthesized waveforms from 
frequency modulation and Kavplus-Strong algorithms. Synthesis parameters are either mapped 
from the chaotic system or from statistical evaluations of the system, or they are initialized inde- 
pendently and do not vary during an event. All dynamical behavior in the output is determined 
by the chaotic system. No changes ave introduced other than those associated to r. In the initial 
implementation, one grain is iterated for each value of x, thus determining the display scale of the 
attractor from the grain size and interval between grains. This places constraints on the length 
of sequences (50-200 iterations) that can be displayed if each grain is to occur for a perceptable 
time interval. Auditioning larger samples of the system (500-2000 iterations) requires a statisti- 
cal technique that compresses information and still reflects the significant changes in the system 
in an audible way. 
For statistical display, the interval [0,1] of the logistic map is partitioned into a finite number 
of bins. Starting from the initial value x = 0.5, bins are created by partitioning [0, 1] according 
to symbolic dynamics, a well-known partitioning method [26-29]. Once bins are created, they 
are used to record the output values of the iterations that fall into the partitioned ranges. Thus, 
the number of times xn visits each bin is measured, creating a histogram. The specific value 
representing the number of times each bin has been visited is used to synthesize sound, bin posi- 
tion determining frequency and number of visits determining amplitude. Sounds are synthesized 
as a group of grains having a common start time, with one grain rendered for each bin. The 
frequency range of the histogram is adjustable. Grains are not synthesized at each iteration of 
the attractor; instead a statistical measurement of change across the entire histogram is made 
at each iteration, and when the current state of the histogram shows significant change from an 
earlier state, then a sound is created. A constant ime unit is assigned to each iteration so that 
instances of sounds occur in rhythms that are related proportionally to the number of operations 
between significant changes in the histogram. Symbolic dynamics provide a method for estab- 
lishing an equivalence between the sequence of bins visited by xn and the sequence of values that 
the system has generated from x0 to xn, such that the use of bins does not distort the chaotic 
sequence for sequences of infinite length. 
There are many statistical measures that may be used [23,30]. The choice of measure influences 
the patterns that are obtained. In one approach, the bins are initialized with a uniform or peak 
distribution. 12 At each iteration x~ is stored, the bins are normalized, and the histogram of 
the new state is measured. When a significant difference in the distribution occurs, the original 
reference state is updated with the current state and the bin values are used to render a complex 
sound. Measurement of significant change is controlled by three variables: the number of bins~ 
the threshold representing the degree of difference that is considered significant, and an exponent 
which can be used to sensitize the normalization toward large or small bin values. By changing 
these variables, the composer determines the scale and "point of view" (taking the emphasis of 
large or small bin values as a perspective or viewpoint) of the sensitivity to the norm of the 
difference. This sensitivity affects the rate and rhythm of note events. Dynamical shifts in 
distribution during a chaotic sequence cause probability shifts in the loudness of each bin in a 
cluster, transforming the timbre, pitch and loudness characteristics across an event. Bandwidth 
12In a uniform distribution, n bins are assigned the probability 1/n; in a peak distribution, one bin is assigned 
probability 1 and the rest probability 0. 
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and base frequency of the cluster are composed for each event, and the number of bins specified 
in powers of two. 
These procedures were used in my composition Shadowing Lemma [31] with an empirical ap- 
proach for searching for desired r values and initial conditions using auditory evaluation. Compos- 
ing with these systems addresses input specification under the condition that the results cannot be 
predetermined to match specific patterns. Intermittence and recurrence in these systems cannot 
be directly accessed by a composer, so that a composer would take an approach in composition by 
understanding and investigating the relations of the inputs to the system, which is both a chaotic 
system and an interpretive system. The composer may make an articulation in this complex 
environment by a composition of observations of the semiotic process. The recognitions and am- 
biguities that occur may be said to be composed without a specification of universally-recognized 
symbols as an ultimate reference. New information may become articulated in relation to the 
limits of known symbolic systems. 
4. CONCLUSIONS 
Bringing multiple views from different disciplines in relation to semiotics, we articulate criteria 
for the project of composition, the criteria which satisfy the proposal of semiotic practice as 
compositional process. As illustrated, semiotic practice focuses on the processes of designing, 
modeling, and learning, and distances itself from logocentric evaluations while it attempts to 
interact with that aspect of this society. In synergetics, it is considered to be a trivial approach to 
emulate an order parameter in order to achieve awanted pattern; exploring a system by observing 
the behavior of the system in relation to an unspecific ontrol parameter implies semiotic practice 
in that field. In the field of composition, composers are often taught to achieve certain stylistic 
perfection in order to meet the logocentric evaluation based upon familiar aesthetics. By this 
pedagogical approach, young composers often lose their benefit of going through all four stages 
of maturity--experimental, speculative, reflective, and administrative--in designing their own 
compositional practice. While each stage has its own heuristic value, semiotic practice mphasizes 
the first two stages for creating new problems to generate necessary discourse to broaden the 
margins of logocentric thought. Software designed in this context follows criteria allowing a 
composer to define goals as system specifications, avoiding goal-oriented approaches, and taking 
results as a report of the consequences of a specified interaction. This project embraces nonlinear 
dynamics as a temporary approach to semiotic practice due to the possible specifications leading 
to outputs that are characteristic yet unpredictable. 
The implication of semiotic practice for composers pans from terms of designing her or his 
project in relation to society in which she articulates herself as a composer, to terms of sys- 
tem interaction and system design, to terms of creating compositions which reflect the self- 
documentation of her activity during the course of making the composition, which is therefore 
informative and contributive, sounding composed though it may not sound like "music." 
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