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Use of certain numerical algorithms with stiff ODEs can lead to numerically unstable or noisy solutions. Such an example is given by Moler in a Mathworks article [1] :
with x(0) = σ being the initial condition. This ODE is a model of flame propagation. The variable x represents the radius of a ball shaped flame front, which grows rapidly in a process, for example when a match is lighted. Starting from a very small surface (σ), the flame front grows until it reaches a critical size. Then it remains at that size because the amount of oxygen being consumed by the combustion in the interior of the ball balances the amount of oxygen available through the surface. The parameters α and β are scalar quantities, which model the effect of surface area and volume occupied by the flame front. Note that this ODE has steady-state solutions for certain values of α and β. Combined with a certain integration method, the solution of the ODE has a very stiff behavior if σ is small. In the following, we have taken σ = 0.0001 for all numerical tests. As far as the time integration method is concerned, we have taken the explicit Euler method. Trying different ∆t values, it is possible to observe four different behavior of the ODE solution: For each case, the derivative results are computed using the tangent linear solver that is generated by the forward mode of AD. Since the forward mode of AD corresponds to exact linearization of an arbitrary function, it is a very suitable method to investigate the effect of differentiation for different values of ∆t. For the numerical experiments, we consider the scalar objective function
which is the time average of the solution x over a long time history. To be able get rid of transient effects, the averaging process starts after 2000 time iterations. For a specified objective function, the tangent linear solver computes the derivative of J with respect to the ODE model parameters α and β. For the sake of simplicity, we focus on the derivatives dJ/dα in the following.
As one might expect, the most trivial case is the divergent solution. If the ∆t is taken too large, the solution explodes quickly after a few iterations. Similarly, the derivative values also explode. This is no surprise since explicit Euler scheme is well known to be unstable above a certain ∆t.
The case I is also simple. If ∆t is chosen small enough, the solution of the ODE is monotone and smooth. In the Fig. 1 , the ODE solution as well as the derivative of x w.r.t. α, which is denoted by xd, are shown. ∆t for this case is taken as 1.0.
Initially, the variable x grows very slowly. Around t = 10000, however, it rapidly grows and settles to the steady-state value of x = 1.0. The derivative value xd also grows very slowly, and then jumps suddenly to a maximum value of 1499.79 around t = 10017. Again very rapidly it drops to 1.0 and settles down. If we look at the convergence histories of the objective function J = x ave and its derivative w.r.t. α, we again see a smooth behavior. These results can be seen in Fig. 2 .
A more interesting case occurs when we take ∆t = 2.0. In this case (Case II), the solution is highly oscillatory as it can be seen in Fig. 3 . It can be also observed that the oscillations tend to die out but this In Fig. 4 , the derivative of x is shown. The values are also oscillatory but in contrast to the ODE solution, they tend to increase. In Fig. 5 , the values of the object function and its derivative are shown. The averaging operation smooths the solution and removes the oscillations. Therefore, the objective function is monotone.
Finally, the most interesting case occurs when ∆t is neither large nor small. Certain values of ∆t leads to a chaotic solution. In Fig. 6 , the solution x in such a case is shown with ∆t = 2.8. As it can be seen from the figure, the solution becomes chaotic after a certain time step. If we look at the time averaged curve in Fig. 7 , we see a different picture. At the first glance, the objective function looks monotone and smooth. If we zoom further into the picture, however, it can be observed that the solution has some wiggles. These wiggles are also distributed in a chaotic, random-like manner. In Fig. 8 , the derivative values are shown. Up to a certain time-step, values grow slowly. Immediately after the primal solution becomes chaotic, derivatives grow very rapidly in an oscillating manner finally leading to an overflow. The derivatives of the objective function behave also in a similar way. In fact this result is not surprising, since the local solution at a certain time iteration becomes totally unpredictable. On the other hand, if we just look at the time-averaged quantities it is hard to notice the chaos. In Fig. 9 , the time-averaged solution is shown again for three different values of ∆t. Qualitative there is very little difference between the results and the steady-state values are pretty close to each other.
In conclusion, the presented example shows how a purely deterministic system becomes chaotic for some numerical setup. Although ODE solutions can be within tolerable limits, differentiating chaotic solution causes the complete failure of the tangent linear solver. Since the adjoint calculus is mathematically same as the tangent linear mode operations, we can also expect the same behavior for the adjoint codes. Obviously, the remedy is to just get away from the unstable zone either by choosing a smaller ∆t or using a different integrating scheme. 
