Abstract
Introduction
When data are high dimensional and the training sample size is small compared to the data dimensionality, it may be difficult to construct a good single classification rule [1] . The normal density based quadratic discriminant classifier (QDC) [2, p27] , for example, often suffers from the singularity problem in estimating the inverse of the covariance matrix. Generally, such a classifier is called a "weak classifier" [1] , [3] , [4] for it yields unsatisfactory performance. Recently, one approach to improve the performance of weak classifier is to construct many weak classifiers, and combine them into a powerful one. Bagging [5] , boosting [6] , and random subspace method (RSM) [7] (or multiple feature subsets [8] ) are three most popular methods.
In recent years, many studies have demonstrated that RSM is a powerful combining technique for improving classification accuracy [9] - [11] , particularly when data are high-dimensional and the training sample size is small [1] . When dealing with highdimensional data with small training samples, a classifier may suffer from the curse of dimensionality [12] , [13] and is difficult to build a sound single classification rule. Usually, a classifier constructed on small training sets is biased and has a large variance as the classifier parameters are poorly estimated [1] . RSM has proved useful for SSS problems [1] because the dimensionality of subspace constructed is much smaller than the original one while the number of training objects remains the same. Therefore, the curse of dimensionality can be alleviated because the training sample size relatively increases in the random subspaces. The performance of classifiers can therefore be improved.
In RSM, the base classifiers are constructed in random subspaces of the data feature space, which attempts to use classifier instability to generate a set of classifiers with uncorrected errors [9] , [14] . The combined decision of such classifiers may be superior to a single classifier constructed on the original training set in the complete feature space. Briefly, RSM artfully benefits from using random subspaces and aggregating mechanism for circumventing the curse of dimensionality and improving the performance of weak classifiers.
The usage of random subspaces in RSM saves lots of computational time for reducing dimensions. However, we can imagine that the performance of RSM is implicitly not so stable by using these randomly selected features. As shown in [8] , random feature selection can increase the diversity [15] without increasing the error rates. Nevertheless, it gives no guarantee that the selected features carry the necessary discriminant information. Under such circumstances, the performance of RSM is possibly not so stable. Common intuition suggests that the classifiers in the ensemble should be as accurate as possible. We believe that adequate selection on the feature subsets for an ensemble is advantageous to its performance. Based on the previous discussion, we develop a fuzzy class separability index to confirm that the selected feature subsets are informative and beneficial for constructing classifiers in RSM.
The rest of the paper is organized as follows. In Section 2, the random subspace method and the QDC classifier are reviewed. In addition, another class separability criterion, inter/intra distance, is introduced. Then the details of the proposing fuzzy class separability index are described in Section 3, followed by experiment designs in Section 4. Some experimental results on real datasets are shown in Section 5. Finally, conclusions are drawn in Section 6. 
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Random Subspace Method
Normal Density Based Quadratic Discriminant Classifier
The normal density based quadratic discriminant classifier (QDC) [2] is selected as the base classifier in this study. QDC assigns a sample x to class i (! i ) by the discriminant function i = arg max
where P (! k ) denotes the prior probability and p(xj! k ) is the conditional probability density function defined as
where d is the dimensionality of x, m i and § i are the mean and covariance matrix for class i , respectively. We can take the logarithm of the function between braces in (1) without changing the result of the argmax{} function. Therefore, (1) 
The performance of QDC will be poor when the inverse of the matrix § k is singular. The singularity problem often arises when the QDC is applied on small sample size problems. Thus, QDC is included as the base classifier in the RSM and the proposed method. One important aspect of view is that the singularity problem will become a natural mechanism to avoid selecting too many features. In other words, when the subsets are constructed with too many features, the singularity problem will arise and the classification accuracy of RSM will decrease significantly. Based on this consideration, QDC is very suitable for studying RSM.
Inter/Intra Distance
A criterion applied to measure the separability of classes is defined as J I = tr ace(S Ў 1 w S b ), where S w and S b denote the within-class and between-class scatter matrices, respectively. Both of them are defined as
where L is the number of classes, P i denotes the prior probability of class i , m is the global mean, m i and § i denote the mean and covariance matrix of class i , respectively. S is the common covariance. The criterion J I is called inter/intra distance [2] .
S w describes the average scattering within classes and S b reports the scattering of the class-dependent sample means around the overall average. A large value of J I implies that the classes are well-separated. To view the index from the geometric perspective, a large value of J I denotes that the samples within the same class group compactly and those between different classes locate separately. Actually, this criterion is also used to the well-known linear discriminant analysis (LDA) [16] to find a transformation matrix to project the original data into a lower dimension space. Then the classification accuracy can be improved. J I is employed as another index to compare with the proposed criterion for choosing better feature subsets in this study.
Fuzzy Class Separability Index
The fuzzy K-nearest neighbor (FKNN) algorithm [17] was originally developed for data classification which introduced the idea of fuzzy theory to enhance the performance of classical K-nearest neighbor classifier. In the FKNN, its fuzzification procedure is employed to compute the membership grades of each training sample. If we give more insight into it, we could find some intuitive and appealing idea behind the procedure. The fuzzification mechanism is described as follows.
Definition 1. ([17])
The membership grade of the training sample is computed by
where
is the `th training sample in ! i , n j is the number of samples that belongs to ! j , and k is a given constant which implies that k-nearest neighbors with respect to x ( i ) are included for computing the membership grades of x ( i ) . In other words, we have Table 1 . The magnitude in the diagonal entries of M , M i i , represents the withinclass membership and, of course, the magnitude in offdiagonal entries M i j is the between-class membership. As shown form Table 1 , the class ! 1 is located away from the other two classes since no sample comes from other classes among the kNNs of any sample in ! 1 . Evidently, ! 2 and ! 3 are close to each other. Notably, M is not necessary symmetric because the closest class to ! i is ! j does not imply that the closest class to ! j is ! i . The above explanation is quite clear and intuitive. Based on the previous investigation, we propose a fuzzy class separability index as a simple tool to find sounder feature subsets for building more accurate classifiers in RSM. When the value of M b is large, it means that these classes are close, or even highly overlapped.
Definition 4.
The fuzzy class separabiltity index J M is defined as
From the above definitions, we can find that the bigger the value of J M is, the more separable the classes could be. The behavior of J M is intuitive, easy and understandable. Once again, the Iris flower data set is employed as an example to help the understanding of the proposed J M . The results listed in Table 2 demonstrate that the values of J M , J I and the leave-one-out accuracy (LOOA) classified by 1-nearest neighbor classifier (1NNC). Obviously, J M appears to be more correlative to LOOA than J I . For J I , the combination of feature 1 and feature 3 will be the best choice; however, for J M , the combination of feature 3 and feature 4 is the desired one. Figure 3 helps to give an insight into the results, in which the scatter plots of data with any two of the four features are shown. From these subplots, it is easy to find that the combination of feature 3 and feature 4 is a reasonable choice. J M can accurately reflect these situations. From the above discussions, J M has two main advantages. First, we can find the closeness between classes by the class-by-class membership matrix M . Second, it can be used as an index for acquiring the class separability of a given dataset. Assuming some two-feature subsets are randomly selected as shown in Table 2 , we undoubtedly wish to find those could lead to better classification accuracies. J M is quite a suitable tool for playing such a role. We therefore introduce J M to modify the framework of RSM to form a new one, call RSM-JM. To find the B desired feature subsets, we first construct a pool with B 0 А B random feature subsets, and then to choose the B subsets with respect to the B highest values of J M . Finally, the resulting datasets are employed to construct the B base classifiers. The RSM-JM algorithm and its block diagram ( Figure. 4) are demonstrated in the following.
Algorithm-RSM-JM Input:
The training dataset D A test data point, x 0 2 X A base classifier, C A random subspace selector, RSS A fixed subspace dimensionality, p < d 
Experimental Design
Datasets
In this study, two hyperspectral image datasets, Washington DC Mall (DC) [16] and Indian Pines Site (IPS) [20] , are applied to explore the usefulness of the proposed RSM-JM. Washington DC Mall dataset is an urban site with 191 spectral bands and Indian Pines Site dataset is a mixed forest/agricultural site with 220 spectral bands. These dataset is available in the student CD-ROM of [16] . There are seven information classes selected in the Washington DC Mall dataset, and nine classes in the Indian Pines Site dataset. The samples are labeled by MultiSpec© [17] , a freeware multispectral image data analysis system developed at Purdue University. The training and testing datasets are randomly selected from the labeled dataset. Three types of training sample size per class are included for investigating the effectiveness of RSM and RSM-JM. The training sample sizes 10 (case 1), 20 (case 2) and 100 (case 3) are used to simulate the small, critical and large sample sizes [4] . The so-called critical sample size is when the number of training samples is comparable with data dimensionality. All experiments are repeated 20 times. The averaged classification accuracies and their standard deviations on the testing datasets over 20 repetitions are reported. The QDC is selected as the base classifier in this study. The Random Subspace Selector Combin
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proposed algorithm is implemented based on PRTools [18] .
Parameter Setting
The value of B is a critical part in RSM-like ensemble. We set B by evaluating the performance of RSM-JM on the datasets varying the value of B on {5, 10, 25, 50, 75, 100}. Based on the results, we set the value of B to 50 as a reasonable trade-off between computational expense and accuracy. The number of feature subsets generated in the pools (B 0 ) is set to 300. The number of features, p,employed in RSM and RSM-JM are selected experimentally. Interestingly, the singularity problem of QDC becomes a natural mechanism to limit the size of the feature subsets to less than N i . We set the feature sizes to N i =2 and N i =2 + 1 on Washington DC Mall and Indian Pines Site datasets, respectively. The value of k for computing J M is set to 3 and 5 for Washington DC and Indian Pines Site, respectively. Table 3 shows the classification accuracies (in %) for RSM, RSM-JI and RSM-JM classifiers on the Washington DC Mall and Indian Pines Site datasets in the three cases. The value in each cell stands for the average accuracy ± standard deviation over 20 trials. As demonstrated from the results, we can find that: 1) RSM-JM outperforms RSM and RSM-JI in most of the cases on the two datasets. 2) RSM-JM and RSM-JI perform better than RSM, which indicates that appropriate selection mechanism on these randomly selected subsets is beneficial to the performance of RSM. 3) RSM-JM significantly outperforms RSM in the small sample size case (case 1). 4) The three methods yielded similar consequences when the training sample size is large. Diversity is perceived as one of the most important characteristics of building the ensemble, even though the relationship between diversity and ensemble accuracy is still ambiguous [15] . To measure both the accuracy and the diversity of the classifiers, we make use of the kappa statistic (· ) [22] , [23] . A kappa-error diagram [23] allows us to visualize the diversity and the accuracy of an ensemble of classifiers, which is a scatter plot where each point corresponds to a pair of classifiers. The x coordinate is the value of · for the two classifiers. The y coordinate denotes the average error rate of the two classifiers. The kappa statistics · is introduced as follows. Given two classifiers h a and h b and a dataset containing N samples, we can construct a L Ј L contingency table where cell C i j contains the number of samples z with h a (z) = i and h b (z) = j . The · is defined as
Experimental Results
. µ 1 and µ 2 denote the probability that two classifiers agree and Figure 5 , we can see that the pairs of classifiers form a diagonal cloud that illustrates the accuracy/diversity tradeoff. The classifiers at the lower right are very accurate but also very similar to one another. The classifiers at the upper left have higher error rates, but they are also very different from one another. As indicated form these plots, RSM-JM increases the agreement and reduces the error rates between classifiers, while the diversity between base classifiers is maintained to some extent by the random choice of the input subspaces. That is the reason why RSM-JM can therefore achieve better classification accuracies. Additionally, the degree of diversity obtained by RSM-JM is lower than the diversity given by RSM since the randomness of subsets in RAS-JM is lower. The differences between RSM and RSM-JM are close on the two dataset in the two cases. Interestingly, the kappa-error diagrams on the two datasets are quite 
Concluding Remarks
The objective of this study is to improve the performance of RSM by filtering the randomly selected feature subsets based on the proposed fuzzy class separability index. This index is used to quantify the datasets with the randomly selected feature subsets, and then those conduced to the performance of RSM are selected. The experimental results showed that the proposed RSM-JM can obtain better consequences than RSM and RSM-JI. Additionally, the results also demonstrated that appropriate selection mechanisms on these randomly selected subsets are beneficial to the performance of RSM, particularly in the SSS cases. In the future, we would like to develop the kernel version of J M and investigate the performance of RSM in the kernel space.
