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Scientific Progress and Accomplishments: 
The objectives of this project are to provide a quantitative assessment of the 
value-added due to the DMSO data engineering and CMMS products and to provide 
useful measures of the health and the status of work in progress. We leveraged 
ongoing NPS faculty and graduate students' efforts on software risk. reduction to 
address this objective. 
~, The assessment addressed the value added by DMSO data engineering concepts and 
tools, as well as metrics to support cost estimation, schedule planning, status of 
work in progress, conceptual model complexity, and software defect evaluation. 
NPS is actively conducting research on software risk reduction, with emphasis on 
quantitative assessment of project risks related to costs and schedules. We have 
focused on measures of products available early in the project. We applied these 
results to DMSO projects to address these issues. 
NPS has an extensive track record in developing software engineering models, 
methods, and tools. We have pioneered development and evaluation of computer-aided 
tools and methods (e.g., CAPS and associated software supporting tools for modeling 
and design of real-time systems.) Nearly 15 years of developmental effort has 
resulted in the best tools and technology in this area. We have integrated results 
into our graduate education program to help transfer new technology into DoD. 
This process also involves evaluation and technology transfer for a variety of 
formal models and methods for software research and development with emphasis on 
the practical impact on DoD applications. 
We conducted an assessment of the DMSO Conceptual Models of the Mission Space 
(CMMS) Program, including basic concepts, recommended practices, data interchange 
formats, knowledge repositories, supporting tools and utilities, and associated 
work flow. 
Our contribution to the Assessment of DMSO Conceptual Models of the Mission Space 
is twofold: 
• Formal models have been demonstrated to be a useful path to effective software 
development, improving software reliability, and improving estimates _of 
software development schedules. We will explore the feasibility of mapping 
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DMSO CMMS into development of approaches utilizing such models and tools t ,-------.._ 
assess compatibility and potential value-added due to possible application o:... 
such cost saving approaches. 
• We joined the results from above, and the on-going work at NPS 
of requirements volatility and complexity (read defects, 
ambiguity) of downstream product risk. 
on the effect 
change, and 
The current state of the art techniques of risk assessment rely on checklists and 
human expertise. This constitutes a weak approach because different people could 
arrive at different conclusions from the same scenario. The difficulty of 
estimating the duration of projects applying evolutionary software processes 
contributes to add intricacy to the risk assessment problem. We introduced a formal 
method to assess the risk and the duration of software projects automatically. The 
method has been designed according the characteristics of evolutionary software 
processes. We introduced a set of metrics to measure productivity, requirement 
volatility and complexity. We constructed a formal method based on these three 
indicators to estimate the duration and risk of evolutionary software processes. 
The approach introduces benefits in two fields: a) automation of risk assessment 
and, b) early estimation method for evolutionary software processes. 
Despite progress in formal methods, prototyping, and evolutionary software 
processes, risk assessment remains as an open issue dependent on human expertise. 
Software development processes such the hypergraph model for software evolution, or 
the spiral model, have a common weakness: risk assessment. In the software 
evolution domain, risk assessment has not been addressed as part of the model. In 
the various enhancements and extensions, the graph model did not include risk 
assessment steps, hence risk management remains as a human-dependent activity tha~---.__ 
requires expertise. In the evaluation of the spiral model, one of the difficultie. 
mentioned by Boehm was: "Relying on risk-assessment expertise, the spiral model 
places a great deal of reliance on the ability of software developers to identify 
and manage sources of project risk". 
Many researches have addressed the problem of risk assessment following guidelines, 
checklists; these methods work fine if a) they are applied by a human educated on 
risk assessment, and b) he/she has enough experience. The weakness of all current 
risk assessment practices is human dependency. As a corollary, risk assessment may 
not be consistent because different experts could arrive at different conclusions 
from the same scenario. 
Our research is focused on transforming the present state of the art about risk 
assessment into a formal method. We have introduced an automated and formal 
software project risk assessment model, based on early metrics and probabilities 
designed for evolutionary software processes. 
Studies have shown that early parts of the system development cycle such as 
requirements and design specifications are especially prone to error. Problems 
originating in the early stages often have a lasting influence on the reliability, 
safety and cost of the system. This effect is particularly notorious in projects 
involving multiple stakeholders with different points of view. Evolutionary 
software processes offer an iterative approach to requirement engineering to 
alleviate the problems of uncertainty, ambiguity and inconsistency inherent in 
software developments. Moreover, prototyping can improve the capture of change in 
requirements and assumptions during the development process. Prototypes are useful 
to demonstrate system scenarios to the affected parties as a way to: a) col lee~ 
criticisms and feedback that are sources for new requirements; b) enable earl 
detection of deviations from users' expectations; c) trace the evolution of the 
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requirements; and d) improve the communication and integration of the users and the 
development personnel. 
Despite the unquestionable benefits of evolutionary software processes, we have two 
concerns. First, the automated risk assessment issue has not been resolved. It is 
usually viewed as an extra activity layered on the assigned work, or worst, as an 
outside activity that is not part of the software process. The main line of 
previous research has addressed the problem in parallel with the development 
process using informal methods. 
Basically the proposed methodologies are lists of practices and checklists or 
scoring techniques that are dependent on human expertise. The second concern is 
that prototyping poses a problem to project planning because of the uncertain 
number of cycles required to construct the product. The industry has been using 
three classes of tools to estimate effort and time that can be applied at different 
moments during the life cycle, each category being more precise than the previous 
one but arriving later: 
a) Very early estimations. This category includes very crude approximations done 
during the beginning of the process usually by subjective comparisons using 
previous projects. 
b) Macro models. This category includes Basic COCOMO, COCOMO II (application 
composition model) , Putnam, Function Points, etc. The estimation is done after 
completing the requirements phase. 
c) Micro models. This category includes intermediate and detailed COCOMO, COCOMO II 
r-'- (early design and post-architecture models), and Pert/CPM/Gantt techniques. The 
estimation is done after the design when it is possible to have a work breakdown 
structure. The project estimate is the integration of all module estimates based on 
linear layouts of activities, so they do not fit completely with evolutionary 
software processes. 
None of these techniques consider the following characteristics of software 
projects: a) requirement volatility, b) personnel volatility, and c) time consumed 
by communications, exceptions and noise in the process. All the methods use size as 
an input parameter via some kind of derivation from complexity. In many cases the 
methods to compute such complexities and sizes are questionable. 
Following we describe a small set of metrics that support our risk identification 
strategy (requirements, personnel and complexity). We choose metrics presenting the 
following characteristics: a) robustness, b) repeatability, c) simplicity in terms 
of the number of parameters, d) easy to calculate, and e) automatically 
collectable. 
Metrics for requirements 
We purpose three metrics for requirements: a) birth-rate, b) death-rate, and c) 
change-rate. We define birth-rate (BR) as the percentage of new requirements 
incorporated in each cycle of the evolution process. This metric shows the 
introduction of new requirements as a percentage. We define death-rate (DR) as the 
percentage of requirements that are dropped by the customer in each cycle of the 
evolution process. We define change-rate (CR) as the percentage of requirements 
changed from the previous cycle. From the point of view of the metrics, a change in 
a requirement can be viewed as a death of the old version and a birth of the new 
one. The simplification just described enables comparison of birth-rate and death-
rate in a bi-dimensional plot that shows four regions: stability region, growing 
region, volatility region and shrinking region. Each of these regions has different 
risk connotations. During early stages, it is normal for projects to be in the 
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growing region. However, if the project remains in this region after many cycle,-.._ 
or returns to this region after visiting other regions, something wrong happen_ 
The first case is an indicator that the requirement engineering is not efficient· 
hence some corrective action should be applied. The second case shows evidence of 
late discovery of some cluster of hidden requirements. After some cycles, the 
project should be in the volatile region. If the project does not evolve into the 
stability region, then there is evidence that the requirements engineering activity 
is not efficient and some corrective action may be needed. It is important to 
analyze the evolution of the stakeholders' issues and criticisms. It could be also 
the case that stakeholders have changed their minds. If the project evolves to the 
shrinking region, and the requirements engineering is working right, there is 
evidence that the customers are cutting down the project. This can be an indicator 
of a severe cut in the budget. Finally, any return to a previous region should be 
considered as evidence of threats. In such cases a detailed analysis is required to 
assess the causes of the anomaly. This set of metrics can be collected 
automatically from the baseline and can give early alerts of threats. In our 
schema, requirement volatility is related to two risk factors: the product and the 
process. 
Metrics for team fitness 
We require measure the fit between people and their roles in the software process. 
In order to measure personnel both quantitative and qualitative metrics are 
required. A skill match between person and job is required to estimate the speed in 
processing information and rate of exceptions. On the quantitative side it is 
important to measure the number of people and the turnover. This last one provides 
information about the expected productivity losses due to training, learning curves 
and communications. This set of metrics is difficult to collect because people are 
very reluctant to being measured. During our simulations we found that there exi~~ 
an easier way to measure the productivity fitness, by observing the ratio betwe, 
direct working time and idle time. Fitness is related to two risk factors: the 
resources and the process. 
Metrics for complexity 
Complexity has a direct impact on quality because the likelihood that a component 
fails is directly related to its complexity. The quality of the product can only be 
determined at the end of the process. Hence, it is important to measure the 
complexity as an early predictor to provide a way to assess the duration of the 
project given some indicators collected during the requirements phase. In such 
conditions, code is not available, so the only possible measurements should come 
from the specification. Complexity is related to one risk factor: the product. 
Research on Function Points (FP) showed that there exists a clear relation between 
complexity and size in terms of lines of code. However, FP are not well suited for 
real time systems or object-oriented developments. Formal specifications are 
suitable for being analyzed to compute their complexity. We conducted experiments 
trying to derive complexity from formal specifications created by CAPS (Computer 
Aided Prototyping System). The tool generates specifications in a structured 
language called Prototyping Specification Design Language (PSDL). PSDL code has the 
following components: types, operators, data streams and constraints. Types are 
declarations of abstract data types required for the system. Operators are state 
machines and data streams represent the communication links between them. Both 
operators and data streams are the components of a dataflow graph. Finally, 
constraints represent the real-time constraints that the system must support. The 
tool generates Ada code form PSDL specifications. We defined two complexity metrics 
for PSDL: a) Fine Granularity Complexity metric (FGC), and b) Large Granulad,---..___ 
Complexity metric (LGC). The reason to compute different metrics is because we wQ 
to detect two classes of threats. First, we need to be aware of excessively complex 
5 
operators. High complexity of one operator could be caused by poor design and 
possibly can be solved by better abstracts or further decomposition. Second, we 
require a metric to compute the total complexity of the system. FGC expresses the 
complexity of each operator in the system and is the sum of the fan-in and fan-out 
data streams related to the operator (FGC = fan-in + fan-out) . LGC expresses the 
complexity of the system as a function of the number of operators (0), data streams 
(D), and types (T) (LGC = 0 + D + T) . . 
We found a strong correlation between PSDL lines of code and LGC (R = 0.996). If we 
compare the Ada non-comment lines of code of the projects with their complexity 
measured using LGC, we observe a strong correlation also (R = 0.898). Our 
complexity metric correlates better with PSDL than with Ada because CAPS 
automatically generates PSDL; on the other hand, even if CAPS generates part of the 
Ada code, the designer can add and modify the generated code, introducing more 
variability. The size of the project in thousands of non-comment lines of code can 
be estimated as: 
KLOC= (32 LGC + 150) / 1000. 
As the complexity grows, the ratio trends to approximately 32 LOC for each unit of 
LGC. This finding provided us with a method to compute the size of the projects 
given an early measure of their complexity. This conversion is required to compare 
our approach with Putnam's and Boehm's approaches because they require the size as 
an input parameter. A caveat of this study is that our sample is small, but it 
includes all the information we have at the current time. However, the study 
suggests the possibility of estimating size in terms of complexity with a useful 
degree of accuracy. 
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Abstract 
In 1994 Gibbs clc1imed that "despite 50 years of 
progress. the software industry remains .rears-perhaps 
decades-short of tlze mature engineering discipline 
needed to meet tlze demands of an information-age soci-
efl;." Mam· researchers have treated the problem using 
clij}erem ;tpproaclzes: tools. formal methods. proto(1p-
ing, software processes, etc. Howe~·er, this ussertio11 
remains tme today. This paper considers the problem 
from the point of view of requirement engineering and 
risk assessment. We present ct/I improvement to the em-
lwionary proto(1pi11g process model. 
1. Introduction 
In complex software systems, reliability is an impor-
tant aspect of software quality that has been elusive in 
practice. Since more and more human activities and sys-
tems are dependent on software, achieving the appropri~ 
ate level of reliability in a consistent and economical way 
is crucial. Software failures inconvenience people at best, 
and in extreme cases can kill them. 
Much reliability research has been conducted study-
ing the behavior of a system after it is operable. This 
work has strong theoretical statistical foundations and 
many of these models have been shown to be very accu-
rate. However. post-mortem analysis of the behavior of a 
system gives insights too late to be useful for software 
development. 
This paper describes a way to improve reliability of 
systems from the beginning of the process. Studies have 
shown that early parts of the system development cycle 
such as requirements and design specifications are espe-
cially prone to errors. Problems originating in the early 
stages often have a lasting influence on the reliability, 
safety and cost of the system. In early stages we cannot 
directly assess reliability of products that do not exist yet, 
but we can assess risks that could contribute in the future 
to the lack of reliability. quality and usefulness of the 
system. 
Evolutionary prototyping offers an iterative ap-
proach to requirement engineering to alleviate the prob-
lems of uncertainty, ambiguity and inconsistency inher-
ent in the process. Moreover, prototyping can improve 
the capture of change in requirements and assumptions 
during the development process. This effect is particu-
larly notorious in projects involving multiple stake-
holders with different points of view. 
Computer Aided Prototyping System (CAPS) [I] is 
a CASE tool that provides a collection of techniques and 
languages for computer-aided prototyping. including 
logical assessment of the consistency and clarity of re-
quirements and specifications. CAPS methods involve 
the use of real-time constraints and abstract modeling to 
describe the requirements in a clear. precise, consistent 
and executable fonnat. Prototypes can be applied to 
demonstrate system scenarios to the affected parties as a 
way to: a) collect criticisms and feedback that are 
sources for new requirements; b) early detection of de-
viations from users' expectations; c) trace the evolution 
of the requirements; and d) improve the communication 
and integration of the users and the development per-
sonnel. 
1 This research was supported by the US Army Research Office under grant #38690-MA and grant #-W473-MA. 
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2. CAPS (Computer Aided Prototyping Sys-
tem) 
Real time systems present special difficulties in 
terms of requirement engineering. Some requirements 
are difficult for the user to provide and for the analysts 
difficult to determine. The best way to discover these 
hidden requirements is via prototyping. CAPS is a tool 
specially suited for this task. It has a graphical easy to 
understand interface that maps to a specification lan-
guage, which in turns generates Ada code. The main 
components of CAPS are: 
(a) The prototype system description language 
(PSDL). PSDL is based on data flow under real-
time constraints. It uses an enhanced data flow 
diagram that includes non-procedural control and 
timing constraints. 
(b) User interface based on a graphic editor with a 
palette of objects that include operators, inputs, 
outputs, data flows and operator loops. A search 
engine helps the designer to find reusable compo-
nents. 
(c) The software database system provides a repository 
for reusable PSDL components. 
(d) The execution support system consists of a transla-
tor, scheduling mechanisms, execution monitors, 
and a debugger. 
The prototyping process consists of prototype con-
struction and modification (evolution) based on evolving 
requirements and code generation. Both construction 
and modification are exploratory activities with a com-
mon target: to satisfy multiple users with different and 
often conflicting points of view. Requirement engineer-
ing is a consensus driven activity in which mechanisms 
for conflict resolution and traceability of requirement 
evolution represent critical success factors. 
3. REMAP (Representation and Mainte-
nance of Process Knowledge) 
The REMAP model [2] represents the conflict reso-
lution of requirements in a multiple stakeholder envi-
ronment. It is an improvement of the IBIS model intro-
duced by [3]. Figure I shows the conceptual model of 
REMAP. 
Requirements are the main input and output of each 
demonstration of the prototype. Initially, a small set of 
requirements is collected. The requirements generate 
controversy between different stakeholders. The argu-
mentation process is covered by the extension to the IBIS 
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model. The primitives of IBIS are issues, positions and 
arguments. Issues are questions or concerns. Positions 
represent the points of view of different stakeholders. 
Arguments can support or object to positions, and are 
based on assumptions. Design decisions resolve issues 
introducing constraints, which define design artifacts. 
modifies leads to 
..---------- Requireme"lt ------~ 
-+BIS~ -
! ''"""'""' ·~·  ! 
I I ~, o,WoOecS ,- i 
; ; ] 1 Argume:,t I 
i 
!..~.......... ..... .................... . ........... depe~4s on au¼l;f,ls 
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Figure1: REMAP model 
The requirement engineering process transforms 
initial requirements that usually are informal and impre-
cise into more technical and precise specifications. 
Specifications are required for practical development 
purposes and can be understood by engineers. However, 
they are not well understood by users. So, it is necessary 
to provide a full spectrum of descriptions. For that rea-
son, the primitives of REMAP have been integrated into 
the graph model [4] in successive efforts [5] and (6]. 
4. The Graph l\lodel 
The graph model is a data graph model for evolu-
tion that records dependencies and supports automatic 
project planning, scheduling. and configuration man-
agement. The evolution process is represented by a 
graph that at any given moment models the current and 
the past state of the software system as well as planned 
future states. 
The model views a software evolution process as a 
partially ordered set of steps. Steps represent activities 
required to produce the system. A step has states that 
reflect the dynamic progression of the activity from the 
moment that it is proposed to the moment it is completed 
or abandoned. 
The graph model has experienced its O\vTI evolution 
process. Luqi [I] introduced a primitive version of the 
model. Mostov and Luqi [7, 4] refined and elaborated 
the model. In [4], the notion of hypergraph was intro-
duced to realize automated software evolution in multi-
dimensional phases. Further refinements including 
scheduling and team coordination, were introduced by 
[8]. Conflict resolution of requirements and criticisms 
introduced by Ramesh [2] and Ibrahim [5]. Luqi [9] ex-
tended the graph model to a hierarchical hypergraph that 
improved the traceability of the dependencies and intro-
duced the concept of hyper-requirements. Finally, Harn 
extended the model to a relational hypergraph model [6]. 
5. Risk assessment driven sofh...-are evolu-
tion 
Experience suggests that building and integrating 
software by mechanically processable formal models 
leads to cheaper, and more reliable products sooner. 
Software development processes such the hypergraph 
model for software evolution, or the spiral model [IO], 
have improved the state of the art. However. they have a 
common weakness: risk assessment. 
In the software evolution domain risk assessment 
has not been addressed as part of the model. In the vari-
ous enhancements and extensions the graph model did 
not include risk assessment steps, hence risk manage-
ment remains as a human-dependent activity that re-
quires expertise. 
In the evaluation of the spiral model. one of the dif-
ficulties mentioned by Boehm was: "Re~1·ing on risk-
assessment expertise. The spiral model places a great 
deal of reliance on the abili(v of software developers to 
identifv and manage sources of project risk." " ... Another 
concern is that a risk-driven specification will also be 
people-dependent." [ I 0]. 
Many researches have addressed the problem of risk 
assessment following the perspective of the traditional 
disciplines. The tools for risk assessment are guidelines 
for practices, checklists, taxonomies of risk factors and 
few metrics. All these methods work fine IF carried out 
by a human educated on risk assessment AND with 
enough experience. Unfortunately, such resources are 
really scarce. 
From the point of view of software engineering, it is 
necessary to create a method to support the decision-
making process during the early stages of the life cycle, 
when changes can be made with less impact on the 
budget and schedule. In our vision, software risk man-
agement deals with how to administrate complexity and 
how to assign resources. We propose to separate risk 
assessment into three classes: resource risk, process risk 
and product risk. 
Resource risk is the amount of project risk created 
by threats imposed by available resources. It is affected 
by organizational, operational, managerial and contrac-
tual parameters such as outsourcing. personnel, time and 
budget. The literature is abundant in this area [ 11, 12]. 
Various approaches use subjective techniques such as 
guidelines and checklists [13], [11]. which require the 
opinion of an expert even when they could be supported 
by metrics. [ 12] has introduced a more rigorous method. 
In this approach, the risk is viewed as a three dimen-
sional entity that depends on schedule risk schedule, cost 
risk and technical risk. 
The process risk is the amount of the project risk 
caused by management work procedures such as plan-
ning, quality assurance, and configuration management. 
It is also caused by technical work procedures related to 
the software processes such as requirements, analysis, 
design, code generation, testing, etc. The more complex 
a process is, the more difficult it is to manage. More 
education, training, standards, reviews, and communica-
tion are required. Consequently, complexity grows. 
Software process complexity has been partially addressed 
by research in terms of subjective assessments about ma-
turity level and expertise [13. 11, 14]. However, we seek 
a more precise and objective method. Several approaches 
to study process complexity in a static way have been 
introduced in the field of management. Simulation can 
be used to measure the complexity of the dynamics of the 
processes. 
Finally, product risk is related to the final character-
istics of the product, its conformance with specifications 
and requirements, its reliability and customer satisfac-
tion. 
We think that there exists a dependency between 
these classes of risk. The success of the project depends 
on its own characteristics and in the success of the prod-
uct and the process. The success of the process depends 
on itself as well as in the success of the project and the 
product. And the success of the product depends on itself 
and on the success of the project and the process. The 
dependencies among the three areas constitute an 
equivalence relation because the symmetric, transitive 
and reflexive properties apply. In our view, this reflects 
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the fact that resources, process and product are different 
facets of the same entity: the project. 
Dealing with threats. the decision-maker can apply 
the following strategies: 
• Risk absorption, which is to assume the conse-
quences of the risk as a constraint. 
• Risk avoidance, which eliminate the possibility of 
the risk following tum around solutions avoiding 
the threat. 
• Risk prevention. which is the typical situation. Pro-
tection, mitigation and anticipation are the key fac-
tors to reduce risk. 
• Risk transfer, which implies the shift of the conse-
quences of the risk to another organization. 
• Risk contingency, which implies the use of reserve 
resources to mitigate an actual threat according to a 
previously established contingency plan. 
6. The proposed model for risk assessment 
Transforming the unstructured problem of risk as-
sessment leads to an objective method able to be trans-
lated into an algorithm. In order to structure the prob-
lem. we decompose risk assessment of an engineering 
project in two different visions. First, a micro-vision is 
required for threat resolution. This micro-vision risk 
assessment relates to the identification of the threats, the 
decision-making process to address the problem, and the 
formalization of the solution in a plan. 
The micro vision is necessary but not sufficient be-
cause it is impossible to manage a project without a 
global scenario. Hence, a macro vision ·approach is also 
required. The macro vision approach relates to the inte-
gration of the evaluation made for each of the threats. 
The macro-vision risk assessment of the project includes 
three risk components: process, product and resources. 
6.1. Micro-vision 
The decision-maker is positioned on the root of a 
decision tree, where each branch represents a course of 
action that implies costs and probabilities of success. 
When a threat is identified, two possible choices are 
available: to avoid the threat or to deal with it. Avoiding 
a threat is usually associated with represent some costs. 
Typically, avoiding a threat implies finding a tum 
around that can have effects on schedule, budget or even 
on functionality. 
lf the decision-maker opts to deal with the threat, 
then three possible courses of action are available: to 
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prevent, to wait, or to transfer the threat. Prevention and 
transfer could have associated costs. The waiting strat-
egy postpones the use of resources in the hope that the 
threat will not appear, trying to trade information for 
time. 
Even if applying prevention, there is no absolute 
guarantee that the threat will not appear. In these cases 
the decision-maker can apply a contingency plan that 
introduces new costs. Again the contingency plan cannot 
guarantee absolute effectiveness. 
If w_e know or can estimate the probability of each 
branch representing a state of nature, it is possible to 
calculate the expected outcome for each one as the 
weighted sum of outcomes. So, we can arrive to the root 
with a value for the expected cost. The path that pro-
duces an optimal expected solution contains the recom-
mended course of action. 
To solve the uncertainties, subjective estimation of 
the probabilities of occurrence of the different states~ of 
nature can be applied. This approach i~ easy to imple-
ment but requires a great deal of experience to judge 
accurately the success probability of each alternative. 
Group consensus techniques (like the Delphi method) 
are usually very helpful in such situations. 
Decisions trees based on the expected monetary 
value (EMV) could lead to bad decisions because in the 
most common case the decision-maker is confronted 
with a multiattribute problem. Moreover, different peo-
ple have different attitudes toward risk. This issue is 
applying utility theory. The decision-maker must provide 
his estimation of return for each attribute related to the 
decision, as a vector R = (RI, R2, ... , Rn). The decision-
maker must introduce also his preferences as a weight 
vector W = (WI, \1/2, ... , \Vn). The outcomes of each 
attribute are given by Ai, such that: 
Ai= \Vi* Ri 
n 
, where l Wi = 1 
i=O 
The outcome for each alternative is then calculated 
as a function of the sum of the attributes (A I, A2, ... , 
An) converted to a value between O and l, where I is 
given to the best outcome and O to the worst. 
6.2. Macro-vision 
As we stated previously, the macro-vision approach 
integrates the assessments done for each of the identified 
threats. Moreover, the macro-vision risk can be used to 
find threats in an automated way. The risk assessment 
for the project is done by the integration of three risk 
factors (process, resources and product), plus two cus-
tomization factors (decision-maker's perceptions of the 
environment and decision-maker's preferences). 
The process introduces risk as consequence of its re-
quirements and characteristics: complexity, technology 
required. budget required, schedule required, and per-
sonnel skills required. The process provides the descrip-
tion of its environment and the theoretical requirements 
to execute it. 
The resources represent the actual allowances in 
personnel, tools, budget and schedule. The resources 
impose constraints that may not match the process re-
quirements. These mismatches are a source for threats 
that can be identified automatically. 
The product introduces its own risk in terms of 
quantitative and qualitative attributes. We identified two 
basic product-risk factors: requirement conflicts, and 
requirement complexity. The second one is consequence 
of the functional complexity of the requirements and the 
quality target defined in terms of reliability, maintain-
ability and usefulness. 
The risk assessment of the project can be structured 
as the evaluation of the complexities and the degree of 
mismatch from the product and process characteristics. 
to the resource constraints. The process of collecting risk 
metrics can be automated at least for the principal fac-
tors. Hence, project risk can be assessed using an auto-
mated tool. 
7. Metrics 
Metrics are a key factor in the identification of 
threats. Without metrics it is not possible to provide 
early alerts of risks. In this section we describe a set of 
metrics that support our risk identification strategy. All 
the metrics presented ·here are well formed, in the sense 
that they present the following strengths: 
• Robust in terms of the verification of their outputs. 
• Repeatable. Different observers would arrive at the 
same measurement regardless of the number of repe-
titions. 
• Simple. We use the least number of parameters suffi-
cient to obtain an accurate measurement. 
• Easy to calculate. They do not require complex algo-
rithms or processes. 
• Automatically collected. There is no need of human 
intervention. 
7.1 Metrics for Requirements 
We define birth rate (BR) as the percentage of new 
requirements incorporated in each cycle of the evolution 
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process. This metric shows the explosion of new re-
quirements as a percentage. 
BR%= (NR / TR) * I 00, where 
NR = number of new requirements, 
TR = total number of requirements 
TR = PR + NR, where PR denotes the number of re-
quirements in the previous version. 
We define death rate (DR) as the percentage of re-
quirements that are dropped by the customer in each 
cycle of the evolution process. 
DR%= (DelR / TR) * I 00, where 
DelR = number of requirements deleted, 
TR = total number of requirements (before deletion) = 
PR+ NR. 
We define change-rate (CR) as the percentage of 
requirements changed from the previous version. 
CR(%)= (ModR · TR) * I 00 
where ModR = number of requirements changed. 
From the point of view of the metrics, a change on a 
requirement can be viewed as a death of the old version 
and a birth of the new one. This simplification does not 
imply that we lose the history of the evolution. The 















Figure 2: Evolution of requirements in a project 
The simplification just described, enables us to com-
pare birth rate and death rate in a two-dimensional plot 
that shows four regions: stability region, growing region, 
volatility region and shrinking region (fig. 2). The graph 
is double logarithmic, so the borders of the four regions 
four regions are in the I 0% value. Each of these regions 
has different risk connotations. 
The arrow shows the normal evolution of a project 
as the time goes by. During early stages, it is normal for 
projects to be in the growing region. However, if the 
project continues in this region after many cycles, or 
return to this region after visiting other regions, some-
thing wrong is happening. The first case, this is an indi-
cator that the requirement engineering is not efficient; 
hence some corrective action should be applied. The 
second case, shows evidence of late discovery of some 
cluster of hidden requirements. 
After some cycles, the project should be in the vola-
tile region. If the project does not evolve into the stability 
region, then there is evidence that the requirements en-
gineering activity is not being efficient and some correc-
tive action is mandatory. It is important to analyze the 
e\'Olution of the stakeholder's issues and criticisms. It 
could be also the case that stakeholders have changed 
their minds. 
If the project evolves to the shrinking region, and 
the requirements engineering is working properly, there 
is evidence that the customers are cutting down the pro-
ject. This can be an indicator of a severe cut in the 
budget. 
Finally, any involution to a previous region should 
be considered as evidence of threats. In such cases a de-
tailed analysis is required to assess the causes of the 
anomaly. 
This set of metrics can be collected automatically 
form the hypergraph and can give early alerts of the 
threats. 
7.2 Metrics for Complexity 
Complexity has a direct impact on quality because the 
likelihood that a component fails is directly related to its 
complexity. The quality of the product can only be de-
termined at the end of the process. Hence, it is important 
to measure the complexity as predictor. 
Real time systems present special difficulties in 
terms of requirement engineering. Some requirements 
are difficult for the user to provide and for the analysts 
difficult to determine. The best way to discover these 
hidden requirements is via prototyping. CAPS is a 
CASE tool specially suited for this task. 
The prototyping process consists of prototype con-
struction and modification (evolution) based on evolving 
requirements and code generation. Both constrnction 
and modification are exploratory activities with a com-
mon target: to satisfy multiple users with different and 
often conflicting points of view. Requirement engineer-
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ing is a consensus driven activity in which mechanisms 
for conflict resolution and traceability of requirement 
evolution represent critical success factors. 
Specifications written in PSDL, the prototyping lan-
guage used in CAPS, are suitable for being analyzed to 
compute their complexity. In PSDL code we observe the 
following components: types, operators, data streams 
and constraints. Types are declarations of abstract data 
types required for the system. Operators and data 
streams are the components of a dataflow graph. Finally. 
constraints represent guard conditions and real-time 
constraints that the system must support. 
We define two complexity metrics for PSDL: Fine 
Granularity Complexity metric (FGC), and Large 
Granularity Complexity metric (LGC). The reason to 
compute different metrics is because we want to detect 
two classes of threats. First. we need to be aware of op-
erators that are too complex. High complexity on one 
operator could be caused by poor design and possible can 
be solved by further decomposition. Second, we require a 
metric to compute the total complexity of the system. 
FGC expresses the complexity of each operator in 
the system and is a function of the fan-in and fan-out 
data streams related to the operator. 
FGC = fan-in + fan-out 
LGC expresses the complexity of the system as a 
function of the number of operators. data streams, and 
types. 
LGC = 0 + D + T 
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Figure 3: Correlation between PSDL and LGC 
We examined the correlation between LGC and size 
of the specifications and the code. We observed a very 
strong correlation between PSDL lines of code and LGC 
(R =- 0.996) (fig. 3). The correlation between non-
comment Ada lines of code of the projects with their 
complexity measured using LGC, we observe a strong 
correlation also (R = 0.898) (fig. 4). Our complexity 
metric correlates better with PSDL than with Ada. The 
reason for this difference is because CAPS automatically 
generates PSDL. On the other hand, even if CAPS gen-
erates part of the Ada code, the designer can add and 
modify the generated code introducing more variability. 
The following graph shows the correlation observed for 
the same set of projects. 
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ducted to validate our preliminary observations on com-
plexity and size. 
We found a method to solve the problem of human 
dependency in risk assessment. This method was de-
signed for the graph model, however it can be custom-
ized to any evolutionary prototyping software process. 
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Figure 4: Correlation between NCLOC (Ada) and LGC 
A caveat of this study is that our sample is too 
small. It includes all information we have available at 
the moment. However, the study suggests the possibility 
to estimate code size in terms of requirement complexity 
with useful levels of accuracy. 
8. Integration with the graph model 
The graph model has advantage of being easily ex-
pandable. The model is based on a hypergraph G = (N. 
E, I, 0) where N is a set of nodes that represent the soft-
ware components and related documents; E is a set of 
edges that represent the steps or tasks required by the 
process; I and O are functions that permit the navigation 
forward and backward in the graph. Risk assessment 
activities can easily be incorporated to the model by the 
extension of the class of edges. Figure 5 represents the 
software evolutionary prototyping software process. Fig-
ure 6 shO\vs the proposed software process improvement. 
From the specifications we can derive the complexity of 
the product. This information is used together with per-
sonnel and organizational information, and with metrics 
of requirements collected from the baselines, to produce 
the risk assessment. The risk assessment step integrates 
these measures with issues created by the application of 
the REMAP model in the issue analysis steps. The 
automated risk assessment provides the decision-maker 
with objective and reliable information. 
9. Conclusion 
We introduced a framework and metrics able to 
structure the risk assessment problem and to solve it by 





Figure 5: The evolutionary prototyping software 
process 
Figure 6: The proposed process 
References 
[I] Luqi. Software Evolution Through Rapid Prototyping. 
[2] 
[3] 
IEEE Computer. May, 1989. 
Ramesh, B. and Luqi. Process Knowledge Based Rapid 
Prototyping for Requirements Engineering. Journal of 
Systems Integration, 5 (157-177) 1995. 
Conklin, J. and Begeman, M. GIBIS: A Hypertext Tool 
for Exploratory Policy Discussion. ACM Transactions 










Luqi. A Graph t-.fodel for Software Evolution. IEEE 
Transactions on Software Engineering. Vol. 16 No. 8. 
August. 1990. 
Ibrahim. 0. A Model and Decision Support Mechanism 
for Software Requirements Engineering. Ph.D. Disser-
tation. NPS. Monterey, California. I 996. 
Ham, M. Relayional Hypergraph Model. PhD Dissser-
tation. NPS. Monterey. California. 1999. 
i\lostov, Luqi and Hefner. A Graph Model of Software 
Maintenance. Technical Report NPS52-90-014. De-
partment of Computer Science. NPS. Monterey. CA. 
August 1989. 
Badr. S. A Model and Algorithms for a Software Evolu-
tion Control System. PhD Dissertation, Computer Sci-
ence Department. ;,,rps_ Monterey. CA. 1993. 
Luqi and Goguen. J. Formal Methods: Promises and 
Problems. IEEE Software. January, 1997. 
Boehm. B. A Spiral Model of Software Development 
and Enhancement. Computer. May, 1988. 
Hall. E. Managing Risk. Methods for Software Systems 
Development. Addison Wesley, 1997. 
Karolak. D. Software Engineering Management. IEEE 
Computer Society Press. 1996. 
[13] Software Engineering Institute. Software Risk Man-
agement. Technical Report CMU/SEI-96-TR-0l2. June. 
1996. 
[14] Humphrey. W. Managing the Software Process. Addi-
son-Wesley. 1989. 
15 
Surfing the Edge of Chaos: Applications to Software Engineering 
Juan C. Nogueira 
Carl Jones 
Luqi 
Naval Postgraduate School 
2, University Circle 
Monterey, CA. 93943 USA 
+l (831) 656 2093 
jcnoguei@nps.navy.mil 
Abstract 
This paper discusses the problems of software engineering as the weakest link in the development 
of systems capable of achieving information superiority. Fast changes in technology introduce ad-
ditional difficulties in terms of strategic planning. organizational stmcture, and engineering of 
software development projects. In such complex environment, a new way of thinking is required. 
We analyze the introduction of complex adaptive systems as an alternative for planning and 
change. The strategy of competition on the edge of chaos is analyzed showing the risks and the 
skills required navigating on the edge. We discuss the feasibility of using this theory in software 
engineering as an alternative to bureaucratic software development processes. We present also 
some recommendations that could help to acquire competitive advantage in software develop-
ment, hence achieve information superiority. 
1. Introduction 
As software systems increased in complexity, software development evolved form a primitive art 
into software engineering. Methodologies and software tools were developed to help develop-
ment processes. Most of the present tendencies (DOD-STD-2167 A, ISO-9001, SEI/CMM) try to 
standardize processes, emphasizing planning and structure (Humphrey, 1990). Some authors criti-
cize those approaches stating that they underestimate the dynamics of the software development 
(Bach, 1994 ), (Abdel-Hamid, 1997). Others question that activities such as research and devel-
opment are not addressed by TQM principles (Dooley et al., 1994 ). 
In 1994 Gibbs claimed "despite 50 years of progress, the software industry remains years-
perhaps decades-short of the mature engineering discipline needed to meet the demands of an 
information-age society." Many researchers have treated the problem using different approaches: 
tools, formal methods, prototyping, software processes, etc. However, this assertion remains true 
today. 
The typical software engineering process is a succession of decision problems trying to transform 
a set of fuzzy expectations into requirements, specifications, designs, and finally code and docu-
mentation. The traditional waterfall software process failed to accomplish their purpose because it 
applied a method valid for well-defined and quasi-static scenarios. This hypothesis is far from the 
reality. Today, modem software processes (Boehm, I 988), (Luqi. 1989) are based on evolution 
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and prototyping. These approaches recognize the fact that software development presents an ill-
defined decision problem and they fail in assessing automatically the risk. 
In our view, software development projects present special characteristics that require to be 
solved in order to achieve an improvement .in the state of the art. These particularities affect the 
strategic planning, the organizational structure, and the engineering applied to software. In these 
three areas chaos theory can provide clues for possible solutions. 
2. The strategic planning issue 
Traditional approaches to strategic planning emphasize picking a unique strategy according to the 
competitive advantages of each organization. Porter's five-force approach (Porter, 1980), as-
sumes that there exists some degree of accuracy in the prediction of which industries and which 
strategic positions are viable and for how long. 
In a high-velocity scenario the assumption of a stable environment is too restrictive. Customers, 
providers, competitors, and potential competitors, as well as substitute products are evolving 
faster than expected. The introduction of new information technology tools, the Internet and the 
globalization of the markets are contributing to this phenomenon, and nothing seems to reverse 
the process. The failure of long-term strategic planning is not a failure of management; it is the 
normal outcome in a complex and unpredictable environment. A growing number of consultants 
and academics (Santosus, 1998). (Brown & Eisenhardt, 1999) are looking at complexity theory, 
to help decision-makers improve the way they lead organizations. 
How useful could a map of a territory that is constantly changing its topography be? In fast 
changing environments, survival requires a refined ability to sense the external variables. Tradi-
tional approaches rely on strategic planning and vision. However, in unstable environments plan-
ning would not be effective because it is impossible to predict the scenario's evolution in terms of 
markets, technologies, customer's needs. etc. Organizations relying only on one vision supported 
by a tight planning. risk paying little attention to the future. Consequently, their sensing organs are 
blind to foresight the future. A certain amount of inertia and commitment to the plans is required 
to prevent erratic changes caused by reaction diverse variables. 
If the time window of the opportunities is shrinking, a different form of thinking is required. The 
present technological situation can be described as a fast succession of short-term niches. The 
ability to change is the key of success for surviving in such a variable environment. In a systemic 
approach, the General Systems Theory establishes that organizations are systems whose viability 
depends on some basic behaviors (von Bertalanfy, 1976): 
(a) Ability to sense changes in the environment. This is the most primitive form of intelligence, if 
it is not present the probabilities of survive are minimum. 
(b) Ability to adapt to a new environment modifying the internal strncture and behavior. The sys-
tem tries to auto-regulate to survive the crisis in hostile scenarios, or take advantage of the 
opportunities in favorable ones. 
(c) Ability to learn from the past. anticipating the auto-regulation behaviors and structure before 
the environment change. This ability requires intelligence able to infer conclusions from the 
past according to the context of the variables sensed on the present. · 
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( d) Ability to introduce changes in the environment, making it more favorable to the system's 
needs. In this case, the system has developed the technology (know how and tools) to exert 
power over the environment. 
Any mechanical or computing system has some or all of these abilities. We find these same abili-
ties in any form of life. The more developed the system is, the more of the above characteristics 
has. Darwin's Evolution Theory validates this line of reasoning. Natural selection, acting on inher-
ited genetic variation through successive generations over the time is the form of evolution. 
Variation is the way used by biological systems to probe the environment presenting many alter-
natives, some of them ending on failure but a few very successful. This process is an inefficient 
but very effective way of improvement. 
Experiments can provide a certain amount of knowledge about the future. In some sense, probes 
are mutations in small scale that can cause only small losses. The results give insights to discover 
new options to compete in the future and stimulate creative thinking. The research investment 
pays dividends when a new \Vay of competition is discovered altering the status quo's rules. 
When the changes in the environment occur too fast, sensing the variables becomes more difficult. 
It is possible that a specialized organ was not able to react on time to record the metric and 
transmit the alert. In this case, the system starts to lose information threatening its own viability. 
When the changes in the environment are too drastic, even if the sensor organs detect the change, 
the inference organs may not be able to determine an effective course of action because they do 
not have a previous experience, or because the decision-making process requires more time. This 
.. ~-- situation also threats the viability of the system in the long run. The effects of drastic variations 
and high rate of change over systems can be visualized with simple experiments: a) increasing the 
speed of transmission in a communication channel beyond some limit will provoke the lost of part 
or the entire message, b) modifying the pH in the soil beyond a certain limit can cause the death of 
a plant. 
The same syndrome can be recognized in any type of organization. We purpose to employ a new 
strategy. "Competing on the Edge" is a new theory defines strategy as the creation of a relentless 
flow of competitive advantages that, taken together, form a semi-coherent strategic direction 
(Brown & Eisenhardt, 1999). The key driver for superior performance is the ability to change, 
reinventing the organization constantly over the time. This factor of success can be applied to 
software engineering as well as to other decision problems with similar characteristics. 
If the environment is moving, like in surfing, the best way to remain in equilibrium is by being in 
the rhythm. Successful corporations such as Intel or Microsoft are in perpetual movement, 
launching new products with certain rhythm. Intel is faithful to its founder's (Moore) law: the 
power of the microprocessors double every eighteen months. Microsoft has a proportional pace 
on the software sector. 
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3. The organizational issue 
The second unresolved issue is organizational. We think that many of the problems on current 
software projects have organiza~ional roots. This opinion is also supported by (\·an Genutchen, 
1991)1 and (Capers Jones, 1994)-. 
Perrow (Burton et al., 1998), introduced a two-
dimensional classification of the technology 
(Fig. l ). The first dimension is the analyzability 
of the problem varying from \vell defined to ill 
defined. The second dimension is the task vari-
ability, \Vhich means the number of expected 
exceptions in the tasks. 
In our view, a third dimension is required to 
model the dynamics of the problem. In general, 
any technological scenario will change its ana-
lyzability and its variability with time. This is 
the case for software engineering develop-
ments. During the initial stages the problem is 
ill-defined and many exceptions occur. After 
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Figure 1: Perro-w's classification of 
technology 
several prototypes, the requirements become clear and the problem drift gradually into the engi-
neering quadrant. In figure 1, the gray oval represents the projection of the software problems in a 
two dimensional space. 
This kind of scenarios require highly skilled personnel, low formalization and centralization, high 
information processing demand, and coordination obtained through meetings is required. In our 
opinion software engineering is not the only discipline in this quadrant. The challenges imposed by 
hyper competition create similar characteristics than in software engineering developments. So, 
the rules of engagement proved effective for one discipline could result useful in the other. 
A second line of research (Burton & Obel, 1998), introduced a classification based on four-
variable model: equivocality, environmental complexity, uncertainty and hostility. Equivocality is 
"the existence of multiple and conflicting interpretations", it is a measure of the lack of knowl-
edge or the level of ignorance whether a variable exists in the space. Uncertainty is the lack of 
knowledge about the likelihood of values for the known variables. Environmental complexity is 
the number of factors in the environment affecting the organization and their interdependency. 
Finally, hostility is "the level of competition and how malevolent the environment is. " 
In Table 1, we disregard the fourth variable: hostility. Hostility is a discontinuity of the environ-
ment. When it is high, then it overrules other factors. In highly hostility scenarios only a highly 
centralized organization ("regular army"), or a low-formal-low-complex organization ("guerilla'') 
are the possible alternatives. 
1 Van Genuchten found that 45% of all the causes for delayed software are related to organizational issues. 
2 Capers Jones found that on military software developments the two more common threats are excessive paper-
work (90% of the time) and low productivity {85% of the time). 
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Software development scenarios usually correspond to high equivocality, high environmental 
complexity and high uncertainty scenarios (dark gray in the matrix), which correspond to low 
formalization and low organizational complexity, \vith centralization inverse to the environmental 
complexity. The recommended organization could be ad hoc or matrix with coordination by inte-
grator or group meeting. The information exchange is rich and abundant. The incentive policy 
should be based on results. 
Equivocality Enviromental Uncertainty Formalization Organizational Centraliza-
Complexity Complexity tion 
Low Low Low High Medium High 
Low Low High Medium High Medium 
Low High Low High Medium I Medium 
Low High High Medium High I Low 
High Low Low Medium Medium High 
High Low High Low Low High 
High High Low Medium Medium Low 
.· High High High Low Low .,-:-: Low '·.• . .· ... 
Table 1: Burton & Obel classification 
Understanding these organizational characteristics inherent of software projects is required to cre-
ate a more fitted software process. The application of a quasi-chaotic process keeps the organiza-
tion in continuous movement with positive effects its internal behavior. The rhythmic change 
avoids manager's tendency to slow down the process or introduce changes too often. The periodic 
changes create small amounts of chaos that maintain the organization in the edge. 
4. The engineering issues 
Despite 50 years of progress, the software industry remains immature to meet the demands of an 
information-age economy. Many researches have treated the problem using different approaches: 
formal methods, prototyping, software processes, etc. However, the problem remains open today. 
The third unresolved issue is a set of engineering problems concerning software processes, risk 
assessment, and reuse. 
4.1. The sofhvare process problem 
Studies have shown that early parts of the system development cycle such as requirements and 
design specifications are especially prone to error (Luqi, 1989). Problems originating in the early 
stages often have a lasting influence on the reliability, safety and cost of the system. This effect is 
particularly notorious in projects involving multiple stakeholders with different points of view. 
Evolutionary software processes offer an iterative approach to requirement engineering to allevi-
ate the problems of uncertainty, ambiguity and inconsistency inherent in software developments. 
Experience suggests that building and integrating software by mechanically processable formal 
models leads to cheaper, faster and more reliable products. Moreover, prototyping can improve 
the capture of change in requirements and assumptions during the development process. Proto-
types are useful to demonstrate system scenarios to the affected parties as a way to: a) collect 
criticisms and feedback that are sources for new requirements; b) enable early detection of devia-
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tions from users' expectations; c) trace the evolution of the requirements; and d) improve the 
communication and integration of the users and the development personnel. 
Despite the unquestionable benefits of evolutionary software processes, we have some concerns. 
The first concern is that prototyping poses a problem to project planning because of the uncertain 
number of cycles required to construct the product. Most project management and· estimation• 
techniques are based on linear layouts of activities, so they do not fit completely. 
Second, evolutionary software processes do not establish the maximum speed of the evolution. If 
the evolutions occur too fast, without a period of relaxation, it is certain that the process will fall 
into chaos. On the other hand if the speed is too slow then the productivity could result affected. 
The correct rhythm for software processes has not been researched and remains on the hands of 
the project manager. 
Third, software processes should be focused on flexibility and extensibility rather than in high 
quality. This assertion sounds scary. However, we should prioritize the speed of the development 
over zero defects. Extending the development in order to reach high quality could result in a late 
delivery of the product, when the opportunity niche has disappeared. This paradigm shift is im-
posed by the competition on the edge of chaos. 
4.2. The risk assessment and estimation problems 
Developing software is still a high-risk activity. Despite the advances in technology and tools, lit-
tle progress has been done in improving the management of software development projects. Part 
of the problem is misinterpretation of the importance of risk management that is usually viewed as 
an extra activity layered on the assigned work, or worst, as an outside activity that is not part of 
the software process (Hall, 1997), (Karolak, 1996). 
Software development processes such the hypergraph model for software evolution (Luqi, 1989), 
or the spiral model (Boehm, 1988), improved the state of the art. However, all of them have a 
common weakness: risk assessment. 
On the software evolution domain, risk assessment has not been addressed as part of the model. 
In the various enhancements and extensions, the graph model did not include risk assessment 
steps; hence risk management remains as a human-dependent activity that requires expertise. 
On the evaluation of the spiral model, one of the difficulties mentioned by Boehm was: "Relying 
on risk-assessment expertise, the spiral model places a great deal of reliance on the ability of 
software developers to identify and manage sources of project risk." (Boehm, 1988). 
Many researches have addressed the problem of risk assessment following only one perspective. 
The available tools for risk assessment are guidelines for practices, checklists, taxonomies of risk 
factors and few metrics. All these methods work fine if a) there is a human educated on risk as-
sessment, and b) he/she has enough experience. Such resources are very scarce and it is difficult 
to leverage their expertise over large organizations. 
The main line of previous research has addressed the problem in parallel \vith the development 
process using informal methods. Basically the proposed methodologies are lists of practices and 
checklists (SEI, 1996), (Hall, 1997) or scoring techniques (Karolak, 1996) that are dependent on 
human expertise. 
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The second weakness on risk assessment is caused by the difficulties in estimate the development 
tiem. The industry has been using three classes of tools to estimate effort and time that can be ap-
plied at different moments during the life cycle, each category being more precise than the previ-
ous one but arriving later on the life cycle: 
a) Very early estimations. This category includes very crnde approximations done during the be-
ginning of the process usually by subjective comparisons using previous projects. 
b) Macro models. This category includes Basic COCOMO, COCOMO II (application composi-
tion model), Putnam, Function Points, etc. The estimation is done after completing the re-
quirements phase. 
c) Micro models. This category includes intermediate and detailed COCOMO, COCOMO II 
(early design and post-architecture models), and Pert/CP~VGantt techniques. The estimation 
is done after the design when it is possible to have a work breakdown strncture. The project 
estimate is the integration of all module estimates. 
A detailed discussion of these techniques is outside the scope of this paper; the details can be read 
in (Albrecht, 1979 and 1983), (Boehm, l 98 l and 2000), (Londeix, 1987), (Putnam, 1980, 1992, 
1996, and 1997). None of these techniques consider the following characteristics of software pro-
jects: 
a) Requirement volatility 
b) Personnel volatility 
c) Time consumed by communications, exceptions and noise in the process. All the methods use 
size as an input parameter via some kind of derivation from complexity. In many cases the 
methods to compute such complexities and sizes are questionable (Kitchenham, 1993 and 
1997), (Kemerer, 1993). 
Recently, NPS developed a formal model for risk identification and assessment for evolutionary 
software processes that solves the problems of automation, human dependency, and estimation 
(Nogueira et al. 2000). This research is focused on studying software project risk assessment from 
a different perspective, viewing risk assessment as the prediction of success of the project given a 
set of characteristics, a probabilistic model based on Weibull distribution, and learning from each 
successive cycle on the process. 
4.3. The reuse problem 
Even if the industry claims for the use of flexible and extensible architectures from which reusable 
components could be integrated as a way of generating applications, the reality is that the stan-
dard does not exist. Different architectures are competing for becoming the de facto standard. 
Microsoft proposes the Distributed network Architecture (DNA) based on DCOM and ActiveX. 
Sun and other OMG members propose the Enterprise Computing Platform (ECP) based on HOP 
and CORBA. Each alternative presents advantages and disadvantages and it is not easy to fore-
cast the winner. 
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5. The edge of chaos 
The edge of chaos is "a natural state benveen order and chaos, a grand compromise between 
structure and swprise" (Kauffman, 1995). Chaos theory describes a specific range of irregular 
behaviors in systems that move or change (James, 1996). Chaotic does not mean random. The 
primary feature distinguishing chaotic from random behavior is the existence of one ore more at-
tractors. Without the existence of such attractors the quasi-chaotic scenarios could not be repeat-
able. It is important to realize that a chaotic system must be bounded, nonlinear, non-periodic and 
sensitive to small disturbances and mixing. If a system has all these properties can be driven into 
chaos. 
We have the tendency to think that the order is the ideal state of nature. This could be a big mis-
take. Research on organizational theory (Stacey, Nonaka, Zimmerman); management (Stacey, 
Levy); and economics (Arthur) support the theory that operation away from equilibrium generates 
creativity, self-organization processes and increasing returns (Roos, 1996). Absolute order means 
the absence of variability; consequently this behavior could be very dangerous in environments 
with high equivocality. In such scenarios, a better approach could be a restless series of changes 
aiming competitive advantage niches. which globally form a semi-coherent strategic direction. 
Change occurs when there is some stmcture so that the change can be organized, but not so rigid 
that it cannot occur. Too much chaos, on the other hand, can make impossible the coordination 
and coherence. Lack of strncture does not always mean disorder. Let illustrate this idea with an 
example. We can agree that there is little strncture in a flock of migratory ducks in a lake. How-
ever, few minutes after they start flying some order appear and the flock creates a V shape forma-
tion. This self-organized behavior occurs because a loose form of strncture exists'. Experiments 
\vith intelligent agents governed by three mies (a) try to maintain a minimum distance from the 
other objects in the environment, including other agents; b) try to match the speed of other agents 
in the vicinity; and c) try to move toward the perceived center of mass of the agents in the vicin-
ity), show the same behavior. Independently of the starting position of the agents, they always end 
up in a flock. Even if an obstacle disturbs the formation, the pseudo-order is.recovered some time 
later. This self-organized behavior emerges despite the absence of leadership and without an ex-
plicit order to form a flock. 
A more interesting example is the behavior of software development teams. A recent article 
(Cusumano, 1997), describes the strategies of Microsoft to manage large teams as small teams. 
Dr. Cusumano says "What Microsoft tries to do is allow many small teams and individuals 
enough freedom to ·work in parallel yet still function as one large team, so they can build large-
scale products relatively quickly and cheaply. The teams adhere to a few rigid rules that enforce 
a high degree of coordination and communication." This is an exact description of the emerging 
behavior in a complex adaptive system. It is self-adaptive because the agents realize the adjust-
ment to the environment, and it is emergent because it arises from the system and can only be 
partly predicted. As in the example of the ducks, few mles of interaction between the agents (in 
this case people) generate a performing behavior. The three rigid mies at Microsoft are: a) devel-
opers integrate their work daily forcing the synchronization and testing of the work; b) developers 
responsible for bugs must fix them immediately, and are responsible for the next day integration; 
and c) milestone stabilization is sacred. 
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Complex adaptive systems, as the one just described, are made up with multiple interacting 
agents. The emergence of the complex behavior requires three conditions. First, it is required the 
existence of more than one agent. Second, the agents must be sufficiently different to each other 
such that their behavior is not exactly the same in all cases. When agents behave exactly the same 
way exhibit predictable, not complex, behavior. Finally, complex adaptive behavior only occurs in 
the edge of chaos. 
6. Some of the risks of being in the edge of chaos 
Limiting the structure in organizations can be useful in situations when innovation is critical or 
when is required to revitalize bureaucracies. However, if the structure is debilitated beyond a cer-
tain minimum, it can conduct to an undesired state. Some traits can alert the eminence of such an-
archic situation known as the "chaos trap" (Brown & Eisenhardt, 1999): a) emerging of a mle-
breaking culture, b) missing deadlines and unclear responsibilities and goals, and c) random com-
munication flows. 
On the other hand focusing in hierarchy and disciplined processes, emphasis on schedules, plan-
ning and job descriptions may conduct to a steady inert bureaucracy. Organizations in such state 
react too late failing to capture shifting strategic opportunities. This is the case of a "bureaucratic 
trap", where there are also some observable warning traits: a) mle-following culture, b) rigid 
stmcture, tight processes and job definitions, and c) formal communication as the only channel. 
The alternative is "surfing" the edge of chaos avoiding both attractors. That requires limited stmc-
ture combined with intense interaction between the agents, giving enough flexibility to develop 
surprising and adaptive behavior. Organizations in this state are characterized by having an adap-
tive culture. People expect and anticipate changes. A second characteristic is that the few key ex-
isting structures are never violated. Finally, real time communication is required throughout the 
entire organization. 
Being in the edge of the chaos implies an unstable position. Some perturbations can cause the mp-
ture of this delicate equilibrium and the fall into one of the two steady states. A potential perturba-
tion factor is the organizational collaboration style. Too much collaboration can disturb the per-
formance of each agent and consequently, the whole system is affected. On the other hand, too 
little collaboration destroys the advantage of acting organized and leads to paralysis. 
Another sources of perturbation are the tendency to be tight to the past and cultural idiosyncrasy, 
or by contrary, to loose the link with the past. In one case, the change becomes impossible. In the 
other case, the assets from previous experiences are not capitalized. The equilibrium point is 
called regeneration. In such unstable state, mutation can occur. Therefore the inherited character-
istics that give competitive advantage in a certain scenario can be perpetuated, and new variations 
are introduced. If too little variation exists, natural selection fails. This process permits that com-
plex adaptive systems change over the time following a Darwinian pattern. 
(Kauffman, 1995) introduced the concept of fitness landscape. We can understand this concept 
observing the behavior of species. In the competition for survival, species attempt to alter their 
genetic make-up by taking adaptation trying to move to higher "fitness points" where their viabil-
ity will be enhanced. Species that are not able to reach higher points on their landscapes may be 
outpaced by competitors who are more successful in doing so. If that occurs the risk of extinction 
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increases. The same principle applies between predator and prey. Each development in the abili-
ties of one species generates an improvement on the abilities of the other. This concept is called 
co-evolution. 
Certain higher fitness points have more value to some species than to others. The contribution a 
new gene can make to a species' fitness depends on genes the species already has. As more,com-
plicated is the genetic pattern (more evolved), the probability of conflict of a new adaptation in-
creases slowing down the speed of variations. 
Natural selection is an effective, but not generally efficient way to evolve. The process requires 
some amount of mutation to avoid the sudden convergence on suboptimal characteristics. Some 
of the characteristics lost in the past can be reintroduced being useful in the new scenario. Many 
errors are committed during this blind process. A more efficient way to evolYe is by recombina-
tion of the pool of genes using genetic algorithms. This technique has been applied to improve the 
performance of robots, however the idea can be used to improve the competencies of organiza-
tions. If too much or too less variation occurs the result always conduct to the failure of the sys-
tem. 
7. Application in sofhYare engineering 
Chaos in software development comes from various sources: a) the intrinsic variable nature of 
requirements, b) the changes introduced by new technologies, c) the dynamics of the software 
process, and d) the complex nature of human interaction. These non-linear characteristics plus the 
condition of edge of chaos are sufficient for the development of complex adaptive systems in 
which the agents are collaborative developer teams. 
In software development scenarios equivocality, environmental complexity and uncertainty are 
usually high. The suggested organizational structure to deal with such scenarios (Burton & Obel, 
1998) should have low formalization and organizational complexity. centralization inverse to the 
environmental complexity, and rich and abundant information exchange. The recommended or-
ganization should be ad hoc or matrix, with coordination by integrator or group meeting. This or-
ganizational style is difficult to achieve when the organizations are large. A clear solution to this 
problem was recognized at Microsoft (Cusumano, 1997): a) parallel deYelopments by small teams 
with continuous synchronization and periodically stabilization, b) software evolution processes 
where the product acquires new features in increments as the project proceeds rather than at the 
end of a project, c) testing conducted in parallel as part of the evolution process, and d) focus 
creativity by evolving features and "fixing" resources. Cusumano observed that small development 
teams were more productive because: a) fewer people on a team have better communication and 
consistency of ideas than large teams, and b) in research, engineering and intellectual work indi-
vidual productivity has big variance. Software development requires teamwork. more specifically 
organized work. So we require understanding the dynamics of organizations as artificial social 
entities that exist to achieve a specific purpose, in this case to develop software. Such organiza-
tions are made up of individuals who accomplish diverse desegregate activities that require coor-
dination and consequently information exchange. 
A shift from the traditional long-term development organizations is required. Virtual teams cre-
ated as temporary dynamic project-oriented stmctures, with a composition of skills matching ex-
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actly the objectives could improve the current performances. Such virtual organizations are not 
exposed to bureaucratic loads and do not require to absorb the cost of permanent staff (Sene-
gupta & Jones, 1999). 
Larger developments could be achieved by parallel projects loosely coupled sharing a common 
architecture such CORBA or DCOM. This paradigm enables the possibility of managing large de-
veloping organizations as if they were small. In such scenarios, the benefits of complex adaptive 
systems will occur at two levels. First at the micro level, that is inside each small project, where 
the agents are individuals. Second, at the macro leYel, where the agents are parallel collaborative 
projects. 
8. Conclusion 
Complex adaptive systems appear as the most attractive way to deal with changing environments. 
Besides some indicators introduced by (Brown & Eisenhardt, 1999), the academic research is not 
mature enough to assert a methodology for competition on the edge. Some enterprises, such as 
Microsoft and Intel, seem to have discovered and applied this form of strategy since many years 
ago, but little information have permeated. 
We propose a drastic change in the software processes using the benefits of programming in the 
small to programming in the large. More e\·en, we state the quality-driven paradigm should be 
revised, and that the objective should be shorter deli\·ery times, flexibility and expansibility. 
,------._ Despite the obvious differences in terms of hostility, we found several similarities between war 
and software development scenarios. A depth research is required to ernluate the applicability of 
this theory to different fields in which uncertainty is a key factor peace keeping operations, joint 
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The current state of the art techniques of risk assessment 
rely on checklists and human expertise. This constitutes a. 
weak approach because different people could arrive at 
different conclusions from the same scenario. The difficulty 
on estimating the duration of projects applying 
evolutionary software processes contributes to add intricacy 
to the risk assessment problem. This paper introduces a 
formal method to assess the risk and the duration of 
software projects automatically. The method has been 
designed according the characteristics of evolutionary 
software processes. We introduce a set of metrics to 
measure productivity, requirement volatility and 
complexity. We construct a fomrnl method based on these 
three indicators to estimate the duration and risk of 
evolutionary software processes. The approach introduces 
benefits in two fields: a) automation of risk assessment and. 
b) early estimation method for evolutionary software 
processes. 
Kenrnrds 
Risk software metrics, estimation models 
1 l:'\TRODUCTIO:'\ 
Despite progress in formal methods, prototyping, and 
evolutionary software processes, risk assessment remains 
as an open issue dependent on human expertise. Software 
development processes such the hypergraph model for 
software evolution [15). or the spiral model [3). have a 
common weakness: risk assessment. In the software 
evolution domain, risk assessment has not been addressed 
as part of the model. In the various enhancements and 
extensions, the graph model did not include risk assessment 
steps, hence risk management remains as a human-
dependent activity that requires expertise. In the evaluation 
of the spiral model, one of the difficulties mentioned by 
Boehm was: "Re(ring 011 risk-assessment expertise, the 
spiral model places a great deal of reliance on the ability 
of sofrware developers to ident(fy and manage sources of 
project risk." [3). 
Many researches [9. 6, 20) have addressed the problem of 
risk assessment following guidelines. checklists, 
taxonomies of risk factors. and few metrics. All these 
methods work fine if a) they are applied by a human 
educated on risk assessment, and b) he/she has enough 
experience. The weakness of all current risk assessment 
practices is human dependency. As a corollary. risk 
assessment could not be consistent because different 
experts could arrive at different conclusions from the same 
scenario. 
Our research is focused on transforming the present state of 
the art about risk assessment into a formal method. This 
paper introduces an automated and formal software project 
risk assessment model, based on early metrics and 
probabilities designed for evolutionary software processes. 
2 THE PROBLE:\I 
Studies have shown that early parts of the system 
development cycle such as requirements and design 
specifications are especially prone to error [15). Problems 
originating in the early stages often have a lasting influence 
on the reliability, safety and cost of the system. This effect 
is particularly notorious in projects involving multiple 
stakeholders with different points of view. Evolutionary 
software processes offer an iterative approach to 
requirement engineering to alleviate the problems ?f 
uncertainty, ambiguity and inconsistency inherent m 
software developments. ~loreover, prototyping can 
improve the capture of change in requirements and 
assumptions during the development process. Prototypes 
are useful to demonstrate system scenarios to the affected 
parties as a way to: a) collect criticisms and feedback t~at 
are sources for new requirements; b) enable early detection 
of deviations from users' expectations; c) trace the 
• This research was supported by the US Army Research Office under grant #38690-MA and grant #40-473-MA. 
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evolution of the requirements; and d) improve the 
communication and integration of the users and the 
development personnel. 
Despite the unquestionable benefits of evolutionary 
software processes, we have two concerns. First, the 
automated risk assessment issue has not been resolved. The 
second concern is that prototyping poses a problem to 
project planning because of the uncertain number of cycles 
required to construct the product. Most project management 
and estimation techniques are based on linear layouts of 
activities, so they do not fit completely. 
2.1 The human dependency issue 
Developing software is still a high-risk activity. Despite the 
advances in technology and CASE tools, little progress has 
been done in improving the management of software 
development projects. Part of the problem is 
misinterpretation of the importance of risk management. It 
is usually viewed as an extra activity layered on the 
assigned work, or worst, as an outside activity that is not 
part of the software process (6, 9]. 
The main line of previous research has addressed the 
problem in parallel with the development process using 
infonnal methods. Basically the proposed methodologies 
are lists of practices and checklists [20, 6] or scoring 
techniques (9] that are dependent on human expertise. 
2.2 The estimation issue 
One of the components of risk in a project is time. Hence, it 
is necessary to have an idea of the effort and time involved. 
The industry has been using three classes of tools to 
estimate effort and time that can be applied at different 
moments during the life cycle, each category being more 
precise than the previous one but arriving later: 
a) Very early estimations. This category includes very 
crude approximations done during the beginning of the 
process usually by subjective comparisons using 
previous projects. 
b) Macro models. This category includes Basic 
COCOMO, COCOMO II (application composition 
model), Putnam, Function Points, etc. The estimation 
is done after completing the requirements phase. 
c) Micro models. This category includes intennediate and 
detailed COCOMO, COCOMO II (early design and 
post-architecture models), and Pert/CPM/Gantt 
techniques. The estimation is done after the design 
when it is possible to have a work breakdown 
structure. The project estimate is the integration of all 
module estimates. 
A detailed discussion of these techniques is outside the 
scope of this paper; the details can be read in [I, 2, 4, 6, I 4, 
16, 17, 18, 19]. None of these techniques consider the 
following characteristics of software projects: a) 
requirement volatility, b) personnel volatility, and c) time 
consumed by communications, exceptions and noise in the 
process. All the methods use size as an input parameter via 
some kind of derivation from complexity. In many cases 
the methods to compute such complexities and sizes are 
questionable [ I 0, 11, 12]. 
3 RISK FACTORS 
We propose to divide risk management into three activities: 
risk identification, risk assessment and risk resolution. Risk 
identification is a set of techniques designed to detect and 
identify possible threats. Risk assessment is the quantitative 
analysis of the probabilities and impacts of the identified 
threats. Risk resolution is the application of resources and 
effort to avoid, transfer, prevent, mitigate or assume the 
risks. This paper discusses only the automation of the first 
two activities. 
In our vision, software risks could be controlled if we 
master how to administrate the uncertainty and the 
complexity of the project. To reach our objective, risk 
identification and assessment require to be transformed into 
a structured problem. We used causal analysis to find the 
primitive threat factors, identifying three major factors: a) 
process risk, b) resource risk. and•c) product risk. Each of 
these factors introduces risks by themselves but the main 
effects are due to the interaction between them. 
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Resource risk is affected by organizational, operational, 
managerial and contractual parameters, such as 
infrastructure, personnel, time and budget. Among these we 
consider that personnel is the most delicate. Various 
approaches use subjective techniques such as guidelines 
and checklists (20, 6, 9], which, even when they could be 
supported by metrics, require expert opinion. 
Process risk is caused by engineering development work 
procedures such as software development, planning. quality 
assurance, and configuration management. The more 
complex a process is, the more difficult it is to manage it, 
and the more education, training. standards, reviews, and 
communication are required. Consequently, the risk grows 
when there is a mismatch between roles and people's 
training, or when there is a personnel turnover. The process 
provides the description of its environment and the 
theoretical requirements to execute it. Consequently, the 
process introduces threats due to its requirements and 
characteristics: complexity, technology required, budget 
required, schedule required, and personnel skills required. 
The resources represent the actual allowances in personnel, 
tools, budget and schedule. They impose constraints that 
could lead to threats if they do not match the process 
requirements. Productivity is consequence of the matching 
of these two facets of the project. 
Finally, product risk is related to the final characteristi_cs 
of the product, its complexity, its conformance with 
specifications and requirements, its reliability and customer 
satisfaction. The product introduces its own risk terms of 
quantitative and qualitative attributes. We identified two 
product-risk indicators: requirement volatility, and 
requirement complexity. 
In summary, the occurrence of threats seems to be related 
to some attributes of the risk factors identified, but also to 
their interaction. For instance. time and people are directly 
related to resource risk; complexity is directly related to 
product risk; requirement YOlatility is related to the 
interaction between process and product; and productivity 
is related to the interaction_ between process and resources. 
4 i\JETRICS 
Metrics are a key factor in the identification of threats. 
Without metrics it is not possible to provide early alerts of 
risks. In order to achieYe risk management, an organization 
requires a minimum level of maturity that can be associated 
with SEI/CMM level 2 or abo\·e. Without appropriate risk 
culture; adequate management; and metrics, formal and 
automated risk assessment is impossible. 
In this section we describe a small set of metrics that 
support our risk identification strategy (requirements, 
' personnel and complexity). We choose metrics presenting 
the following characteristics: a) robustness, b) repeatability, 
c) simplicity in terms of the number of parameters, d) easy 
to calculate, and e) automatically collectable. 
Metrics for requirements 
We purpose three metrics for requirements: a) birth-rate, b) 
death-rate, and c) change-rate. \Ve define birtlz-r'1te (BR) as 
the percentage of new requirements incorporated in each 
cycle of the evolution process. This metric shows the 
introduction of new requirements as a percentage. 
We define death-rate (DR) as the percentage of 
requirements that arc dropped by the customer in each 
cycle of the evolution process. 
We define clwnge-rctte (CR) as the percentage of 















Figure I: Evolution of requirements 
From the point of view of the metrics, a change in a 
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requirement can be viewed as a death of the old version and 
a birth of the new one. The simplification just described 
enables comparison of birth-rate and death-rate in a bi-
dimensional plot that shows four regions: stability region, 
growing region, volatility region and shrinking region (fig. 
I). Each of these regions has different risk connotations. 
The arrow shows the normal evolution of a project as time 
goes by. During early stages, it is normal for projects to be 
in the growing region. However, if the project remains in 
this region after many cycles, or returns to this region after 
visiting other regions, something wrong happens. The first 
case is an indicator that the requirement engineering is not 
efficient; hence some corrective action should be applied. 
The second case shows evidence of late discO\·ery of some 
cluster of hidden requirements. 
After some cycles, the project should be in the volatile 
region. If the project does not evolve into the stability 
region, then there is evidence that the requirements 
engineering activity is not efficient and some corrective 
action may be needed. It is important to analyze the 
evolution of the stakeholders' issues and criticisms. It could 
be also the case that stakeholders have changed their minds. 
If the project evolves to the shrinking region, and the 
requirements engineering is working right. there is 
evidence that the customers are cutting down the project. 
This can be an indicator of a severe cut in the budget. 
Finally, any return to a previous region should be 
considered as evidence of threats. In such cases a d_etailed 
analysis is required to assess the causes of the anomaly. 
This set of metrics can be collected automatically from the 
baseline and can give early alerts of threats. In our schema. 
requirement volatility is related to two risk factors: the 
product and the process. 
i\Jetrics for productivity fitness 
We require measure the fit between people and their roles 
in the software process. In order to measure personnel both 
quantitative and qualitative metrics are required. A skill 
match between person and job is required to estimate the 
speed in processing information and rate of exceptions. On 
the quantitative side it is important to measure the number 
of people and the turnover. This last one provides 
information about the expected productivity losses due to 
training, learning curves and communications. This set of 
metrics is difficult to collect because people are very 
reluctant to being measured. During the simulations we 
found that there exists an easier way to measure the 
productivity fitness obserYing the ratio between direct 
working time and idle time as we will discuss in 6.1. 
Fitness is related to two risk factors: the resources and the 
process. 
Metrics for complexity 
Complexity has a direct impact on quality because the 
likelihood that a component fails is directly related to its 
complexity. The quality of the product can only be 
detennined at the end of the process. Hence, it is important 
to measure the complexity as an early predictor to provide a 
way to assess the duration of the project given some 
indicators collected during the requirements phase. In such 
conditions, code is not available, so the only possible 
measurements should come from the specification. 
Complexity is related to one risk factor: the product. 
Research on Function Points (FP) [I, 2) showed that there 
exists a clear relation between complexity and size in terms 
of lines of code. However, FP are not well suited for real 
time systems or object-oriented developments [ IO, 11. 12). 
Object Points (OP) [5] are not suited for our purpose either. 
Despite of its name, this metric counts fonns and other GUI 
attributes that are not available during the earliest phase of 
the life cycle. Another issue is that for some applications 
such embedded systems and some real time systems where 
the user interface is almost inexistent, OP does not give any 
insight about the system complexity. 
Fonnal specifications are suitable for being analyzed to 
compute their complexity. We conducted experiments 
trying to derive complexity from fonnal specifications 
created by CAPS (Computer Aided Prototyping System) 
[ 15). The tool generates specifications in a structured 
language called Prototyping Specification Design 
Language (PSDL). PSDL code has the following 
components: types, operators, data streams and constraints. 
Types are declarations of abstract data types required for 
the system. Operators are state machines and data streams 
represent the communication links between them. Both 
operators and data streams are the components of a 
datatlow graph. Finally, constraints represent the real-time 
constraints that the system must support. The tool generates 
Ada code fonn PSDL specifications. 
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Figure 2: Correlation between PSDL and LGC 
We defined two c~mplexity metrics for PSDL: a) Fine 
Granulari(v Complexity metric (FGC), and b) Large 
Granularity Complexity metric (LGC). The reason to 
compute different metrics is because we want to detect two 
classes of threats. First, we need to be aware of excessively 
complex operators. High complexity of one operator could 
be caused by poor design and possibly can be solved by 
further decomposition. Second, we require a metric to 
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compute the total complexity of the system. 
FGC expresses the complexity of each operator in the 
system and is the sum of the fan-in and fan-out data 
streams related to the operator (FGC =fan-in+ fan-out). 
LGC expresses the complexity of the system as a function 
of the number of operators (0), data streams (D), and types 
(T) (LGC = 0 + D + T). 
We found a strong correlation between PSDL lines of code 
and LGC (R = 0.996, fig. 2). If we compare the Ada non-
comment lines of code of the projects with their complexity 
measured using LGC, we observe a strong correlation also 
(R = 0.898, fig.3 ). Our complexity metric correlates better 
with PSDL than with Ada because CAPS automatically 
generates PSDL; on the other hand, even if CAPS generates 
part of the Ada code, the designer can add and modify the 
generated code, introducing more variability. The size of 
the project in thousands of non-comment lines of code can 
be estimated as: 
KLOC= (32 LGC + 150) / l000 [Eq. I] 
As the complexity grows. the ratio trends to approximately 
32 LOC for each unit of LGC. This finding provided us 
with a method to compute the size of the projects given an 
early measure of their complexity. This conversion is 
required to compare our approach with Putnam's and 
Boehm's approaches because they require the size as an 
input parameter. 
A caveat of this study is that our sample is small, but it 
includes all the infonnation we have at the current time. 
However, the study suggests the possibility of estimating 
size in terms of complexity with a useful degree of 
accuracy. 
Ada NCLOC vs Large Granularity Complexity (LGC) i 
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Figure 3: Correlation between LGC and code size 
5 THE RISK ASSESS:\IE~T l\lODEL 
A probability distribution from the Weibull family can be 
used to model the development time given the risk factors 
discussed above. This distribution has been used with 
success in the field of software reliability and in Putnam's 
estimation model [ 16, 17, 18, 19). The probability density 
function and cumulative density function for the model are: 
I 
ro, X <y 
pdf= f(x: y, a, 13) =~ 
l[ a.1(l3C<)](x-y)°·1 exp[-[(x-y)/l3r], x ;,:: y 
[Eq. 2] 
ro, 
cdf: f(x; y, a, 13) = ~ 
ti -exp[-((x-y)ll3r]. 
[Eq. 3] where: 
x<y 
x;;::y 
a) x is the random variable under study. In our case, x can 
be interpreted as development time. 
b) a is a shape parameter. It determines the width of the 
peak of the distribution and the expected error. We can 
associate this behavior with the efficiency of the 
project, which depends on characteristics of the 
process and the resources. 
c) 13 is a scale parameter that stretches or compresses the 
graph in the x direction and hence controls the 
thickness of the tail. This parameter models the extra 
work introduced by new requirements or changes in 
requirements. 
d) Note that the functions start at x = 0. We require a third 
parameter to shift the curves to the right. For that 
reason we introduce a location parameter y. which is 
function of the already discovered system complexity. 
6 C.-\LIBR.\TlOi'i OF PAR<-\i\lETERS 
To calibrate productivity (a) and requirement's volatility 
(13), we conducted simulations with ViteProject (8. 13] 
using the following scenarios (Fig. 4). Each scenario name 
consists of three letters describing the value for each of the 
three variables under study: productivity (a). requirements' 
volatility (13), and complexity (y). Each letter could have 
two values: high {H) or low (L). The tool was configured to 
run JOO simulations for each scenario. and the 
organizational parameters were set to match the 
characteristics of software development. 
Figure 4: Scenario's characteristics 
To analyze the effect of productivity, we compared the 
results of the simulations of the following scenarios: LLL 
vs HLL, LLH vs HLH. LHL vs HHL, and LHH vs HHH. 
We found that for high productivity scenarios (Hxx) the 
development time improved by 60%. 
To analyze the effect of requirement volatility, we 
compared the results of the simulations of the following 
scenarios: LLL vs LHL, LLH vs LHH, HLL vs HHL, and 
HLH vs HHH. \Ve found that high requirement volatility 
(xHx) degraded the development time by 20%. · 
To analyze the effect of complexity, we compared the 
results of the simulations of the following scenarios: LLL 
vs LLH, LHL vs LHH, HLL vs HLH, and HHL vs HHH. 
We found that high complexity (xxH) degrade the 
development time by 30%. 
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6.1 Productivity (a) 
Literature in productivity classifies time spent at work into 
four categories: 
a) Direct. Time spent working and correcting errors on 
the product. In ViteProject terminology. it is the sum 
of work and rework. 
b) Indirect. Time spent in activities supporting the work 
such as meetings. coordination; information 
exchanges, etc. In ViteProject terminology. it is known 
as coordination time. 
c) Idle. Time spent without work to do, waiting for some 
input. In ViteProject terminology, it is known as 
waiting time. 
d) Personal. Time spent doing anything except the other 
categories. ViteProject does not compute this category 
of time. However, it is loosely related to the noise 
parameter of the tool. 
If we examine the time distribution of these categories we 
can observe a remarkable pattern that differentiates high 
productivity scenarios from the low productivity ones. This 
effect is independent of the other two variables of the 
simulation. Hence, this suggests that the time distribution 
can be a good indicator for the parameter a. The ratio 
between work and idle time can be automatically captured 
from the software evolution steps as suggested by [7]. 
0% 20% 40% 60% 80% 
• Direct • Indirect Oldie 
Figure 5: Time distribution from each scenario 
Figure 5 presents the distribution times for the eight 
scenarios simulated. A pattern of time distributions can be 
clearly observed. Scenarios with low producti\·ity have a 
percentage of idle time greater than J 3% of the total 
de\·elopment time. From the simulations, we observed the 
following characteristics: 
a) Direct work is reduced by I 0% when productivity is 
high. 
b) Indirect work is reduced by 40% when the productivity 
is high. 
c) Idle time is reduced by 70% when the productivity is 
high. 
\Ve can recognize low productivity scenarios also by the 
ratio of the percentage of direct time over percentage of 
idle time, which we call productive ratio (PR): 
PR= a= Direct% I Idle% [Eq. 5J 
For high productivity scenarios 2.0 < PR< 6.0, and for low 
productivity scenarios 0.8 < PR< 2.0. 
We observed that using PR as the value of a, the model 
behaves as the simulations. That is on high productivity 
scenarios the total development is 60% shorter than in low 
productivity ones. The reasons why the ratio PR is related 
to productivity require further study. However, we 
conjecture the reasori could be related to: 
a) Fit of job and people skills. 
b) People turnover, generating noise and productivity 
losses derived from training and learning curves. 
c) Number of people, influencing the productivity in two 
ways. If the number of people is less than the roles of 
the software process, then the productivity will be 
affected because someone will be dividing his attention 
and effort to more than one role. On the other hand if 
the number of people exceeds the roles, then the 
productivity will be affected by additional 
communications. 
Effects of productivity 
Figure 6: Effects of productivity 
In the model the use of a ranging from 0.8 (low 
productivity) to 6 (highest productivity), corresponds to the 
results observed in the simulations (Fig. 6). 
6.2 Requirement's volatility ((3) 
(3, the extra delay factor caused by requirements' volatility 
(late requirements and changes in previous requirements), 
is obtained by the following formula: 
f3 = INT((BR + DR)/ I 0) [Eq. 6} 
Our simulations showed a 20% increase on the 
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Figure 7: Effects of requirement's volatility 
6.3 Complexity (y) 
Having found a complexity metric suited for our purpose, 
the next step was to find for the existence of some sort of 
relationship between LGC and development time. 
We conducted a simple experiment using the conversion 
ratio [Eq. IJ to obtain the size inputs for the sample. We 
used sample points from 1000 LGC to 30000 LGC, which 
means sample projects from 32 KLOC to almost I MLOC. 
We compute the average estimation for the development 
time using COCO:V1O and Putnam. The sample points are 
plotted with a thick line (Fig. 8). We found a strong 
logarithmic correlation (R 2 = 0.9699) with the following 
function plotted with a thin line (Fig. 8). 
Time (months)= y = 13 Ln(LGC) - 82 [Eq. 7J 
This equation gives a conservative estimation for projects 
between 4000 and 20000 LGC ( 128 and 640 KLOC of 
Ada). The estimation seems to be too optimistic for projects 
smaller than 2000 LGC or greater than 25000 LGC. figure 
9 shows the effects of complexity over different scenarios. 
The development time increases by 20% when the 
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Figure 9: Effects of complexity 
6.4 The complete model 
Our model requires three parameters (a, ~. yj that can be 
derived from metrics automatically collected from the 
development environment (Eq. 5, 6 and 7). If the 
development environment does not have the functionality 
to collect metrics, then a manual procedure could provide 
the data. Using these values in Eq.3 we obtain the 
probability of finishing the project at any given time (x in 
months) (Fig. 10). The model enables to refine the 
estimation form the knowledge captured at each 
evolutionary cycle. As the development progress y 
increases as consequence of known complexity, and ~ 
decreases reducing the tail. 
-- Prob(finish at x) --pdf 
Figure 10: Distribution functions 
7 COi'iCLUSIOi'i 
We introduced a formal method for risk assessment that 
solves the issue of human dependency, characteristic of the 
current risk assessment methodologies. This method is 
supported by a small set of metrics that can be 
automatically collected from the development environment. 
One of the metrics introduced, productivity ratio, 
constitutes an objective method to assess the productivity 
level of an organization without subjective judgement of 
experts. 
We introduced a complexity metric well suited for real-
time systems that has strong correlation with development 
time. Although, this metric was developed specifically for 
PSDL, it seems that can be extended for Object-oriented 
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methodologies using the number of classes instead of LGC. 
Further research is required to generalize the method for 
larger systems and for different domains. 
An interesting side effect of the model is that provides an 
easy way to estimate. very early in the life cycle. the 
duration of a project, and indirectly. its cost. This method 
enables an earlier assessment of the duration of the project 
and soh·es the problems of: 
a) Human dependency on risk assessment, and 
b) Difficulties in estimating time on evolutionary 
prototyping software processes. 
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Abstract 
Software protof}ping processes hare contribwed to de-
\'elop cheaper.faster a11d more reliable products. However, 
despite the adrnnces in technology, little progress has been 
done in improi-i11g the ma11ageme11t of sojhrare protof}pi11g 
de\·elopme11t projects. Research slzo11·s that 45 percent of 
all the causes for clela.wd softll'are delil·eries are related to 
orga11bttional issues {/}. This paper addresses the risk 
assessmelll issue, introduci11g metrics a11d a model that can 
be integrated with prototyping development processes. 
1. Introduction 
Despite 50 years of progress, the software industry re-
mains immature to meet the demands of an information-
age economy. Many researches have treated the problem 
using different approaches: formal methods, prototyping, 
software processes, etc. However, this assertion remains 
true today. Experience suggests that building and integrat-
ing software by mechanically processable formal models 
leads to cheaper, faster and more reliable products [2]. 
Software development processes such the hypergraph 
model for software e\'olution [2), or the spiral model [3), 
have improved the state of the art. However, they have a 
common weakness: risk assessment. On the software evo-
lution domain, risk assessment has not been addressed as 
part of the model. In the various enhancements and exten-
sions, the graph model did not include risk assessment 
steps, hence risk management remains as a human-
dependent activity that requires expertise. On the evalua-
tion of the spiral model, one of the difficulties mentioned by 
Boehm was: "Re(ving on risk-assessment expertise, the 
spiral model places a great deal of reliance on the abilif}· 
of sojhrnre developers to ide11tify and manage sources of 
project risk." [3). 
Many researches have addressed the problem of risk as-
sessment following the perspective of the traditional disci-
plines. The available tools for risk assessment are guide-
lines for practices. checklists. taxonomies of risk factors 
and few metrics. All these methods work fine if a) there is a 
human educated on risk assessment, and b) he/she has 
enough experience. Such resources are very scarce. Our 
research is focused on software project risk assessment, 
which in other words is the prediction of success of the 
project. The only way to evaluate the degree of success of a 
project is: a) to compare the planned and actual schedules; 
b) to compare the planned and actual costs; and c) to com-
pare the planned and actual product characteristics. An 
emergent branch of software engineering has covered this 
last part: software reliability. However, we think that more 
emphasis put on in the first two. We believe that evolution-
ary prototyping provides the most promising context to 
address these issues. 
1.1. Impact of evolutionary software processes 
Studies have shown that early parts of the system devel-
opment cycle such as requirements and design specifica-
tions are especially prone to errors [2). Problems originat-
ing in the early stages often have a lasting influence on the 
reliability. safety and cost of the system. This effect is par-
ticularly notorious in projects involving multiple 
stakeholders with different points of view. Evolutionary 
prototyping offers an iterative approach to requirement 
engineering to alleviate the problems of uncertainty, ambi-
guity and inconsistency inherent in the process. Moreover, 
1 This research was supported by the US Anny Research Office under grant t;:38690-MA and grant #40473-MA. 
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prototyping can improve the capture of change in require-
ments and assumptions during the development process. 
Evolution-driven CASE tools for computer-aided 
prototyping provide logical assessment of the consistency 
and clarity of requirements and specifications. The use of 
prototypes facilitates the requirement phase in any type of 
software projects. Particularly, in real-time applications 
where severe time constraints impose more challenges, the 
use of prototypes facilitates to describe the requirements in 
a clear, precise, consistent and executable format. Proto-
types are useful to demonstrate system scenarios to the af-
fected parties as a way to: a) collect criticisms and feedback 
that are sources for new requirements; b) early detection of 
deviations from users' expectations; c) trace the evolution of 
the requirements; and d) improve the communication and 
integration of the users and the development personnel. 
Despite the unquestionable benefits of prototyping, we 
have two concerns. First, the risk assessment issue has not 
been solved. The second concern is that prototyping poses a 
problem to project planning because of the uncertain num-
ber of cycles required constructing the product. Most parts 
of project management and estimation techniques are based 
on linear layouts of activities, so they do not fit completely. 
1.2. The estimation problem 
In order to assess the risk in a project, it is necessary to 
have an idea of the effort and time involved. The industry 
has been using three classes of tools to estimate effort and 
time that can be applied at different moments during the 
life cycle, each category being more precise than the previ-
ous one but arriving later: 
a) Very early estimations. This category includes very 
crude approximations done during the beginning of the 
process usually by subjective comparisons using previ-
ous projects. 
b) Macro models. This category includes Basic 
COCOMO, Putnam, Function Points, etc. The estima-
tion is done after completing the requirements phase. 
c) Micro models. This category includes intermediate and 
detailed COCOMO, and Pert/CPM/Gantt techniques. 
The estimation is done after the design when it is pos-
sible to have a work breakdown structure. The project 
estimate is the integration of all module estimates. 
It is not our intention to discuss these techniques, the 
details can be read in [4], [5], [6] and [7]. However we 
highlight the assumptions for COCOMO and Putnam's 
methods. COCOMO assumes: 
( 1) The development period starts at the beginning of the 
design phase. That means that the requirements phase 
is already done. 
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(2) The estimation covers only the direct-charged labor. In 
other words, time spent in meetings and communica-
tion is not considered. 
(3) The model assumes that a rather optimistic working-
time of 152 hours of productive work per month .. 
(4) The model assumes that the project will enjoy "good 
management." 
(5) Finally, the model assumes that the requirements will 
remain unchanged. This is a really restrictive assump-
tion that does not match the evolutionary prototyping 
process. 
The other de facto standard, Putnam's model, is based on 
the following assumptions: 
(I) A development project is a finite sequence of purpose-
ful, temporally ordered activities, operating on a ho-
mogeneous set of problem elements, to meet a specified 
set of objectives. 
(2) The number of problem elements is unknown but fi-
nite. 
(3) Problems arc detected, recognized and solved by ap-
plying effort. 
(4) The occurrence of problem solving follows a Poisson 
process. 
(5) The number of people working in the project is pro-
portional to the number of problems ready to solve at 
that time. 
(6) The requirements are done, which is very restrictive 
considering evolutionary software processes. 
None of these techniques consider the following charac-
teristics of software projects: a) requirement volatility, b) 
personnel volatility, and c) time consumed by communica-
tions, exceptions and noise in the process. All the methods 
use size as input parameter via some kind of derivation 
from complexity. In many cases the methods to compute 
such complexities and sizes are questionable. Recently, 
Stanford University [7] developed a new generation micro-
model estimation tool (ViteProject) that addresses some of 
our concerns. This tool is useful but requires a complete 
work breakdown of the project, thus it is useful to control 
the project but cannot be used for early estimations. How-
ever, it is very useful to simulate different scenarios. We are 
using this approach to calibrate our model. 
2. Metrics 
Metrics is a key factor in the identification of threats. 
Without metrics it is not possible to provide early alerts of 
risks. In this section \Ye describe a set of metrics that sup-
port our risk identification strategy. We decided to use a 
small set of metrics presenting the following characteris-
tics: a) robustness, b) repeatability, c) simplicity in terms of 
the number of parameters, d) easy to calculate, and e) 
automatically collectable. 
2.1. Metrics for Requirements 
We define birth rare (BR) as the percentage of new re-
quirements incorporated in each cycle of the evolution pro-
cess. This metric shO\VS the explosion of new requirements 
as a percentage. 
BR= (NR /TR)* 100, where 
NR = number of new requirements, 
TR = total number of requirements 
We define death rare (DR) as the percentage of re-
quirements that are dropped by the customer in each cycle 
of the evolution process. 
DR%= (DelR /TR)* 100, where 
DclR = number of requirements deleted, 
TR= total number of requirements (before deletion) 
We define change-rate (CR) as the percentage of re-
quirements changed from the previous version. 
CR(%)= (ModR /TR)* I 00 where 
ModR = number of requirements changed, 
TR= total number of requirements. 
From the point of view of the metrics, a change on a 
requirement can be viewed as a death of the old version and 
a birth of the new one. The simplification just described, 
enables to compare birth rate and death rate in a bi-
dimensional plot that shows four regions: stability region. 
growing region, volatility region and shrinking region. 
Each of these regions has different risk connotations. There 
is a normal evolution of the project as the time goes by. 
During early stages, it is normal for projects being in the 
growing region. However, if the project continues in this 
region after many cycles, or return to this region after vis-
iting other regions, then something wrong could happen. In 
the first case, the requirement engineering could not be 
efficient. The second case could show evidence of late dis-
covery of some cluster of hidden requirements. After some 
cycles, the project should leave the volatile region. If the 
project evolves to the shrinking region, and the require-
ments engineering is working right, there is evidence that 
the customers are cutting down the project. This can be the 
indicator of a severe cut in the budget. Finally, any involu-
tion to a previous region should be considered as evidence 
of threats. In such cases a detailed analysis is required to 
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Figure 1: Evolution of requirements 
2.2. Metrics for Personnel 
In order to measure personnel both quantitative and 
qualitative metrics are required. The skill match between 
person and job is required to estimate the speed in proc-
essing information and rate of exceptions. On the quantita-
tive side we propose to measure the number of people and 
the turnover. This last one provides information about the 
expected productivity losses due to training. learning curves 
and communications. 
2.3. Metrics for Complexity 
Complexity has a direct impact on quality because the 
likelihood that a component fails is directly related to its 
complexity. The quality of the product can only be deter-
mined at the end of the process. Hence, it is important to 
measure the complexity as predictor. This particularly use-
ful in real time systems, which present special difficulties 
in terms of requirement engineering. Some requirements 
arc difficult for the user to provide and for the analysts dif-
ficult to determine. The best way to discover these hidden 
requirements is via prototyping. Computer Aided 
Prototyping System (CAPS) [2] is a CASE tool specially 
suited for this task. It has a graphical easy to understand 
interface and mapped to a specification language, which in 
turns generates Ada code. 
The prototyping process consists of prototype constrnc-
tion and modification (evolution) based on evolving re-
quirements and code generation. Both construction and 
modification are exploratory activities with a common tar-
get: to satisfy multiple users with different and often con-
flicting points of view. Requirement engineering is a con-
sensus driven activity in which mechanisms for conflict 
resolution and traceability of requirement evolution repre-
sent critical success factors. 
Formal specifications are suitable for being analyzed to 
compute their complexity. In the case of CAPS, the tool 
generates specifications in a structured language called 
Prototyping Specification Design Language (PSDL). PSDL 
code has the following tokens: types, operators, data 
streams and constraints. Types are declarations of abstract 
data types required for the system. Operators and data 
streams are the components of a dataflow graph. Finally, 
constraints represent the real-time constraints that the sys-
tem must support. 
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Figure 2: Correlation between non-comment Ada lines 
of code and LGC 
We define two complexity metrics for PSDL: Fine 
Granularity Complexity metric (FGC), and Large Granu-
larity Complexity metric (LGC). The reason to compute 
different metrics is because we want to detect two classes of 
threats. First, we need to be aware of operators that are too 
complex. High complexity on one operator could be caused 
by poor design and possible can be solved by further de-
composition. Second, we require a metric to compute the 
total complexity of the system. 
FGC expresses the complexity of each operator in the 
system and is a function of the fan-in and fan-out data 
streams related to the operator. 
FGC = fan-in + fan-out 
LGC expresses the complexity of the system as a func-
tion of the number of operators (0), data streams (D), and 
types (T). 
LGC=O+ D+T 
We examined the correlation between LGC and size of 
the specifications and the code. We observed a very strong 
correlation between PSDL lines of code and LGC (R = 
0.996). The correlation between Ada non-comment lines of 
code of the projects with their complexity measured using 
LGC, we observe a strong correlation also (R = 0.898) (fig. 
2). Even if CAPS generates part of the Ada code, the de-
signer can add and modify the generated code introducing 
more variability. The following graph shows the correlation 
observed for the same set of projects. 
3. The proposed model 
From the point of view of software engineering, it is 
necessary to create the methodology to solve the decision-
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making process during the early stages of the life cycle, 
when changes can be done with less impact on the budget 
and schedule. The most significant causes of software proj-
ect failures are: lack of understanding of user's needs, ill 
defined scopes, poor management of project changes, 
changes in the chosen technology, changes in business 
needs, unrealistic deadlines, user's resistance, loss of spon-
sorship, lack of personnel skills, and poor management. 
From those pathologies, we conducted causal analysis ar-
riving to the three risk factors that we will discuss. 
We propose to divide risk management in three activities: 
risk identification, risk assessment and risk resolution. Risk 
identification is the set of techniques designed to alert and 
identity possible threats. Risk assessment is the quantitative 
analysis of the probabilities and impacts of the identified 
threats. Risk resolution is the application of resources and 
effort to avoid, transfer, prevent. mitigate or assume the 
risks. 
In order to achieve risk management, an organization re-
quires a minimum level of maturity that can be associated 
with CMM level 2 [8]. If an organization is not able to 
collect metrics, any attempt to formally identify and assess 
risks is impossible. 
3.1. The risk major components 
In our vision, software risks could be controlled if we 
could master how to administrate uncertainty, complexity 
and resources. Transforming the unstructured problem of 
risk assessment leads to a formal method able to be trans-
lated into an algorithm. In order to structure the problem, 
we proceeded to analyze the problem decomposing project 
risk into simpler parts. We used causal analysis to find the 
primitive threat factors. We identified three major factors: 
process risk, resource risk and product risk. Each of these 
factors introduces risks by themselves but mainly due to the 
interaction between them. 
Resource risk. is affected by organizational, operational, 
managerial and contractual parameters such as resources, 
outsourcing, personnel, time and budget among others. The 
literature is abundant in this area. Various approaches use 
subjective techniques such as guidelines and checklists [9], 
[ I OJ, [ 11 ], which require expert's opinion even when they 
could be supported by metrics. 
Engineering development work procedures such as soft-
ware development, planning, quality assurance, and con-
figuration management cause process risk. The more com-
plex a process is, the more difficult it is to manage, and the 
more education, training, standards, reviews, and commu-
nication are required. Consequently, complexity grows. The 
software process complexity has been partially covered by 
research in terms of subjective assessments about maturity 
level and expertise [9]. [10], [I I]. However, we require a 
more precise and objective method. 
Finally. product risk is related to the final characteris-
tics of the product, its complexity, its conformance with 
specifications and requirements, its reliability and customer 
satisfaction. The product introduces its own risk factors in 
terms of quantitative and qualitative attributes. We identi-
fied two basic product-risk factors: requirement stability, 
and requirement complexity. Requirement stability is 
measurable using the set of metrics previously described. 
Due to lack of structure in informal requirements. it is nec-
essary to transform them into specifications in order to 
compute complexity. Other product characteristics such as 
reliability and maintainability are not of interest to identify 
and assess risk on early stages. Reliability can be measured 
only after completion or almost completion. Maintainability 
can be measured only after the design is started. Both 
measures are useful to control the project in future phases. 
These estimations are useful in order to: a) identify the 
trade-off function between error reduction and cost of error 
reduction, b) provide quantitative basis for accepting or 
rejecting software during functional testing, and c) provide 
quantitati,·e basis for deciding whether additional testing is 
warranted based on the cost of error removal. 
The process provides the description of its environment 
and the theoretical requirements to execute it. Conse-
quently, the process introduces threats due to its require-
ments and characteristics: complexity, technology required, 
budget required, schedule required, and personnel skills 
required. The resources represent the actual allowances in 
personnel, tools, budget and schedule. They impose con-
straints that could not match the process requirements. The 
productivity is consequence of the matching of these two 
facets of the project. 
The decomposition created by causal analysis revealed: a) 
a method to identify risks by comparing the degree of mis-
matching between the product and process characteristics, 
against the resource constraints; and b) candidate indicators 
to be used in an estimation model. 
3.2. The formulation 
We can consider software projects as experiments where 
its cost and schedule are the output measures. We know 
that software projects tend to overrun costs and schedule 
(this fact has been proved by research and industry). There 
are two possible ways to interpret the result of the experi-
ment. One hypothesis is that this behavior is abnormal, and 
a consequence of lack of process maturity (SEl/CMM ap-
proach). Another hypothesis is that this could be a "false-
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abnormal" behavior assumed abnormal as consequence of 
inappropriate measurements. 
How do we create a macro model that considers the pre-
vious concerns and is able to be used during the evolution-
ary prototyping stages of the process? Our hypothesis is that 
a Weibull's family distribution can model each of the evo-
lution cycles. Lets discuss the meaning of each of the vari-
ables in the function: 
X is the random variable under study. In our case. x can be 
interpreted as development time. 
a is a shape parameter. It reduces the variability narrowing 
the shape of the pdf. 
P is a scale parameter that stretches or comp~esses the 
graph in the x direction. 
\Ve require a third parameter (Y) to shift the curves to the 
right as consequence of system's conceptual complexity 
reflecting learning/training delays. The functions for the 
pdf and cdf are then respectively: 
r 0, X < 'f 
f(x; y, Cl,~)= ~ 
l(o.'Pal (x -yt·1 exp[-[(x -y)lp]"]. x <'.'. y 
r 0. X < 'f 
F(x; y, a. P> = ~ 
l I - exp[-[(x - y) / P] a]. x <'.'. y 
The development life cycle can be visualized a succession 
of prototyping developments with increasing functionality 
followed by a final optimization that produces the system. 
Each of these phases has the same activity pattern, so its 
reasonable to suppose that the delivery time for each one 
has a probability distribution from the same Weibull family 
but with different parameters. 
During each prototyping cycle a certain number of prob-
lem events occur. A problem event is an effort-consuming 
situation that introduces a certain amount of functional 
complexity to be solved (caused by a new requirement, a 
change on a requirement, or as the consequence of rework), 
and a certain amount of information exchange. 
We suppose that the occurrence of problem events in 
each cycle follows a Poisson distribution with different 
mean for each cycle. So, the entire development life cycle is 
a non-homogeneous Poisson process. We assumed this dis-
tribution because: 
(a) There exists a certain rate of occurrence of e,·ents. 
(b) The probability of more than one event occurring in a 
time interval depends on the length of the interval. 
(c) The number of events during one time interval is inde-
pendent of the number received prior this time interval. 
4. Validation 
Our model has been calibrated and validated in two 
ways: a) internal consistency proved by mathematics and 
statistics; and b) black box validation by comparing its out-
puts in duration and effort with other available models. 
Figure 3 shows a comparison of duration estimates using 
COCOMO, Putnam and this model. Our model gives a 
conservative estimation for projects between 4000 and 
20000 LGC ( 128 and 640 KLOC of Ada). The estimation 
seems to be too optimistic for projects smaller than 2000 
LGC or greater than 25000 LGC.in month. 
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Figure 3: Comparison With COCOMO and 
Putnam methods 
5. Conclusions 
\\'e addressed the issue of human dependency in risk as-
sessment of the evolutionary software processes incorpo-
rating an automated risk assessment method integrated 
with evolutionary prototyping. Our approach provides a 
way to structure and automate the assessment of risk. The 
proposed model addresses part of the limitations of the tra-
ditional estimation methods. We are calibrating the model 
using simulations with ViteProject. Software development 
is still a human dependent activity requiring lots of human 
communication, and without appropriate managerial deci-
sion support tools, software engineering will remain in its 
present state. We think that we require improving our 
knowledge about the internal phenomenology of the soft-
ware life cycle. It is in the human aspects of the software 
process where the bottleneck is located now. Automated 
risk assessment tools should consider these aspects. With-
out such knowledge, prototyping issues such as incomplete 
specifications, system complexity and development time 
will remain unpredictable. 
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ABSTRACT 
The current state of the art techniques of risk assessment 
rely on checklists and human expertise. This constitutes a 
weak approach because different people could arrive at 
different conclusions from the same scenario. The 
difficulty on estimating the duration of projects applying 
evolutionary software processes contributes to add 
intricacy to the risk assessment problem. This paper 
introduces a formal method to assess the risk and the 
duration of software projects automatically. The method 
has been designed according the characteristics of 
evolutionary software processes. We introduce a set of 
metrics to measure productivity, requirement volatility 
and complexity. \\"e construct a formal method based on 
these three indicators to estimate the duration and risk of 
evolutionary software processes. The approach introduces 
benefits in two fields: a) automation of risk assessment 
and, b) early estimation method for evolutionary software 
processes. 
Keywords 
Risk, software metrics. estimation models 
1:--.TRODUCTIO;'I; 
Despite progress in formal methods, prototyping, and 
evolutionary software processes, risk assessment remains 
as an open issue dependent on human expertise. Software 
development processes such the hypergraph model for 
software evolution [15], or the spiral model [3], have a 
common weakness: risk assessment. In the software 
evolution domain, risk assessment has not been addressed 
as part of the model. In the various enhancements and 
extensions, the graph model did not include risk 
assessment steps, hence risk management remains as a 
human-dependent activity that requires expertise. In the 
evaluation of the spiral model, one of the difficulties 
mentioned by Boehm was: "Relying 011 risk-assessment 
expertise. the spiral model places a great deal of reliance 
011 the abili(v of software developers to ide11tif.,v and 
manage soltrces of project risk." [3]. 
Many researches [9, 6, 20] have addressed the problem of 
risk assessment following guidelines, checklists, 
taxonomies of risk factors. and few metrics. All these 
methods work fine if al they are applied by a human 
educated on risk assessment, and b) he/she has enough 
experience. The weakness of all current risk assessment 
practices is human dependency. As a corollary. risk 
assessment could not be consistent because different 
experts could arrive at different conclusions from the 
same scenario. 
Our research is focused on transforming the present state 
of the art about risk assessment into a formal method. This 
paper introduces an automated and fom1al software 
project risk assessment model, based on early metrics and 
probabilities designed for evolutionary software 
processes. 
THE PROBLE:\l 
Studies have shown that early parts of the system 
development cycle such as requirements and design 
specifications are especially prone to error [15]. Problems 
originating in the enrly stages often have a lasting 
influence on the reliability. safety and cost of the system. 
This eft~ct is particularly notorious in projects involving 
multiple stakeholders with different points of view. 
Evolutionary software processes offer an iterative 
approach to requirement engineering to alleviate the 
problems of uncertainty. ambiguity and inconsistency 
inherent in software developments. Moreover, prototyping 
can improve the capture of change in requirements and 
assumptions during the development process. Prototypes 
are useful to demonstrate system scenarios to the affected 
parties as a way to: a) collect criticisms and feedback that 
are sources for new requirements; b) enable early 
detection of deviations from users' expectations; c) trace 
the evolution of the requirements: and d) improve the 
communication and integration of the users and the 
development personnel. 
Despite the unquestionable benefits of evolutionary 
software processes, we have two concerns. First, the 
automated risk assessment issue has not been resolved. It 
is usually viewed as an extra activity layered on the 
assigned work. or worst. as an outside activity that is not 
part of the software process [6. 9]. The main line of 
• This research was supported by the US Army Research Office under grant =38690-:\IA and gr:mt #-40473-MA. 
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previous research has addressed the problem in parallel 
with the development process using informal methods. 
Basically the proposed methodologies are lists of practices 
and checklists [20, 6] or scoring techniques [9] that are 
dependent on human expertise. 
The second concern is that prototyping poses a problem to 
project planning because of the uncertain number of 
cycles required to construct the product. The industry has 
been using three classes of tools to estimate effort and 
time that can be applied at different moments during the 
life cycle. each category being more precise than the 
previous one but arriving later: 
a) Very early estimations. This category includes very 
crude approximations done during the beginning of 
the process usually by subjective comparisons using 
previous projects. 
b) Macro models. This category includes Basic 
COCOMO, COCOMO II (application composition 
model), Putnam, Function Points, etc. The estimation 
is done after completing the requirements phase. 
c) Micro models. This category includes intermediate 
and detailed COCOMO, COCOMO II (early design 
and post-architecture models), and Pert'CPM/Gantt 
techniques. The estimation is done after the design 
when it is possible to have a v.·ork breakdown 
structure. The project estimate is the integration of all 
module estimates based on linear layouts of activities, 
so they do not fit completely with evolutionary 
software processes. 
A detailed discussion of these techniques is outside the 
scope of this paper; the details can be read in [ 1, 2, 4, 6, 
14, 16, 17, 18, 19]. None of these techniques consider the 
following characteristics of software projects: a) 
requirement volatility, b) personnel volatility. and c) time 
consumed by communications. exceptions and noise in the 
process. All the methods use size as an input parameter 
via some kind of derivation from complexity. In many 
cases the methods to compute such complexities and sizes 
are questionable [ I 0, 11. 12]. 
METRICS 
In this section we describe a small set of metrics that 
support our risk identification strategy (requirements, 
personnel and complexity). We choose metrics presenting 
the following characteristics: a) robustness, b) 
repeatability, c) simplicity in terms of the number of 
parameters, d) easy to calculate, and e) automatically 
collectable. 
Metrics for requirements 
We purpose three metrics for requirements: a) birth-rate, 
b) death-rate, and c) change-rate. We define birth-rate 
(BR) as the percentage of new requirements incorporated 
in each cycle of the evolution process. This metric shows 
the introduction of new requirements as a percentage. 
We define death-rate (DR) as the percentage of 
requirements that are dropped by the customer in each 
cycle of the evolution process. 
We define change-rate (CR) as the percentage of 
requirements changed from the previous cycle. 
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From the point of view of the metrics. a change in a 
requirement can be viewed as a death of the old version 
and a birth of the new one. The simplification just 
described enables comparison of birth-rate and death-rate 
in a bi-dimensional plot that shows four regions: stability 
region, growing region, volatility region and shrinking 
region (fig. I). Each of these regions has different risk 
connotations. The arrow shows the normal evolution of a 
project as time goes by. During early stages, it is normal 
for projects to be in the growing region. However, if the 
project remains in this region after many cycles, or returns 
to this region after visiting other regions, something 
wrong happens. The first case is an indicator that the 
requirement engineering is not efficient; hence some 
corrective action should be applied. The second case 
shows evidence of late discovery of some cluster of 
hidden requirements. 
After some cycles. the project should be in the volatile 
region. If the project does not evolve into the stability 
region, then there is evidence that the requirements 
engineering activity is not efficient and some corrective 
action may be needed. It is important to analyze the 
evolution of the stakeholders' issues and criticisms. It 
could be also the case that stakeholders have changed their 
minds. If the project evolves to the shrinking region, and 
the requirements engineering is working right, there is 
evidence that the customers are cutting down the project. 
This can be an indicator of a severe cut in the budget. 
Finally, any return to a previous region should be 
considered as evidence of threats. In such cases a detailed 
analysis is required to assess the causes of the anomaly. 
This set of metrics can be collected automatically from the 
baseline and can give early alerts of threats. In our 
schema, requirement volatility is related to two risk 
factors: the product and the process. 
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Figure 1: E,·olution of requirements 
Metrics for fitness 
We require measure the fit between people and their roles 
in the software process. In order to measure personnel 
both quantitative and qualitative metrics are required. A 
skill match between person and job is required to estimate 
the speed in processing information and rate of 
exceptions. On the quantitative side it is important to 
measure the number of people and the turnover. This last 
one provides information about the expected productivity 
losses due to trammg, learning curves and 
communications. This set of metrics is difficult to collect 
because people are very reluctant to being measured. 
During the simulations we found that there exists an easier 
way to measure the productivity fitness observing the ratio 
between direct working time and idle time as we will 
discuss in 6. I. Fitness is related to two risk factors: the 
resources and the process. 
Metrics for complexity 
Complexity has a direct impact on quality because the 
likelihood that a component fails is directly related to its 
complexity. The quality of the product can only be 
determined at the end of the process. Hence, it is 
important to measure the complexity as an early predictor 
to provide a way to assess the duration of the project given 
some indicators collected during the requirements phase. 
In such conditions, code is not available, so the only 
possible measurements should come from the 
specification. Complexity is related to one risk factor: the 
product. 
Research on Function Points (FP) [!. 2] showed that there 
exists a clear relation between complexity and size in 
terms of lines of code. However, FP are not well suited for 
real time systems or object-oriented developments [10, 11, 
12]. 
Formal specifications are suitable for being analyzed to 
compute their complexity. We conducted experiments 
trying to derive complexity from formal specifications 
created by CAPS {Computer Aided Prototyping System) 
[ I 5]. The tool generates specifications in a structured 
language called Prototyping Specification Design 
Language (PSDL). PSDL code has the following 
components: types, operators, data streams and 
constraints. Types are declarations of abstract data types 
required for the system. Operators are state machines and 
data streams represent the communication links between 
them. Both operators and data streams are the components 
of a dataflow graph. Finally, constraints represent the real-
time constraints that the system must support. The tool 
generates Ada code form PSDL specifications. 
We defined two complexity metrics for PSDL: a) Fine 
Granularity Complexity metric (FGC), and b) Lorge 
Granularity Complexity metric (LGC). The reason to 
compute different metrics is because we want to detect 
two classes of threats. First, we need to be aware of 
excessively complex operators. High complexity of one 
operator could be caused by poor design and possibly can 
be solved by further decomposition. Second, we require a 
metric to compute the total complexity of the system. 
FGC expresses the complexity of each operator in the 
system and is the sum of the fan-in and fan-out data 
streams related to the operator {FGC = fan-in+ fan-out). 
LGC expresses the complexity of the system as a function 
of the number of operators (0), data streams (D), and 
types (T) (LGC = 0 + D + T). 
We found a strong correlation between PSDL lines of 
code and LGC (R = 0.996, fig. 2). If we compare -the Ada 
non-comment lines of code of the projects with their 
complexity measured using LGC, we observe a strong 
correlation also (R = 0.898, fig.3). Our complexity metric 
correlates better with PSDL than with Ada because CAPS 
45 
automatically generates PSDL; on the other hand, even if 
CAPS generates part of the Ada code, the designer can 
add and modify the generated code, introducing more 
variability. The size of the project in thousands of non-
comment lines of code can be estimated as: 
KLOC = {32 LGC + 150) I 1000 [Eq. I] 
As the complexity grows, the ratio trends to 
approximately 32 LOC for each unit of LGC. This findinl! 
provided us with a method to compute the size of th~ 
projects given an early measure of their complexity. This 
conversion is required to compare our approach with 
Putnam's and Boehm's approaches because they require 
Ada NCLOC vs Large Granularity Complexity 
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Figure 3: Correlation between Ada code and LGC 
the size as an input parameter. A caveat of this study is 
that our sample is small, but it includes all the information 
we have at the current time. However, the study suggests 
the possibility of estimating size in terms of complexity 
with a useful degree of accuracy. 
THE RISK ASSESSMENT MODEL 
A probability distribution from the Weibull family can be 
used to model the development time given the risk factors 
discussed above. The probability density function and 
cumulative density function for the model are: 
f o. x<y 
pdf= f(x; y. ct, P> ={ 
l[a.-'(Pal](x-y)"·1 exp[-[(x-y) 'PJ'"]. x"Z.y 
[Eq. 2] 
r o. 





a) x is the random variable under study. In our case, x 
can be interpreted as de\'elopment time. 
b) <X is a shape parameter. It determines the width of the 
peak of the distribution and the expected error. We 
can associate this behavior with the efficiency of the 
project, which depends on characteristics of the 
process and the resources. 
c) 13 is a scale parameter that stretches or compresses the 
graph in the x direction and hence controls the 
thickness of the tail. This parameter models the extra 
work introduced by new requirements or changes in 
requirements. 
d) Note that the functions start at x = 0. We require a 
third parameter to shift the curves to the right. For 
that reason we introduce a location parameter y, 
which is function of the already discovered system 
complexity. 
CALIBRATION OF PARAMETERS 
To calibrate productivity (a) and requirement's volatility 
(P), we conducted simulations with ViteProject (8, 13] 
using the following scenarios (fig. 4). Each scenario name 
consists of three letters describing the value for each of 
the three variables under study: productivity (a), 
requirements' volatility (P). and complexity (y). Each 
letter could have two values: high (H) or low (L). The tool 
was configured to run JOO simulations for each scenario, 
and the organizational parameters \vere set to match the 
characteristics of software development. 
To analyze the effect of productivity, we compared the 
results of the simulations of the following scenarios: LLL 
vs HLL, LLH vs HLH, LHL vs HHL, and LHH vs HHH. 
We found that for high productivity scenarios (Hxx) the 
development time improved by 60%. 
To analyze the effect of requirement volatility, we 
compared the results of the simulations of the following 
scenarios: LLL vs LHL, LLH vs LHH, HLL vs HHL, and 
HLH vs HHH. We found that high requirement volatility 
(xHx) degraded the development time by 20%. 
To analyze the effect of complexity, we compared the 
results of the simulations of the following scenarios: L LL 
vs LLH, LHL vs LHH, HLL vs HLH, and HHL vs HHH. 
We found that high complexity (xxH) degrade the 
development time by 30%. 
6.1 Productivity (a) 
Literature in productivity classifies time spent at work into 
four categories: 
a) Direct. Time spent working and correcting errors on 
the product. In YiteProject terminology, it is the sum 
of work and rework. 
b) Indirect. Time spent in activities supporting the work 
such as meetings, coordination, information 
exchanges, etc. In ViteProject terminology, it is 
known as coordination time. 
c) Idle. Time spent without work to do, waiting for some 
input. In ViteProject terminology, it is known as 
waiting time. 
d) Personal. Time spent doing anything except the other 
categories. YiteProject does not compute this 
category of time. However, it is loosely related to the 
noise parameter. 
If we examine the time distribution of these categories we 
can observe a remarkable pattern that differentiates high 
productivity scenarios from the low productivity ones. 
This effect is independent of the other two variables of the 
simulation. Hence, this suggests that the time distribution 
can be a good indicator for the parameter a. 
Figure 5 presents the distribution times for the eight 
scenarios simulated. A pattern of time distributions can be 
clearly observed. Scenarios with low producti\·ity have a 
percentage of idle time greater than I 3% of the total 
development time. 
We can recognize low productivity scenarios also by the 
ratio of the percentage of direct time o\·er percentage of 
idle time, which we call productive ratio (PR): 
PR = a = Direct% I Idle% [Eq. 5) 
For high productivity scenarios 2.0 < PR < 6.0, and for 
low productivity scenarios 0.8 < PR < 2.0. 
46 
• Direct IJ Indirect Dld!e 
Figure 5: Time distribution from each scenario 
We observed that using PR as the value of a. the model 
behaves as the simulations. That is on high productivity 
scenarios the total development is 60% shorter than in low 
productivity ones. The reasons why the ratio PR is related 
to productivity require further study. However, we 
conjecture the reason could be related to: 
a) Fit of job and people skills. 
b) People turnover, generating noise and productivity 
losses derived from training and learning curves. 
c) Number of people, influencing the productivity by 
excess or default of working force. 
In the model the use of a ranging from 0.8 (low 
productivity) to 6 (highest productivity), corresponds to 
the results observed in the simulations. 
6.2 Requirement's volatility(~) 
~. the extra delay factor caused by requirements' volatility 
(late requirements and changes in previous requirements). 
is obtained by the following fonnula: 
~ = INT((BR + DR)/ I 0) [Eq. 6] 
Our simulations showed a 20% increase on the 
development time when the requirement's volatility is 
high. 
6.3 Complexity (y) 
Ha\·ing found a complexity metric suited for our purpose. 
the next step was to find for the existence of some sort of 
relationship between LGC and development time. 
We conducted a simple experiment using the conversion 
ratio [Eq. I] to obtain the size inputs for the sample. \Ve 
used sample points from JOOO LGC to 30000 LGC. which 
means sample projects from 32 KLOC to almost I MLOC. 
We compute the average estimation for the development 
time using COCOMO and Putnam. The sample points are 
plotted with a smoothing thick line. The logarithmic 
trendline is plotted as a thin red line. We found a strong 
logarithmic correlation (R~ = 0.9699) with the following 
function (Fig. 6). 
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Figure 6: Complexity-time correlation 
This equation gives a conservative estimation for projects 
between 4000 and 20000 LGC (128 and 6-40 KLOC of 
Ada). The estimation seems to be too optimistic for 
projects smaller than 2000 LGC or greater than 25000 
LGC. Figure 9 shows the effects of complexity over 
different scenarios. The development time increases by 
20% when the complexity is high. 
6.4 The complete model 
Our model requires three parameters (a., ~. y) that can be 
derived from metrics automatically collected from the 
development environment (Eq. 5, 6 and 7). If the 
development environment does not have the functionality 
to collect metrics, then a manual procedure could provide 
the data. Using these values in Eq.3 we obtain the 
probability of finishing the project at any given time (x in 
months) (Fig. 7). The model enables to refine the 
estimation fonn the knowledge captured at each 
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evolutionary cycle. As the development progress y 
increases (known complexity) and~ decreases (less tail). 
CO:"iCLUSIO:--l 
We introduced a fonnal method for risk assessment that 
solves the issue of human dependency. characteristic of 
the current risk assessment methodologies. This method is 
supported by a small set of metrics that can be 
automatically collected from the development 
environment. 
One of the metrics introduced, productivity ratio, 
constitutes an objective method to assess the productivity 
level of an organization without subjective judgement of 
experts. 
--+- Prob(finish at x) --p:!f 
Figure 7: Distribution functions 
We introduced a complexity metric well suited for real-
time systems that has strong correlation with development 
time. Although, this metric was developed specifically for 
PSDL. the method can be generalized for other 
methodologies using Object Points or number of classes 
instead of LGC. 
An interesting side effect of the model is that provides an 
easy way to estimate, very early in the life cycle, the 
duration of a project, and indirectly, its cost. This method 
enables an earlier assessment of the duration of the project 
and sol\·es the problems of: 
a) Human dependency on risk assessment, and 
b) Difficulties in estimating time on evolutionary 
prototyping software processes. 
Further research is required to generalize the method for 
larger systems and for different domains. 
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Abstract 
The major hurdle in developing distributed systems is the implementing the interoperability between the 
systems. Currently, most of the interoperability techniques require that the data or services to be tightly coupled 
to a particular server. Furthermore, as most programmers are trained in designing stand-alone application, 
developing distributed system proves to be time-consuming and difficult. This paper address the issues by 
creating an interface wrapper model that allows developers the features of treating distributed objects as local 
objects. A tool was developed to generate Java interface wrapper from a specification language called the 
Prototyping System Description Language. 
1. Introduction 
1.1 Background 
Interoperability between software systems is the ability to exchange services from one 
system to another. In order to exchange services, data and commands are relayed from the 
service providers to the requesters. Current business and military systems are typically 2-tier 
or 3-tier systems involving clients and servers, each running on different machines in the 
same or different locations. Current approaches for n-tier systems have no standardization of 
protocol, data representation, invocation techniques etc. Other problems with interoperability 
are the implementation of distributed systems and the use of services from heterogeneous 
operating environments. These include issues concerning sharing of information amongst 
various operating systems, and the necessity for evolution of standards for using data of 
various types, sizes and byte ordering, in order to make them suitable for interoperation. 
These problems make interoperable applications difficult to construct and manage. 
1.2 Current State-of-the-art solutions 
Presently, the solutions attempting to address these interoperability problems range from --, 
low-level sockets and messaging techniques to more sophisticated middleware technology 
like object resource brokers (CORBA, DCOM). Middleware technology uses higher 
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abstraction than messaging, and can simplify the construction of interoperable applications. It 
provides a bridge between the service provider and requester by providing standardized 
mechanisms that handle communication, data exchange and type marshalling. The 
implementation details of the middleware are generally not important to developers building 
the systems. Instead, developers are concerned with service interface details. This form of 
information hiding enhances system maintainability by encapsulating the communication 
mechanisms from the developers and providing a stable interface services for the developers. 
However, developers still need to perform significant work in incorporating the middleware's 
services into their systems. Furthermore, they must have a good knowledge of how to deploy 
the middleware services to fully exploit the features provided. 
Current middleware approaches have another major limitation in the design - the data and 
services are tightly coupled to the servers. Any attempt to parallelize or distribute a 
computation across several machines therefore encounters complicated issues due to this 
tight control of the server process on the data. 
1.3 Motivation 
Distributed data structures provide an entirely different paradigm. Here, data is no longer 
coupled to any particular process. Methods and services that work on the data are also 
uncoupled from any particular process. Processes can now work on different pieces of data 
at the same time. So far, building distributed data structures together with their requisite 
interface has proved to be more daunting than other conventional interoperability middleware 
techniques. The arrival of JavaSpace has changed the scenario to some extent. It allows easy 
creation and access of distributed objects. However, issues concerning data getting lost in the 
network, duplicated data items, out-dated data, external exception handling and handshaking 
of communication between the data owner and data users are still open. The developers have 
to devise ways to solve those problems and standardize them between applications. 
1.4 Proposal 
The situation concerning interoperability would greatly improve if a developer working on 
some particular application were provided with the features capable of treating distributed 
objects as local objects within the application. The developers could then modify the 
distributed object as if it is local within the process. The changes may, however, still need to 
be reflected on other applications using that distributed object without creating any problems 
related to inconsistency. The current research aims at attaining this objective by creating a 
model of an interface wrapper that can be used for a variety of distributed objects. In 
addition, by automating the process of generating the interface wrapper directly from the 
interface specification of the requirement, developers' productivity is greatly improved. 
The tools, named as Automated Interface Codes Generator (AICG), has been developed to 
generate the interface wrapper codes for interoperability, from a specification language called 
the Prototype System Description Language (PSDL) [LUQ88). The tool uses the principle of 
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distributed data structure and JavaSpace Technology to encapsulate transaction control, 
synchronization, and notification together with lifetime control to provide an environment 
that treats distributed objects as if there were local within the concerned applications. 
2. Review of Existing Works 
2.1 ORB Approaches 
A basic idea for enhancing interoperability is to make the network transparent to the 
application developers. The existing approaches [1] include l)Building blocks for 
interoperability, 2) Architectures for unified, systematic interoperability and 3) Packaging 
for encapsulating interoperability services. These approaches have been assessed using the 
Kiviat graphs by Berzins (1] with various weight factors. The Kiviat graphs give a good 
summary of the strong and weak points of various approaches. ORB and Jini are currently 
the more promising technologies for interoperability. 
There are however, some concerns with the ORB models. Sullivan [13] provides a more in-
depth analysis of the DCOM model, highlighting the architecture conflicts between Dynamic 
Interface Negotiation (how a process queries a COM services and interface) and 
Aggregation ( component composition mechanism). The interface negotiation does not 
function properly. within the aggregated boundaries. This problem arises because components 
share an interface. An interface is shared if the constructor or Querylnterface functions of 
several components can return a pointer to it. Querylnterface rules state that a holder of a 
shared interface should be able to obtain interfaces of all types appearing on both the inner 
and outer components. However, an aggregator can refuse to provide interfaces of some 
types appearing on an inner component by hiding the inner component. Thus, Query Interface 
fails to work properly with respect to delegation to the inner interface. 
Hence, for the ORB approaches, detailed understanding of the techniques is required to 
design a truly reliable interoperable system. Programmers however, are train mostly on 
standalone programming techniques. Adding specialized network programming models 
increases the learning as well as development time, with occasional slippage of target 
deadlines. Furthermore, bugs in the distributed programs are harder to detect and 
consequences of failure are more catastrophic. An abnormal program may cause other 
programs to go astray in a connected distributed environment [9], (12]. 
2.2 Prototyping 
The demand for large, high quality systems has increased to the point where a quantum 
change in software technology is needed [9]. Rapid prototyping is one of the most promising 
solutions to this problem. Completely automated generation of prototype from a very high-
level language is feasible and in-fact generation of skeleton programming structures is very 
common in the computer world. One major advantage of the automatic generation of codes is 
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that it frees the developers from the implementation details by executing specification via 
reusable components. [9]. 
In this perspective, an integrated software development environment, named Computer 
Aided Prototyping System (CAPS) has been developed at the Naval Postgraduate School, for 
rapid prototyping of hard real-time embedded software systems, such as missile guidance 
systems, space shuttle avionics systems, and military Command, Control, Communication 
and Intelligence (C3I) systems [11]. Rapid prototyping uses rapidly constructed prototypes to 
help both the developers and their customers visualize the proposed system and assess its 
properties in an iterative process. The heart of CAPS is the Prototyping System Description 
Language (PSDL). It serves as an executable prototyping language at a specification or 
design level and has special features for real-time system design. Building on the success of 
computer aided rapid prototyping system (CAPS) [11], the AICG model also uses the PSDL 
for the specification and automates the generation of interface codes with the objective of 
making the network transparent from the developer's point of view. 
2.3 Transaction Handling 
Building a networked application is entirely different from building a stand-alone system in 
the sense that many additional issues need to be taken care of for smooth functioning of a 
networked application. The networked systems are also susceptible to partial failures of 
computation, which can leave the system in an inconsistent state. 
Proper transaction handling is essential to control and maintain concurrency and consistency 
within the system. Yang [16], examined the limitation of hard-wiring concurrency control 
(CC) into either the client or the server. He found that the scalability and flexibility of these 
configurations is greatly limited. Hence, he presented a middleware approach: an external 
transaction server, which carries out the concurrency control policies in the process of 
obtaining the data. Advantages of this approach are 1) transaction server can be easily 
tailored to apply the desired CC policies of specific client applications. 2) The approach does 
not require any changes to the servers or clients in order to support the standard transaction 
model. 3) Coordination among the clients that share data but have different CC policies is 
possible if all of the clients use the same transaction server. 
The AICG model uses the same approach, by deploying an external transaction manager 
provided by SUN in the JINI model. All transactions used by the clients and servers are 
created and overseen by the manager. 
3. The Basic Model 
The AICG model is based on the concepts of encapsulating some of the features of the 
JavaSpace and Jini to provide a simplified ways of developing distributed applications. 
Section 3.1 examines the principles of JavaSpace and section 3.2 discusses some of the 
features of AICG model. 
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Figure 1, AICG Model 
3.1 The JavaSpace Model 
JavaSpace model is a high-level coordination tool for gluing processes together in a 
distributed environment. It departs from conventional distribution techniques using message 
passing between processes or invoking methods on remote objects. The technology provides 
a fundamentally different programming model that view an application as a collection of 
processes cooperating via the flow of freshly copied objects into and out of one or more 
spaces. This space-based model of distributed computing has its roots in the Linda 
coordination language [3] developed by Dr. David Gelemter at Yale University. 
Figure 2, JavaSpace operations 
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A space is a shared, network-accessible repository for objects. Processes use the repository as 
a persistent object storage and exchange mechanism. As shown in figure 2, processes 
perform simple operations to write new objects into space, take objects from space, or read 
(make a copy of) objects in a space. When taking or reading objects, processes use a simple 
value-matching lookup to find the objects that matter to them. If a matching object is not 
found immediately, then a process can wait until one arrives. Unlike conventional object 
stores, processes do not modify objects in the space or invoke their methods directly. To 
modify an object, a process must explicitly remove it, update it, and reinsert it into the space. 
During the period of updating, other processes requesting for the object will wait until the 
process write the object back to the space. 
Key Features of JavaSpace: 
• Spaces are persistent: Spaces provide reliable storage for objects. Once stored in the 
space, an object will remain there until a process explicitly removes it. 
• Spaces are transactionally secure: The Space technology provides a transaction model 
that ensures that an operation on a space is atomic. Transactions are supported for 
single operations on a single space, as well as multiple operations over one or more 
spaces. 
• Spaces allow exchange of executable content: While in the space, objects are just 
passive data, however, when we read or take an object from a space, a local copy of 
the object is created. Like any other local object, we can modify its public fields as 
well as invoke its methods. 
3.2 The AICG Model 
The AICG interoperability approach proposes a tool for building distributed applications. 
The tool is designed to generate interface wrappers for data structures or objects that need to 
be shared, and are particularly useful for applications that can model as flows of objects 
through one or more servers. Build on top of JavaSpace, the AICG model hides the space and 
its implementation details entirely from the application. The interface wrapper allows 
applications to treat distributed data structures or objects as local within the application 
space. This enhanced interoperability by making the network transparent to the application 
developers. 
The interface wrappers are generated from an extension of a prototype description language 
called Prototyping System Description Language (PSDL). The extended Description 
language (PSDL-ext) expands property definitions that are specific only to AICG model. 
Some of the salient features of the AICG model are: 
• Distributed objects are treated as local objects within the application process. The 
application code needs not depend on how the object is distributed, since the local 
object copy is always synchronous with the distributed copy. (see section 5) 
• Synchronization with various applications is automatically handled. Since the AICG 
model is based on the space transaction secure model, all operations are atomic. 
Deadlock is prevented automatically within the interface by having only a single 
distributed copy, and through transaction control. (see section 6, 8) 
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• Any type of object can be shared as long as the object is serializable. Any data 
structure and object can be distributed as long as it obeys and implements the java 
serializable feature (see section 10.2). 
• Every distributed object has a lifetime. The distributed object lifetime is a period of 
time guaranteed by the AICG model for storage and distribution of the object. The 
time can be set by developer (see section 7). 
• All write operations are transaction secure by default. AICG transactions are based on 
the Atomicity, Consistency, Isolation, and Durability (ACID) properties (see section 
8). 
• Clients can be informed of changes to the distributed object through the AICG event 
model (see section 9). A client application can subscribe for change notification, and 
when the distributed object is modified, a separate thread is spawned to execute the 
callback method defined by the developer. 
• The wrapper codes are generated from high-level descriptive languages; hence, they 
are more manageable and more maintainable. 
4 Developing Distributed Application with the AICG Tool 
This section describes the steps for developing distributed applications using the AICG 
model. An example of a C4ISR application is introduced in section 4.2 to aid the explanation 
of the process. The same example will be used throughout this paper. 
4.1 Development Process 
The developer starts the development process by defining shared objects using the 
Prototyping System Description Language (PSDL). The PSDL is processed through a code 
generator (PSDLtoSpace) to produce a set of interface wrapper codes (figure 3). The 
interface wrapper contains the necessary codes for interaction between application and the 
space without the need for the developers to be concerned with the writing and removing of 
objects in the space. The developers can treat shared or distributed objects as local objects, 
where synchronization and distribution is automatically handled by the interface codes. The 
complete cycle for generating the interface codes is shown in figure 4. 
I 
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Figure 3, PSDL to Space 
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Figure 4, Generating the interface 
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4.2 Input definition to the Code generator 
The following example demonstrates the development of one of the many distributed objects 
in the C4ISR system. Airplane positions picked up from the sensors are processed to produce 
track objects. These objects are distributed over a large network and used by several clients' 
stations for displaying the positions of planes. Each track or plane is identified by track 
number. The tracks are 'owned' by a group of track servers, and only the track servers can 
update the track positions and its attributes. The clients only have read access on the track 
data. Figure 5 shows the PSDL codes for the track object and its methods. Figure 6 shows the 






























PROPERTY SPACEMODE= WRITE 


















PROPERTY SPACEMODE = WRITE 













PROPERTY SPACENAME= DODSpaces 
PROPERTY OWNERSHIP= YES 
PROPERTY SECURITY= SERVER 
PROPERTY LEASE= 12000 
PROPERTY CLONE= MANY 
PROPERTY NOTIFY= NO 
PROPERTY RETRY= 10 
END 







































PROPERTY SPACEMODE= WRITE 






PROPERTY SPACENAME= DODSpaces 
PROPERTY OWNERSHIP= YES 
PROPERTY SECURITY= SERVER 
PROPERTY LEASE = 0 
PROPERTY CLONE= ONE 
PROPERTY NOTIFY= YES 
PROPERTY RETRY= 5 
END 
Figure 6, Track list example in PSDL 
The PSPL grammar used for the AICG is an extended version of the original PSDL grammar 
(Appendix A). PSDL model is very extensive and can be used to model an entire distributed 
system. However, the AICG only used a portion of the PSDL to describe the interface 
between systems. In another word, interactions between applications are defined using the 
PSDL but not the application itself. Because of this, slight modifications on the PSDL 
grammar were needed. The complete listing of the changes in the grammar statements can 
also be found in Appendix A. 
The track PSDL starts with the definition of a type called track. It has only one identification 
field tracknumber. Of course, the track objects can have more than one field, but only one 
field is in this case is used to uniquely identify any particular track object. The type 
track_list shown in figure 5, on the other hand, does not need an identification field since 
there is only one track_list object in the whole system. Track_Iist is used to keep a list of all 
the active tracks tracknumber in the system at that moment in time. 
All the operators (methods) of the type are defined immediately after the specification. Each 
method has a list of input and output parameters that define the arguments of the method. 
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The most important portion in the method declaration is the implementation. The developer 
must be able to define the type of operation the method supposed to perform. The operations 
are constructor (used to initialize the class), read (no modification to any field in the class) 
and write (modification is done to one or more fields in the class). These are necessary, as the 
code generated will encapsulate the synchronization of the distributed objects. 
The other field in the implementation portion of the method, is transactiontime. 
transactiontime defines the upper limit in milliseconds within which the operation must be 
completed. The transaction property is discussed in detail in Section 8. 
Upon running the example on figure 5 through the generator tool, a set of Java interface 
wrapper files are produced. Developers can ignore most of the generated files except the 
following: 
• Track.java: this file contains the skeleton of the fields and the methods of the track 
class. The user is supposed to fill the body of the methods. 
• TrackExtClient.java: this is the wrapper class that the client initialized and used 
instead of the track class. 
• TrackExtServer.java: this is the wrapper class that the server initialized and used in 
replace for the track class. 
• NotifyAICG.java: this class must be extended or implemented by the application if 
event-notification and call-back are needed. 
The methods found in the trackExtClient and trackExtServer have the same method names 
and signatures of the track class. In fact, the track class methods are been called within 
trackExtClient or trackExtServer. 
5. Distributed Data Structure and Loosely Coupled Programming 
Conceptually a distributed data structure is one that can be accessed and manipulated by 
multiple processes at the same time without regard for which machine is exe~uting those 
processes. In most distributed computing models, distributed data structures are hard to 
achieve. Message passing and remote method invocation systems provide a good example of 
the difficulty. Most of the systems tend to keep data structure behind one central manager 
process, and processes that want to perform work on the data structure must "wait in line" to 
ask the manager process to access or alter a piece of data on their behalf. Attempts to 
parallelize or distribute a computation across more than one machine face bottlenecks since 
data are tightly coupled by the one manager process. True concurrent access is rarely 
achievable. 
Distributed data structures provide an entirely different approach where we uncouple the data 
from any particular process. Instead of hiding data structure behind a manager process, we 
represent data structures as collections of objects that can be independently and concurrently 
accessed and altered by remote processes. Distributed data structures allow processes to work 
on the data without having to wait in line if there are no serialization issues. 
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The distributed protocol for modification ensures synchronization by enforcing that a process 
wishing to modify the object has to physically remove it from the space, alter it and write it 
back to the space. There can be no way for more than one process to modify an object at the 
same time. However, this does not prevent other processes from overwriting the corrected 
data. For example, in the normal JavaSpace, process A instead of performing a "take" follow 
by a "write operation, the programmer wrote a "read" operation, followed by a "write"· 
operation. This results in 2 copies of the object in the Space. The AICG model prevents this 
by encapsulating the 3 basic commands from the developers. All modification on the object 
are automatically translated to "take", followed by "write" and all operations that access the 
fields of the distributed object are translated to "read". These ensure that local data are up-to-
date and serialization is maintained. 
Loosely-coupled programming has it pitfalls also. Distributed objects may be lost if a 
process removes it from the space and subsequently crashes or is cut off from the network. 
Similarly, the system may enter in a deadlock state if processes request more than one 
distributed object while, at the same time, holding on to distributed objects required by other 
processes. In cases like this, the AICG model groups multiple operations into a transaction to 
ensure that either all operations complete or none occur, thereby maintaining the integrity of 
the application. With transaction control, deadlock is prevented if the process did not 
complete the operation within a certain permitted time. The application can retry the 
operation immediately or wait for a random time before performing the operation again 
6. Synchronization 
. Synchronization plays a crucial role in any design of distributed application. Inevitably, 
processes in a distributed system need to coordinate with one another and avoid bringing the 
system into an unstable state such as deadlock. Creating distributed applications with AICG 
can significantly ease the burden of process synchronization since synchronization is already 
built into the AICG operations. Multiple processes can read an object in a space at any time, 
but when a process wants to update an object, it has to remove it from the space and thereby 
gain exclusive access to it first. Hence, coordinated access to objects is enforced by the 
AICG interface doing read, take and write operations. · 
More advanced and complex synchronization schemes can be easily build upon from the 
basic atomic features of the AIGC operations. An example is semaphores. Semaphores, a 
synchronization construct that was first used to solve concurrency problems in operating 
systems, are commonly found in multithreaded programming languages, but are more 
difficult to achieve in distributed systems. Semaphores are typically implemented as integer 
counters that require special language or hardware support to ensure the atomic properties of 
the UP (signal) and DOWN (wait) operations. Using AIGC space model, we could easily 
implement a semaphore as a shared variable that holds an integer counter. By assigning a 
distributed variable or object as a semaphore, groups of distributed objects can be 
synchronized. Hence, the AIGC model permits the developers to develop more complicated 
distributed applications without being concerned about synchronization and deadlock. 
Furthermore, all operations within the AICG model can impose transaction control with 
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timeout monitoring. After the timeout period, the transaction would rollback the application 
to a stable state. 
7. Object Life Time (Leases/Timeout) 
Leasing provides a methodology for controlling the life span of the distributed objects in the 
AICG space. This allows resources to be freed after a fixed period. This model is beneficial 
in the distributed environment, where partial failure can cause holders of resources to fail 
thereby disconnecting them from the resources before they can explicitly free them. In the 
absence of a leasing model, resources could grow without bound. 
There are other constructive ways to harness the benefit of the leasing model besides using it 
as a garbage collector. As for example, in a real-time system, the value of the information 
regarding some distributed objects becomes useless after certain deadlines. Accessing 
obsolete information can be more damaging in this case. By setting the lease on the 
distributed object, the AICG model automatically removes the object once the lease expires 
or the deadline is reached .. 
Java Spaces allocate resources that are tied to leases. When a distributed object is written into 
a space, it is granted a lease that specifies a period for which the space guarantees its storage. 
The holder of the lease may renew or cancel the lease before it expires. If the leaseholder 
does neither, the lease simply expires, and the space removes the entry from its store. 
The AICG model simplified the Java Space lease model into two configurations. These are 
1. Generally, the distributed object lasts forever as long as the space exists, even if the 
leaseholder (the process that creates the object) has died. This configuration is 
enabled by setting the SPACE lease property in the Implementation to 0. 
2. In real-time environment, the distributed object lasts for a fixed duration of x ms 
specified by the object designer. To keep the object alive, a write operation must be 
performed on the object before the lease expires. This configuration is set through the 
SP A CE lease property in the Implementation to the time in ms required. · 
Hence, the developer must provide due consideration towards leasing while developing the 
application. If an object has a life time, it must be renewed before it expires. In the AICG 
model, renewal is done by calling any method that modifies the object. If no modification is 
required, the developer can consider defining a dummy method with the spacemode set to 
"write". Invoking that method will automatically renew the lease. 
8. Transactions 
The AICG model uses the Jini Transaction model, which provides genenc services 
concerning transaction processing in distributed computing environment. 
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8.1 Jini Transaction model: 
All transactions are overseen by a transaction manager. When a distributed application needs 
operations to occur in a transaction secure manner, the process asks the transaction manager 
to create a transaction. Once a transaction has been created, one or more processes can 
perform operations under the transaction. A transaction can complete in two ways. If a 
transaction commits successfully, then all operations performed under it are complete. 
However, if problems arise, then the transaction is aborted and none of the operations occurs. 
These semantics are provided by a two-phase commit protocol that is performed by the 
transaction manager as it interacts with the transaction participants. 
8.2 AICG Transaction model 
AICG model encapsulates and manages the transaction procedures. All operations on the 
distributed object can be either with transaction control or without. Transaction control 
operations are controlled with a default lease of2 sec. This default value ofleasing time may, 
however, be overriden by the user. This is kept by the transaction manager as a leased 
resource, and when the lease expires before the operation committed, the transaction manager 
aborts the transaction. 
Transactions have the following desirable effect on the semantics of the AICG operations. 
When a distributed object is created, the object is not seen or accessible outside of the 
transaction until the transaction commits. However, when a distributed object is updated or 
read under transaction, it can come from new object created within the transaction or objects 
in the space. 
The AICG model by default, enable all transaction for write operations and the transaction 
lease time is two seconds. The developer can modify the lease time through the PSDL 
SPACE transactiontime property. 
PROPERTY 
transactiontime= 0: Disable transaction for that method 
In: Set the lease time to n ms. 
All the read operations in the AICG model do not have transactions enabled. However, the 
user can enable it by using the property transactiontime with the upper limit in transaction 
time for the read operation. To used the same transaction for more than one operation, the 
following property must be set. 
PROPERTY 
transactionID = 99 : An ID number that are the same for more than one method. 
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9. AICG Event Notification 
In the distributed and loosely-coupled programming environment, it is desirable for an 
application to react to changes or arrival of newly distributed objects instead of "busy 
waiting" for it through polling. AICG provides this feature by introducing a callback 
mechanism that invokes user-defined methods when certain conditions are met. 
Java provides a simple but powerful event model based on event sources, event listeners and 
event objects. An event source is any object that "fires" an event, usually based on some 
internal state change in the object. In this case, writing an object into space would generate 
an event. An event listener is an object that listens for events fired by an event source. 
Typically, an event source provides a method whereby listeners can request to be added to a 
list of listeners. Whenever an event source fires an event, it notifies each of its registered 
listeners by calling a method on the listener object and passing it an event object. 
Within a Java Virtual machine (JVM), an application is guaranteed that it will not miss an 
event fired from within. Distributed events on the other hand, had to travel either, from one 
JVM to another JVM within a machine or between machines networked together. Events 
traveling from one JVM to another may be lost in transit, or may never reach their event 
listener. Likewise, an event may reach its listener more than once. 
Space-based distributed events are built on top of the Jini Distributed Event model, and the 
AICG event model further extends it. When using the AICG event model, the space is an 
event source that fires events when entries are written into the space matching a certain 
template an application is interested in. When the event fires, the space sends a remote event 
object to the listener. The event listener codes are found in one of the generated AICG 
interface wrapper files. Upon receiving an event, the listener would spawn a new thread to 
process the event and invoke the application callback method. This allows the application 
codes to be executed without involving the developer in the process of event-management. 
There are a few steps for setting up AICG event for a particular application. Firstly, the 
distributed objects must have the SPACE properties for Notification set to yes. One of the 
application classes must implement Gava term for inherit) the notifyAICG abstract class. The 
notifyAICG class has only one method, which is the callback method. The user class must 
override this method with the codes that need to be executed when an event fires. 
10. AICG Design 
This section explains the design of the AICG and the codes that are generated from psdl2java 
program. The codes used in this section to explain the AICG and the development processes 
are generated from the track PSDL of section 4.2. 
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10.1 AICG Arclzitecture 
The AICG architecture consists of four main modules. They are the Interface modules, the 
Event modules, Transaction modules and the Exception module. The interface modules 
implement the distributed object methods and communicate directly with the application. In 
reference to the example in section 4, the interface modules are entry AICG, track, trackExt, 
trackExtClient, trackExtServer. Instead of creating the actual object (track), the application 
should instantiate the interface object either the trackExtClient or trackExtServer. Event 
modules (eventAICGID, evenAICGHandler, notifyAICG) handle external events generated 
from the J avaSpace that are of interest to the application. Transaction modules 
(transactionAICG, transactionManagerAICG) support the interface module with transaction 
services. Lastly, the exception module ( exceptionAICG) defines the possible types of 
exceptions that can be raised and need to be catch by the application. Figure 7 below shows 
the architecture of the generated interface wrapper and the interaction with the other modules 
and application. 
Each time the application instantiate a track class by creating a new trackExtServer, the 
following events take place in the Interface: 
1. An Entry object is created together with the track object by the trackExtServer. The 
tack object is placed into the Entry object and stored in the space. 
2. Transaction Manager is enabled. 







Figure 7, Architecture of the generated interface wrapper and the interaction with the other 
modules and application 
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Each time a method (getID, getCallsign, getPosition) that does not modify the contents of the 
object is invoked, the following events take place in the Interface: 
1. When the application invokes the method through the Interface 
(trackExtServer/trackExtClient). 
2. The Interface performs a Space "get" operation to update the local copy. 
3. The method is then executed on the updated copy of the object to return the value 
back to the application. 
Each time a method (setCallsign, setPosition), which does modify the contents of the object 
is invoked, the following events take place in the Interface: 
1. When the application invokes the method through the Interface 
2. The interface performs a Space "take" operation, which retrieves the object from the 
space. 
3. The actual object method is then invoked to perform the modification. 
4. Upon completion of the modification, the object is returned to the space by the 
interface using a "write" operation. 
10.2 Interface Modules 
The interface modules consist of the following modules; an entry (entryAICG) that are stored 
in space, the actual object (trackExt )that are shared and the object wrapper (trackExt, 
trackExtClient, trackExtServe.). 
10.2.1 Entry 
A space stores entries. An entry is a collection of typed objects that implements the Entry 
interface. The base class of the AICG distributed object: 
public abstract class entryAICG implements Entry 
{ 
// main identifcation number 
public Integer entryID; 
// required by Javaspace //default constructor 
public entryAICG() 
{ } 
public entryAICG(int id){ 
entryID = new Integer(id); 
} 
// return the object stored in //the entry 
public abstract Object 
getObject( ); 
The Entry interface is empty; it has no methods that have to be implemented. Empty 
interfaces are often referred to as "marker" interfaces because they are used to mark a class 
as suitable for some role. That is exactly what the Entry interface is used for, to mark a class 
appropriate for use within a space. 
All entries in the AICG extend from this base class. It has one main public attribute, an 
identifier and an abstract method that returns the object. Any type of object can be stored in 
the entry. The only limitation is that the object must be serializable. Serializable allows the 
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.. --, 
java virtual machine to pass the entire object by value instead of by reference. Here is an 
example "track" entry codes generated by the AICG from the PSDL file in figure 4. The 
interface contains the object track in one of the field and an ID. 
public abstract class trackEntry 
extends entryAICG 
// id is required if there are more 
// than one similar object in 
// the space 
public Integer id; 
// track object 
public track data; 
// default Constructor 
public trackEntry(){ ) 
// Constructor with information 
//extracted from the track PSDL 
// file. 
public trackEntry(int aid, Integer 
} 
inID, track inData){ 
super (aid); 
data= inData; 
id = inID; 
public Object getObject(){ 
return data; 
All Entry attributes are declared as publicly accessible. Although it not typical of fields to be 
defined in public in object-oriented programming style, the associative lookup is the way the 
space-based programs locate entries in the space. To locate an object in space, a template is 
specified that matches the contents of the fields. By declaring entry fields public, it allows 
the space to compare and locate the object. AICG encourage object-oriented programming 
style by encapsulating the actual data object into the entry. The object attributes can then be 
declared as private and made accessible only through clearly defined public methods of the 
object. 
10.2.2 Serialization 
Each distributed interface object is a local object that acts as a proxy to the remote space 
object. It is not a reference to a remote object but instead a connection passes all operations 
and value through the proxy to the remote space. All the objects must be serializable in order 
to meet this objective. The Serializable interface is "marker" interface that contains no 
methods and serves only to mark a class as appropriate for serialization. Here is the 
Serializable interface: 
public abstract interface Serializable 
{ 
// this interface is empty 
In that case, the track class of the example needs to implement the interface Serializable. 
public class track implements 
Serializable { 
// since Serializable is a marker 
// interface no methods need to be 
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//override. 
10.2.3 The Actual Object 
We now look at the actual objects that are shared between the servers and clients. The 
psdl2java generates a skeleton version of the actual class with the methods names and its 
arguments. The body of the methods and its fields need to be filled by the developers. The 
track class generated is shown below: 
public class track implements 
java.io.Serializable 
{ 
private Integer trackNumber; 
public track(int inID){ 
// insert the body here 
} 
public int getID(){ 
// insert the body here 
} 
public void setPosition 
(position type post){ 
// insert the body here 
} 
public position type getPosition()( 
// insert the body here 
} 
public String getCallsign()( 
// insert the body here 
public void setCallsign(String 
sign) { 
// insert the body here 
} 
// automatically generated do 
// not delete!! 
public Integer autoGetIDl(){ 
return trackNumber; 
10.2.4 Object Wrapper 
Wrapping is an approach to protecting legacy software systems and commercial off-the-shelf 
(COTS) software products that require no modification of those products [I]. It consists of 
two parts, an adapter that provides some additional functionality for an application program 
at key external interfaces, and an encapsulation mechanism that binds the adapter to the 
application and protects the combined components [I]. 
In this context, the software being protected contains the actual distributed objects, and the 
AICG model has no way of knowing the behaviors of the distributed object other than the 
type of operations of the methods. The adapter intercepts all invocations to provide additional 
functionalities such as synchronization between the local and distributed object, transaction 
control, events monitoring and exceptions handling. The encapsulation mechanism has been 
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explained in the earlier section (AICG Architecture). Instead of instantiation of the actual 
object, the respective interface wrapper is instantiated. Instantiating the interface wrapper 
would indirectly instantiate the actual object as well as storing the object in the space. 
Three classes generated for every distributed object. There are named with the object name 
appended with the following Ext, ExtClient, and ExtServer. · 
10.3 Event Modules 
The event modules consist of the event callback template (notifyAICG), the event handler 
(evenAICGHandler) and the event identification object (eventAICGID). 
10.3.1 Event Identification object 
The event identification object is used to distinguish one event from others. When an event of 
interest is registered, an event identification object is created to store the identification and 
event source. Together these two properties act to uniquely identify the event registration. 
The object has only two methods, an 'equals' method that check if two event identification 
objects are the same and a 'to string' method which is used by the event handler for 
,.--, searching the right event objects from the hash table. 
10.3.2 Event Handler 
Event Handler is the main body of the event operation in the AICG model. It handles 
registration of new events, deletion of old events, listening for event and invoking the right 
callback for that event. Inside the event handler are in fact, three inner classes to perform the 
above functions. Events are stored in a hash table with the event identification object as the 
key to the hash table. This allows fast retriever of the event object and the callback methods. 
The event handler listens for new events from the space or other sources. When an object is 
written to the space, an event is created by the space and captured by the all the listeners. The 
event handler would immediately spawn a new thread and check whether the event is of 
interest to the application. 
// call when an external event is 
// "fired". 
public void run() { 
Object source= event.getsource(l; 
long id= event.getID(); 
long seqN = 
event.getSequenceNumber(); 
// create a new event identifcation 
//object 
eventAICGID keyID= new 
eventAICGID(id,source); 
registerAICG tempReg; 
String key= new 
String(keyID.toString()); 
// check if the key exist in the 
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} 
// hash table (storage) 
if ((tempReg = (registerAICG) 
storage.get(key)) !=null) 
// check if the event is an old or 
// duplicate event 
if (seqN > tempReg.seqNum) 




// old events ignored 
return; 
}// end of notifyHandler 
10.3.3 The Callback Template 
The callback template is a simple interface class with an abstract method 
listenerAICGEvents. Its main function is to allow the AICG model to invoke the application 
program when certain events of interest is "fired". As explain earlier, the template need to be 
implemented by the application that wishes to have notification. 
public interface notifyAICG 
{ 
public abstract void 
listenerAICGEvents(Object obj); 
10.4 The Transaction Modules 
The transaction modules consist of transaction interface (transactionAICG) and the 
transaction factory (transactionManagerAICG). 
The transaction interface is a group of static methods that are used for obtaining reference to 
the transaction manager server somewhere on the network. It uses the Java RMI registry or 
the look-up server to locate the transaction server. 
The transaction factory uses the transaction interface to obtain the reference to the server, 
which is then used to create the default transaction or user-define transaction. In short the 
transaction factory can perform the following: 
1. Invoke the transaction interface to obtain a transaction manager. 
2. Create a default transaction with lease time of 5 seconds. 
3. Create a transaction with a user define lease time. 
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10.5 Tlze Exception Module 
The exception module defines all the exception code that is return to the application when 
certain unexpected conditions occur in the AICG model. The exception include 
• "NotDefinedExceptionCode"; unknown error occur. 
• "SystemExceptionCode"; system level exceptions, such disk failure, network failure. 
• "ObjectNotFoundException"; the space does not contain the object. 
• "TransactionException"; transaction server not found, transaction expire before 
commit. 
• "LeaseExpireException"; object lease has expired. 
• "CommunicationException"; space communication errors. 
• "UnusableObjectException"; object corrupted. 
• "ObjectExistException"; there another object with the same key in the space. 
• "NotificationException"; events notification errors. 
11. Conclusion 
This paper demonstrates the ease of sharing distributed objects and automates the generation 
of generic interface wrappers directly from the Prototype System Description Languages. 
However, the design has a performance price penalty. Every read operation requires the 
interface to synchronize the local object with the distributed object before the value is 
returned. Every write operation requires two Space operations. Adding the overhead for 
transactions, event monitoring and control, reading operations are in the range of a hundred 
milliseconds and writing is in the range of a few hundred of milliseconds. The high overhead 
lies within the Java Virtual Machine (NM), the JavaSpace Model and the network latency. 
Current versions of NM and JavaSpace are in a premature state in terms of performance. 
Even so, the performances are still suitable for most applications that are not time critical. 
Similar implementations of distributed systems with the above features of AICG interface in 
CORBA and Java would not perform any better. Hence, the AICG model is still a viable 
option in developing interface wrapper for distributed system. 
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Appendix A: PSDL Grammar 
A.I Extension to PSDL for A/CG model 
Changes: 
17. type_impl = "implementation ada" id "end" 
I "implementation" type_name {"operator" id operator_impl} "end" 
I "implemetation space" <space_impl> 
18 <operator _impl> : := implementation <id> 
<id> end I implementation <psdl_impl> end 
I implementation 
<class_impl> end 
* Those in bold is the additional grammars added. 
Additional: 
52. <space_impl> ::= space {<property>} end 
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Abstract 
This paper presents a case study of implementing a large dis-
tributed system in Scheme. Metcast is a request-reply and 
subscription system for dissemination of real-time weather 
information. The system stores a large amount of weather 
observation reports, forecasts, gridded data produced by 
weather models, and satellite imagery. A Metcast server 
delivers a subset of these data in response to a query for-
mulated in a domain-specific language. Decoders of World 
Meteorological Organization's data feed, the Metcast server, 
XML encoders and decoders, auxiliary and monitoring CGI 
scripts are all written in Scheme. 
This paper considers two examples that demonstrate ben-
efits of our choice of the implementation language: parsing 
of the data feed and a module system for the Metcast server. 
"\Ve will also discuss extensions to Scheme as well as perfor-
mance. 
1 Overview of Metcast 
Metcast is a request-reply and a subscription system for 
distributing, disseminating, publishing and broadcasting of 
real-time weather information [l]. The system comprises 
clients and servers communicating in an HTTP protocol. 
A Metcast server maintains a database of weather observa-
tion reports, forecasts, advisories, gridded data produced by 
weather models, as well as of satellite imagery and plain text 
messages and discussions. A Metcast client uses a web form 
or a domain-specific, flexible request language to retrieve 
a subset of data from a Metcast database [2]. A Metcast 
server - which is an application (web) server - parses re-
quests, queries the database and sends the requested data 
in a single- or a multi-part reply. A server may act as a 
client to request a subset of data for further redistribution. 
Metcast servers are in operation on several U.S. Navy Me-
teorology and Oceanography centers worldwide. Clients are 
deployed on great many sites throughout the U.S. Navy as 
well as U.S. Air Force, DoD, NATO, NOAA and other gov-
ernment agencies. 
One particular source of original data is "\Vorld Mete-
orological Organization's (WMO) data feed, containing a 
great number of land and sea surface and depth/height pro-
file reports, forecasts, advisories, discussions, etc. - for the 
whole globe. A set of decoders processes the feed, and stores 
"This work has been supported by SPAWAR PMW-185, FNMOC 
and In part by the National Research Council, Naval Postgraduate 
School, and the Army Research Office under contracts 38690-MA and 
40473-MA-SP. 
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raw and decoded data in a database. A Metcast server dis-
tributes this information in an XML OMF format [3]. 
The Metcast server, the set of decoders for various WMO 
data formats, auxiliary and monitoring CGI scripts are all 
written in Scheme. Metcast clients are written in C++, 
Java, Scheme, Perl, Python, JavaScript, and Visual Basic. 
The server and related modules are implemented in 12800 
lines of Scheme code, counting the comments. "\VMO data 
feed decoders add 8400 more lines. The size pf common 
extension libraries is 5400 lines of Scheme and some embed-
ded C code. A Gambit-C 3.0 Scheme interpreter enhanced 
with compiled-in extensions has been used throughout the 
project. 
2 Parsing of the data feed 
Scheme proved to be particularly helpful in parsing of the 
WMO data feed. WMO code is a rather old, ad hoc, pe-
culiar, somewhat inconsistent, tangled data format with a 
number of options, exceptions and special cases. Further-
more, received bulletins often contain errors due to manual 
miscoding and transmission problems. 
A typical "\VMO report - for example, a surface synoptic 
report - is a sequence of code groups separated by white 
space. A code group is a string of letters, numbers and 
a few special characters. A code group or groups encode 
the result of observation of a particular quantity, e.g., cloud 
conditions, temperature, etc. If code groups were atomic 
tokens, a report could easily be parsed by a LR(l) automa-
ton. Alas, code groups are composite entities that encode 
information in idiosyncratic ways. The mere identification 
of a code group depends on its position and context, which 
may encompass all previously seen code groups. 
We have implemented a report decoder as a combination 
of a table-driven automaton and code-based group parsers. 
The latter recognize, parse, and ,,alidate a particular code 
group. The decoder takes a list of code groups and returns 
an associative list, an Abstract Syntax "Tree" (AST). A spe-
cial procedure later walks the AST and records the parsed 
data in a database upload buffer. Of a particular help was 
Scheme's ability to store and pass procedural values as any 
other values. This let us implement decoders as composi-
tions of code group parsers. For example, a very typical pro-
duction <a>? <b>• <c>? can be parsed by a combination 
(sequence parse-a (sequence (loop parse-b) parse-c)). 
This composition of group parsers is represented by _a list~ 
(parse-a (repetition-:flag parse-b) parse-c). Given t. 
list and the list of code groups to decode, a main driver walks 
both lists, applying the current parser to the current code 
group. The result of the application as well as the repeti-
tion flag determine if the current code group is consumed, if 
the next parser should be chosen, and how AST should be 
extended. 
All the group parsers have the same interface. They 
receive as arguments the current code group and the AST, 
and should return: 
• an association (a name-value pair) or a list of such 
associations to add to the AST; 
• a symbol pass if the parser failed to recognize the code 
group. The code group should be given to the next 
parser; 
• #f meaning a syntax error is detected at the current 
token; 
• a symbol terminate to stop parsing of the report. 
In the successful case (the first one above), the current token 
is assumed consumed. Any group parser may examine the 
AST (that is, the results of the previous parsers) and may 
even modify the AST. Therefore our parsing technique is 
somewhat similar to attribute grammars. Figure 1 shows 
an example of a group parser. 
The example demonstrates an and-let* construction (SRFl-
2), which was used frequently throughout the project and 
proved very helpful. As Fig. 1 shows, once the current token 
has been recognized as a potential <temperature-deY-point> 
group, and-let• carries on a sequence of elementary parsing 
decisions, all of which must succeed. 
The Metcast decoder is continually processing incoming 
files, which are delivered every 1-3 minutes. A rather large 
batch of reports - 8 plain-text bulletins, 144 sea surface ob-
servation reports, 777 upper-air level data, 2 terminal air-
drome forecasts and 322 synoptic reports - takes 8 wall-clock 
seconds to parse and 19 seconds to upload and record into 
the database. The platform is Sun Enterprise-450 server 
with two UltrasPARC-II CPUS and 512 MB RAM, running So-
laris 2.6 and Informix 7.3 database. Keeping in mind that 
incoming reports have up to 10-minute delay from the time 
of issue, the total processing time at the Metcast end - under 
1 minute - is entirely acceptable. 
3 Implementing the Web application server 
Scheme turned out to be a good implementation language 
for a web application server as well. One part of the server 
is a complex finite state machine that decides when a multi-
part reply is called for, and sends the corresponding MIME 
headers. The problem is not trivial as it is generally im-
possible to predict the number of non-empty replies for a 
complex request. Expressing such finite automata as sets 
of mutually-recursive procedures made the code clear and 
flexible. 
Scheme was conducive to compilation and interpretation 
of the S-expression-based Metcast Request Language (2). A 
request language phrase is compiled into a dictionary - an 
ordered sequence of bindings, - which constitutes the en-
vironment to look up all data needed to construct a Met-
cast database query. This hierarchical repository follows 
neither the static scope of Scheme expressions, nor the dy-
namic scope of procedure activations. Some bindings may 
be to procedures, which may push additional associations 
into the environment and thus affect further lookups. 
Metcast server has a highly modular structure. The main 
program is responsible for receiving and parsing of a request, 
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and packing of replies. Execution of a particular product re-
quest is delegated to a separate module (plug-in). The hier-
archical repository was indispensable in implementing a pa-
rameter bus, which maintains the configuration for the main 
server and all plug-ins. The parameter bus also provides a 
uniform interface for invocation of modules and passing of a 
complex set of explicit and default parameters. For example, 
the main Metcast server module contains a form (include 
"metar. scm") that loads a plug-in metar.scm. The latter file 
defines procedures perform-metar-request and ·perform-
MSL-request. The file binds these procedures to the cor-
responding Request Language verbs and the configuration 
information: 
(env#bind• 
'((METAR (executor. ,perform-metar-request) 
(mime-type . "text/x-omf")) 
(MSL (executor. ,perform-MSL-request) 
(mime-type . "text/x-msl")) 
(0BJ-L0ADER:st_constraint 
,(lambda constr-1 
(env#bind st_constraint constr-1))) )) 
·when metar.scm is loaded, the above initialization expres-
sion is evaluated. The Metcast server thus gains an ability 
to process requests for METAR and MSL products. The main 
server module contains a long chain of (include "xxx. scm") 
expressions, which define a set of requests a server accepts. 
Adding or replacing support for a particular product re-
quests is as simple as loading or reloading the corresponding 
plug-in. This re-configuration and linking-in of the modules 
is possible while the server is running - although we have 
not pursued this opportunity. The flexible module linking 
mechanism was beneficial even in the static case c15 it made 
incremental development and evolution of the server easier. 
4 Extensions to Scheme 
Implementing Metcast required several extensions of the 
Gambit-C Scheme system: libraries of common procedures, 
and interfaces to external applications and the OS. Detailed 
descriptions for all extensions along with the commented 
source and validation code are freely available from a web 
site (4). 
We have already mentioned one helpful extension: and--
leu, an AND with local bindings, a guarded LET* special 
form. An input parsing library was another extension. It is a 
set of procedures that either skip, or build and return tokens 
following inclusion or delimiting semantics. The input pars-
ing library has been used on very many occasions: in split-
ting WMO data feed files into bulletins and bulletins into 
code groups; in parsing of a QUERY_STRING or HTML form 
POST submissions; in breaking the response stream from a 
database query into rows and columns of data; in parsing of 
XML. 
Another kind of extension - made possible by Gambit's 
excellent Foreign Function Interface - deals with accessing 
processes, files, directories, communication pipes and other 
objects external to a Scheme system. Scanning of a PO~~X 
directory is implemented in a truly Scheme style and spmt: 
The OS:for-each-file-in-directory iterator combines the best 
features of for-each, map, and filter, and permits prema-
ture termination of iterations. 
A very helpful extension that goes far beyond Scheme 
is opening and communicating through uni-, bi-directional, 
and TCP pipes as if they were regular files. This exten-
sion allows Scheme code to talk to external applications or 
; <temperature-deY-point> ::= <temp> 11 / 11 <deY-point>? 
; <temp> : := "M"? <tYo-digits> <deY-point> : := "M"? <two-digits> 
(lambda (token AST) ; 11 / 11 must be either in the pos 2 or 3 
(let ((slash-pos (string-index token#\/))) 
(if (not (memv slash-pos '(2 3))) 'pass 
(and-let* 
((negate (lambda (x) (and x .(- x)))) 
(tempr 
(if (char=? #\M (string-ref token 0)) 
(negate· (string->integer token 1 3)) 
(string->integer token 0 2))) 
(dp-pos (++ slash-pos)) 
(dp (if (>= dp-pos (string-length token)) 'none 
(if (char=? #\M (string-ref token dp-pos)) 
(negate (string->integer token(++ dp-pos) (+ 3 dp-pos))) 
(string->integer token dp-pos (+ 2 dp-pos)))))) 
(if (eq? dp 'none) 
(cons 'T tempr) 
(list (cons 'T tempr) (cons 'DP dp))))))) 
Figure 1: A <temperature-deY-point> group parser 
internet services. One particular kind of such an external 
application is a command-line SQL tool, which allowed us 
to build a portable database access library (4]. A database 
query interface is implemented in a Scheme spirit as well, as 
a general iterator over a collection of selected rows. 
5 Illusory and real difficulties 
Choosing an implementation language other than C or C++ 
inevitably raises the question of performance. We have run 
several benchmarks to ascertain the total performance and 
its contributing factors. For example, a sample request that 
retrieves 707 WMO messages (totaling 821K of output) took 
25.6 sec (real), 24.1 sec (user) and under 0.1 sec of the system 
time. This running time comprises: loading and interpreta-
tion of the Metcast server script, database connection and 
query, Request Language interpretation, and output format-
ting. We conducted several experiments to isolate each of 
these factors, on the Sun E450 platform described above. 
Connecting to a database with a SQL command-line tool 
dbaccess and running the query took 1.3 sec (real) and 1.0 
sec (user). Thus the database interface - however ugly and 
inefficient it looks - is not the bottleneck. Parsing of the 
database reply in (interpreted) Scheme code adds 3.8 sec 
(real) and 2.2 sec (user) time. That is noticeable yet in-
significant compared to the total time above. Instrumenta-
tion of the Metcast server showed that the server start-up 
time is under 1.0 sec of real time. This fact was one of the 
two biggest surprises. Given the complexity of the start-up 
process - launching of the Gambit interpreter, reading of 
the main script and 15 included scripts totaling 12800 lines 
of code, macro-expansion and byte-compilation - one would 
have expected the start-up to be a significant factor if not 
the bottleneck. The other biggest surprise was the fact that 
the most of the running time - 20 seconds - was spent within 
7 lines of code, which copy characters from one stream to 
another while unescaping newlines. A makeshift optimiza-
tion - copying streams line-by-line rather than character-by-
character, and utilizing Gambit's undocumented function 
##write-substring - reduced the benchmark real running 
time from 25.6 sec down to 17.0 sec. 
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6 Conclusions 
Implementation of a web application server and WMO de-
coders in Scheme showed that the language is up to the 
task. The elegance of Scheme and its ability to easily express 
guarded execution, finite-state machines as sets of mutually 
recursive actions, hierarchical repositories with procedural 
bindings turned out to be most important. Built-in garbage 
collection, iterators, safety, the ease of incremental testing 
cannot be overestimated either. Despite obvious inefficien-
cies, so far overall Metcast server performance · is deemed 
satisfactory by customers. 
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The current state of the art techniques of risk assessment rely on checklists and human 
expertise. This constitutes a weak approach because different people could arrive at 
different conclusions from the same scenario. The difficulty of estimating the duration of 
projects applying evolutionary software processes adds intricacy to the risk assessment 
problem. This dissertation introduces a formal method to assess the risk and the duration 
of software projects automatically, based on measurements that can be obtained early in 
the development process. The method has been designed according to the characteristics 
of evolutionary software processes, such as efficiency, requirement volatility and 
complexity. The formal model based on these three indicators estimates the duration and 
risk of evolutionary software processes. The approach introduces benefits in two fields: a) 
automation of risk assessment and, b) early estimation methods for evolutionary software 
processes. 
DOD KEY TECHNOLOGY AREA: Software Engineering 
KEYWORDS: Risk Assessment, Formal Models, Software Estimation Models, 
Software Metrics, Project Management 
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I. INTRODUCTION 
A. THE IMMATURITY OF SOFT\V ARE ENGINEERING 
"Despite 50 years of progress, the software industry remains years-perhaps 
decades-short of the mature engineering discipline needed to meet the demands of an 
information-age society" (Gibbs, 1994). Much research has analyzed this problem using 
various approaches: formal methods, prototyping, software processes, etc. However, 
Gibb's assertion still remains true today. 
Since the creation of the first computers, tremendous progress has been made in 
terms of hardware. The introduction of the general-purpose computer has been especially 
important because of its versatility. The stored program allowed specialized applications 
created by software. These applications have grown in size and complexity covering 
numerous human activities. Unfortunately, the ability to build software has not followed 
the same rate of progress (Hall, 1997. pp xv). Gerald Weinberg said, "to call software 
development an infant discipline is not a moral judgment, but merely a colorful way to 
summarize its short history and present existence." (Gilb, 1977. Foreword). Software 
engineering focuses on planning, developing and maintaining software products. Clearly, 
the creation of software imposes different challenges from the creation of hardware. 
Experience suggests that building and integrating software by mechanically 
processable formal models leads to cheaper, faster and more reliable products (Luqi, 
1997). Software development processes, such as the Hypergraph model for software 
evolution (Luqi, 1997) and the Spiral model (Boehm, 1988) have improved the state of 
the art. However, they share a common weakness: risk assessment. This dissertation 
addresses this issue. 
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In the software evolution domain, risk assessment has not been addressed as part 
of the previous models. In the various enhancements and extensions, the graph model 
does not include risk assessment steps, hence risk management remains a human-
dependent activity that requires expertise. This dissertation provides a formal model to 
assess the project risk independently of the project manager's experience. 
On the evaluation of the spiral model, one of the difficulties mentioned by Boehm 
was: "Relying on risk-assessment expertise, the spiral model places a great deal of 
reliance on the ability of software developers to identify and manage sources of project 
risk ... Another concern is that a risk-driven specification will also be people-dependent." 
(Boehm, 1988). 
Why has software engineering not reached the maturity level of other forms of 
engineering? Perhaps the answer lies in the differences between software engineering and 
other disciplines. One difference is that software engineering is highly dependent on 
people. A second difference is that software engineering is younger ( only forty years 
versus centuries for civil engineering). A third difference is that the product, software, is 
intangible. Estimating software's real value at the beginning of the software process is 
difficult. All these differences create a great deal of uncertainty and equivocality1 m 
software development projects. 
Many investigations (Boehm, 1989), (Charette, 1997), (Gilb, 1988), (Hall, 1997), 
(Jones, 1994), (Karolak, 1996), (SEI, 1996) have addressed the problem of risk 
assessment following the perspective of the traditional disciplines. The tools for risk 
assessment are guidelines for practices, checklists, taxonomies of risk factors and few 
metrics. All these methods work fine if there is a project manager trained in risk 
assessment with enough experience. Such personnel are very scarce. That is one of the 
reasons why software engineering is still immature. Software costs are often misestimated 
1 The term equivocality introduced by (Burton & Obel, 1998) means the amount of ignorance about the 
variables in a system. 
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and many projects exceed their schedules and budgets. This dissertation provides a 
formal way to assess the risk of a software project independently of the experience of the 
decision-maker. 
B. RISK AND THE ESTIMATION PROBLEM 
As the range and complexity of computer applications have grown, the cost of 
software development has become the major expense of computer-based systems 
(Boehm, 1981), (Karolak, 1996). Research shows that in private industry as well as in 
government environments, schedule and cost overruns are tragically common (Luqi, 
1989), (Jones, 1994), (Boehm, 1981). Developing software is still a high-risk activity. 
Research shows that 45 percent of all the causes for delayed software deliveries are 
related to organizational issues (vanGenuchten, 1991). Despite the advances in 
technology and CASE tools, little progress has been done to improve managing software 
development projects (Hall, 1997). The acquisition and development communities, both 
governmental and industrial, lack systematic ways of identifying, communicating and 
resolving technical uncertainty (SEI, 1996). 
This research focuses on software project risk assessment, namely predicting the 
success of the project. The only ways to evaluate the degree of success of a project are a) 
to compare planned and actual schedules; b) to compare planned and actual costs; and c) 
to compare planned and actual product characteristics. Software reliability, an emergent 
branch of software engineering, has addressed this last part. However, the first two issues 
have not yet been emphatically addressed. 
For many years research has greatly increased our knowledge of software 
projects. Among such software laws, it is known that: 
• Manpower and time are not interchangeable (Brooks, 1974). 
• Human productivity rates are highly variable, and function and size are 
highly correlated with errors and duration of the project (Putnam, 1980). 
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• The majority and most costly errors . are introduced during the 
requirements phase (Boehm 1981). 
• Life-cycle manpower patterns follow tailed probability curves (Norden, 
1963), (Putnam, 1980, 1992, 1996, 1997), (Boehm, 1981). 
• Standards, good practices, guidelines, and heuristics improve the 
development process (Humphrey, 1989). 
Now CASE tools that improve the productivity exist. Macro models also can 
estimate with different degrees of success the effort and duration of software projects 
(Albrecht, 1979), (Boehm, 1981, 2000), (Putnam, 1997). What is not available is a model 
of the internal phenomenology of the software life cycle. Without the knowledge of such 
a model, scientific risk assessment is almost impossible. This dissertation provides a 
model to explain the risk of the projects. 
In this dissertation, risk is defined as the product of a future outcome times the 
probability of an occurrence of such an outcome. The outcome could be negative, a loss 
(this is the general approach that all previous research has applied), but also positive 
leading to an opportunity. 
C. RESEARCH QUESTIONS 
The software process is a set of activities with dependency relationships that occur 
over a certain period of time. From this point of view software projects do not differ from 
any other type of project. The difference is that for software, the number of activities is 
uncertain until late in the development process. At the beginning of such a process, a 
great deal of uncertainty exists. This uncertainty can be reduced through effort, which can 
be expressed in terms of time and cost. As time goes by, the level of uncertainty usually 
decreases because more information becomes available .. Unfortunately, the main 
resources (time and budget) also exhibit the same behavior. So project managers, as 
decision-makers, must choose between making early decisions with a great deal of 
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uncertainty, or postponing decisions by trading time for information. This leads to the 
basic research question addressed in this dissertation: 
What are the automatically collectable early measures of the software 
process that indicate project risk? 
The concept of early measure is emphasized because recognizing the risks in the 
early phases increases the probability of success, improving, consequently, the 
competitive advantage. This research focuses on automatically collectable measures 
because risk identification should not impose a significant extra workload and must be as 
objective as possible. This leads to the second question: 
How can these measures be used to assess project risk? 
D. GENERAL APPROACH 
Despite the recent improvements in software processes and automated tools, risk 
assessment for software projects remains an unstructured problem dependent on human 
expertise (Boehm, 1988), (Hall, 1997). This dissertation explores ways to transform risk 
assessment into a structured problem with systematic solutions. Solving the risk 
assessment problem with indicators measured in the early phases would constitute a great 
benefit to software engineering. In the requirements phase, changes can be made with the 
least impact on the budget and schedule. The requirements phase is the crucial stage to 
assess risk because: a) it has a huge amount of human intervention and communication 
that can be misunderstood and can be a source of errors; b) errors introduced at this phase 
are very expensive to correct if they are discovered late; c) the existence of generation 
tools diminishes the errors in the development process if the requirements are correct; and 
d) requirements evolve introducing changes and maintenance along the whole life cycle. 
Constructing a model to assess risk based on objective measurable parameters that 
can be automatically collected and analyzed is necessary. One of the goals of this 
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research is to integrate a risk assessment model with the previous research (Luqi, 1988) 
on CAPS2 at NPS. This integration is required in order to capture metrics automatically 
and to provide project managers with a more complete tool. 
Software risk management includes identifying, assessing and mitigating risks. It 
requires dealing with complexity and assigning scarce resources in the most efficient 
way. The scope of this dissertation is limited to risk identification and risk assessment. 
Automated methods can provide major impact in these two areas. 
This dissertation studies project risk assessment by dividing it into three classes: 
resource risk assessment, process risk assessment, and product risk assessment. A 
dependency between these classes of risk exists. The success of the project depends on 
the matching between the characteristics of the process, the resources, and the product. 
A measure of project success is the probability (p) of developing the required 
product according to the planned schedule and within the budget applying a certain 
software process. Consequently, the project risk is the cost associated with its failure 
times the probability of failure ( q = 1 - p ). The hypothesis of this dissertation is that the 
associated probability distribution is skewed to the right. 
Creating a set of metrics customized to the characteristics of software evolution 
including complexity, requirements volatility and efficiency is necessary to support the 
estimation of risk. The details of such a framework are described in Chapter ill. The 
approach has a fundamental implication: in order to assess risk, one must assess duration 
of the project and consequently the effort (see Chapter II Section E). 
2 CAPS stands for Computer Aided Prototyping System 
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E. SOFTWARE EVOLUTION FOCUS 
Boehm has shown that early parts of_ the system development cycle, such as 
requirements and design specifications, are especially prone to errors (Boehm, 1981). As 
a result, problems originating in the early stages often have a lasting influence on the 
reliability, safety and cost of the system. Evolutionary prototyping offers an iterative 
approach to requirements engineering to alleviate the problems of uncertainty, ambiguity 
and inconsistency inherent in the process. Moreover, prototyping can improve the capture 
of change in requirements and assumptions during the development process. This effect is 
particularly observed in projects involving multiple stakeholders with different points of 
view (Ramesh, 1995), (Conklin, 1988). Software prototyping is characterized by changes 
in the requirements. Such changes are consequence of the evolution and refinements. For 
that reason the requirements volatility is one of the metrics used in our model. 
Evolutionary driven computer aided software engmeenng (CASE) tools for 
computer-aided prototyping provide a logical assessment ofthe consistency and clarity of 
requirements and specifications. The use of prototypes facilitates the requirement phase 
in any type of software projects. Particularly, in real-time applications where severe time 
constraints impose more challenges, the use of prototypes helps to describe the 
requirements in a clear, precise, consistent and executable format. Prototypes can be 
applied to demonstrate system scenarios to the affected parties as a way: a) to collect 
criticisms and feedback that are sources for new requirements; b) to detect deviations 
from users' expectations early; c) to trace the evolution of the requirements; d) to improve 
the communication and integration of the users and the development personnel; and e) to 
provide early warning of mismatches between proposed software architectures and the 
conceptual structure of requirements. 
The benefits of prototyping are unquestionable. All modem life-cycle models, 
such as Bohem's spiral, Luqi's graph model, rapid application development (RAD), etc., ~, 
are based on prototyping. Experience suggests that building and integrating software by 
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mechanically processable formal models lead to cheaper, earlier and more reliable 
products (Luqi, 1997). 
Despite their benefits, evolutionary software processes have two issues that must 
be solved. The first concern is that they rely on human expertise to identify and assess 
risk. This dissertation addresses this issue in Chapter VII. 
A second concern in the use of prototypes is that they introduce a problem in 
project planning because of the uncertain number of prototyping cycles required before 
constructing the product and the amount of complexity that should be covered at each 
cycle. For the most part, existing project management and estimation techniques are 
based on linear layouts of activities. CPM and PERT techniques are not well-suited to 
deal with cycles because they are based on acyclic digraphs. This issue is discussed in 
Chapter II Section G. 
F. CONTRIBUTIONS 
The first contribution of this dissertation is the transformation of the unstructured 
problem of software risk assessment into a structured one (Chapter III). This contribution 
impacts the software engineering state of the art, but also risk management in general. 
The use of formal models based on a set of metrics solves the human-dependency issue 
characteristic the present state of the art in that area. The set of metrics chosen includes 
the principal characteristics of any evolutionary software process, although it could be 
expanded to other indicators in future research, includes the principal characteristics of 
any evolutionary software process. 
A second contribution, and perhaps the most important, is the creation of 
estimation models that can be used from the beginning of the project (Chapter V, Section 
C; Chapter VI). These models address the requirement issue of the present state of the art 
estimation models, which rely on an unambiguous and frozen definition of requirements. 
With the proposed models, project managers will have a decision support tool much 
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earlier in the life cycle. The dissertation shows that commonly used planning techniques, 
such as Pert, Gantt, and CPM, could result in overly optimistic results when they are 
applied to communication-intensive projects like software development. 
The third contribution is related to software metrics. The risk assessment 
framework and the estimation models rely on measures that are innovations in the field of 
software metrics: 
• Two complexity metrics specially suited for formal specifications 
(Chapter V, Section A.3). 
• An organizational productivity metric (Chapter V, Section A.2). 
• A requirement volatility metric that constitutes by itself a decision support 
tool (ChapterV, SectionA.l). 
A fourth contribution addresses the lack of risk assessment in the evolutionary 
software processes. This dissertation improves the Relational Hypergraph Model by the 
introduction of a new step addressing risk (Chapter VII, Section A). 
G. ORGANIZATION OF DISSERTATION 
This dissertation is organized in nine chapters. The introduction is in the present 
chapter. Chapter II presents relevant theoretical foundations and background on software 
engineering, software evolution, organizational theory, chaos theory, estimation models, 
software reliability, and risk management. The conceptual framework of the model is 
developed in Chapter III. Chapter IV presents the detailed research design. The 
development of the model, the statistical analysis of the observed results, and the 
algorithms for estimation are presented in Chapters V and VI. Chapter VII discusses 
integration with CAPS, introduces an improvement to the evolutionary software process, 
and discusses the method for risk assessment. Finally, Chapter VIII presents the 
conclusions and identifies opportunities for future research. 
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II. THEORETICAL FOUNDATION 
A. THEORETICAL FOUNDATION FOR SOFTWARE EVOLUTION 
1. The Graph Model 
The graph model is a data-graph model for evolution that records dependencies 
and supports automatic project planning, scheduling, and configuration management. The 
evolution process is represented by a graph that at any given moment models the current, 
past, and planned future states of the software system. 
The graph model has experienced its own evolution process. Luqi introduced the 
original simple version of the model (Luqi, 1989). Mostov and Luqi refined and 
elaborated the model (Mostov, 1989, 1990), (Luqi, 1990). Luqi introduced the notion of 
hypergraph to realize automated software evolution in multidimensional phases (Luqi, 
1990). Further refinements, including scheduling and team coordination, were introduced 
by (Badr, 1993). Conflict resolution of requirements and criticisms were introduced by 
(Ramesh, 1992) and (Ibrahim, 1996). Luqi extended the graph model to a hypergraph 
that improved the traceability of dependencies and introduced the concept of hyper-
requirements (Luqi, 1997). Finally, Ham extended the model to a relational hypergraph 
model (Harn, 1998a, Ham, 1998b, Ham, 1998c). 
2. Conflict Resolution Model 
Evolutionary software development requires a way to resolve the conflicts that 
could occur between various users' points of view. System design must follow a 
deliberation process that involves resolving issues that should be addressed to satisfy user 
requirements. Conklin (Conklin, 1988) applied the IBIS model to resolve conflicts in 
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Figure 2.1: REMAP model 
requirements. Later Ramesh (Ramesh, 1992) 
introduced the REMAP model that relates the 
following concepts: 
(1) Requirements represent the goals to be 
satisfied by the design process. 
(2) Issues are questions or concerns that 
different stakeholders introduce. 
(3) Positions are alternatives that address an 
issue. 
(4) Arguments either support or object a 
position. 
(5) Decisions represent the resolution of issues 
and lead to constraints. 
This approach seems to have inspired the Win Win at USC. Win Win is a 
methodology that aids in the capture, negotiation, and coordination of requirements for 
large systems. It assumes that a group of people, called stakeholders, has different, 
probably contradictory, views and positions that require being harmonized in order to 
elucidate requirements (USC, 2000). Win Win has been implemented for Solaris, SunOS, 
Linux, and Java. 
3. Relational Hypergraph Model 
The relational hypergraph model, introduced in (Harn99e ), is a formal model for 
software evolution that incorporates the features of the previous graph models. The 
hypergraph model (Luqi, 1997) represents the evolution history, as well as the plan for 
the future, a hypergraph. A hypergraph is a directed graph with hyperedges, which may 
have multiple input and output nodes. The formal definition of the relational hypergraph 
model is based on the following definitions: 
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Definition 1: Directed hypergraph (Ham, 1999£). A directed hypergraph is a tuple 
H = (N, E, I, 0) where N is a set of nodes, E is a set of hyperedges, I is a function giving 
the set of input nodes of each hyperedge, and 0 is a function giving the output nodes of 
each hyperedge. 
Definition 2: Path (Ham, 1999£). A path p from node n 1 to node nk is a sequence 
ofhyperedges e1, ••• , eic_1 (k>O), and a sequence of nodes n 1, ••• , nk, such that 
ni E I(e) and ~+1 E 0(eJ for 1 ~ i < k. 
Definition 3: Acyclic hypergraph (Ham, 1999£). A hypergraph H = (N, E, I, 0) is 
acyclic if and only if there is no path from any node in H to itself. 
Definition 4: Reachable (Ham, 1999£). A set N of nodes is reachable from a set R 
of nodes if and only if there is a path to each node n E N from some node r E R. A 
hypergraph H, is reachable from a set R of its nodes, if and only if all its nodes are 
reachable from R. The root of the hypergraph H is a node from which H is reachable. A 
leaf ofH is a node from which no other node is reachable. 
Definition 5: Composite node and composite edge (Ham, 1999£). A composite 
node is a set of nodes, and a composite edge is a set of edges. 
Definition 6: Hypergraph set (Ham, 1999£). A hypergraph set is the union of 
nodes and edges of a set of hypergraphs. 
Definition 7: Refinement of a composite node (Ham, 1999£). Let H = (N, E, I, 0). 
The refinement of a composite node n E N is a directed minimal hypergraph Hm = (Nin u 
N0u1, {e}, I, 0), where the input node set Nin= {n1, ••• ,~},the output node set N0u1 = {n}, 
and the edge set is { e}. The edge e is called a decomposition edge and relates the node to 
the nodes in its decomposition. 
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Definition 8: Opposite hypergraph (Ham, l 999f). Let H = (N, E, I, 0) then its 
opposite hypergraph is H0 P = (N, E, 0, I). 
Definition 9: Hyperpath (Ham, 1999f). A hyperpath from N 1 to N2 in the 
hypergraph H = (N, E, I, 0), is a minimal hypergraph from a set of nodes N 1 to another 
set of nodes N2 where N1 c N and N2 c N. 
Definition 10: Refinement of a composite edge (Ham, 1999f). Let H = (N, E, I, 
0). The refinement of a composite edge e = {e1, ... , en, n,, ... ,~},where is a hypergraph 
set of minimal hypergraphs R = (Nin u N0 ut, e, I, 0). Nin= I(e), N0 ut = O(e), and e,, ... , en 
are called subedges. 
Definition 11: Refinement of a minimal hypergraph (Ham, 1999f). Let Hm = (Nin 
u Nout, { e}, I, 0) be a minimal hypergraph. The refinement of a minimal hypergraph is a 
hypergraph set R = Hin U Hout u He, where Hin is a refinement of Nin, Hout is a refinement 
of Nouv and He is a refinement of e. Hm can be viewed as a graph composed of two nodes 
(Nin, N0 uJ and one edge ( e) where Nin and Nout are hypergraphs and e is hyperedge. 
Definition 12: Evolutionary hypergraph {Ham, 1999f). An evolutionary 
hypergraph is a labeled, directed, and acyclic hypergraph H = (N, E, I, 0) together with 
label functions that give component attributes to the nodes and step attributes to the 
edges. 
Definition 13: Top-level evolution step (Ham, 1999f). A hyperedge is called a 
top-level evolution step ifthere are no parent evolution steps. 
Definition 14: Atomic evolution step (Ham, 1999f). An atomic evolution step is 
an atomic edge without any refinements. 
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Definition 15: Top-level evolutionary hypergraph (Harn, 1999f). A top-level 
evolutionary hypergraph is an evolutionary hypergraph whose its edges are top-level 
evolution steps. 
Definition 16: Atomic evolutionary hypergraph (Ham, 1999f). An atomic 
evolutionary hypergraph is an evolutionary hypergraph with atomic evolution steps as its 
hyperedge. 
Definition 17: Primary input (Ham, 1999f). Primary inputs are previous versions 
of the output component of an evolutionary step. 
Definition 18: Secondary inputs (Harn, 1999f). Secondary inputs are all input 
components required in an evolutionary step that are not primary inputs. 
Definition 19: Primary-input-driven hypergraph (Ham, 1999f). An evolutionary 
hypergraph is called primary-input-driven if and only if its input nodes are primary 
inputs. 
Definition 20: Secondary-input-driven hypergraph (Ham, 1999f). An evolutionary 
hypergraph is called secondary-input-driven if and only if its input nodes are secondary 
inputs. 
Definition 21: Relational hypergraph (Harn, 1999f). A relational hypergraph is an 
evolutionary hypergraph in which the dependency relationships between components and 
steps can have a hierarchy of specialized interpretations. 
Definition 22: Software prototyping demo step (Harn, 1999f). A software 
prototyping demo step is a step in which the input components are a set of criticisms 
(Cl), a set of programs (P), a set test scenarios (T), and a set of stakeholders (U), 
producing an output component set of criticisms (C2). 
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Definition 23: Issue analysis step (Ham, 1999f). A issue analysis step is a step in 
which the input components are a set of previous issues (Jl ), a set of stakeholders (U), a 
set of criticisms (C), producing an output component set of new issues (J2). 
Definition 24: Requirement analysis step (Ham, 1999f). A requirement analysis 
step is a step in which the input components are a set of previous requirements (Rl ), a set 
of issues (J), a set of stakeholders (U), producing an output component set of new 
requirements (R2). 
Definition 25: Specification design step (Ham, l 999f). A specification design step 
is a step in which the input components are a set of previous specifications (S 1 ), a set of 
stakeholders (U), a set of requirements (R), producing an output component set of new 
specifications (S2). 
Definition 26: Module implementation step (Ham, 1999f). A module 
implementation step is a step in which the input components are a set of previous 
modules (Ml), a set of stakeholders (U), a set of specifications (S), producing an output 
component set of new modules (M2). 
Definition 27: Program integration step (Ham, 1999f). A program integration step 
is a step in which the input components are a set of previous programs (Pl), a set of 
stakeholders (U), a set of modules (M), producing an output component set of new 
programs (P2). 
Definition 28: Software product demo step (Ham, 1999f). A software product 
demo step is a step in which the input components are a set of previous optimizations 
(Kl), a set of stakeholders (U), a set of programs (P), a set of test scenarios (T), 
producing an output component set of new optimizations (K2). 
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Definition 29: Software product implementation step (Ham, 1999f). A software 
product implementation step is a step in which the input components are a set of previous 
versions of programs (Pl), a set of stakeholders (U), a set of optimizations (K), producing 
an output component set of new programs (P2). 
Definition 30: Software prototyping evolution process (Ham, 1999f). A software 
prototyping evolution step is a hypergraph with a path with the following properties: 
• Steps are software prototype or product demo, issue analysis, requirement 
analysis, specification design, module implementation and program 
integration. 
• Nodes are old vers10n programs, criticisms, issues, requirements, 
specifications, modules, and new version programs. 
Definition 31: Software product generation process (Ham, 1999f). A software 
product process is a relational hypergraph with a path with the following properties: 
• Steps are software prototype or product demo, and program integration. 
• Nodes are new version prototypes or old version programs, optimizations, 
and new version programs. 
Definition 32: Software evolution process (Ham, 1999f). A software evolution 
process is a relational hypergraph with a combined structure of software prototyping 
evolution processes and software product generation processes. 
Definition 333: Top-level relational hypergraph net (Ham, 1999f). A top-level 
relational hypergraph is a set composed from a set of primary inputs, one or more sets of 
secondary inputs, and a set of output nodes of a top-level evolution step. (Ham, 1999f) 
called this is concept SPIDER (Step Processed in Different Entrance Relationships). 
3 This definition is presented for illustration purposes and completeness, but will not be addressed in this 
dissertation. 
92 
Definition 344: Atomic relational hypergraph net (Ham, 1999f). An atomic 
relational hypergraph is a set composed by a set of primary inputs, one or more sets of 
secondary inputs, and a set of output nodes to an atomic evolution step. (Ham, 1999f) 
called this concept an atomic SPIDER. 
4. Computer Aided Prototyping System (CAPS) 
Computer Aided Prototyping System (CAPS) is a CASE tool that provides a 
collection of techniques and languages for computer-aided prototyping, including logical 
assessment of the consistency and clarity of requirements and specifications. CAPS 
methods involve the use of real-time constraints and abstract modeling to describe the 
requirements in a clear, precise, consistent and executable format. Prototypes can be 
applied to demonstrate system scenarios to the affected parties as a way to elucidate 
requirements. 
Real-time systems present special difficulties in terms ofrequirement engineering. 
Some requirements are difficult to provide for the user, and difficult to determine for the 
analysts. The best way to discover these hidden requirements is via prototyping. CAPS is 
a tool specially suited for this task. It has a graphical, easy to understand, interface that 
maps to a specification language, which in turns generates Ada code. The main 
components of CAPS are: 
(a) The prototype system description language (PSDL). 
(b) User interface based on a graphic editor with a palette of objects that include 
operators, inputs, outputs, data flows and operator loops. 
( c) The software database system provides a repository for reusable PSDL 
components. A search engine helps the designer to find reusable components. 
(d) The execution support system consists of a translator, scheduling mechanisms, 
execution monitors, and a debugger. 
4 This definition is presented for illustration purposes and completeness, but will not be addressed in this 
dissertation. 
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The prototyping process consists of prototype construction and modification 
( evolution) based on evolving requirements and code generation. Both construction and 
modification are exploratory activities with a common target: to satisfy multiple users 
with different and often conflicting points of view. Requirement engineering is a 
consensus-driven activity in which mechanisms for conflict resolution and traceability of 
requirement evolution represent critical success factors. 
PSDL is based on data flow under real-time constraints and uses an enhanced data 
flow diagram that includes non-procedural control and timing constraints. PSDL serves 
as an executable prototyping language at a specification or design level. The user 
interface contains a graphic editor, a browser to view reusable components, and an expert 
system that provides the capability to generate English text descriptions of PSDL 
specifications. 
The software database system provides the repository facilities for reusable 
components, and for control of versions. The execution support system consists of a 
translator that generates code that binds the reusable components, scheduling 
mechanisms, and a debugger. 
The model views a software evolution process as a partially ordered set of steps. 
Steps represent activities required to produce the system. A step has states that reflect the 
dynamic progression of the activity from the moment the step is proposed to the moment 
it is completed or abandoned. 
5. Conclusions about the Relational Hypergraph Model and CAPS 
The precedent definitions constitute the formal specification of the relational 
hypergraph model. They constitute a framework to support the software evolution 
processes. CAPS is based in part on these definitions. The relational hypergraph model is 
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supposed to support any software development process, including processes with risk 
assessment steps. However, the model has not been previously applied to such a process, 
and has not been specialized to include features needed just for risk assessment. This 
issue creates a human dependency in risk assessment. Despite this limitation, the model 
can be extended to support automated risk assessment. Solving this issue is one of the 
goals of this dissertation (see Chapter VII). 
B. THEORETICAL FOUNDATION FOR RISK MANAGEMENT 
The research on risk and risk management is very extensive. It compnses 
operational research, project management, software engineering, and software reliability. 
Operational research provides the theoretical foundation to describe and analyze risk. 
Project management, software engineering, and software reliability apply the theory. This 
research narrows the problem to software, specifically to the software engineering 
domain. 
1. Risk ~nd Uncertainty 
Developing software is still a high-risk activity. Despite the advances in 
technology and CASE tools, little has improved the management of software 
development projects. The acquisition and development communities, both governmental 
and industrial, lack a systematic way to identify, communicate and resolve technical 
uncertainties (SEI, 1996). Research shows that 45 percent of all delayed software 
deliveries are related to organization issues (vanGenuchten, 1991). Software is the main 
expense in computer systems (Boehm, 1981 ), (Karolak, 1996). Besides the improvements 
in tools and methodologies, there is little evidence of success in improving the process of 
moving from the concept to the product. A study published by the Stadish Group reveals 
that the number of software projects that fail has dropped from 40% in 1997 to 26% in 
1999. However, the percentage of projects with cost and schedule overruns rose from 
33% in 1997 to 46% in 1999 (Reel, 1999). 
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Part of the problem is misinterpreting the importance of risk management. It is 
usually and incorrectly viewed as an additional activity layered on the assigned work, or 
worse, as an outside activity that is not part of the software process (Hall, 1997), 
(Karolak, 1996). 
A second source of problems in risk management is the lack of tools (Karolak, 
1996). The main reason for this lack of tools is that risk assessment is apparently an 
unstructured problem. Structured problems involve routine and repetitive problems for 
which a standard solution exists. Unstructured problems require decision-making based 
on a three-phase method (intelligence, design, choice) (Turban & Aronson, 1998). An 
unstructured problem is one in which none of the three phases is structured. 
Risk management is highly biased by a manager's perceptions and characteristics, 
which are difficult to represent by an algorithm. Depending on the decision-maker's risk 
behavior, he or she can decide early with little information, or can postpone the decision, 
gaining time to obtain more information, but losing some control. 
A third source of the risk management problem is the confusion created by the 
informal use of terms. Often, the software engineering community ( and most parts of the 
project management community (Wideman, 1992)) use the term "risk" casually. This 
term is often used to describe different concepts. It is erroneously used as a synonym of 
"uncertainty" and "threat" (SEI, 1996), (Hall, 1997), (Karolak, 1996). 
In this research the term "risk" is reserved to indicate the probabilistic outcome of 
a succession of states of nature, and the term "threat" is used to identify the dangers that 
can occur. Generally, software risk is viewed as a measure of the likelihood of an 
unsatisfactory outcome and an expected loss affecting the software from different points 
of view: project, process, and product (Hall, 1997), (SEI, 1996). However, this definition 
of risk is misleading because it confounds the concepts of risk and uncertainty. In general, 
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most parts of the decision-making in software processes is under uncertainty rather than 
under risk. The definition of risk presented in Chapter I stated that risk is the product of 
the value of an outcome times its probability of occurrence. This outcome could be 
positive (gain) or negative (loss). This abstraction permits one to address not only the 
classical risk management issue, but also to discover opportunities leading to competitive· 
advantage. Now let's discuss briefly the decision-making environments in order to clarify 
these concepts. 
Three possible situations exist in any decision context: certainty, risk and 
uncertainty. Decisions under "certainty" occur when the decision-maker knows the exact 
consequence of each alternative or decision. In this case the decision process is very 
simple: the alternative with the best outcome is chosen. However, this is a rarity. 
Usually the decision-maker does not have a complete picture of the future, but 
knows the probability of occurrences of the various possible states of nature. In this case 
the decision-making is under risk, and many techniques can be addressed to support the 
decision: expected monetary value, expected value of perfect information, opportunity 
loss, and sensitivity analysis, among others (Render, 1997). All these methods rely on the 
huge hypothesis of knowing the exact probability for each state of nature. 
A completely different situation is when the decision-maker does not have 
precise information about the probability distribution of the different states of nature. In 
these cases a completely different set of techniques must be applied to support the 
decision-making process: maximin, minimax, Laplace, Hurwicz, or minimax regret 
(Render, 1997). These methods are explained in Section B.2. 
The distinction between risk and uncertainty is important for decision making 
because it leads to drastically different approaches to risk assessment: 
(a) Assessing Software Risk by Measuring Reliability. In this case the decision-
making is under risk. However, uncertainty exists even using probabilistic models. 
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This is created by uncertainties in parameter values, uncertainties in modeling, and 
ambiguities in the degree of completeness such as: (Baybutt, 1989) 
• Ambiguities in parameter values are consequences of the need to estimate 
parameter values from data. These ambiguities arise because the available data is 
usually incomplete and because the analyst, depending on incomplete knowledge, 
makes inferences. 
• Deficiencies of the model in representing reality. 
• Completeness ambiguities are introduced by the analyst's inability to evaluate 
exhaustively all contributions to risk. 
(b) Assessing Software Risk Using Practices and Guidelines (SEI, 1996). In this case 
there is no probabilistic model to rely on, hence the decision-making is under 
uncertainty. 
It follows, as previously stated, that most software-managers' decisions are made 
under uncertainty. Three groups of researchers view the issue from different angles. The 
researchers who follow the probabilistic approach have successfully assessed the 
reliability of the product (Lyu, 1995), (Schneidewind, 1975), (Musa, 1998). However, 
this approach assesses software reliability when it is too late to economically correct 
possible faults because the product is complete or almost complete. This approach is 
discussed in Section E. 
Other researchers assess the risk from the beginning, in parallel with the. 
development process. However, in this case, the approach is less rigorous and 
unstructured. Basically the proposals are lists of practices and checklists (SEI, 1996), 
(Hall, 1997) or scoring techniques (Karolak, 1996). Paradoxically, SEI defines software 
technical risk as a measure of the probability and severity of adverse effects in developing 
software that does not meet its intended functions and performance requirements (SEI, 
1996). However, the term "probability" in this case is misleading because the applicable 
probability distribution is unknown. This approach is discussed in Section C. 
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(c) Assessing Software Risk by Using Estimation Models. A third group of researchers 
focus mainly on the estimation of effort and time that has characteristics of both 
previous groups. This approach is tangentially related to risk and will be discussed in 
Section D. 
2. Decision under Uncertainty 
Quite frequently decision-makers must use incomplete information. Particularly, 
the problem of decision-making under uncertainty involves choosing among a set of 
alternatives under the following conditions: 
• The outcome of each course of action depends on several possible states of 
nature. 
• The outcome for each alternative under each state of nature is known. 
• The probability of occurrence of each state of nature is unknown or known 
only very roughly. 
When the probability of occurrence of each state of nature is unknown or cannot 
be assessed, then the following five techniques can be applied: 
(1) Maximax Criterion. This criterion implies an optimistic vision of the future. The 
method consists of choosing the alternative that maximizes the outcome for every 
state of nature. 
(2) Maximin Criterion. This method finds the alternative that maximizes the 
minimum outcome. It represents a pessimistic approach. 
(3) Laplace Criterion. This method uses equal probabilities for each state of nature 
and then computes the outcomes for each state of nature, choosing the highest 
outcome. 
(4) Criterion of Realism. This method is also known as Hurwicz Criterion (Render, 
1997). It is a compromise between an optimistic and a pessimistic decision. The 
decision-maker must choose a coefficient of realism a between O and 1. This 
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coefficient is applied to the most favorable state of nature outcome, and (1 - a) is 
applied to the outcome of the most unfavorable state of nature. The alternative 
with the higher weighted sum is chosen. 
(5) Minimax Criterion. This method is based on opportunity loss. The opportunity 
loss refers to the loss that would be suffered by making the wrong decision 
(Render, 1997). The method finds the alternative that minimizes the maximum 
opportunity loss within the alternatives. 
There is no objective way to decide which of these approaches is the best. The 
final result comes from the comparison between the decision made and the reality. The 
choice between them relies on the preferences of the decision-maker and his acceptance 
or avoidance of risk. 
3. Subjective Probabilities and Utility Theory 
Another way to deal with uncertainty situations is to subjectively estimate the 
probabilities of occurrence of the different states of nature. This approach is easy to 
implement but requires a great deal of experience to judge the success probability of each 
alternative. Group consensus techniques (like the Delphi Method) are usually quite 
helpful in such situations (Marshall, 1995), (Putnam, 1992). 
When a decision is made under risk, that is when the probability distribution 
function of the states of nature is known, it is possible to support the decision process 
using decision trees. In general, decision trees based on the expected monetary value 
(EMV) could only lead to bad decisions in many cases. There are many situations in 
which a linear payoff function is unable to represent the behavior of people (Marshall, 
1995). These are the two reasons to study utility theory. In practice, historical data can be 
analyzed to obtain an objective estimate of the outcomes. But in situations, especially 
those that incorporate management decisions, historical data could be irrelevant. The 
judgments and beliefs of the decision-makers may be more important that estimating 
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relevant probabilities (Marshall, 1995). Before describing utility theory in detail, two 
definitions are required: 
The indifference probability for a decision problem between a risky 
venture and a riskless alternative with given known results is that 
probability of success in the risky venture for which the decision-maker is 
indifferent to the two alternatives. (Marshall, 1995). 
The certainty equivalent to a risky venture is the least amount the 
decision-maker would have to obtain for certain by choosing the riskless 
alternative. (Marshall, 1995). 
In many situations the indifference probability and the certainty equivalent would 
have different values for different people. The differences reflect various behaviors 
toward risk. Utility assessment assigns a utility of O to the worst outcome and a utility of 
1 to the best outcome. All other outcomes have a utility value between O and 1. When two 
or more alternatives are equally attractive (or unattractive), that is the decision-maker is 
indifferent, then their utility value should be the same. The problem is to find the 
probability that makes the decision-maker indifferent. 
Until now, only one-attribute decision-making problems have been considered. A 
more general scenario would have many attributes for measuring the decision. Often, 
these attributes conflict with each other, hence optimizing one attribute resu\ts in 
suboptimizing others. Thus, using trade-offs to resolve such conflicts is necessary. A 
common approach to solving multiattribute problems is to combine the different 
measures into a single numeric measure. The problem can then be treated as single 
attribute problem (Marshall, 1995). In many decision problems, establishing 
measurement criteria is highly challenging, particularly when the decisions are not at the 
operational level. At the operational level, decisions can be measured in terms of lines of 
code or function points. However, at the project management level, the effectiveness of a 
decision could be measured in terms of quality, stability, marketing impact, etc. In such 
cases, multiattribute utility theory should be applied (Fig. 2.2). 
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The decision-maker must provide his estimation of return for each attribute 
related to the decision, as a vector R = (Rl, R2, ... , Rn). The decision-maker must also 
introduce his preferences as a weight vector W = (Wl, W2, ... , Wn). The outcomes of 
each attribute are given by Ai, such: 
Ai= Wi * Ri 
n 
where L Wi= 1 
i=O 
The outcome for each alternative is then calculated as a function of the sum of the 
attributes (Al, A2, ... , An) converted to a value between O and 1, where 1 is given to the 
best outcome and O to the worst. 
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C. SOFTWARE ENGINEERING FOUNDATIONS 
1. Software Engineering Institute (SEI) 
The Software Engineering Institute (SEI), at Carnegie Mellon, relies on 
improving the process as a way to improve the products and to diminish risks. This 
philosophy is particularly clear in a guideline created at the request of the USAF by the 
SEI and Mitre Corporation (Humphrey, 1987). The document describes a method to 
assess the software engineering capabilities of contractors. The guideline stated that the 
quality of the product depends on the quality of the process, which in tum depends on the 
technology used to support it, which depends on the maturity level of the organization. 
Hence, by transitivity, the quality of the product depends on the maturity level of the 
organization. Consequently, by assessing the maturity of the organization, one can 
estimate the attributes of the product. SEI proposes a three-dimensional vision of the risk 
management process (SEI, 1996). This vision is as follows: 
(a) The temporal dimension that includes the micro perspective, that is from 
the point of view of the project, and the macro perspective, which covers 
the complete life cycle. 
(b) The methodological dimension that includes practices (software risk 
evaluation (SRE), continuous risk management (CRM) and team-risk 
management (TRM)), and basic constructs including the SEI's risk 
taxonomy. 
( c) The human dimension that considers the perspectives of the individual, the 
team, the management and the stakeholder. 
The SEI approach to risk assessment uses a risk taxonomy questionnaire to ensure 
that all risk areas are systematically addressed. The complete taxonomy can be reached in 
(SEI96). Table 2.1 presents a brief summary to show the characteristics analyzed. 
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Table 2;1: SEl's Taxonomy of Risks (SEI, 1996) 
1. Product engineering 
1.1. Requirements (stability, completeness, clarity, validity, feasibility, precedent, and scale). 
1.2. Design (functionality, interfaces, performance, testability, hardware constraints, and 
non-developmental software). 
1.3. Code and unit test (feasibility, testing, coding/implementation). 
1.4. Integration and test (environment, product, system). 
1.5. Engineering specialties (maintainability, reliability, safety, security, human factors, and 
specifications). 
2. Development environment 
2.1. Development process (formality, suitability, process control, familiarity, and product 
control). 
2.2. Development system (capacity, suitability, usability, familiarity, reliability, system 
support, and deliverability). 
2.3. Management process (planning, project organization, management experience, program 
interfaces). 
2.4. Management methods (monitoring, personnel management, quality assurance, and 
configuration management). 
2.5. Work environment (quality attitude, cooperation, communication, and morale). 
3. Program constraints 
3.1. Resources (schedule, staff, budget, and facilities). 
3.2. Contract (type of contract, restrictions, and dependencies). 
3.3. Program interfaces (customer, associate contractors, subcontractors, prime contractor, 
corporate management, vendors, and politics). 
The SEI approach however presents the following problems: 
(a) Many of the iteins covered by this taxonomy are highly subjective 
and difficult to express in terms of equations. How to measure 
politics? How to measure with confidence the morale? The only 
way is to use qualitative measures that have inherent subjectivity. 
(b) Many of the items are covered more than once, for instance, 
human factors, work environment, and budget seem to be highly 
related. 
( c) The guidelines are sets of heuristics and good practices which 
impact the success of the project and depend on human experience. 
Consequently, this approach relies on the ability of the project manager using the 
checklist. An expert is required to assess the risk. 
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2. Hall 
Elaine Hall's method for managing risk (Hall, 1997) is derived from the SEI 
model. In her opinion, four major critical success factors are responsible for risk 
management: People, Process, Infrastructure, and Implementation (P2I2). 
(a) People participate in risk management by implementing the processes 
according to the plans, by detecting problems, communicating issues and 
introducing uncertainties in their work. People at all levels need to be 
trained, involved, and motivated in risk management. 
(b) Process must transform uncertainties into risks. The transformation 1s 
based on identifying the sources of risk, analyzing the risk based on some 
established criteria, planning alternative strategies for risk resolution, 
tracking the risk metrics, and resolving the risk triggering action plans. 
Unfortunately, how to perform this transformation (that is the key 
problem), is not addressed in (Hall, 1997) and neither in (SEI, 1996). 
( c) Infrastructure establishes the culture that supports risk management. 
( d) Implementation is the execution of the plans, assigning responsibilities, 
authorities, tools and methods. 
In Hall's method, checklists based on SEI taxonomy, work breakdown 
decomposition, meetings, reviews and surveys are the tools for risk identification. All 
these tools are human dependant and highly unstructured. Hence, the method is very 
difficult to automate. However, Hall emphasizes the use of metrics to identify occurrence 
of risks, such as progress in milestones, size (LOC), change (requirements added, 
changed, deleted), quality (number of defects), staff (turnover) and risk exposure. Risk 
analysis, risk planning, risk tracking and risk resolution are based on planning, and on a 
set of resolution techniques and tools inherited from SEl's model. Hall's approach has the 




Charette introduced the concept of risk management in maintenance (Charette, 
1997). The author states that during maintenance, risk management is more difficult than 
during development. First, maintenance projects provide more opportunities for risk and 
less freedom to mitigate risk as a consequence of the previous version of the system. 
Second, risk management in maintenance requires more attention to customer-related 
issues. The approach is based on SEI's taxonomy as the tool to identify treats and SEI's 
software risk evaluation process to assess the risk. Charette's approach has the same 
problems that were previously addressed about SEI's model. The method relies on human 
expenence. 
4. Jones 
During the 60's and the 70's IBM has focused significantly on software processes. 
Many technologies were invented in IBM's laboratories: HIPO diagrams, joint 
application design, formal inspections, structured walkthroughs, integrated cost and 
estimation tools, and formal specifications. Significantly, CMM has characteristics that 
can be traced back to IBM when Watts Humphrey was at IBM. Neither SEI's CMM or 
Software Productivity Research (SPR) (Jones, 1994) addresses how to solve the problems 
of estimation. SPR is a software process introduced by Capers Jones that has some 
characteristics very similar to CMM. Jones and Humphrey were working at IBM during 
the seventies, so it is not surprising that both models have common characteristics. As an 
example the five-level scale ofCMM corresponds to the five-scale of SPR. (Jones, 1994) 
observed those significant risks are not the same across all software domains. He 
introduced six categories of software projects with different kinds of risks. Table 2.2 
shows the percentage of projects at risk for each.category. Note that the table is ordered 
showing on the top the risk factors more common for all the projects categories. Jones 
stated that the ten most serious risk factors observed in the SPR assessments are: 
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(1) Inaccurate metrics. The generalized use of LOC as a productivity metric 
introduces errors because the differences in the languages and 
programming styles. Counting LOC does not address the complexity 
involved in recursion nor object-oriented paradigm. LOC is very difficult 
to estimate during the requirements. Albrecht addressed this problem with 
the introduction of function points. However, recently Kitchenham, 
Kemerer and others have criticized this metric. This issue is discussed in 
ChapterV. 
(2) Inadequate measurement. Data collection is not always correctly done, 
even in the case of cost collection. One major leak in terms of cost is the 
work of end users. 
(3) Time pressure introduced by irrational schedules or by continuously 
changing requirements. This second factor is more intense as the 
complexity of the systems grows. Projects with more than 1000 function 
points are most likely to experience this problem. 
(4) Management weaknesses due to lack of education in estimation, planning, 
measuring and assessment. 
(5) Inaccuracies in cost estimation. Despite the numerous commercial 
software tools available, the use of estimation tools is not generalized. 
(6) Naive belief that moving to a new technology will create improvements in 
productivity or quality. 
(7) Late requirements. Even with the availability methodologies like 
prototyping, JAD or QFD, and metrics like function points or feature 
points, which permit to understand the impact of changes, late 
requirements continue to be a major threat. 
(8) Low quality. The current average of defects per function point in U.S. is 5 
defects per function point. 
(9) Low productivity. The current U.S. average for military projects is about 3 
function points per man-month. For MIS the productivity is about 8 
function points per man-month. 
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(10) Cancellation of projects is directly proportional to their size. This 
particularly critical above 10,000 function points or 1 million LOC. 
Table 2.2: Jones' Top Risk Factors (Jones, 1994) 
Jones reveals some common threats characteristics of different types of software 
projects. The impact of paperwork and low productivity in DoD projects is particularly 
significant. The caveat of this work is that it does not provide a method to manage risk 
because it relies on the experience of the project manager to make the right decisions. 
108 
5. Karolak 
Karolak introduced a classification scheme that divides the risk in three software-
risk elements: Technical, Cost and Schedule (Karolak, 1996). This model uses a 
subjective Bayesian probability approach to assess software risks. Each of the three 
software risk elements are influenced by ten risk factors listed in Table 2.3: 
Table 2.3: Karolak's Scheme (Karolak, 1996) 
(a) "Organization" addresses risks associated with the maturity of the organization structure, 
functions, management and communications. 
(b) "Estimation" addresses the risks associated with inaccuracies in estimating resources, 
schedules and costs. 
(c) "Monitoring" refers to risks associated with identifying problems. 
(d) "Methodology" addresses the risks associated with the lack of formal methodology and 
standards. 
(e) "Tools" refers to the risks associated with the development tools. 
(f) "Risk culture" addresses the characteristics of the management decision-making style. 
(g) "Usability" refers to risks associated to the software product after it is delivered. 
(h) "Correctness" addresses to the risks associated with compliance with requirements after the 
delivery. 
(i) "Reliability" refers to the risks of failures after the delivery. ,-, 
U) "Personnel" includes the risks associated with the knowledge and skills of the development 
team. 
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The key element to identify and measure risks on Karolak's approach is a 
questionnaire used to evaluate the risk factors (81 questions: organization 8, estimation 7, 
monitoring 7, methodology 7, tools 9, risk culture 11, usability 6, correctness 9, 
reliability 12, and personnel 12). The answer for each question in a number between O 
and 1, where O represents none and 1 represents all. The main contribution of this model 
is that it can be automated; indeed Karolak developed a tool called SERIM (Software 
Engineering Risk Model). However, the problem with this approach is that even though 
the tool provides support, human experience is still required as the key factor to identify 
risks. 
6. Project Management Institute (PMI) 
The Project Management Institute (PMI) introduced a methodology for risk 
management (Wideman, 1992) generalized for any kind of projects. The method is based 
on four phases: risk identification, risk assessment, risk response, and documentation. 
Risk identification follows an informal approach based on taxonomies, expert's opinions 
and workgroup techniques. The assessment phase may range from subjective evaluation 
to the use of metrics. This phase also includes the analysis of impact. In this model there 
are two planning activities: response planning, and contingency planning; and three 
typical risk response strategies: avoidance, deflection, and absorption. PMI uses the term 
"risk" to denote two different concepts: the probability of occurrence of a threat and the 
threat itself. Another terminology issue in this approach is the use of the term "risk" in 
scenarios in which decisions are made under uncertainty rather than risk. The approach is 
too general to be useful in software engineering. 
7. Mitre Corporation 
The Mitre Corporation developed a Web application (RAMP) to capture risk 
management experience and retrieve experiences from other projects and advice. The user 
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introduces the characteristics of his project in a static HTML form. A query is launched 
over the RAMP databases creating a dynamic HTML form with a set of projects with 
similar characteristics. The user can select one or more of these projects and a second 
script retrieves risks from the database. The result of this second query is a report 
containing links to the applicable documents (Garvey, 1997). This approach helps the 
decision-maker by providing him related documents about similar projects, but it does not 
release the need of human experience to manage risk. 
8. Rockwell 
At Rockwell, an improvement on communicating risks more effectively provided 
the following benefits: predictable program performance, better reviews, improved 
process, and improved management practices. Three key elements are the reason for 
successful risk management at Rockwell: repeatable process, widespread access to 
adequate knowledge and functional behavior (defined as human factors). 
Functional behavior implies human interactions, motivations and incentives, 
perceptions and perspectives, communication and consensus, and decision making and 
risk tolerance. (Gemmer, 1997) identified the following functional behaviors: 
• manage risk as an asset 
• treat decision making as a skill 
• actively seek risk information 
• seek diversity in perspectives and information sources 
• minimize uncertainty on time, control and information 
• recognize and minimize bias in perceiving risk 
• plan for multiple futures 
• be proactive 
• improve the decision-making skills 
• reward those who identify and manage risks early 
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Gemmer identified the following causes for risks: uncertainty in time, uncertainty 
in control, and uncertainty in information. Risk management is usually an uncertainty 
scenario characterized by: a) uncertainty in the impact or consequence, b) a time frame to 
prevent or mitigate risks exists, c) a coupling or domino effect exists, d) uncertainty abo~t 
the probability distribution function exists (Gemmer, 1997). 
9. Boehm 
Boehm has been studying the problem of risk management for more than one 
decade. His contributions to the area are notable. He introduced the importance of 
verification and validation of software requirements and design specifications during the 
early phases of the project as a way to mitigate risk (Boehm, 1984). Such activities 
include: completeness, consistency, feasibility, and testability of the specifications. 
Completeness implies that all the documents and references exist and that there are no 
missing items, functions or products. Consistency is both internal and external, and 
implies traceability. Feasibility requires validation that the project can be achieved with 
the actual resources, that it will satisfy the users' needs, that it will be maintainable, and 
that its risk has been estimated. Testability requires unambiguous and quantitative 
specifications. 
Boehm introduced the Spiral Model (Boehm, 1988) as a substitute to the Royce's 
Waterfall model. The Spiral model was the first software process in which risk 
assessment was the driven factor. The author recognized however that numerous 
difficulties in applying his model exist: 
• matching the evolving process with contracts 
• relying on risk-assessment expertise, the model is people dependent in terms 
of identification, management and risk-driven specification 
• the need of further elaboration in the spiral steps (Boehm88) 
• ambiguities about how to initiate, terminate and iterate within the spiral 
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• complexities in handling incremental development, such as refinements from 
. . 
prev10us vers10ns 
• difficulties in formalize processes 
• some steps were more complex than were envisioned (Boehm, 1988a) 
Boehm introduced a method for risk management that is summarized on Table 
2.4. Risk management is divided in two families of activities: risk assessment and risk 
control (Boehm, 1989) and (Boehm, 1991). 
Table 2.4: Boehm's Classification (Boehm, 1991) 
A. Risk Assessment is decomposed into: 
(1) Risk identification by use of checklists, decision driver analysis, assumption 
analysis, and decomposition. 
a. Checklist (top 10 risks) 
• Personnel shortfalls 
• Unrealistic schedules 
• Requirement risks 
• Developing the wrong functionality 
• Developing the wrong user interface 
• Developing extra functionality not essential or with marginal 
usefulness 
• Continuous stream of requirement changes 
• Problems in external components 
• Problems in external tasks 
• Performance shortfalls. Straining computer science 
capabilities (trying to do more than the possibilities of the 
state of the art technology): distributed processing, AI, 
human-machine interface, algorithm speed and accuracy, 
computer security, reliability and fault tolerance. 
b. Decision driver analysis: 
• Politically driven decisions 
• Marketing driven decisions 
• Applying the wrong solution to the problem because there 
exist compromises or preferences 
• Short-term versus long-term decisions 
c. Assumption analysis 
• Comparison with previous experience 
• Pessimistic approach (Murphy's Law) 
d. Decomposition 





• Task dependencies (high fan-in implies risk: if anything slips, 
the project aborts. High fan-out also implies risk: if the 
precondition slips, then the effect is in many parts of the 
project) 
• Uncertainty areas in the plan 
(2) Risk Analysis: 
a. Decision trees 
b. Network analysis using PERT and probabilistic network analysis 
c. Cost risk analysis using COCOMO, Putnam or other estimation tool 
for effort and duration 
d. Automated analysis tools (PROMAP, PROSIM, RISNET, SLAM, 
Opera/Open Plan, PRISM, REP) 
(3) Risk Prioritization: 
a. Assess the risk probabilities from historical data, Delphi or other group 
technique 
b. Deal with compound risks 
c. Deal with triggered risks (dominoes effect). 
B. Risk control is decomposed into: 
(1) Planning 
(2) Resolution 
(3) Monitoring (milestone tracking and top-10 risk tracking) 
Boehm warned that current approaches to the software process may have a 
tendency to create high-risk commitments. "The waterfall model tempts to over promise 
software capabilities in contractually binding requirements specifications before 
analyzing the implications. The evolutionary development makes too easy to introduce 
new ideas and requirements that can lead to a disaster." (Boehm, 1991). In an article 
coauthored with De Marco, they showed a pessimistic and pragmatic view stating "doing 
software risk management makes good sense, but talking about it can expose you to legal 
liabilities. If a software product fails, the existence of a formal risk plan that 
acknowledges the possibility of such a failure could complicate and even compromise the 
producer's legal position." (Boehm, 1997). 
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Boehm's contributions to risk management are multiple. This research picked the 
most important ones, such as the Spiral model, his analysis of the activities required for 
risk management, and his risk management method. Due to its relevance, a separate 
section includes a discussion about COCOMO. Despite his contributions, Boehm 
recognizes that the issue of relying on humans to assess risk remains unsolved. The use of 
checklists, decision driver analysis, assumption analysis, and decomposition is not 
enough to automate risk identification and assessment. 
10. McFarlan 
McFarlan introduced a model to assess risk on information system projects based 
on a three-dimensional checklist covering the three major dimensions which influence the 
risk inherent in a project: (McFarlan, 1974) 
• project size in terms of budget, staffing levels, elapsed time and number of 
departments affected 
• experience with the technology 
• project structure in terms of defining the tasks and deliverables 
The importance of his contribution resides in the identification of different facets 
on software projects. This model relies on checklists and in the experience of the 
decision-maker to evaluate risk. 
11. Gilb 
In his classical text on Software Engineering Management Gilb presented a set of 
principles or rules of engagement with risk (Gilb, 1988). The approach is informal. Gilb's 
principles are heuristics and were the state of the art at that time. His work was included 




(USAF, 1988) defines risk as the probability at a given point in a system's life 
cycle that the predicted goals could not be achieved with the available resources. Due to 
the high degree of uncertainty, high precision is not useful during the early phases. As the 
system progresses, the uncertainty is transformed into risk; therefore, higher precision is 
required. The USAF introduced a method to abate risk based on checklists and estimating 
the probability of occurrence and effects. They decompose the software risk in four 
dimensions: performance, support or maintainability, cost and schedule. The effects on 
the project are categorized into catastrophic, critical, marginal and negligible. The four 
risk dimensions are measured in terms of their probability of occurrence and their effect 
according to Table 2.5. 
Table 2.5: USAF Scheme for Risk 
Prob. 1.0 - 0.7 0.7 - 0.4 0.4 - 0.0 0.0 





The USAF method is very simple and robust. However, it is informal, relying on 
checklists and the experience of the evaluator. 
D. ESTIMATION MODELS 
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This section presents three models to estimate effort and duration in software 
projects: COCOMO, Putnam and function points. These estimation models are important 
because they constitute a preliminary approach to assess risk. 
1. The COCOMO Family 
Constructive Cost Model (COCOMO) introduced by (Boehm, 1981) is a family of 
models constituted by Basic, Intermediate and Detailed COCOMO. Basic COCOMO is 
an easy to calculate model applicable to small to medium software projects. Intermediate 
COCOMO is based on the Basic model and includes effort adjustment factors. The 
detailed COCOMO explains the influence of these additional factors on individual project 
phases. These earlier models are known as COCOMO 81. 
Projects are classified into three categories: 
• organic which are characterized by small size, small teams and low 
environmental noise 
• embedded characterized by strong complex coupling with hardware or 
other kind of tight constraints like real time systems 
• semidetached which are intermediate between the previous two 
categories. 
The details of the model can be found in (Boehm, 1981), but it is important to 
highlight the following assumptions that show the optimistic bias of the model. 
• The model assumes that the requirements are defined and that they will 
remain unchanged. 
• The development period according to COCOMO 81 starts at the 
beginning of the design phase. The requirements phase is not covered. 
• The estimation covers only the direct-charged labor. In other words the 
effort applied in meetings and communication is not considered. 
• The model assumes that a man-month is 152 hours of working time. 
• The model assumes that the project will have good management. 
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The input parameter for COCOMO 81 is the size estimation in KLOC, which 
constitutes a drawback because of the difficulty of predicting the size during early stages. 
COCOMO II addresses the problem of size estimation introducing a more abstract 
indicator of size called object points ( a variation of function points also called application 
points). Object points can be used as input for the model in the case of small projects that 
can be developed in a few months. For bigger projects the input parameter for the model 
is an estimate of the size in lines of code. Object points can be used to derive an 
estimation of the lines of code. (Boehm et al, 2000). This model was calibrated using 83 
projects (Chulani, et al., 1999), (Boehm, 2000). 
COCOMO 81 was not designed for evolutionary software processes. There is no 
reference to the evolutionary prototyping or to the spiral model in the book (Boehm, 
1981). The reason is because the spiral model was introduced later (Boehm, 1988). 
Moreover, in the recent book Boehm states that "COCOMO 81 did not plan for 
evolution", it was "built on the 1970's waterfall process framework" (Boehm et al, 2000 
p. 3, 4). The Intermediate and Detailed COCOMO were designed "for cost estimation in 
the more detailed stages of software product definition." (Boehm, 1981 p. 114). The 
Intermediate and Detailed models require the introduction of subjective cost estimators. 
The Detailed Model was designed to for cost estimation in base of "phase distribution 
effort." But the word "phase" here refers to the phases in the waterfall not to the cycles in 
evolutionary prototyping. 
COCOMO Intermediate and Detailed can be used for adaptations of existing 
software, but always requiring an input in terms of lines of code. The estimation of the 
adaptation size require to know: 
• The number of delivered lines of code adapted from the existing software to 
form the new product. 
• The percentage of design modified. 
• The percentage of code modified. 
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• The percentage of effort required to integrate the adapted software. 
The adaptation should not be confounded with a build in the evolutionary software 
process. The adaptation is related to the maintenance. It is a construction of a new 
product based on a previous developed software following the waterfall model. 
COCOMO II can be configured for different software processes including the 
evolutionary ones. However, it requires an estimation of the size of the product at each 
evolutionary cycle (Boehm et al, 2000). 
2. Putnam 
In the 50's, Peter Norden from IBM developed a manpower model. He used the 
following curve of the Weibull distribution family, named after the 19111 century physicist 
Lord Rayleigh: 
y = K (1 - exp(-at2)), and its first derivative 
y' = 2 K a t exp(-at2), where 
y = cumulative percentage of total effort 
y' = manpower rate in terms of people per unit of time 
K = effort in men-unit of time 
t = development time 
a = a constant governing the time to manpower peek. 
Putnam, an alumnus of the Naval Postgraduate School, introduced in the 70's a 
model applying the concepts developed before by Norden at the IBM development 
laboratory of Poughkeepsie. This model is supported by a commercial tool named SLIM 
(Software Life Cycle Management). The use of the Rayleigh curve as a reasonably good 
fit for the manpower distribution has been proved by Norden, (Putnam, 1980) and 
(Boehm, 1981 ). Putnam observed that a strong correlation between lines of code and 
schedule, manpower and defects exists. He recognized differences in terms of 
development difficulties between real time systems and normal information systems 
(Putnam, 1980 and 1996). Putnam's model is based on the following assumptions 
(Londeix, 1987): 
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• A development project is a finite sequence of purposeful, temporally ordered 
activities, operating on an homogeneous set of problem elements, to meet a 
specified set of objectives. 
• The number of problem elements is unknown but finite. 
• Problems are detected, recognized and solved by applying effort. 
• The occurrence of problem solving follows a Poisson process. 
• The number of people working in the project is proportional to the number of 
problems to be resolve at that time. 
The main equation of this model relates the size of the project in lines of code to 
the effort and the schedule: 
That is: 
= C K113 t 413 where k d , 
= number of delivered source instructions 
= life-cycle effort in man-years 
= development time in years 
= "technology constant" that requires fine-tuning 
The required development effort (DE) is estimated as 40% of the life-cycle effort. 
DE = 0.4 K = 0.4 (S/CJ3 (1/t/) 
One difficulty of the approach, as with COCOMO, is the need of knowing the 
number of lines of code at the beginning of the project. Putnam suggests using the Delphi 
method to estimate S. 
Let a = minimum size estimation, 
b = most likely size, 
c = maximum size estimation. 
The estimator of the expected size, E(S) =(a+ 4b + c) / 6. 
And the estimator of the standard deviation is s = (c - a)/ 6. 
Another difficulty is to estimate the technology constant Ck. Putnam suggests 
deriving it from previous projects. That is, analyzing post-mortem projects with known S, 




To apply the model, available historic data is required. 
The development process must be repeatable, that is at least CMM level 2. 
(Boehm, 1981) states that this method is not good for projects employing 
incremental development, but this comment could be a little biased. Nevertheless, 
changes in requirements lead to a new estimation. According to Putnam, the method is 
not precise for small projects with development time of two years or less. This seems to 
be because of a more rectangular manpower pattern observed in small projects. The 
method has been verified with more than 4,000 projects. Conte also observed that the 
model works "reasonably well" on very large systems but overestimates the effort on 
medium and small ones (Conte, 1986). Other criticisms of the same authors point to 
exaggeration of the effects of time compression, excessive weight on the size, and 
excessive sensibility to changes of the technological constant. 
During this research an experiment was conducted to compare Putnam's model 
with COCOMO 81. The experiment consisted in comparing the estimates of 100 projects 
with sizes from lOKLOC to lMLOC using Basic COCOMO for organic, semidetached 
and embedded systems with Putnam estimation. To avoid problems of tuning, the effort 
in Putnam used the average of the development times of COCOMO. Similarly, the time 
in Putnam was calculated using the average of COCO MO efforts. In both cases a constant 
of technology= 10100 as suggested in (Boehm, 1981) was used. The following graphs 
show the findings: 
(1) In terms of effort, Putnam's model is almost the average of embedded and 
semidetached COCOMO (Fig. 2.3). 
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(2) In terms of development time, the models are quite similar, Putnam's 
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Figure 2.4: Development Time Estimated Using COCOMO and 
Putnam Models 
3. Function Points 
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Functional complexity has been studied for years because it correlates highly with 
effort and risk. The traditional functional complexity metric has been introduced by 
(Albrecht, 1979 and 1983). Note that functional complexity includes to notions of 
complexity. First, there is the notion of relational complexity describing the mechanistic 
view of the system. This notion can be objectively measured. Second, there is a rational 
notion of complexity that is subjective and depends on cognitive limitations of the 
observer. Function Points had an enormous success because: 
(1) It is an early metric. It can be calculated after the preliminary analysis of 
the system. 
(2) It is easy to calculate. There are only five input parameters to compute and 
fourteen fine-tuning adjustments, but the whole process can be done 
manually. 
(3) It is the first metric that related complexity to number of lines of code. 
The procedure for calculating Function Points is quite simple. Count the number 
of inputs, outputs, queries, files, and system's interfaces is required. Each of the five 
parameters is classified into simple, medium or complex. Depending on the parameter 
and its complexity, the count is multiplied by a weight factor. Table 2.6 presents the 
template for the calculation. 
Table 2.6: Function Points Calculation (Albrecht, 1983) 
The result of the total is called Function Points not adjusted. Fourteen adjustment 
factors, whose values are in the range of zero to five, describing the environment are 
added. Finally the Function Points are calculated by the formula: 
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FP = NAPP * (0.65 + 0.01 * r Fi) 
where NAPP is the non adjusted Function points 
Fi is each of the fourteen adjustment factors 
Despite its attractive approach, Function Points has many weaknesses. First of all, 
the metric was derived from a study of MIS projects in the seventies. Today, there are 
many issues that are not considered by the metric and that are contributors to complexity. 
For instance, recursive functions, reuse, inheritance, communication by ·messages and 
polymorphism are not considered by the metric. The languages have evolved also and 
differ a lot from the COBOL of the seventies. Finally, programming styles have suffered 
a dramatic change that is not reflected in the metric. 
(Kemerer, 1993) reported some weaknesses of the metric. Similar results have 
been reported by (Kitchenham, 1993 and 1997). The main issue is that Function Points is 
a not well-formed metric because there is a correlation between their constituent 
elements. In her conclusions she stated that: 
(1) The individual function point elements were not independent. 
(2) Not all the function point elements were related to effort. 
(3) An effort prediction metric based on inputs and outputs was just as good a 
predictor as Function Points. 
( 4) An effort prediction metric based on the number of files and the number of 
outputs was only slightly worse that Function Points. 
(5) To get good estimates estimation methods and models based on the 
organization's performance, working practices, and software experience 
were required. 
(6) Uncertainty and risk cannot be managed effectively at the individual 
project level. However, they can be managed in the organization context. 
If a single project had to be assured against all possible risks and 
uncertainty, its cost would be prohibitive. The sources for estimate 
uncertainty are the measurement error caused by model limitations and 
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accuracy, the use of erroneous assumptions, and the use of the model 
outside its domain. 
Even if evidence of defects in the metric existed, nobody introduced a better 
alternative. So, Function Points remained as the most common prediction metric for 
many years. More recently, some extensions to Function Points have been introduced, 
such as "feature points" and "Boeing's 3-F function points," addressing the effort 
estimation for embedded systems. 
4. Conclusions about COCOMO, Putnam and Function Points 
All these methodologies have some weaknesses with respect to software 
evolution. First, the need of a size estimate as an input parameter limited the applicability 
of COCOMO and Putnam methods. Second, the characteristics counted on function 
points are quite different from the specification attributes. Third, the criticisms introduced 
by (Kemerer, 1993) and (Kitchenham, 1993 and 1997) suggested that despite the 
correlation observed between complexity and size, other metrics could be more accurate, 
and this opened opportunities for new research. 
E. SOFTWARE RELIABILITY 
Software reliability engineering is based on a solid body of knowledge that 
includes operational profiles, random process software reliability models, statistical 
estimation and sequential sampling theory (Musa, 1995). This section describes the 
reliability models and classifies them according to the characteristics of their probabilistic 
assumptions. Software reliability is defined as the probability of failure-free software 
operation for a specified period of time in a specified environment (ANSI, 1991). 
Software reliability is related to quality. ISO 9000-3 specifies the measurement of field 
failures as the minimal required quality metric. It includes: 
125 
a) Software reliability measurements, which includes estimation and 
prediction models. 
b) Metrics and attributes of product design, development process, system 
architecture and their relation with reliability. 
c) The application of the knowledge in specifying and guiding software 
development, system architecture, testing, acquisition, use and 
maintenance. However, the reliability approach studies the post 
implementation behavior of the software. At that stage, the product is 
already constructed. Hence, changes in the product are impossible or very 
expensive. So the "knowledge" arrives too late to be useful in the present 
project, but can be applied to future developments. (Lyu, 1995). 
Donnelly, Everett, Musa and Wilson stated that the practice of software reliability 
provides a means to "predict, estimate, and measure the rate of failure occurrences in 
software and firmware" (Lyu, 1095 pp.219). Reliability can only be reached by following 
a rigorous development process. During the product concept development, it is necessary 
to determine the functional profile, define and classify the failures, and identify the 
customer's reliability needs. Determining the functional profile means to specify the tasks 
to be performed and the environmental factors that could influence the process. Quality 
Function Deployment (QFD) is a useful methodology to apply. The definition and 
classification of failures must be done from the point of view of the user and represents a 
trade-off. Too many classes require excessive effort in collecting and analyzing the 
metrics. Few classes can provide too vague information. Finally, identifying the user 
reliability needs at a high level is required. A reasonable way to do this is to assess the 
reliability capabilities of similar products. 
During the requirements phase, reliability objectives need to be refined and 
specified, including customer satisfaction, performance, and trade-offs between reliability 
and other factors, such as cost, delivery time and functionality. The reliability 
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requirements have strong influence in the architecture and in the future evolution steps of 
the development process. 
During the design phase, one must analyze the reliability of the components in 
order to determine the overall reliability of the system. This design phase should be 
driven by reliability objectives after the identification of risky areas. For instance, the use 
of redundant software elements could be required. 
During the implementation, one should identify the critical areas and different 
techniques that should be applied to reduce risks. Such techniques include tight 
development standards and methodology, modularity, reuse, development in evolutionary 
steps, inspections and reviews, and software configuration management. Another 
important consideration in this phase is the reliability assessment for components 
acquired or developed by outsourcing. This assessment must be done as soon as possible. 
Part of the testing (unit test and integration) is conducted during the successive 
evolutionary steps, but in the system test many reliability issues could appear. At that 
time, the system is complete, and we can have a complete picture of its reliability prior to 
the delivery to the customer. To conduct the system test, one must determine various 
operational profiles according to the user's point of view. The purpose is to locate stress 
points where the reliability requirements are not reached or could potentially not be 
reached. This is a particularly intensive data collection activity that requires automated 
tools. Testing could continue in beta test sites where the reliability objectives are 
certified. 
Finally, when the product is delivered to the customer, reliability should be 
monitored to assess the success of the project, to measure the quality of the process 
including the testing scenarios, and to have an indicator of customer satisfaction. The last 
is a critical success factor that needs to be tracked also by surveys and meetings, in order 
to be sure that any symptom of dissatisfaction was immediately revealed. Software 
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reliability techniques are another tool available that can improve the software 
development process. Unfortunately, the models available require that the product is 
almost complete in order to predict its behavior. In the following sections we will 
describe various software reliability models classified according to the following scheme: 
a) Exponential failure time models 
b) Weibull and Gamma failure time models 
c) Infinite failures models 
d) Bayesian models 
e) Models for early stages 
1. Exponential Failure Time Models 
a. Jelinski-Moranda Model 
Jelinski and Moranda introduced this model when they were working for 
McDonnell Douglas. The elapsed time between failures has an exponential distribution 
with a parameter that is proportional to the number of remaining faults in the software. 
Although this model has been replaced, it was important for setting the framework for 
other work in modeling. The assumptions for this model are the following: 
• The rate of fault detection is proportional to the current fault content of the 
software. 
• The fault detection rate remains constant in each interval between faults. 
• The correction of a fault is instantaneous and does not introduce new 
faults. 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
Model form 
The time between failures X; = t; - t;_1 for i = 1, ... n 
:. X; are independent random variables with exponential distribution, with 
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Mean failure = µ(t) = N / (1 - exp(-~t)) 
Failure intensity function = 11,(t) = N ~ exp(-~t) 
Where N = total number of faults in the software 
~ = proportionality constant. 
b. Schneidewind Model 
This model introduced by Dr. Norman Schneidewind in (Schneidewind, 
1975) is based on the idea that the current fault rate is a better estimator of the future 
behavior than the observed rates in the distant past because the failure rates can change 
over time. So, the model weights the observations differently, according to the analyst's 
point of view. The main idea introduced by Schneidewind was to monitor the occurrence 
of software errors as a predictor for future cumulative detected and corrected errors. 
These estimations are useful in order to: 
• Identify the trade-of function between error reduction and cost of error 
reduction. 
• Provide a quantitative basis for accepting or rejecting software during 
functional testing. 
• Provide a quantitative basis for deciding whether additional testing is 
warranted based on the cost of error removal. 
The model is based on non-homogeneous Poisson processes. A non-
homogeneous Poisson process is a Poisson process in which the mean is not a constant, 
but a random variable. This model has been used extensively on IBM's Flight Control 
software for the Space Shuttle with great success. It is one of the four selected models by 
the AIAA's Recommended Practice for Software Reliability {AIAA, 1993) and 
considered one of the most accurate available (Lyu, 1995). Schneidewind proposed three 
forms of the model: 
Model 1: Uses all fault counts of the n periods, reflecting the view of equal 
importance. 
129 
Model 2: Ignores the fault counts of the first s-1 periods. This reflects the 
view that the early time period contribution in predicting future behavior is insignificant. 
This is very useful to discard the confounding effect of a learning curve. 
Model 3: Uses the cumulative-fault counts from intervals 1 to s-1 as the 
first data point, and the individual counts for periods s to n, as additional data points. This 
view is an intermediate between the other two. 
The assumptions for the models are the following: 
• The cumulative number of failures by time t follows a Poisson process 
with mean µ(t) such that the expected number of fault occurrences for any 
time period is proportional to the expected number of undetected faults at 
that time. 
• The number of faults is finite. 
• The failure intensity function decreases exponentially with time. The 
failure intensity function t-.(t) = a exp (-f3t) for some a, f3 constants. 
• The number of faults (fi) detected on each interval i are independent. 
• The fault correction rate is proportional to the number of faults to be 
corrected. 
• All the intervals have the same length. 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
Concerning error detection, Schneidewind's model has the following 
assumptions: 
• The observation of the process is in discrete intervals of time. 
• The number of errors in each time interval is independent of the number of 
errors in any other interval. 
• The pdf in each interval has the same distribution but a different mean. 
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• The mean of number of detected errors decreases from interval to interval 
as a result of the correction process. 
• The rate of error detection in an interval is proportional to the number of 
errors in the interval. 
Because of (2) and (3) this model is a non-homogeneous Poisson process 
with exponential decaying intensity function as stated in (4). The following equations 
summarize the detection model: 
xi = actual number of errors during interval i 
mi= estimate number of errors during interval i 
Decaying intensity function d(i) = a exp(-13i) for a, 13 > 0 
Cumulative mean number of errors D(i) = ( all3) exp(-13i) 
Estimate number of errors during interval i 
mi= (all3) {exp(-13(i - 1)) - exp(-l3i)} 
Time estimated to detect D cumulative errors 
id= {log (al(a - l3D))} I 13 
Time estimated for the detection rate to reach the value d 
i'd = (log (aid)) I 13 
Delay correction error. This is the difference in time between detection 
and correction of errors. 
C(i) = D(i - Lii) = (all3) {1 - exp(-13(i - Lii))} 
Time estimated to correct a cumulative number of errors 
ic = Lii + {log (al(a - l3C))} I 13 
Correction rate of errors c(i) = a exp(-13(i - Lii)) 
Time estimated to reach a correction rate c 
i'c = Lii + (log (ale)) I 13 
Difference between detected and corrected errors 
R(i) = D(i) - C(i) = (all3) (exp(-l3i))(exp(l3 Lii) - 1) for i ~ Lii 
Unlike hardware, which deteriorates with time, software ideally should 
improve with time. Theoretically as time goes by more errors are discovered, so the 
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residual number of errors decreases. However, this is not always the case. Two factors 
contribute to reproduce errors in a software system. First, we need to consider that error 
correction is error prone. New errors could be introduced as a consequence of debugging. 
Second, and more important, software require maintenance and these major modifications 
or extensions are source of new errors. Consequently, the time series of error counts will 
not necessarily be monotonically decreasing. Our concern about the model is that the 
assumption of correction without introducing new errors seems to be optimistic. 
c. Goel-Okumoto Model 
This model uses the number of faults per unit of time as independent 
Poisson random variables. It was introduced in 1979 by Goel and Okumoto (Goel & 
Okumoto, 1979) and is the source for other models, such as the S-shaped model. The 
assumptions for this model are the following: 
• The cumulative number of failures at time t follows a Poisson process with 
mean µ(t). This mean function is such that the expected number of fault 
occurrences for any time interval (t, t+llt) is proportional to the expected 
number of undetected faults at time t. It is also assumed that the total 
number of faults is finite. 
• The number of faults detected in each time interval is independent for all 
time. 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
Model form 
Mean= µ(t) = N (1 - exp(-b t)) for some constants b, N > 0 
Failure intensity function= A(t) =Nb exp(-b t) 
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A variation of this model permits one to determine an optimal release time 
for a software system. This adaptation uses the time of fault occurrences instead of the 
fault counts. Given a desired reliability R for a specified operational time 0, then the 
required amount that the software must be observed is: 
T = (lib) ( ln(a(l - exp(-b 0)) - (ln(ln(l/R)))) 
d. Musa's Model 
The rationale behind this model is that the execution time is more 
reflective of the actual stress applied to software than the calendar time. Dr. John Musa of 
AT&T Bell Laboratories (Musa, 1975) introduced the model in 1975. The assumptions of 
the model are the following: 
• The cumulative number of failures by time t (M(t)), follows a Poisson 
process with mean µ(t) = P0 (1 - exp(-P1t)), where P0 , p1 > 0. The expected 
number of failures in any period is proportional to the expected number of 
undetected failures at that time. The total number of faults that will be 
detected when time • oo is P
0
• 
• The execution times between failures are exponentially distributed. 
• The personnel resources remain constant over the period of time the 
system is observed. 
• The system assumes a relationship between MTTF and resource 
expenditures. 
• Testing personnel can be fully utilized and computer utilization 1s 
constant. 
• Fault-correction personnel are assigned randomly to serve a fault queue. 
Fault correction is assumed to be a Poisson process. 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
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e. Hyperexponential Model 
Ohba in 84 (Ohba, 1984) introduced the first hyperexponential model. The 
main idea of this model, which has many variations, is that a system has different classes 
of software. The software has an exponential failure rate, but each class or section has 
different rates reflecting its nature (differences in complexity, differences between 
developers, or differences in programming languages). When there are only two classes 
( e.g. old software versus new software, or easy to test versus difficult to test, etc.), this 
model is called a modified exponential software-reliability-growth model. The model has 
the following assumptions: 
• The software is composed by K sections ( or classes of code) so that within 
each class: 
• The rate of fault detection 1s proportional to the current fault 
content. 
• Fault detection is constant over the intervals between faults. 
• Each fault is corrected instantaneously without introducing new 
faults. 
• The software as a whole has a cumulative number of failures by time t 
(M(t)), that follows a Poisson process. 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
2. Weibull and Gamma Failure Time Models 
a. Weibull Model 
This model assumes that the fault distribution has a Weibull distribution. 
Many hardware failure models are modeled with this distribution (Lyu, 1995). The main 
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characteristic of the distribution is that its parameters permit great flexibility, adapting the 
model to increasing, decreasing or constant failure rates. The assumptions of the model 
are the following: 
• There is a fixed number of faults at the beginning of the experiment. 
• Each fault has a time to failure (Ta) distributed as a Weibull distribution 
with parameters a, p: 
Ta= aprx-i exp(-pta), with a, p > 0 and t ~ 0. 
• The number of faults detected in each time interval is independent. 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
b. S-shaped Reliability Growth Model 
The per-fault failure distribution of the S-shaped model is Gamma (Lyu, 
1995). The number of failures per period of time follows a Poisson process. This model 
assumes a finite number of failures. The S-shape growth curve describe the testing 
process with an initial learning curve at the beginning, then a growth, and then a level at 
which errors are more difficult to detect. The S-shaped model has the following 
assumptions: 
• The cumulative number of failures by time t, follows a Poisson process 
with mean = µ(t) = a(l - (1 + Pt)e-Pt) for a, P > 0. At the limit, when 
t • oo, µ(t) = a < oo. 
• The time between failures of the (i - 1 )st and the ith depends on the 
time to failure of the (i - 1 )st. 
• When a failure occurs, the fault is immediately removed without 
introducing new faults. 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
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• Within each severity class, the probability of finding a fault is the 
same. 
• The failures are independent. 
3. Infinite Failure Models 
a. Duane's Model 
This model was originally proposed for hardware reliability (Lyu, 1995). 
This is a non-homogeneous Poisson process in which the failure intensity function has the 
same form as the hazard rate of the Weibull distribution. This model as been referred to 
as "the power model." The assumptions of the model are the following: 
• The cumulative number of failures by time t, follows a Poisson process 
with mean = µ(t) = at~ for a, p > 0 (If p = 1, then we have the 
homogeneous Poisson process). 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
b. Geometric Model 
The geometric model (Lyu, 1995) is a variation of the Jelinski-Moranda 
Model. Here the time between failures is assumed to be exponential distributed with 
mean decreasing geometrically. The geometric decay reflects the smaller impact of the 
later-occurring faults. The assumptions of the model are the following: 
• The fault detection rate is a geometric progression, and it is constant 
between fault detections. 
• There are an infinite number of total faults in the system. 
• The time between detection follows an exponential distribution. 
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• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
c. Musa-Okumoto Logarithmic Model 
The Musa-Okumoto logarithmic Poisson Model (Lyu, 1995) is another 
example of nonhomogeneous Poisson processes with an exponential decrease. The 
decrease reflects the view that the earlier discovery of failures has a greater impact on 
reducing the failure intensity function than those encountered later. The assumptions of 
the model are the following: 
• The failure intensity decreases exponentially with the expected number of 
failures experienced. 
• The cumulative number of failures follows a Poisson process. 
• The operation of the software is similar to the conditions in which the 
prediction of reliability is done. 
• Within each severity class, the probability of finding a fault is the same. 
• The failures are independent. 
4. Bayesian Models 
The Bayesian approach introduces a subjective viewpoint considering that if no 
failures occur while the software is observ~d, then the reliability should increase, 
reflecting the growth in user's confidence. The reliability is considered a reflection of the 
number of faults discovered and the time between failures. 
The Bayesian approach also reflects the viewpoint that different faults have 
different impacts on the reliability of the system, and the number of faults is not as 
--
important as their impact. If many faults exist but they seldom appear, then by using the ,--.. 
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Bayesian approach the system is relatively reliable. The mean time to failure is therefore 
a very important metric in this framework. 
a. Littlewood-Verra[[ Reliability Growth Model 
This model tries to account for the fault generation during the fault 
correction process. This approach is very realistic because the software could become less 
reliable than before. Because of the uncertainty, each new version can be better or worse 
in terms of reliability. The distribution of failure times is random. The assumptions of this 
model are the following (Lyu, 1995): 
• Successive execution times between failures are assumed to be 
independent exponential random variables with parameter ~i, i = 1, ... , n. 
• The ~/s form a sequence of independent random variables, each with 
gamma distribution. 
• The software is operated in the specified or normal way. 
b. Other Bayesian models 
Other Bayesian models include variations of several models, such as 
Jelinski-Moranda, Jewell, Littlewood and Sofer, Kyparisi-Singpurwalla, Lyu, Becker-
Camarinopoulos, and Thompson-Chelson (Lyu, 1995). 
,; 
5. Software Reliability Prediction in Early Stages 
The prediction of software reliability during testing is useful to understand the 
future behavior of the software in the operation phase. However, this benefit is limited 
because it is too late to incorporate changes without incurring high costs and schedule 
overruns. If a prediction could be made in the early phases, where changes can be 
introduced without excessive costs and without a serious impact on the schedule, then a 
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drastic improvement could be reached. Moreover, this prediction could be a great 
advance in software engineering. Few models have been addressed to predict software 
reliability during the early phases of the project. 
a. Phase-Based Model 
Gaffney and Davis in (Gaffney, 1988) introduced the Phase-based model 
using statistics obtained during reviews requirements, design and implementation. The 
model is based on the following assumptions: 
• The staffing level of the development effort is directly proportional to the 
number of faults discovered during each phase. 
• The fault discovery curve is monomodal. 
• A good estimation of code size exists. 
is given by: 
The number of discovered faults per line of code from phase t-1 to phase t 
~Vt= E ( exp(-B(t-1)2)- exp(-Bt2)) 
where E = the total lifetime fault rate is expressed in terms of KLOC 
t = the discovering index associated with the phase (requirements: t = 1, 
design: t = 2, implementation: t = 3, unit test: t = 4, software integration: t 
= 5, system test: t = 6, acceptance test: t = 7). 
B = a defect discovery constant. 
A fourth assumption implicit in the model is that the development process 
follows the waterfall life cycle. This is an important restriction for adapting the model to 
the new evolution development processes. 
b. Agresti-Evanco Ada Model 
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-- Agresti and Evanco introduced in (Agresti, 1992) a prediction model that 
addresses the particularities of Ada language. The model is a multivariate linear 
regression with dependant variable the log of the default density. Among the independent 
variables are architectural complexity of design, volatility, reuse and functional 
complexity. This model seems to have an interesting level of accuracy. According to 
(Lyu, 1995), 63 to 74% of the variation can be explained with this model. However, the 
applicability to Ada language projects restricts the model considerably. 
c. Rome Lab Model 
The US Air Force's Rome Laboratory introduced this model in 1992 
(Rome Lab, 1992) to predict the initial fault density as a function of the following factors: 
• Application type, differentiating projects in three categories: real time, 
scientific and managerial. 
• Development environment, considering the differences in tools and 
methodologies according to three categories: organic, semidetached and 
embedded. 
• Requirements and Design metrics: anomaly management, tracebility, and 
existence of software quality assurance in the process. 
• Software implementation metrics: development language level, size, 
modularity, reuse, complexity, and the existence ofreview standards. 
6. Conclusions about Software Reliability Models 
The main contribution of this set of research is the emphasis on solid statistical 
foundations to assess reliability. Some of the distributions used, such as non-
homogeneous Poisson processes and Weibull, are interesting to model life cycles. The 
caveat of this approach is that the conclusions from the use of those models arrive too late 
in the life cycle to provide effective support from the engineering point of view. 
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F. MODERN PROJECT MANAGEMENT TECHNQUES: ViteProject 
1. ViteProject 
ViteProject is a modeling and simulation tool that integrates the organizational 
work of projects explicating the interdependencies between tasks and roles not only from 
the point of view of producer-consumer, such as in CPM or Pert, but also communication 
and rework dependencies. ViteProject is the commercial version of VDT (Virtual Design 
Tool), a research based on contingency theory directed by Dr. Raymond Levitt at 
Stanford (Jin, 1996). CPM models are sequential interdependencies through explicit 
representation of precedence relationships between activities. This simplified vision of 
the project cannot address the dynamics created by reciprocal requirements of 
information in concurrent activities, exception management, and the impacts of actor 
interactions. This issue is addressed by VDT. The original model of VDT was based on 
the following observations about collaborative, multidisciplinary work in large complex 
projects: 
• Organizational tasks in the project can be divided into two categories: 
production work that directly adds value to the product, and coordination 
work that facilitates the previous one. 
• Contingency theory provides qualitative insights about the extent of 
coordination work, but did not provide information about how to address the 
bottleneck problems created by coordination. 
The model integrates the micro-level description of the entities that perform work 
and process information called "actors." Actors can be individuals or small teams 
working as a unique and cohesive unit where individuals are not differentiated. Actors 
have two basic behaviors: attention allocation and information processing. As a 
consequence of such behaviors, actors perform production and coordination. The model 
is based on the following assumptions: 
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- • Actor allocation assumption: Each actor has one input buffer where all the 
incoming information and requests for production or coordination work arrive. 
The input buffer is a queue that supports different policies: priorities, FIFO 
and random. Each actor also has an output buffer to place its accomplished 
work. 
• Actor capacity allocation assumption: An actor has a certain information-
processing capacity determined by its skill type, skill level, and allocable time. 
An information processing work can be processed and completed if the actor 
allocates sufficient capacity to the job. This assumption implies: a) 
information processing requires not only attention but also takes time; b) the 
information content of a work is related to the skills; c) the volume of a work 
is related to the time; d) actors have limited capacity to allocate. 
• Actors cannot allocate 100% of their capacity to work because they are 
interrupted by: a) information requests from other actors; b) decision-making 
to solve exceptions produced by subordinate actors; c) meetings; and d) 
processing noise, that is all other interruptions created outside the project that 
impact the actor. 
The organization structure is modeled through simulation. The organization 
variables, such as control structure, communication structure, formalization and matrix 
strength, influence the actor's micro level actions, and consequently an organization's 
emergent performance appears. 
In a Vite project, an activity is any work that consumes time and may generate 
communications or exceptions. Each activity has a set of properties that include: name, 
description, work (time), a number of sub-activities, priority, skill required, and QFD 
analysis measures (requirement complexity, solution complexity, and uncertainty) 
(Levitt, 1999). For each activity in the project, ViteProject requires an estimation of its 
complexity in terms of its effort or duration. This is expressed in FTE (full time 
equivalent). One person working full-time is one FTE (Levitt, 1999). The work required 
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for the activity depends on its complexity, and is estimated as the total time (including 
time of all necessary workers) required to do effective work on the activity. This does not 
include ineffective work, such as rework, waiting, or coordination. This number is 
sometimes referred to as the "work volume" or the "effort hours" for the activity. The 
activity duration is computed as: duration= (work volume)/(FTE assigned). 
Complementarily, Vite provides adjustments to refine the complexity of each 
activity, and to express the difficulty of the elucidation of the requirements. ViteProject 
provides three parameters to adjust the complexity and the uncertainty of the 
requirements (Levitt, 1999)5: 
l. Solution Complexity refers to the extent to which an activity's solution is 
affected by other activities. 
2. Requirements Complexity models the number and difficulty of the functional 
requirements that need to be satisfied to complete the activity. 
3. Uncertainty represents the extent to which information needed to complete an 
activity is unavailable at the time the activity starts. The missing information 
could be the output of a concurrent activity, the missing information about a 
client requirement, or the missing information about an unknown state of 
nature. 
In conclusion, complexity is mainly expressed in terms of effort (FTE of each 
activity in the work-breakdown structure) and secondarily by the parameter solution 
complexity. Requirements volatility is mainly expressed by the parameters requirements 
complexity and uncertainty. This is the approach used in this dissertation. 
2. Validation ofViteProject6 
5 The details of the configuration ofViteProject are presented on Chapter V, Section C.6 and Table 5.1. 
6 The author thanks Dr. Raymond Levitt (Stanford University), Carlos Rivero (Stanford University), and 
Raymond Buettner (NPS) for their support. 
143 
,,,-.., 
The Virtual Design Team (VDT) research was initiated in the late 1980s at CIFE7 
with the goal of developing a new micro-organization theory and embedding it in 
software tools that could be used to design organizations in the same way that engineers 
design bridges, semiconductors or airplanes, by modeling, analyzing and evaluating 
multiple virtual prototypes of the system to be designed on a computer. The research 
concluded that attempts to model organizations computationally could benefit greatly 
from the use of non-numerical or symbolic representation and reasoning techniques 
emerging from computer science re.search on artificial intelligence. 
VDT theory and analysis tools for project organizations have enabled true 
"organizational engineering" of project teams with congruent goals and routine-albeit 
complex and fast-paced-design or product development work. Dr. Levitt says that "our 
intention was always to start with the 'organizational information flow physics' and then 
progressively add elements of 'organizational chemistry' to the modeling framework. This 
would allow us to move out of the easy corner of the organizational space and address a 
wider range of tasks and organizations. It is useful at this point to position our completed 
and ongoing versions of VDT in the space of organizations and modeling issues." (Levitt, 
2000). 
The project has been developed in successive layers of research. The VDT-2 
framework, which is the base for ViteProject, has been fully validated at different levels: 
• micro-level analysis, using toy problems 
• meso-level analysis, using toy problems, and experiments 
• macro-level analysis, by testing for authenticity, reproducibility, 
generalizability, and prospective. 
The validation strategy included different validation techniques, such as 
(Thomsen et al., 1999): 
• Toy problems: used to analyze micro behaviors. 
7 CIFE is the Center for Integrated Facility Engineering at Stanford University. 
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• Intellective simulations: the results from idealized simulations with extreme 
values were compared to the outcomes predicted by organizational theory. 
• Reasoning and representation: validating a researcher's ability to model and 
simulate a real organization using the system. 
• Authenticity: validation of the representation of a real organization. 
• Generalizability: following the evolution of real projects from the industry for 
a period of three years. 
• Retrospective validation: duplicating past performance usmg a simulation 
model and calibrating the model as needed to reproduce previous experiences. 
• "Gedan.ken"8 validation: using "what-if' questions and observing the 
predictions against experts' opinions. 
• Natural history validation: by comparing the predictions for a simulated 
organization to the observations on the real organization. 
• On the field: ViteProject has been used with success on diverse industries, 
such as shipbuilding (Det Norske Veritas), petrochemical (Dow Chemical, 
ePM, Shell), construction engineering (Macomber Co.), airlines (American), 
pharmaceutical and biotechnology (Pharsight), utilities (PG&E), manufacture 
(Procter & Gamble), machinery (John Deere), consulting (Integrated Project 
Systems, Vite Services Group, American Century), electronics and technology 
(Agilent Technologies, Dell, Hewlett Packard, Silicon Graphics, Applied 
Materials), aerospace (Lockheed-Martin), and of course software engineering 
(Master Systems, Hewlett Packard). 9 
Cook and Campbell introduced a validation framework for experiments (Cook & 
Campbell, 1976). They extended a previous work from (Campbell & Stanley, 1976) 
introducing four kind of validation: 
8 The German verb, meaning "to think." 
9 More references about the use of Vite on software were introduced in a paper by (Rifkin, 2000) and 
(Nogueira et al., 2000c) both papers were presented at the International Conference on Software 
Engineering (Limerick, Ireland, June 2000). 
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• Statistical validity, which refers to conclusions derived from statistical 
evidence. 
• Internal validity, which refers to conclusions derived from demonstrated cause 
effect relationships. 
• Construct validity, which refers to the inexistence of confounding factors 
affecting the logical chains of causation. 
• External validity, which relates to the correspondence between samples, the 
populations they represent, and the populations to which generalization is 
required. 
Table 2. 7 compares the validation strategy followed in ViteProject (Thomsen 
et al., 1999) to the framework introduced by Cook and Campbell, and shows that the 
validation of Vite is fully compliant with this framework. 
Table 2.7: Comparison between VDT-Vite Validation Strategy (Thomsen et al., 
1999) and Cook-Campbell Framework (Cook & Campbell, 1976) 
146 
The VDT framework; which explicitly models information dependency and 
failure propagation between concurrent activities, has proven to be far more accurate than 
CPM/Pert models (Thomsen et al., 1999). Although CPM/Pert tools have not been 
designed specifically for software projects, they constitute a common practice for 
software engineering projects and have been applied with success for decades. Moreover, 
they are a recommended practice (Humphrey, 1980), (Pressman, 1992), (Sommerville, 
1992). The reason is they have been designed on the basis of an abstract view of a project 
(a digraph), which is applicable to various types of projects. ViteProject has the same 
level of abstraction. The only difference is that unlike CPM/Pert, Vite explicitly 
represents the coordination among activities, the probabilities of failure, and the 
information exchange intensity. ViteNDT projects have the classical time dependency 
between tasks, but they are also connected to an organization that processes information. 
This view is supported by (Marsch & Simon, 1958), (Simon, 1976), (Galbraith, 1977). 
VDT is applicable to projects, in which: 
• All activities in the project can be predefined. 
• The organization is static, and all activities are pre-assigned to actors in the 
static organization. 
• Exceptions to activities result in extra work volume for the predefined 
activities and are carried out by the pre-assigned actors. 
• Actors are assumed to have congruent goals. 
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Such conditions are congruent with the breakdown structure of a software process. 
Moreover, ViteProject showed high accuracy in software projects.IO VDT was designed 
to model organizations that deal with great amounts of information processing and 
coordination. Such characteristics are extremely relevant in software processes (Boehm, 
1981). To improve the realism, the ViteProject parameters used in this dissertation were 
fine-tuned using Organizational Consultant (Burton & Obel, 1998) as described in 
Appendices A and B. Details of the validation process for Organizational Consultant are 
presented in Section G.4. 
More details about the philosophy of validation for VDT can be found in 
{Thomsen et al. 1999). Successive doctoral dissertations at Stanford (Cohen, 1991) and 
(Christiansen, 1993) validated VDT retrospectively and concurrently against managers' 
predictions. In addition to the theses, all available as Stanford Ph.D. dissertations, (Kunz 
et al. 1998) reports the validation conducted at Lockheed. The validation process found 
that VDT provides an excellent first-order theory to employ as the basis for building 
models that can predict the flow of knowledge work through organizations. Those models 
can help managers diagnose and address information bottlenecks, delays, and quality 
problems arising from failed communication attempts. Appendix E presents a list of 74 
books, papers in refereed journals, papers in conferences, research reports, and CIFE 
publications that explain the theoretical foundations and details about VDT, ViteProject 
and their validation. The value of the parameters used in the simulations are discussed in 
Chapter V, Section C.6. 
3. Validation of Organizational Consultant11 
IO Master Systems reported that the typical error between predicted and actual project durations after the 
work-breakdown structure is available is 10%. 
11 The author thanks Roxanne Zolin, a good friend from Stanford, who planned and managed the OrgCon 
project and who also was part of the VDT-Vite group for her help and support. 
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Because the simulation model was created for general purposes, it is necessary to 
tailor it to reflect the desired organizational characteristics (Thomsen et al, 1999), (Burton 
& Obel, 1998). Since the parameterization of ViteProject used the expert system 
Organizational Consultant (OrgCon), insights about its validation are included in this 
section. OrgCon is an expert system designed to diagnose organizational problems and 
recommend organizational changes. One can determine the parameters for an 
organization given a description of its goals, environment, and internal characteristics. 
The tool was used to determine the organizational parameters for Vite. 12 The tool 
perfectly matches ViteProject because both groups of research have been interconnected 
and mutually collaborative. That is the reason for the choice of Vite and OrgCon in this 
dissertation. As stated by (Burton & Obel, 1998. pp xx): ''Ray Levitt at Stanford (the 
director of the VDT project) also used both the book and Organizational Consultant in 
his course. Ray's many comments helped improve the final version." The terms used on 
Vite and OrgCon are the same, as well as the definitions provided in the manuals and 
help facilities. The research for the tool was supported by the Danish Social Science 
Research Council, Duke University, and Odense University. 
The validation process of OrgCon relies on information obtained from cases, 
consultation with executives, dialogue with experts, and MBA courses. The validation 
process followed the literature trends in validation. The validation process for OrgCon 
followed the framework form (Cook & Campbell, 1976) discussed in the previous 
section, but it is also compliant with the O'Leary method. (O'Leary, 1988) developed a 
schema to validate an expert system based on six steps: 
• analyze the knowledge base for accuracy 
• analyze the knowledge base for completeness 
• analyze the knowledge base weights 
• test the inference engine 
12 The organizational characteristics for software development revealed by OrgCon are discussed at the 
end of Section H.1. 
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• analyze the decision quality 
• analyze the condition-decision matches 
The validation of OrgCon merged both Cook-Campbell and O'Leary approaches. 
The internal and statistical analysis corresponds to the three first steps of the O'Leary 
method. The external and construct validity correspond to the remaining three steps of the 
O'Leary method. The validation process started with the creation of a prototype that 
evolved from an initial set of rules derived from literature, increasing the knowledge base 
on each iteration. After several cycles, the prototype was reviewed. The next validation 
step was the development of a set of test cases. These test cases were tested with 
executives, experts and MBA students. Finally, observations and modifications did the 
fine-tuning. The domain of applicability for which OrgCon has been validated include 
among others, software development organizations, 13 including companies of different 
sizes (from ten to 3000 persons) (Baligh et al, 1994). Further details of the validation 
process can be found in (Baligh et al., 1994) and (Baligh et al., 1996). 
G. ORGANIZATIONAL THEORY 
This section introduces some foundations of organizational theory that support the 
research. Why review the organizational foundation if the research is about software 
engineering? First, software development requires teamwork, more specifically organized 
work. So one must understand the dynamics of organizations as artificial social entities 
13 The author thanks Dr. Borge Obel (Odense University) and Dr. Richard Burton (Duke University) for 
their support. The following is part of the e-mail received from Dr. Obel regarding the validation of 
OrgCon: "We have validated OrgCon using a set of some 20 test cases as well as tested the program in a 
number of companies. Additionally, it has been used by several hundred students both on cases and real 
companies. These companies include software development companies. We have written a paper detailing 
the validation process." 
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that exist to achieve a specific purpose, in this case to develop software. Second, 
organizations are composed of individuals who accomplish diverse activities that require 
coordination and consequently an information exchange. Coordination and information 
exchange, despite their impact, have not been covered by the research in estimation 
models. Third, ViteProject is customized for general projects. In order to obtain a 
rigorous simulation, one must customize the tool according to the characteristics of 
software engineering. 
1. Introduction 
As software systems increased in complexity, software development evolved from 
a primitive art into software engineering. Methodologies and software tools were 
developed to help the development processes. Most of the present tendencies (DOD-
STD-2167 A, ISO-9001, SEI/CMM) try to standardize processes, emphasizing planning 
and structure (Humphrey, 1990). Some authors criticize those approaches stating that 
they underestimate the dynamics of the software development (Bach, 1994), (Abdel-
Hamid, 1997). Others question that activities such as research and development are not 
addressed by TQM principles (Dooley et al., 1994). In the author's opinion, many of the 
problems on current software projects have organizational roots. This view is also 
supported by (van Genutchen, 1991)14 and (Jones, 1994).15 The typical software 
engineering process is a succession of decision problems trying to transform a set of 
fuzzy expectations into requirements, specifications, designs and finally code and 
documentation. The traditional waterfall software process failed to accomplish its 
purpose because it applied a method valid for well-defined and quasi-static scenarios. 
This hypothesis is far from the reality. Today, modem software processes (Boehm, 1988), 
(Luqi, 1989) are based on evolution and prototyping. These approaches recognize that 
software development presents an ill-defined decision problem, and they fail to assess the 
14 Van Genuchten found that 45% of all the causes for delayed software are related to organizational 
issues. 
15 Capers Jones found that on military software developments the two more common threats are excessive 
paperwork (90% of the time) and low productivity (85% of the time). 
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risk automatically. Software development projects present special characteristics that 
must be solved in order to improve the state of the art. These particularities affect the 
strategic planning, the organizational structure, and the engineering applied to software. 
Computational organizational theory (COT) is the study of organizations using 
computational techniques. It views organizations as complex information processing 
systems composed of multiple distributed agents that exhibit organizational properties. 
These agents are assigned tasks, resources and responsibilities. Agents accomplish their 
tasks processing information and asking for collaboration from other agents (Prietula et 
al, 1998). Organizations are complex, dynamic, nonlinear adaptive and evolving systems. 
Agents (artificial and human) exhibit adaptive behaviors. For that reason the emergent 
organizational behaviors are difficult to predict by analytical methods. However, 
computational analysis could be a valuable tool for the study of these behaviors to 
understand concepts, or to determine the consistency of a theory, particularly concerning 
high-performance organizations. 
High-performing organizations are characterized by their capacity to deal with 
rapidly unfolding events with high uncertainty and potentially catastrophic impacts (Kang 
et al., 1998). The need for studying the dynamics of teams has been demonstrated by 
incidents such as those that involved the USS Stark and the USS Vincennes. A team is a 
group whose members share a common goal and a common task. Teams differ from 
generic groups in their high differentiation and the interdependency of its members. 
Groups consist of homogeneous and interchangeable members with little or no 
interdependency. The software development process is based on the work of teams that 
act as problem solvers for one or more tasks. 
There are some differences in solving problems between teams and individuals. 
Teams act in a distributed fashion and search for strategies more efficiently. Teams 
decompose the problem into subproblems that are analyzed simultaneously and then 
integrated. Usually teams process more information, knowledge and have more reasoning 
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capacity than an individual. For these reasons, teams are very effective in dealing with. 
large complexity under turbulent scenarios. On the other hand, for timely, simple decision 
making tasks, individuals may outperform teams (Kang et al., 1998). 
(Huberman & Glance, 1998) studied the tendency to defect from a group as 
consequence of social dilemmas. A social dilemma occurs when an individual in a group 
can either collaborate on the achievement of the group goal, or defect. The research 
suggests that a lognormal distribution is a good model to assess the number of defections 
from a group. However, from the data presented in (Huberman & Glance, 1998 pp 99) a 
Weibull seems to have a better fit. Besides the type of distribution, another important 
issue is the clear asymmetry of the model. The results suggest that in order to secure 
cooperation within a group or organization, members should have small variations in 
their effort. For the same size, a group with a small variance in their outputs will be more 
successful at generating cooperation than a group made of individuals with large variation 
in effort. 
Lin studied the effects of different organizational structures with a computational 
model (Lin, 1998). The research suggests that an organization's ability to achieve a high 
level of decision accuracy is often achieved at the risk of committing more errors, 
particularly underestimates. The occurrence of the errors is directly associated with the 
task environment, the organization's structure and the time pressure. Under scenarios with 
little or no pressure, organizational design has little impact on performance. Under 
moderate time pressure the relative advantages between organizational designs become 
apparent. In such scenarios, simple organizational designs perform the best. Under 
extreme time pressure there is no advantage to any organizational design (chaos). The 
research supports one of the fundamental propositions in contingency theory: to achieve 
high performance, an organization should adopt an organizational design matched to the 
task environment. 
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Woodward has studied the relationship between technological complexity and 
structure, classifying the technology into three types: (Woodward, 1965) 
• unit, custom made and non-routine jobs 
• mass, large batch or mass production in assembly lines 
• process, highly controlled, standardized and continuous 
processing, such as refineries 
Technology in organizational theory refers to the complete transformation from 
input to outputs. This concept is more abstract than the idea of physical technology. 
This scheme was created for the manufacturing industry and it is not directly 
suitable for software engineering. However, the characteristics of unit and process 
technologies: high proportion of · skilled workers, low formalization and low 
centralization, are of interest. 
Perrow (Burton & Obel, 1998) 
introduced a two-dimensional 
classification of the technology (Fig. 
2.5). The first dimension is the 
analyzability of the problem varying 
from well-defined to ill-defined. The 
second dimension is the task 
variability, which means the number 
of expected exceptions in the tasks. 







Few exceptions Many exceptions 
Task variability 
Figure 2.5: Perrow's Classification 
representing time. Hence, in this projection, software engineering occupies part of the 
non-routine and part of the engineering regions. During the earlier phases of the 
development the problem is usually ill-defined. That is why the requirements phase is so 
prone to errors. After several prototypes and evolution cycles, the problem is transformed 
into well-defined and the system can be specified. This is a significant difference from 
other forms of engineering already discussed in Chapter I. 
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A second line of research (Burton & Obel, 1998 pp. 17 4-180), introduced a 
classification based on a four-variable model: equivocality, uncertainty, environmental 
complexity, and hostility. Equivocality is "the existence of multiple and conflicting 
interpretations." It is a measure of the lack of consensus about the framing of the relevant 
variables and their interrelationships in the space. Uncertainty is the lack of knowledge 
about the likelihood of specific values for the known variables. Environmental 
Complexity is the number of factors and their interrelationships in the environment. 
Finally, hostility is "the level of competition and how malevolent the environment is." In 
Table 2.8, the fourth variable, hostility, was disregarded because when hostility exceeds a 
certain threshold, it overrules other factors (Burton & Obel, 1998 pp. 177). 
Table 2.8: Burton & Obel's Scheme (Adapted from Burton & Obel, 1998 pp 181-182) 








Software development scenanos usually correspond to high equivocality that 
decreases over time, high environmental complexity and high uncertainty scenarios ( dark 
gray in Table 2.7). These correspond to low formalization and low organizational 
complexity with centralization inverse to the environmental complexity. The 
recommended organization could be ad hoc or matrix with coordination by integrator or 
group meeting. The information exchange is rich and abundant. The incentive policy 
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should be based on results. These parameters constitute the key points to customize the 
behavior matrix ofViteProject to software developments.16 
In another perspective, organizational decision-making can be classified unto four 
stereotyped models: a) Management Science Model, b) Carnegie Model, Incremental 
Decision Process Model, and d) Garbage Can Model. The characteristics of each class 
can be summarized as follows (Daft, 1989): 
a) Management Science Model. This model is analog to the rational approach for 
individuals. It is based on operational research and has been used with great 
success to solve military problems as well as business problems. This model 
work fine when all the variables in the problem, including the environment, 
are available and measurable, and some rational optimization criteria can be 
applied. 
b) Carnegie Model. Cybert, March, and Simon at Carnegie-Mellon University 
introduced this model based on negotiations. The decisions are made on the 
basis of coalitions of stakeholders. A coalition is an alliance among several 
decision-makers about organizational goals and priorities. The coalitions are 
required to enlarge the political power, to converge the different views into a 
smaller set of goals and priorities, and to address the cognitive limitations of 
the individuals. When the problem is ill defined and conflictive, the decision-
makers try to find a quick and maybe temporal solution to the problem instead 
of applying effort to find the perfect and definitive solution. This model is 
ideal for negotiated decision-making. 
c) Incremental Decision Process Model. This model introduced by Mintzberg 
emphasizes the political and social aspects of decision-making. The model 
assumes that series of small decisions over a period of time produce a major 
decision. At each small decision the direction is revised, consequently the 
ultimate decision may be very different from what was initially anticipated. 
16 Chapter V, Section C.6 presents the parameter values for ViteProject. 
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This model is ideal for research and development, or scenarios where the trial-
and-error approach is required. 
d) Garbage Can Model. This model is useful when in highly uncertain scenarios, 
also called organized anarchies. Organized anarchies do not rely on 
hierarchies of authority to resolve problems. The approach is more collegial 
and the solutions tend to be opportunistic and at short term. This model can be 
applied in what Roberts called wicked problems (Roberts, 2000). Such 
problems are ill defined in terms of the problem definition and solution, they 
present a poorly understood cause effect relationship among the variables, and 
the stakeholders exhibit a certain turnover. 
Daft proposes a method for choosing the organizational decision-making model 
base on two indicators: goal consensus and technical knowledge (Daft, 1989). Goal 
consensus refers to the degree of agreement among decision-makers about the 
organizational goals and their priorities. In other words, it refers to the problem 
identification. Technical knowledge refers to the understanding about how to reach the 



















Garbage Can Incremental 
(Coping) (Trial & Error) 
Low High 
Goal Consensus 
Figure 2.6: Decision-Making Models 
During the requirement elucidation, decision-making in software development 
follows the Garbage Can Model. When the technical knowledge level has been increased 
but the requirements are conflictive, the decision-making project should adopt the 
Carnegie Model. If the software project requires research then the Incremental Model 
could be the best approach. Finally, when the specifications are completed the decision-
making model to adopt should be Management Science. Project managers can recognize 
the situation observing the uncertainty, equivocality, environmental complexity, conflict, 
and turnover of the stakeholders. 
2. The Edge of Chaos 
Chaos theory describes a specific range of irregular behaviors in systems that 
move or change (James, 1996). Chaotic does not mean random. The primary feature 
distinguishing chaotic from random behavior is the existence of one or more attractors. 
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Without the existence of such attractors the quasi-chaotic scenarios could not be 
repeatable. It is important to realize that a chaotic system must be bounded, nonlinear, 
non-periodic and sensitive to small disturbances and mixing. A system that has all these 
properties can be driven into chaos. The edge of chaos is defined as "a natural state 
between order and chaos, a grand compromise between structure and surprise" (James, 
1996). This concept is closely related to organized anarchies and the Garbage Can Model 
discusses in the previous section. The edge of chaos can be visualized as an unstable 
partially structured state of the universe. It is unstable because it is constantly attracted to 
the chaos or to the absolute order. 
People usually believe that "order" is the ideal state of nature. This could be 
highly inaccurate. Research on organizational theory (Stacey, Nonaka, Zimmerman); 
Management (Stacey, Levy); and economics (Arthur) support the theory that an operation 
away from equilibrium generates creativity, self-organization and increasing returns 
(Roos, 1996). Excessive structural rigidity complicates the adaptation to new 
environments. Too much chaos, on the other hand, can make coordination and coherence 
impossible. 
Lack of structure does not always mean disorder. Let's illustrate this idea with an 
example. A flock of migratory ducks in a lake has little structure. However, a few 
minutes after they start flying some order appears and the flock creates a V-shape 
formation. This self-organized behavior occurs because a loose form of structure exists. 
Experiments with intelligent agents governed by three rules showed the same behavior. 
These rules are: a) try to maintain a minimum distance from the other objects in the 
environment, including other agents; b) try to match the speed of other agents in the 
vicinity; and c) try to move toward the perceived center of mass of the agents in the 
vicinity), showed the same macro behavior (MIT, 1999). Independently of the starting 
position of the agents, they always end up in a flock. Even if an obstacle disturbs the 
formation, the pseudo-order is recovered some time later. This self-organized behavior 
emerges despite the absence of leadership and without an explicit order to form a flock. 
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,~-. 
A more interesting example is the behavior of software development teams. A 
recent article (Cusumano, 1997), describes the strategies of Microsoft to manage large 
teams as small teams. Cusumano says "What Microsoft tries to do is allow many small 
teams and individuals enough freedom to work in parallel yet still function as one large 
team so they can build large-scale products relatively quickly and cheaply. The teams 
adhere to a few rigid rules that enforce a high degree of coordination and 
communication." This seems to be a description of the emerging behavior in a complex 
adaptive system. It is self-adaptive because the agents realize the adjustment to the 
environment, and it is emergent because it arises from the system and can only be partly 
predicted. As in the example of the ducks, a few rules of interaction between the agents 
(in this case software developers) generate efficient behavior. The three rigid rules at 
Microsoft are: 
• Daily integration of the work forcing the synchronization and testing of the 
build 
• The developers introducing bugs must fix them immediately and are 
responsible for the next day's integration 
• Milestone stabilizations are sacred 
Another possible explanation of Cusumano's observations could be the presence 
of an underlying structure that propitiates the creativity and productivity. 
Complex adaptive systems, as the one just described, are composed of multiple 
interacting agents. The emergence of the complex behavior requires some conditions. The 
first condition is the existence of more than one agent. A second condition is that agents 
must be sufficiently different from each other that their behavior is not exactly the same 
in all cases. When agents behave in exactly the same way they exhibit predictable, not 
complex, behavior. Finally, a third condition is required. Complex adaptive behavior only 
occurs in the edge of chaos. 
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3. Some of the Risks of Being on the Edge of Chaos 
Limiting the structure in organizations can be useful in situations when innovation 
is critical or when revitalizing bureaucracies is required. However, if the structure is 
debilitated beyond a certain minimum, it leads to an undesired state. Some traits can alert 
the eminence of an anarchic situation known as the "chaos trap" (Brown & Eisenhardt,17 
1998): emerging of a rule-breaking culture, missing deadlines and unclear responsibilities 
and goals, and random communication flows. 
On the other hand focusing on hierarchy and disciplined processes, on schedules, 
planning and job descriptions may lead to a steady inert bureaucracy. Organizations in 
such a state react too late failing to capture shifting strategic opportunities. This is the 
case of a "bureaucratic trap," where there are also some observable warning traits: rule-
following culture, rigid structures, tight processes and job definitions, and formal 
communication as the only channel. 
The alternative is "surfing" the edge of chaos avoiding both extremes. Achieving 
this requires limited structure combined with intense interaction between the agents, 
giving enough flexibility to develop surprising and adaptive behavior. Organizations in 
this state are characterized by having an adaptive culture. People expect and anticipate 
changes. A second characteristic is that the few key existing structures are never violated. 
Finally, real time communication is required throughout the entire organization. 
Being on the edge of chaos implies an unstable position where some perturbations 
can cause the rupture of this delicate equilibrium and the fall into one of the two steady 
states. A potential perturbation factor is the organizational collaboration style. Too much 
collaboration can disturb the performance of each agent and consequently, the whole 
system is affected. On the other hand, too little collaboration destroys the advantage of 




acting organized and leads to paralysis. Other sources of perturbation are the tendency to 
be tied to the past and cultural idiosyncrasy, or by contrary, to lose the link with the past. 
In one case, the change becomes impossible. In the other case, the benefits from previous 
experiences are not capitalized on. The equilibrium point is called regeneration. In such 
an unstable state, mutation can occur. Therefore the inherited characteristics that give a 
competitive advantage in a certain scenario can be perpetuated, and new variations are 
can be introduced. If too little variation exists, natural selection fails. This regeneration 
permits complex adaptive systems to change over time following a Darwinian pattern. 
Natural selection is an effective, but not generally efficient way to evolve because 
many errors are committed during this blind process (Brown & Eisenhardt, 1998). The 
process requires some amount of mutation to avoid the sudden convergence on 
suboptimal characteristics. Some of the characteristics lost in the past can be reintroduced 
and can become useful in the new scenario . 
4. The Strategic Planning Issue 
Traditional approaches to strategic planning emphasize picking a unique strategy 
according to the competitive advantages of each organization. Porter's five-force 
approach (Porter, 1980) assumes that there exists some degree of accuracy in the 
prediction of which industries and which strategic positions are viable and for how long. 
In a high-velocity scenario, the assumption of a stable environment is too restrictive. 
Customers, providers, competitors, and potential competitors, as well as substitute 
products are evolving faster than expected. The introduction of new information physical 
technology tools, the Internet and the globalization of the markets are contributing to this 
phenomenon, and nothing seems to reverse the process. The failure of long-term strategic 
planning is not a failure of management, it is the normal outcome in a complex and 
unpredictable environment. A growing number of consultants and academics (S.antosus, 
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1998), (Brown & Eisenhardt, 1998) are looking at complexity theory, to help decision-
makers improve the way they lead organizations. 
How useful could a map of a territory whose topography is constantly changing 
be? In fast changing environments, survival requires a refined ability to sense the external 
variables. Traditional approaches rely on strategic planning and vision. However, for 
unstable planning environments, these approaches would not be effective because it is 
impossible to predict the scenario's evolution in terms of markets, technologies, 
customer's needs, etc. Organizations relying only on one vision supported by a tight 
planning, may not pay enough attention to the future. Consequently, nearly blind, they 
have little foresight. A certain amount of inertia and commitment to the plans is required 
to prevent erratic changes caused by reaction diverse variables. 
If the available time is shrinking, a different approach is required. The present 
technological situation can be described as a fast succession of short-term niches. The 
ability to change and adapt to those niches is the key to success for surviving in such a 
variable environment. In a systemic approach, the General Systems Theory reveals thaf 
organizations are systems whose viability depends on basic behaviors (von Bertalanfy, 
1976). The key elements of this theory are as follows: 
• Ability to sense changes in the environment. This is the most primitive form 
of intelligence. If it is not present, the probabilities of survival are minimal. 
• Ability to adapt to a new environment modifying the internal structure and 
behavior. The system tries to regulate itself to survive the crisis in hostile 
scenarios, or to take advantage of the opportunities in favorable ones. 
• Ability to learn from the past, anticipating the auto-regulation behaviors and 
structure before the environment changes. This ability requires intelligence to 
infer conclusions from the past and apply them to the present. 
• Ability to introduce changes in the environment, making it more favorable to 
the system's needs. In this case, the system has developed the technology 
163 
(know how and tools) to exert power over the environment. Here the word 
technology is used in the organizational theory view of the word. 
Any mechanical or computing system has some or all of these abilities. These 
same abilities could be found in any form of life. The more developed the system is, the 
more of the above characteristics it has. Darwin's Evolution Theory validates this line of 
reasoning. Natural selection, acting on inherited genetic variation through successive 
generations over time is the form of evolution. Variation is the way biological systems 
probe the environment by presenting many alternatives, some of them ending in failure 
but a few very successful. This process is an inefficient but very effective and robust way 
of improvement. 
Experiments can provide a certain amount of knowledge about the future. In some 
sense, probes are mutations on a small scale that can cause only small losses. The 
experiments' results give insights to discover new options to compete in the future and 
stimulate creative thinking. The research investment pays dividends when a new way of 
competing is discovered, altering the status quo's rules. When the changes in the 
environment occur too fast, the variables become more difficult to sense. It is possible 
that a sensor was not able to react in time to record the change and transmit the alert. In 
this case, the system starts to lose information threatening its own viability. When the 
changes in the environment are too drastic, even if the sensor organs detect the change, 
the inference organs may not be able to determine an effective course of action because 
they do not have previous experience to base a decision upon, or because the decision-
making process requires more time. This situation also threats the viability of the system 
in the long run. The effects of drastic variations and high rate of change over systems can 
be visualized with simple experiments: a) increasing the speed of transmission in a 
communication channel beyond some limit will provoke the loss of information, b) 
modifying the pH in the soil beyond a certain limit can cause the death of a plant. The 
same syndrome can be recognized in any type of organization. It is possible to employ a 
new strategy. "Competing on the Edge" is a theory which defines strategy as the creation 
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of a relentless flow of competitive advantages that, taken together, form a semi-coherent 
strategic direction (Brown & Eisenhardt, 1998). The key driver for superior performance 
is the ability to change, constantly reinventing the organization over time. This factor of 
success can be applied to software engineering as well as to other decision problems with 
similar characteristics (see Section.G.5). 
If the environment 1s moving, like in surfing, the best way to remain m 
equilibrium is by being in rhythm. Successful corporations, such as Intel or Microsoft are 
in perpetual movement, launching new products with a certain rhythm. Intel is faithful to 
its founder's (Moore) law: the power of the microprocessors double every eighteen 
months. Microsoft has a proportional pace on the software sector. The challenges 
imposed by hyper-competition create similar characteristics software engineering 
developments. So, if the rules of engagement prove effective for one discipline, they 
could prove useful in the other. 
5. Application in Software Engineering 
Chaos in software development comes from various sources: the intrinsic variable 
nature of requirements, the changes introduced by new technologies, the dynamics of the 
software process, and the complex nature of human interaction. These conditions are 
sufficient for the development of complex adaptive systems where the agents are software 
developers or parallel collaborative projects. Software development scenarios usually 
have high equivocality, high environmental complexity and high uncertainty. The 
suggested organizational structure to deal with such scenarios (Burton & Obel, 1998) 
should have low formalization and organizational complexity, centralization inverse to 
the environmental complexity, and a rich and abundant information exchange. The 
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recommended organization should be ad hoc or matrix, with coordination by integrator or 
group meeting. This organizational style is difficult to achieve when the organizations are 
large. 
A clear solution can be recognized at Microsoft (Cusumano, 1997): parallel 
developments by small teams with continuous synchronization and periodical 
stabilization, software evolution processes where the product acquires new features in 
increments as the project proceeds rather than at the end of a project, and testing 
conducted in parallel as part of the evolution process. Cusumano observed that small 
development teams were more productive because: fewer people on a team have better 
communication and consistency of ideas than large teams, and in research, engineering 
and intellectual work, individual productivity varies greatly. Software development 
requires teamwork. So it is necessary to understand the dynamics of organizations as 
artificial social entities that exist to achieve a specific purpose, in this case to develop 
software. Such organizations are composed of individuals who accomplish diverse 
desegregate activities that require coordination and consequently information exchange. 
In order to apply Microsoft's approach three factors should be resolved. First, 
automated risk assessment is required (the topic of this research). Second, each 
evolutionary software process should have a maximum evolution speed. If the evolutions 
occur too fast, without a period of relaxation, it is certain that the process will fall into 
chaos (see Chapter VII, Section B). On the other hand if the speed is too slow, then the 
productivity could decline. The correct rhythm for software processes has not been 
researched and remains in the hands of the project manager. Third, software processes 
should be focused on flexibility and extensibility rather than on zero defects. This 
assertion sounds alarming. However, it is necessary to prioritize the speed of the 
development over zero defects. Extending the development in order to reach the highest 
quality could result in a late delivery of the product, when the opportunity niche has 
disappeared. This paradigm shift is imposed by the hyper-competition. 
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A shift from the traditional long-term development organizations is required. 
Virtual teams created as temporary dynamic project-oriented structures, with a 
composition of skills matching the objectives exactly could improve the current 
performances. Such virtual organizations are not exposed to bureaucratic loads and need 
not absorb the cost of permanent staff (Senegupta & Jones, I 999). Larger developments 
could be achieved by parallel projects loosely coupled sharing a common architecture, 
such as CORBA or DCOM. This paradigm enables the possibility of managing large 
developing organizations as if they were small. In such scenarios, the benefits of complex 
adaptive systems will occur at two levels: at the micro level, inside each small project, the 
agents are individuals; and second, at the macro level where the agents are the small 
parallel projects. 
Recently Beck introduced a methodology based on chaos called Extreme 
Programming (XP). Extreme Programming (XP) is a lightweight methodology for small-
to-medium-sized software development teams (two to ten programmers), that is specially 
suited for projects with vague or rapidly changing requirements (Beck, 1999). The 
method promises to reduce the project risk, improve responsiveness to business changes, 
and improve productivity throughout the life cycle. XP requires tools to automate testing 
and integrate buildups in a fraction of a workday. 
XP proposes that the classic rule "the cost to fix a problem in a piece of software 
rises exponentially over time" is obsolete. There are two reasons for that. The first reason 
is related to the chaos theory. In a rapidly changing environment the traditional way of 
planning may result inadequate. Therefore, it could be more economic to deliver the 
product sooner even if some corrections must be done later. The traditional alternative of 
delivering the full functionality requires more time, hence when the product is delivered 
the environment could have changed, making the product obsolete. This controversial 
position is supported by (Beck, 1999). 
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XP practitioners present a second reason to contradict the rule, which comes from 
the technical field. Object-oriented programming (OOP) and object-oriented design 
(OOD) enable a quicker and cheaper modification of code. Instead of being careful to 
make big decisions early and little decisions later, it is possible to approach the problem 
making decisions quickly relying on automated tools to improve the design. This 
argument has two weaknesses: 
• It is true that OOP-OOD facilitate maintenance. However, choosing the wrong 
architecture could lead to a disaster. So, it is not true that all the decisions can be 
quickly done. 
• The approach requires the use of an object-oriented database (OODB). Without 
OODB any modification in the model classes imposes changes at the layer of 
classes dealing with persistence. 
XP practitioners claim that software development processes fail to deliver value 
because of lack of flexibility. The following list presents the problems that characterize 
the present state of the art techniques, and the way XP addresses them. 
• Schedule slips. XP proposes to reduce the length of the release to a few months at 
most. Each release is focused only on a subset of high priority requirements. Each 
release is composed of a succession of evolutionary cycles from one-to-four-
week length. 
• Project cancellation. XP tries to avoid project cancellation by narrowing each 
release to the smallest set of requirements that makes the most business sense. 
• Costly maintenance. XP does not provide explicit solutions to this problem. It 
relies on the use of project databases and tools. 
• Defect rate. XP proposes to reduce the defect rate by intensive testing and 
inspections. Testing is conducted by developers and customers. Developers write 
test scripts for each function. Customers write test scripts for each feature. XP 
requires a testing tool capable of executing the scripts. XP uses intensive code 
inspections by imposing the unusual practice of working in pairs at each 
workstation. 
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• Business misunderstandings. To avoid the communication problem between 
customers and engineers, XP proposes the incorporation of a group of customers 
in the development team. This requirement imposes a severe constraint because 
the customer usually cannot provide full time delegates. 
• Lack of quick responses to business changes. The reduction of the scope for each 
release provides the responsiveness required. This is a key aspect of the 
methodology, instead of using a traditional long term planning, XP uses a quasi 
chaotic process in which a succession of small releases are delivered reacting to 
the changes of the environment. 
• Staff turnover. Despite the intentions, XP cannot provide a real solution for this 
problem. The recommended actions about estimations made by developers, 
human communication, and work environment are too weak. As in any other 
methodology, staff turnover is a problem that can be mitigated but not resolved. 
Despite being a methodology with limitations m terms of scalability, XP 
introduced important contributions: 
• The recognition of uncertainty as an inherent characteristic of software projects 
• The identification that a software process based on quasi-chaotic behavior is a 
good method to deal with uncertainty. Lots of small inexpensive corrections and 
feedback can produce a better result than the traditional approach. 
6. Conclusion 
Complex adaptive systems appear to be the most attractive way to deal with 
changing environments. Besides some indicators introduced by (Brown & Eisenhardt, 
1998), the academic research is not advanced enough to assert a methodology for 
competition on the edge. Some enterprises like Microsoft and Intel have discovered and 
applied this form of strategy for many years, but little information has permeated. The 
drastic change proposed in the software processes aims to use the benefits of 
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-- programming in the small to programming in the large. Moreover, the quality-driven 
paradigm should be revised, and the objective should be shorter delivery times, flexibility 
and expansibility. 
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III. CONCEPTUAL FRAMEWORK 
This chapter contains the framework to risk identification and risk assessment. 
Causal analysis was used to find the primitive origins of threats in a project, and to find a 
way to identify and to assess risk automatically. From the point of view of software 
engineering, it was necessary to create the methodology to frame the decision-making 
process during the early stages of the life cycle, when changes can be made with less 
impact on the budget and schedule. Field found that the most significant causes of project 
failures are: lack of understanding of user's needs, ill defined scopes, poor management of 
project changes, changes in the chosen technology, changes in the business needs, 
unrealistic deadlines, user's resistance, loss of sponsorship, lack of personnel skills, and 
poor management (Field, 1997). 
Risk management can be divided into three activities: risk identification, risk 
assessment and risk resolution. Risk identification is the set of techniques designed to 
alert and identity possible threats. Risk assessment is the quantitative analysis of the 
probabilities and impacts of the identified threats. Risk resolution is the application of 
both resources and effort to avoid, transfer, prevent, mitigate or assume the risks. This 
third activity, risk resolution, is beyond the scope of this research. 
In order to achieve risk management, an organization requires a minimum level of 
maturity that can be associated with CMM level 2. SEI followers said that "many 
organizations are unable to manage risks effectively for any of the three following 
reasons: a risk-averse culture; an inadequate management infrastructure to support 
effective risk management; or the lack of a systematic and repeatable method to identify, 
analyze, and plan risk mitigation" (Carr, 1997). If an organization is not able to collect 
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metrics, any attempt to formally identify and assess risks is impossible. Project managers 
require critical information to make timely and prudent decisions. It is not surprising that 
increased complexity can decrease a project manager's ability to identify and manage 
risk. 
In this research vision, software risks could be controlled if the problems of how 
to administrate uncertainty, complexity and resources were solved. Transforming the 
unstructured problem of risk assessment leads to a formal method able to be translated 
into an algorithm. In order to structure the problem, project risk was analyzed and 
decomposed into simpler parts. Using causal analysis three major risk contributors were 
identified: resource risk, process risk, and product risk. Each of these factors introduces 
risks individually and due to their interactions. 
Resource risk is affected by organizational, operational, managerial and 
contractual parameters, such as outsourcing, personnel, time and budget among other 
resources. The literature is abundant in this area (Hall, 1997), (Karolak, 1996), (Grey, 
1995). Various approaches use subjective techniques, like guidelines and checklists (SEI, 
1996), (Hall, 1997), (Karolak, 1995), which when even supported by metrics, require 
experts' opinions. 
Engineering development work procedures, such as software development, 
planning, quality assurance, and configuration management cause process risk. The more 
complex a process is, the more difficult it is to manage, and the more education, 
standards, reviews, and communication are required. Consequently, complexity grows. 
The software process complexity has been partially covered by research in terms of 
subjective assessments about maturity levels and expertise (SEI, 1996), (Hall, 1998), 
(Humphrey, 1989). However, a more precise and objective method is required. Several 
approaches to study process complexity have been introduced in the field of systems 
,,,-... management. Nissen introduced a method that measures the complexity of processes 
based on the characteristics of the graph that model the process (Nissen, 1998). Abdel-
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Hamid introduced a method based on simulation to study the process dynamics (Abdel-
Hamid, 1989 and 1991). 
Finally, product risk is related to the final characteristics of the product, its 
complexity, its conformance with specifications and requirements, its reliability and 
customer satisfaction. The product introduces its own threats terms of quantitative and 
qualitative attributes. Two basic product-risk factors: requirement volatility, and 
complexity were identified. Requirement volatility refers to the speed of changes in the 
requirements. This measure shows the difficulty of the requirement elucidation process.18 
High volatility is characteristic at the beginning, when the problem is ill defined. The 
requirement volatility can be measured from the requirements baseline. 
The concept of complexity used in this dissertation emphasizes the relational 
notion of complexity. In general the complexity of an object is a function of the 
relationships among the components of the object. In an early vision of a modem object 
oriented paradigm, (Myers, 1976) introduced three valuable concepts to measure 
complexity: 
• Independence: The independence of each component can reduce the 
complexity of the system if the components are a partition of the system. So, 
there is maximum cohesion and minimum coupling. 
• Hierarchy: Hierarchical structures allow the stratification of the system in 
different layers of abstraction. 
• Explicit communication: The components should communicate with explicit 
protocols avoiding any hidden side effects. 
The concept of functional complexity, commonly used in software, refers to the relational 
but also to a rational notion related to cognitive difficulty. The computation of the 
relational complexity during early phases can be done from formal specifications, as 
discussed in Chapter V. 
18 This is the same definition used in ViteProject (Chapter II, Section F. I). 
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The analysis showed a dependency between these classes of risk. Dependencies 
between process, resources, and product constitute an equivalence relation (Fig. 3.1) 
because the symmetric, transitive and reflexive properties apply. Moreover, the three 
classes are one equivalence class in the relation. The strong dependency between the 
three concepts reflects the vision that resources, process and product are different facets 
of the same entity: the project. 
The process provides the description of its environment and the theoretical 
requirements to execute it. The resources represent the actual allowances in personnel, 
tools, budget and schedule. Consequently, the process and the resources introduce threats 
due to the mismatches between the process's characteristics ( complexity, technology 





Figure 3.1: The Equivalence Relation 
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The interaction between the process and the resources defines the organizational 
fit. lfthere is a perfect match between the process and the resources, it is expected that the 
efficiency of the project will reach its maximum (Fig. 3.1). By contrast, if mismatches 
between the process and the resources exist, then it is expected that the efficiency will 
decrease. This observation has been proved in previous research (Burton & Obel, 1998). 
The product introduces threats as consequence of its complexity and its 
requirements volatility (Fig. 3.1). The correlation between complexity and size has been 
showed by (Albrecht, 1979 and 1983). More size implies more time, effort, cost and 
defects (Boehm, 1981). Changes in requirements are inevitable. They express the 
difficulty in requirements elucidation. A change is not directly related to an increase in 
the complexity. It can .also reduce the complexity. For that reason complexity and 
requirements volatility are independent metrics that explain different aspects of the 
product. 
The decomposition created by causal analysis (Fig. 3.2) revealed a method to 
identify risks by comparing the degree of mismatching between the product and process 
characteristics, against the resource constraints. Causal analysis also revealed candidate 
indicators to be used in the estimation model. Chapter V will introduce three groups of 
metrics: for requirements, for efficiency, and for complexity. These three groups of 
metrics correspond to the three risk factors identified by causal analysis. 
Figure 3.2 presents the fish diagram representing the cause-effect relationships in 
the risk framework. The rectangles represent the concepts discovered and interrelated by 
cause-effect arrows. The shadowed rectangles represent the areas covered by this 
dissertation. The uncovered ones represent opportunities for future research. Ovals 
represent the metrics associated with the concepts. The project manager as the decision- ,---..__ 
maker must decide between different alternatives each of them with different associated 
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risks. To deal with risk, the decision-maker should consider also various external 
constraints like the time frame, the cost frame, the expected return of investment, the cost 
of failure, and his decision preferences. 
The project risk is caused by two components: the fit, which is measured in terms 
of efficiency; and the product, which depends on its requirements and functionality 
measured in terms of requirements volatility and complexity respectively. Note that the 
project risk has two associated metrics: time and probability of success. The probability 
of success is a function of time. Conversely, given a certain amount of time, one can 
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Figure 3.2: Causal Analysis Fishbone Diagram 
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The framework previously discussed is original and independent of other 
research. It has been validated by comparing the main concepts, discovered using causal 
analysis, to the main lines of research available in the literature (SEI, 1996), (Hall, 1997), 
(Charette, 1997), (Boehm, 1989), (Jones, 1994), and (Karolak, 1996). Figure 3.3 
summarizes the comparison between the author's approach and the references. The details 
of these approaches have been presented in Chapter II. 
yes yes yes yes yes yes yes 
yes yes yes yes yes no indirectly 
yes yes yes yes yes yes yes 
yes no no no no no subjective 
yes no no no no no almost 
Figure 3.3: Comparison between the Different Risk Methodologies 
The main difference of this approach is the emphasis on using formal models and 
probabilities rather than subjective assessments. 
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IV. RESEARCH DESIGN 
A. INTRODUCTION 
The problem of productivity is partially solved. The industry has tools that 
improve software development productivity. New efforts in this vein are not the solution 
for the software crisis because the problem in the author's opinion is focused on 
organizational and human communication issues. Software development is still a human 
dependent activity requiring vast human communication, and without appropriate 
managerial decision support tools, software engineering will remain in its present state. A 
better understanding of the knowledge about the internal phenomenology of the software 
life cycle is required to improve software development because it is in the human aspects 
of the software process where the bottleneck is located now. Without such knowledge, 
risk assessment is almost impossible. 
As outlined in the introduction, this research focuses primarily upon risk 
assessment for software engineering. More precisely, it addresses the issue of human 
dependency in risk assessment of the evolutionary software processes incorporating an 
automated risk assessment method. Despite the improvements achieved in software 
processes, software reuse and automated tools, risk assessment for software projects 
remained an unstructured problem dependent on human expertise. This research 
transforms risk assessment into a structured problem using indicators measured in the 
early phases of the project. 
B. PRIMARY RESEARCH QUESTION 
The primary research question is: What are the early automatically collectable 
measures from the software process that describe project risk? The risk of the project is 
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related to its probability of success. That is the probability of reaching the objective with 
the assigned resources in the allocated time. The main point in the question is the 
discovery of a set of good indicators for risk. These indicators should be recognized 
during the early phases of the process in order to provide early alert. To answer the 
research question the following activities were required: 
1. Review the literature about software evolution. This study helped the 
author understand the scope and limitations of evolutionary software 
processes, and it helped to define and narrow the problem. 
2. Review the literature about risk management from the operational research 
point of view. This study provided a theoretical background to produce a 
mathematical model. 
3. Review the literature about risk management in the field of software 
engineering. This study showed two well-defined groups of researchers. 
The first group follows a less rigorous and human dependant approach 
starting from the beginning of the project. The second group, which 
corresponds to the software reliability field, follows a rigorous approach 
post mortem. This second approach provided insights in how to link the 
operational research methods with the software engineering approaches. 
4. Employ causal analysis to find a set of candidate indicators for risk. The 
set of candidate indicators was compared to notorious frameworks for risk 
to check their consistency (see Fig. 3.3). It was found that requirement 
volatility, organizational efficiency, and product complexity were 
promising indicators. 
5. Review the software economics research, especially COCOMO and 
Putnam's models. This study showed that the estimation models available 
today have some limitations when applied to evolutionary software 
processes (see Chapter II, Section D). 
6. Conduct experiments to prove the correlation between complexity and size 
by using the available baselines of projects created by the evolutionary 
software process, specifically using CAPS and PSDL. 
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C. SECOND RESEARCH QUESTION 
The second research question is: How can these measures be related in order to 
assess project risk? Answering this question implies the formalization of a model and its 
calibration and validation in three ways: a) internal consistency proved by mathematics 
and statistics; b) black box validation by comparing its outputs in duration and effort with 
other available models; and c) black box validation against a set of observations. To 
achieve this last goal a large set of well-measured software projects is required. This set 
has not been found yet. A second and more promising alternative was to simulate a set of 
projects. ViteProject was chosen as the simulation tool for the following reasons: 
• Availability 
• Possibility of customizing and controlling parameters 
• Inclusion of communications and exceptions in the model 
• Given that the proposed model uses parameters collected during the early phases 
and given that ViteProject requires a complete breakdown structure of the project, 
which can be done only in the late phases, a considerable time gap between the 
two measurements exists. Such a time gap is less than conducting a post-mortem 
analysis, but is sufficient for calibration and validation purposes. 
Due to its generic design, ViteProject had to be configured for the specific 
domain. To solve this problem, it was necessary to review organizational theory and use 
an expert system (Organizational Consultant) to obtain the correct parameters (see 
Appendix A). 
D. VALIDATION 
According to Cook, Stanley and Campbell, the experiments conducted in this 
research are true experiments (Cook & Campbell, 1976). The use of true experiments 
facilitated the validation process because the random sampling minimized the occurrence 
of the confounding factors so common in quasi-experiments. The typical obstacles in the 
use of true experiments (Cook & Campbell, 1976) were resolved as follows: 
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• Lack of randomness in the sampling process. This issue was controlled by the 
use of random algorithms in ViteProject. 
• Faulty randomization procedures. This issue was addressed relying on the 
validation ofViteProject (see Chapter II, Section E). 
• Sampling variability. This issue was addressed by using large samples 
according to the Central Limit Theorem (Devore, 1995). 
• Treatment-related refusals from individuals to participate in the experiment. 
This problem is common in social sciences, but does not affect this research. 
• Treatment-related attrition from experiment. As the previous point, this 
problem was avoided by the use of simulations. 
• Heterogeneity in the extent of treatment implementation. The use of 
algorithms guaranteed the same treatment for all the experiments . . 
• Confounding factors in the control group. Simulations controlled this 
problem. 
• Treatment contamination. Simulations controlled this problem. 
• Confounding factors due to responses from individuals. This problem did not 
exist because of the use of simulations. 
Cook and Campbell introduced an enhancement to the previous work of Campbell 
and Stanley (Cook & Campbell, 1976). This new scheme is based on four types of 
validity: 
• Internal Validity. This refers to conclusions that one can draw about whether a 
demonstrated statistical relationship implies cause. It is a deductive process in 
which the investigator needs to think whether or not all the confounding 
factors can be ruled out. One of the threats to the internal validity is the lack of 
control over the samples and the selection of the samples. The iriternal 
randomization and controllable parameters in the simulation are the key 
factors that contributed to validate internally the models. In the case of this 
research the internal validity is maximized by the use of true experiments 
(Cook & Campbell, pp. 230). 
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• Statistical Validity. This refers to conclusions that one can draw based on 
statistical evidence. This research used extensive statistical evidence to assess 
the validity of experiments. Chapters V, VI, and Appendix D, present the 
statistical evidence. 
• External Validity. This refers to the validity with which a causal relationship 
can be generalized across persons, settings, and times. This process requires 
random sampling, heterogeneous groups, or modal samples (Cook & 
Campbell, 1976). In the case of this research the techniques employed were 
random sampling, heterogeneous groups, and modal sampling.19 Random 
sampling is the most powerful method for external validation (Cook & 
Campbell, 1976 p 237). Random sampling enabled to obtain representative 
samples. This could be done because the internal randomization of the 
simulator. The samples observed in our experiments were randomly selected 
by the internal algorithms ofViteProject. We used heterogeneous groups with 
high and low efficiency. 
• Construct Validity. This refers to the possibility that a cause or effect can be 
constructed in terms of more than one construct. Construct validity guarantees 
the ability to generalize cause-effects relationships in the model. The way to 
obtain construct validity is by causal analysis and by using true experiments. 
The main threat to construct validity comes from the investigator's 
subjectivity, for that reason double-blinded experiments are recommended 
(Cook & Campbell, 1976 p 239). The construct validity requires a rigorous 
definition of potential causes and effects. The causality was studied analyzing 
the results of experiments with random sampling. This research relied on 
algorithms and expert systems to assess the value of the different simulation 
parameters. In this way, the role of the investigator was limited to alter three 
inputs and to observe one output. We applied sensitivity analysis to study the 
effects of the diverse components in the models and their interaction. 
l 9 Modal sampling refers to customizing the samples according to a particular area of study, in this case 
software development. 
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The validation process for this research is based on the integration of several 
experiments and software systems as shown in Fig. 4.1. The dotted areas show different 
validated components of this research. These components were linked together by 
overlapping validations. 
• The component number 1 corresponds to the conversion from PSDL code to 
the complexity measure LGC. This process was conducted using experiments, 
and was statistically validated (see Chapter V, Section A.3). The use of true 
experiments and algorithms satisfies the internal, external and construct 
criteria (see Fig. 5.3). 
• The component number 2 corresponds to the conversion from LCG to Ada 
LOC. The validation process is similar to above (see Fig. 5.4). 
• The component number 3 corresponds to the conversion from size to time. The 
validation was conducted by comparing it to the COCOMO and Putnam 
models (see Chapter V, Section C and Fig 5.6). 
• The component number 4 corresponds to OrgCon. The validation process of 
OrgCon was external to this research. The description of the validation 
process is presented in Chapter II, Section E. Orgcon was used to assess three 
parameters of ViteProject: centralization, formalization, and matrix strength, 
according to the characteristics of a typical software organization (CMM 2 or 
3). The values for these parameters remained constant for all the experiments. 
The use of an expert system, instead of a subjective estimation, provided a 
formal way to assess these parameters. 
• The component number 5 corresponds to ViteProject. This validation is also 
external to this research. The description of the validation process is presented 
in Chapter II, Section F. 
In a macro view, this system has three variable inputs (represented by shaded 
rectangles), and one output (Vite Simulated Time). The shaded rectangles represent the 
three risk factors: complexity, efficiency, and requirements volatility. These risk factors 
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were derived from casual analysis (see Chapter III). The metrics related to these risk 
factors are presented in Chapter V. Let's describe how these risk factors influence the 
parameters for ViteProject.20 
• Complexity. The complexity level is directly reflected on the parameter 
solution complexity. This parameter has a discrete range of values (low, 
medium, and high). Complexity also affects indirectly the parameter FTE 
(effort). This is a real-value parameter. To avoid subjective assessments of the 
effort, the FTE parameter was calculated using the conversion PSDL-time. 
This conversion is a three-step process. First PSDL was converted into LGC 
(component 1 Fig 4.1). Then LGC was converted into LOC (component 2 Fig. 
4.1 ). Finally, LOC were converted into time ( component 3 Fig. 4.1 ). 
• Efficiency. The efficiency level has a direct impact on the parameters team 
experience, application experience, and skill levels. The possible values for 
these parameters are discrete (low, medium, high). 
• Requirements Volatility. Requirements volatility affects the parameters 
uncertainty and requirement complexity. The possible values for these 
parameters are discrete (low, medium, high). Note that requirements volatility 
measures the difficulty in elucidating the requirements. 
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Figure 4.1: The Validation Process 
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In conclusion, the validation strategy for this research follows the precepts 
described in (Cook & Campbell, 1976) and (Thomsen et al., 1999). 
• Representational Validity: The accuracy in representing reality, in this case 
software development projects, was proved by comparing this framework to 
other research (SEI, 1996), (Hall, 1997), (Charette, 1997), (Boehm, 1989), 
(Jones, 1994), and (Karolak, 1996) (see Fig. 3.3). 
• Internal Validity: The subjectivity introduced by the investigator was 
controlled by the use of true experiments. The randomness and automatism of 
the procedures of collecting data impedes the introduction of any subjectivity. 
• Construct Validity: The use of true experiments, random samples, and 
controlled simulations assures the construct validity. 
• Statistical Validity: This is the main validation method applied m this 
research. Chapter VI and Appendix D contain the statistical analysis. 
• External Validity: External validity was assured by the use random sampling, 
heterogeneous groups, and modal samples. External validity was also tested 
by comparing the results with other available estimation models. 
• Reproducibility: This form of validation refers to the possibility of 
reproducing the observed results for different humans. The use of automated 
methods to collect metrics and software simulations assures that the 
experiments of this dissertation are reproducible. 
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E. SUMMARY 
Figure 4.2 shows the components of this dissertation as blocks of a pyramid. The 
arrows show dependencies gluing the blocks. Such dependencies have been validated 
according to Section D. The contributions are represented in bold fonts. The foundation 
for this research was extensive literature research of software engineering, software 
reliability, risk management, organizational theory, chaos theory, and statistics. The heart 
of the research contains three probabilistic models for risk assessment. These models are 
supported by three pillars: 
a) The framework for risk (Chapter III). 
b) The statistical analysis of the results of simulations conducted using 
ViteProject and OrgCon (Chapter VI and Appendix D). 















Figure 4.2: Pyramid of the Research 
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V. DEVELOPMENT OF THE MODEL 
This chapter applies the framework described in Chapter III to develop a model 
for risk identification and risk assessment. Some concepts about software metrics are 
discussed, presenting a small set of metrics in which the model will be based. These 
metrics can be collected from the beginning of the project. This characteristic addresses 
the issue stated by (Fenton & Pflegger, 1997 pp. 447): "Most general models perform 
poorly because they were developed from a post hoc analysis of a particular data set. 
They incorporate the particular characteristics of the data, often including input 
parameters that would have been difficult to assess accurately at the start of the project. 
Thus, the first step in building better models is taking care to include parameters known 
early on." 
A. SOFTWARE METRICS 
This section describes a set of metrics that support the risk identification strategy. 
All the metrics presented here are well formed, in the sense that they present the 
following strengths: 
• Robustness. Capacity of being tolerant to variability of the inputs. 
• Repeatable. Different observers would arrive at the same measurement, regardless 
how many repetitions take place. 
• Simple. Using the least number of parameters sufficient to obtain an accurate 
measurement. 
• Easy to calculate. They do not require complex algorithms or processes. 
• Automatically collected. There is no need for human intervention. 
Metrics are a key factor in the identification of threats. Without metrics, providing 
early alerts of risks is impossible. There are some erroneous perceptions about metrics 
that are necessary to clarify: 
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• Metrics act against the creative process. This is an excuse to avoid the use of 
metrics. Metrics should be collected without the direct intervention of humans. 
The collection process should be transparent to designers. 
• Metrics represent an additional work load. The collection procedure can be 
automated, so the extra workload is not significant. The analysis of the metrics 
requires the attention of the project manager, and this is his or her normal work. 
• The benefits of metrics are unclear. This myth is really irrational. Without 
measures over the process, it is impossible to assess how much effort is required, 
or what risks should be mitigated. 
• People are afraid of metrics. This is true, and it is very common to find some 
resistance to the introduction of a metrics plan. It is important to use the metrics to 
measure the process rather than use them to punish low productivity. 
The minimal set of metrics to support the risk assessment model cover three areas: 
a) for requirements, b) for efficiency, and c) for complexity. These three groups of 
metrics correspond to the three risk factors that were identified by causal analysis, 
described in section 3.1 (see Fig. 3.2). 
1. Metrics for Requirements 
a. Birth-Rate (BR) 
Birth-rate is defined as the percentage of new requirements incorporated in 
each cycle of the evolution process. This metric shows the explosion of new requirements 
as a percentage. 
BR= (NR /TR)* 100 (%) 
where NR = number of new requirements 
TR = total number of requirements = PR + NR 
PR = previous requirements 
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[Eq. 5-1] 
b. Death-Rate (DR) 
Death-rate is defined as the percentage of requirements that are dropped by 
the customer in each cycle of the evolution process. 
DR= (DelR I TR)* 100 (%) [Eq. 5-2] 
where DelR = number of requirements deleted 
TR = total number of requirements (before deletion) = PR + NR 
c. Change-Rate (CR) 
Change-rate is defined as the percentage of requirements changed from the 
. . 
previous version. 
CR= (ModR I TR)* 100 (%) 
where ModR = number of requirements changed 
TR = total number of requirements 
[Eq. 5-3] 
From the point of view of the metrics, a change in a requirement can be viewed as 
a death of the old version and a birth of the new one. This simplification does not imply 
losses of information about the history of the evolution. Requirements volatility expresses 
how difficult the requirement elucidation process is. The requirements volatility is 
obtained by the following formula: 
RV=BR¾+DR¾ [Eq. 5-4] 
For instance if BR= 20% and DR= 10% then RV= 30. 
The traceability of the evolution remams in the hypergraph model. The 
simplification just described enables one to compare the birth-rate and death-rate in a bi-
dimensional plot that shows four regions: stability region, growing region, volatility 
region, and shrinking region (Fig. 5 .1 ). The graph is double logarithmic, so the borders of 
the four regions are in the 10% value. Each of these regions has different risk 
connotations because they present different levels of difficulty in terms of the elucidation 
of requirements. The arrow shows the normal evolution of the project as the time goes 
by. During the early stages, it is normal for projects to be in the growing region. 
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However, if the project continues in this region after many cycles, or returns to this 
region after visiting other regions, a problem has occurred. In the first case, this is an 
indicator that the requirement engineering is not efficient; hence some corrective action 
should be applied. The second case shows evidence of late discovery of some cluster of 
hidden requirements. 
After some cycles, the 
project should be in the volatile region. If 
the project does not evolve through the 
stability region, then there is evidence 
that the requirements engineering activity 
is not being efficient and some corrective 
action is mandatory. It is important to 
analyze the evolution of the stakeholders' 
issues and criticisms. It may also be the 
case that the stakeholders have changed 













Figure 5.1: Evolution of Requirements 
shrinking region, and the requirements engineering is working correctly, there is evidence 
that the customers are cutting down the project. This can be the indicator of a severe cut 
in the budget. Finally, any involution to a previous region should be considered as 
evidence of threats. In such cases a detailed analysis is required to assess the causes of the 
anomaly. This set of metrics can be collected automatically from the hypergraph and can 
give early alerts of threats. 
2. Metrics for Efficiency 
The efficiency of the organization can be measured observing the fit between 
people and their roles in the software process. The skill match between the person and the 
job is required to estimate the speed in processing information and the rate of exceptions, 
which in tum affect the efficiency. The number of people and the turnover affect the 
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efficiency as consequence of productivity losses due to training, learning curves and 
communications. Grady and Caswell at HP identified communications complexity as one 
of the factors that contributes to a decrease in productivity. As the communications graph 
becomes more complex, that is, when it has more nodes (size), or more arcs 
(communication density), the information processing capacity focused on the main task 
decreases. 
Productivity is defined as the rate of output per unit. The concept is used 
especially in measuring capital growth, and assessing the effective use of labor, materials 
and equipment. Usually, in software engineering, productivity is measured in terms of 
lines of code per man month. It is nonsense to use lines of code as a measure for output 
because only a subset of the produced lines of code is really part of the final product. 
Some lines of code are discarded as a consequence of the equivocality in the process; 
hence they do not contribute to the value of the product. The economic meaning of 
productivity refers to the benefit delivered. Producing large, useless software is valueless. 
Fenton and Pfleeger suggest that productivity can be measured in terms of 
function points implemented per man month (Fenton & Pfleeger, 1997). This argument 
has the same drawback as in the case of lines of code. It is a fallacy to assume that 
function points could represent value. Function points express functionality, that is an 
abstract form for size, but in any case the metric was designed to provide information 
about value. Productivity depends on many factors like team structure, experience, and 
tools. 
Fenton and Pfleeger suggest measuring personnel experience by an orthogonal 
classification of five levels (Fenton & Pfleeger, 1997. pp 419). This schema is misleading 
because the assessed experience of the personnel ( even if the best expert did the 
assessment) does not provide information about the real effect of the experience on the 
particular project under study. The fact that a programmer was an expert does not assure 
that the programmer will perform as an expert. There is a second issue about this method. 
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The expenence of the team cannot be easily derived from the experience of each 
individual. Human interrelations, leadership, motivation introduce a huge variability that 
is not considered in Fenton's approach. 
Another factor affecting the productivity consists of tools and methodologies. 
Usually classification schemes are recommended to measure this factor (Fenton & 
Pfleeger, 1997), (COCOMO), (COCOMO II). Again, the measure of the kind of tool and 
how generalized their use is, does not provide information about the net effect on the 
project. 
Research conducted by Brooks and Weinberg showed that team organization and 
dynamics contribute more to productivity than tools and methodologies (Fenton & 
Pfleeger, 1997). Measuring personnel productivity is difficult because as soon as people 
realize that they are being measured, they become resentful and the measured data could 
be misleading. However, a direct measure of the use of time provides objective 
information, is simpler to collect, and does not have the drawbacks and confounding 
effects explained previously. The information can be discretely collected from the 
scheduling mechanism (Harn, 1999£). The simulations showed that there exists an easier 
way to measure the productivity fit by observing the ratio between direct working time 
and idle. The efficiency is a measure of this fit, which is related to two risk factors: the 
resources and the process (see Fig. 3.2). 
3. Metrics for Complexity 
Complexity has a direct impact on quality because the likelihood that a 
component fails is directly related to its complexity. The quality of the product can only 
be determined at the end of the process. Hence, it is important to measure the complexity 
as a predictor (Munson, 1995). Real-time systems present special difficulties in terms of 
requirement engineering. Some requirements are difficult for the user to provide and are 
difficult for the analysts to determine. The best way to discover these hidden 
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requirements is via prototyping. CAPS is a CASE tool specially suited for this task, 
which uses the prototype system description language (PSDL). 
The prototyping process consists of prototype construction and modification 
( evolution) based on evolving requirements and code generation. Both construction and 
modification are exploratory activities with a common target: to satisfy multiple users 
with different and often conflicting points of view. Requirement engineering is a 
consensus-driven activity in which mechanisms for conflict resolution and traceability of 
requirement evolution represent critical success factors. 
The specifications written in PSDL can be analyzed to compute their complexity. 
The PSDL code has the following tokens: types, operators, data streams and constraints. 
Types are declarations of abstract data types required for the system. Operators and data 
streams are the components of a dataflow graph. Finally, constraints represent the real-
time constraints that the system must support. 
Two complexity metrics were defined for PSDL: Fine Granularity Complexity 
Metric (FGC), and Large Granularity Complexity Metric (LGC). The reason to 
compute different metrics is that they indicate two classes of threats. First, being aware of 
operators that are too complex is necessary. High complexity on one operator could be 
caused by poor design, but could be solved by further decomposition. Second, a metric 
that computes the total complexity of the system is required. 
FGC expresses the relational complexity of each operator in the system and is a 
function of the fan-in and fan-out data streams related to the operator. 
FGC = fan-in+ fan-out [Eq. 5-5] 
LGC expresses the relational complexity of the system as a function of the 
number of operators (0), data streams (D), and types (T). 
LGC=O+D+T [Eq. 5-6] 
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In order to take account of all the relational complexity, LGC must be calculated by using 
a flattened hierarchy that contains only leaf nodes. 
To analyze the PSDL code, it was necessary to develop a tool to compute the 
LGC and FGC. In Figure 5.2, LGC is presented under the title of "Complexity" and FGC 
is presented under the title "Fan-In+Fan-Out". 
Figure 5.2: PSDL Complexity Tool 
Figure 5.3 shows the strong correlation between PSDL lines of code and LGC. 
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Figure 5.3: Correlation between PSDL and LGC 
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The comparison between Ada non-comment lines of code of the projects with 
their complexity measured using LGC also shows a strong correlation (R = 0.898). The 
complexity metric correlates better with PSDL than with Ada. The reason for this 
difference is because CAPS automatically generate PSDL. On the other hand, even if 
CAPS generates part of the Ada code, the designer can add and modify the generated 
code, introducing more variability. Figure 5.4 shows the correlation observed for the 
same set of projects. The sample observed shows that each LGC corresponds to 40 non-
comment Ada lines of code. 
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A caveat of this study is that the sample is small and contains only small projects, 
but it includes all the available information at the current time. However, the study 
suggests the possibility of estimating size in terms of complexity with a useful degree of 
accuracy. The experiment was repeated for a large project developed by the Uruguayan 
Navy.21 The use of this project in the research introduced two issues. First, the project 
was not developed using CAPS. Second, the development language was Pascal not Ada. 
The first issue was easy to solve because LGC can be applied to any design that can be 
expressed in terms of operators, data streams, and types. Hence, by counting the number 
of procedures and functions, the invocations of procedures and functions, and types and 
units, it was possible to calculate the LGC. 
The second issue imposed a different approach. Even if Ada and Pascal are third 
generation languages with strong typing and structure, the relationship between 
functional complexity ( expressed in function points) and lines of code is slightly different 
for each language. Capers Jones suggested that each function point corresponds to 71 
lines of code in the case of Ada, or 91 lines of code in the case of Pascal (Jones, 1997). 
However, our observations showed that the relationship between LGC and lines of code 
is almost the same for both languages. Table 5.1 shows the values obtained using real 
projects developed in Ada and Pascal. We suspect that the reason for finding a similar 
value for both languages is the consequence of the differences between LGC and 
Function Points. File management and queries, which are part of the Function Points 
parameters, are not considered in LGC. And in terms of operators, data streams and types 
both languages are quite similar. 
21 The project is a simulator developed for war gaming (SIMTAS) consisting of75,240 lines of code in 
Pascal. 
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B. ESTIMATION METHODS 
Software projects could be considered as experiments whose cost and schedule are 
the output measures. It is well known that software projects tend to overrun costs and 
schedule (this fact has been proved by research and industry (Boehm, 1981), (Putnam, 
1997), (Jones, 1996)). There are two possible ways to interpret the result of the 
experiment. One hypothesis is that this behavior is abnormal and is the consequence of a 
lack of process maturity (SEI/CMM approach). Another hypothesis is that this could be a 
"false-abnormal" behavior, assumed abnormal as a consequence of inappropriate 
measurements. 
To estimate effort and time, the industry has been using three classes of tools that 
can be applied at different moments during the life cycle, each category being more 
precise than the previous one, but arriving later: 
• Very Early Estimations. This category includes very crude approximations made 
during the beginning of the process usually by subjectively comparing previous 
projects. 
• Macro Models. This category includes Basic COCOMO, Putnam, Function 
Points, etc. The estimation is done after completing the requirements phase. 
• Micro Models. This category includes intermediate and detailed COCOMO, and 
Pert/CPM/Gantt techniques. The estimation is made after the design when it is 
possible to have a work-breakdown structure. The project estimate is the 
integration of all module estimates. 
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None of these techniques considers the following characteristics of software 
projects: a) requirements stability, b) personnel stability, and c) time consumed by 
communications, exceptions and noise in the process. All the methods use size as an 
input parameter as some kind of derivation from complexity. In many cases the methods 
to compute such complexities and sizes are questionable. Recently, Stanford University 
(Levitt, 1999) developed a new generation micro-model estimation tool (ViteProject) that 
addresses some of the previous concerns. This tool is useful to control the project, but its 
results arrive too late for early estimation. 
How to create a macro model that considers the above concerns and can be used 
during the early stages of the process is an important question. Probabilities can be 
applied to solve this problem as detailed below. In 1939 the Swedish physicist, Waloddi 
Weibull, introduced a tailed probability distribution to represent the distribution of the 
breaking strength of materials (Devore, 1995).22 Weibull used this distribution to model 
strength of Bofors's steel, fiber strength of Indian cotton, length of syrtoideas, fatigue life 
of steel, statures of adults males, and breadth of beans. The Weibull distribution includes 
the exponential and the Rayleigh as special cases. It has been used to model different 
failure rates: a) decreasing (when the shape parameter a< 1), b) constant (when a= 1 --
the exponential case with A = 1/P--), and c) increasing (when a > 1). Many authors 
(Johnson, 1994), (Devore, 1995) and (Lyu, 1995) advocated the use of this distribution in 
reliability and quality control. Others like Putnam and Norden used it to model software 
life cycles (Putnam, 1997). These previous works cited in Chapter II motivated the 
interest in this distribution. 
In some literature (Devore, 1995) and software (Excel), the distribution function 
is presented with two parameters: a (the shape parameter), and p (the scale parameter that 
22 There is some controversy about who was the first scientist that introduced this distribution. There is a 
previous study of 1933 describing the "laws governing the fineness of powdered coal" that used a similar 
function (Johnson, 1994). Weibull distribution is also known as Weibull-Gnedenko in the Russian 
literature, and as Frechet for an earlier paper presented in Poland in 1927. 
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can compress or elongate the curve in the x axis). However, Weibull in his original work 
mentioned a third parameter, y, to shift the curve to the right. 
A random variable xis said to have a Weibull distribution wit1! parameters a and 
p (with a > 0, P > 0) if the probability distribution function (pdf) and cumulative 
distribution function (cdf) ofx are respectively: 
r 0, x<0 
pdf: f(x; a, P) = i 
l (a/J3°-) xa•t exp(-(x!J3t), x~0 [Eq. 5-7] 
r 0, x<0 
cdf: F(x; a, P) = i 
l 1 - exp(-(x / P) a), x~0 [Eq. 5-8] 
1.0000 __.,,..,-- Weibull 
o.eooo 
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Figure 5.5: Weibull Distribution 
Let's discuss the meaning of each of the variables in the function: 
a) x is the random variable under study. In our context, x can be interpreted as 
development time. 
b) a is a shape parameter. It affects the skew of the function. When a = 1, the 
function reduces to the exponential distribution. The combined effect of a and 
p controls the variability of the pdf. 
c) p is a scale parameter that stretches or compresses the graph in the x direction. 
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d) Note that the functions start at x = 0. A third parameter is required to shift the 
curves to a different starting point. For that reason, a location parameter y was 
introduced, which is a function of the system's complexity. The new functions 
are then: 
r o, x<y 
pdf: f(x; y, a, f3) = i 
l c alf3a) ex -rr-1 exp(-(Cx - r)lf3t), x~y [Eq. 5-9] 
r o, x<y 
cdf: F(x; y, a, f3) = i 
l 1 - exp((-(x - y) / f3) a, x~y [Eq. 5-10] 
C. CONSTRUCTION OF THE MODEL AND SIMULATIONS 
1. Finding the Complexity Metric and Its Conversion to KLOC 
One of the goals of this research was to provide a way to assess the duration of the 
project given some indicators collected during the requirements phase. In such 
conditions, code is not available, so the only possible measurements should come from 
the specification. 
Research on Function Points (FP) (Albrecht 1979, 1983) showed that a clear 
relation between complexity and size in terms of lines of code exists. However, FP is not 
well-suited for real time systems or object-oriented developments. The reason is that 
parameters used in FP are not representative of the complexity in such systems. Chapter 
II discussed this issue in detail. Consequently, it was necessary to look for another way to 
measure complexity. The observed properties on PSDL showed characteristics that could 
be used to find the way to calculate complexity. In order to measure the complexity of a 
module, the count of the fan-in and fan-out is a good estimator. This metric was called 
Fine Granularity Complexity (FGC). In order to find the complexity of the whole system, 
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the count of PSDL operators (bubbles), data streams (arrows), and types is a good 
estimator. This metric was called Large Granularity Complexity (LGC). 
The observations showed a strong linear correlation between the LGC and the size 
of the specification (R2 = 0.9924). More interesting was also finding a strong (but lower, 
R2 = 0.8066) correlation between the LGC and the size of the projects in Ada non-
comment-lines of code. The size of the project in thousands of non-comment lines of 
code can be estimated as: 
KLOC= (40 LGC + 150) I 1000 [Eq. 5-11] 
This equation was derived from the linear regression presented on Fig. 5.4. 
As the complexity grows, the ratio trends to approximately 40 LOC for each unit 
ofLGC. This finding provided us with a method to compute the size of the projects given 
an early measure of their complexity. This conversion is required to compare how close 
this approach is with respect to other methods, such as Putnam's and Boehm's, which 
require size as parameter. 
2. Comparison between Putnam's and Boehm's Estimations 
Before trying to compare this estimation model with the industry's standards 
(Putnam and COCOMO), an experiment was conducted to compare these two methods 
(see Chapter II). The experiment used Basic COCOMO because it is the only model in 
the family that is a macro model. Intermediate and Detailed COCOMO require a micro 
calibration that cannot be made until the design is done, and require subjective inputs. 
The purpose was to analyze early estimations without any subjectivity, so Basic 
COCOMO was the choice. For the comparison Putnam's results were transformed from 
man-years to man-months, and from years to months. 
The experiment consisted of computing Basic COCOMO and Putnam for 
fictitious projects from 10 to 1000 KLOC. Basic COCOMO was computed for organic, 
semi-detached and embedded systems to discriminate between these types of projects. 
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The results showed that in terms of effort, Putnam's method provides an estimation that is 
close to the average between embedded and semidetached basic COCOMO. In terms of 
development time, the models are quite similar, Putnam's being more optimistic. 
3. Search for the Relationship between Complexity (LGC) and 
Development Time 
Having found a complexity metric suited for this research, the next step was to 
find some relationship between the LGC and development time. A simple experiment 
was conducted using the conversion ratio (Eq. 5-10) to obtain the size inputs for the 
sample. The sample points were from 1000 LGC to 30000 LGC, which means sample 
projects from 32 KLOC to almost lMLOC. The average estimation for the development 
time using Basic COCOMO and Putnam was computed for these projects. The sample 
points are plotted with a smoothing thick lines (Fig. 5.6). The logarithmic function (Eq. 
5-12) is plotted as a thick red line. This function has a strong logarithmic correlation (R2 
= 0.9699) with the average of COCOMO and Putnam estimations. 
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Figure 5.6: Correlation between Development Time and Complexity 
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Figure 5.6 shows as dotted lines the ±20% tolerances for COCOMO and 
Putnam.23 
Time (months)= 14 Ln(LGC) - 89 
Time (days)= 22 * (14 Ln(LGC) - 89) 
[Eq. 5-12] 
[Eq. 5-13] 
This equation gives a good estimation for projects between 4,000 and 20,000 
LGC (128 and 640 KLOC of Ada). The estimation seems to be too optimistic for projects 
smaller than 1000 LGC but it is quite good for larger projects. To verify the model we 
used a real project consisting of 1836 LGC developed in 1.5 years by the Uruguayan 
Navy.24 Equation 5-12 predicts 17 months instead of 18. 
4. Search for the Relation between Efficiency and Development Time 
By applying causal analysis, it was found (Chapter III) that the risk of the project 
should depend on three factors: complexity, productivity and volatility of requirements. 
The previous sections concerned a method to compute complexity, as well as an equation 
to estimate the development time (in months), based on complexity (Eq. 5-12). 
Productivity is classified into four categories by time spent at work: 
• Direct. Time spent working and correcting errors on the product. In 
ViteProject terminology, it is the sum of work and rework. 
• Indirect. Time spent in activities supporting the work, such as meetings, 
coordination, information exchanges, etc. In ViteProject terminology, it is 
known as coordination time. 
• Idle. Time spent without work to do, waiting for some input. In ViteProject 
terminology, this is known as waiting time. 
23 Boehm says that BASIC COCOMO can only predict within the ±20% on 25% of the cases (Boehm, 
1981 pp. 495). 
24 SIMTAS a simulator for war gaming with 75,240 lines of code. 
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• Personal. Time spent doing anything except the other categories. ViteProject 
does not compute this category of time. However, it is loosely related to the 
noise parameter of the tool. 
Examining the time distribution of these categories, a remarkable pattern appeared 
differentiating the high efficiency scenarios from the low efficiency ones. This effect was 
independent of the other two variables of the simulation. Hence, this suggested that the 
time distribution could be a good indicator for the efficiency of the organization The ratio 
between work and idle time can be automatically captured from the software evolution 
steps as suggested by (Ham, 1999f). 
Figure 5.7 presents the average distribution times for the simulated scenarios. A 
pattern of time distributions can be clearly observed. Scenarios with low productivity 
have a percentage of idle time greater than 13% of the total development time. The 
following characteristics can be observed from the simulations: 
• Direct work is reduced by 10% when the efficiency is high. 
• Indirect work is reduced by 40% when the efficiency is high. 
• Idle time is reduced by 70% when the efficiency is high. 
2 
0% 20% 40% 60% 80% 100% 
rnDirect 11 Indirect oldie 
Figure 5.7: Patterns of Time Distribution. The bar number 1 
shows the time distribution for a low efficiency 
scenario. The bar number 2 shows the time 
distribution for a high efficiency scenario. 
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Low and high efficiency scenanos can be differentiated by the ratio of the 
percentage of direct time over percentage of idle time, which was called efficiency ratio 
(EF): 
EF = Direct¾ / Idle¾ [Eq. 5-14] 
For high efficiency scenarios 2.0 < EF, and for low efficiency scenarios 0.8 < EF 
< 2.0. The simulations showed that for high efficiency scenarios the development time 
was sensibly shorter than for low efficiency ones. The reasons the ratio EF is related to 
productivity require further study. However, one can conjecture that the reason could be 
the wasted time waiting for other's work. This inefficiency can also be related to: 
• The mismatches between roles and people skills. 
• People turnover, generating noise and productivity losses derived from 
training and learning curves. 
• Number of people, influencing the productivity in two ways. If the number 
of people is less than the roles of the software process, then the 
productivity will be affected because someone's attention and effort will 
be divided into more than one role. On the other hand if the number of 
people exceeds the roles, then the productivity will be affected by 
additional communications. 
5. Configuration of ViteProject for the Simulation25 
To calibrate the values of the parameters described previously, a set of 
simulations with ViteProject was conducted keeping the values of two variables constant 
and changing the third one. This is done to isolate the effects of each variable. For 
efficiency and requirements volatility two values were used: L for low and H for high. 
25 The details about ViteProject are discussed in Chapter II, Section G. 
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The complexity received four different values so that the effect of complexity could be 
observed in detail.26• 
Having three variables and using two possible values for two of them and four 
values for the third one, the universe of scenarios consists of the sixteen ( 4 * 22) scenarios 
showed in Table 5.2. 
Table 5.2: Simulated Scenarios 
The first column contains the name of the scenario expressed as the initials of the 
values of the three input parameters of the model: efficiency (EF), requirements volatility 
(RV), and complexity (CX). The next three columns show the values of the three input 
26 The details about how to express complexity in ViteProject is discussed in Chapter II, Section G.3. 
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parameters. The next four columns show the parameters used in ViteProject to model 
each scenario (Levitt, 2000). The inputs for the simulation are: 
(a) Efficiency. Efficiency is expressed in terms of the following parameters of 
ViteProject: Team Experience, Application Experience, and Skill Levels. 
For the low efficiency scenarios all these three parameters are set to 
"low." For high efficiency scenarios the values of these three parameters 
are set to "high." 
(b) Requirements Volatility. Requirements Volatility is expressed in terms of 
two parameters of ViteProject that express the difficulty in the elucidating 
the requirements: Uncertainty, and Requirement Complexity. The values 
of these two parameters are set to "high" or "low" depending on the 
requirement volatility of each scenario. 
(c) Complexity. The complexity is expressed in two ways. First, by using the 
parameter ofViteProject called Solution Complexity. This parameter is set 
to "low" in the scenarios with low complexity level (L). And it is set to 
"high" for the other complexity levels (H, H2.5, and H5). Second, the 
complexity is expressed in terms of expected time for each activity, as in 
PERT, Gantt, or CPM. The values of expected time for each activity are 
calculated using the estimated time for the project and the work 
breakdown structure. The complexity levels L and H correspond to 781 
LGC. However, applying the value "low" to the parameter Solution 
Complexity, the result is a decrease in the total complexity to 746 LCG. 
The complexity values for scenarios with complexity levels H2.5 and H5 
correspond to the estimated development times for the project considering 
that the time for each activity is increased by a factor 2.5 and 5 
respectively. These values correspond to 1334 LGC and 3230 LGC 
respectively. These four values of LGC are used in all the scenarios (see 
Table 5.3). The differences in the result of the column E(t) obey to the 
changes in the parameters Efficiency and Requirements Volatility. 
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ViteProject parameters of the organization were configured as follows: 
• Formalization: Formalization is the degree of informal communications 
among actors. This parameter was set to "low" to indicate likely informal 
communications. 
• Centralization: Centralization is a qualitative degree of decision making 
and exception handling on lower levels. This parameter was set to "low" to 
indicate that lower levels have decision making power. 
• Matrix Strength: This parameter was set to "high" to indicate that it is non-
departmental work. 
• Team Experience: This parameter was set to "low" or "high" depending on 
the efficiency simulated in each particular scenario. 
The simulation tool was configured to run 30 simulations for each scenario, and --
the organizational parameters were set to match the characteristics of software 
development. Appendix C provides further details about the parameterization of 
ViteProject. These values are the consequence of an analysis achieved with OrgCon 
(Obel & Burton, 1998). The characteristics of a fictive software development 
organization (CMM level 2-3) was introduced in the simulations. The reports of the 
expert system are presented in Appendix A. 
Table 5.3 shows the expected durations and the standard deviations in days for the 
sixteen scenarios simulated. The output of the simulation are the estimated development 
time (E(t) days) and the standard deviation (SD(t) days). The tool also provides the CPM 
estimate of the development time. The column titled LGC shows the complexity measure 
for each scenario measured in LGC. Table 5.2 provides also the estimated duration in 
months and days computed using Eq. 5-13. The samples used in the research cover 
projects from two to 26 months (2.4 years). This range of projects was selected because -------.. 
the rapid changes in technology introduce variations that can distort any possible 
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estimate. For hardware the technology horizon is 18 months (Intel). For software is less 
than two years (Microsoft). 
Table 5.3: Simulation Results 
:B.EJ:l§:i]~~~-\,:~e'1 
HHH5 H H H5 244 18 335 3230 531 
ViteProject provides an estimate very close to the value calculated from Eq. 5-13 
for all the scenarios where the efficiency and the requirements volatility are low. The 
simulation results are more pessimistic when the requirements volatility is high. As 
expected, ViteProject estimates are different from the CPM estimates. The difference is 
due to the communication and exception handling effects. Observe that ViteProject 
provides a more conservative estimate than CPM, except for the scenarios with high 
efficiency. Equation 5-13 is more conservative than the CPM estimate for all the cases. 
The simulation data can be found in Appendix B. To analyze the effect of 
efficiency, the results of the simulations scenarios Lxx were compared against scenarios 
Hxx. To analyze the effect of requirement volatility, the results of the simulations of 
scenarios xLx were compared against scenarios xHx. To analyze the effect of complexity, 
the results of the simulations of the following scenarios were compared: xxL vs xxH, 
xxH2.5, and xxH5. 
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As explained before, ViteProject was configured as an organization at CMM 2-3. 
To verify behavior of the model under other CMM levels, we configured the tool for 
CMM 1 and CMM 5 by changing the organizational parameters according to the 
recommendations of OrgCon (see Appendix B). OrgCon recognized low formalization 
and high centralization for CMM 1, and high formalization and medium centralization for 
CMM 5. The changes in the parameters formalization and centralization made little 
difference in ViteProject. The simulation result shows that there is no statistical 
difference for the development times at different CMM levels. This result was surprising 
because we should expect a better performance at CMM 5. The reason for this result 
could be a limitation on the simulation capability of ViteProject to address characteristics 
of CMM 5. The tool has been used with success at software organizations CMM 2-3 
only. ANOV A at level 0.05 shows that the changes in the organizational design have very 
little impact on the result. Statistically, the samples CMM 2-3 cannot be differentiated 
from the samples CMM 1 or 5. The P-values are higher than 0.05, hence the hypothesis 
of same population cannot be rejected at level 0.05. 
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Sum Average Variance 
2980.8 186.3 30401.12 
3729 233.0625 57892.06 
df MS F P-value F crit 
1 17493.85 0.396267 0.533788 4.17088 
30 44146.59 
31 
Sum Average Variance 
2980.8 186.3 30401.12 
3675 229.6875 48056.6 
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VI. STATISTICAL ANALYSIS OF 
THE OBSERVED RESULTS AND 
DERIVATION OF THE MODELS 
A. SUMMARY OF THE OBSERVED RESULTS 
The simulations conducted showed that the three risk factors observed during the 
causal analysis ( efficiency, requirements volatility, and complexity) have compound 
effects over the three parameters of the Weibull distribution. 
The samples created by simulation were analyzed with Weibull++ Ver 5.0 
(ReliaSoft, 2000), a statistical software package that identifies the distribution that best 
fits the sample. The expected distribution was confirmed. For all the samples, the tool 
identified Weibull with three parameters as the best fit. Appendix D contains the 
statistical analysis of the samples obtained by simulation. 
The shape parameters (a) were close to 2.0, but not exactly 2.0. I expected to 
identify Rayleigh curves, as Norden and Putnam had previously done. The origin of the 
difference was not clear. A preliminary suspicion about the size of the samples was 
discarded. A larger set of samples showed that the values remained close to 2.0 with the 
same standard error. The author contacted Dr. Lawrence Putnam about this issue and this 
was his answer: 
That much variation is not abnormal. In fact, it is pretty normal. We saw 
similar variation and then assumed a value of 2. 0 for implementation 
work Most of the empirical results you get in software research vary a lot 
because the data are almost always noisy. 
Your approach sounds very interesting. I think it is imperative that 
updates to estimates be done all along the time line. I have not tried the 
approach you are taking, but I see no apparent reason it would not work 
and it certainly is worth investigating. 
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As you have probably picked up from the books I sent on, we have based 
an initial estimate on our software equation calibrated to the development 
organization and then bounded the slw equation with appropriate 
management constraints-schedule, staff, money, reliability, etc. Then, 
once the project is underway, we use a dynamic version of the Rayleigh 
equation in several dependent variable dimensions and do curve fitting 
and weighting based on the quality of the fits. This process converges and 
gives pretty good estimates by the time you are one-third of the way into 
the main software construction phase. The estimates continue to get better 
as more and more real data are fed into the process. Our tool that does 
this is SLIM Control. 
One curious thing that we have discovered on a number of real projects 
where the size estimate is poor or quite uncertain and the productivity 
parameter is also poor or uncertain is the fact that as time-based data on 
staffing, defects, function completed so far is fed into the curve fitting 
process the estimate gets better and becomes quite reliable in predicting 
the end point for schedule and the associated cost and reliability. So, this 
is telling us that the ratio of size/productivity parameter is being 
determined quite accurately by the curve fit even though we don't know the 
numerator, or the denominator, or both, very well. This indicates to me 
there is still something in the process that we don't understand very well 
yet-even though the empirical outcome is very usable from an engineering 
viewpoint. 
The simulations showed that the efficiency level seems to have effects over a and 
y. For instance, when the efficiency level is high the mean value of a is 1.95 and it grows 
to 2.5 when the efficiency is low. Variations on complexity or requirements volatility do 
not affect the value of a. This seems to provide evidence that a is associated with the 
efficiency of the project. 
The efficiency also affects the delay parameter y. When the efficiency level was 
high, y is approximately 28% of the time derived from LGC. When the efficiency level 
was low, the value of y is approximately 76% of the time derived from LGC. 
Variations in efficiency, complexity, and requirements volatility all seemed to 
affect J3. For all the cases p was proportional to y (J3 = y/5.5 with some variations 
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depending on the efficiency level and the requirements volatility). For 50% of volatility 
the y/13 ratio decreases to 2.5. For values close to 100% of volatility the y/!3 it is 1.1. When 
the requirements volatility is not a major issue, the value of 5.5 could be a conservative 
estimate. 
The Two-way ANOV A shows that Complexity is the main contributor to 
variation in scenarios with high or low Efficiency. Complexity affects 95% for low 
efficiency scenarios and 97% for high efficiency ones. 
ANOVA (EF = H) 
Source of Variation ss df MS F P-value F crit 
Sample (RV) 17733.20417 1 17733.2 204.9622 9.69E-34 3.881851 
Columns (CX) 1382083.513 3 460694.5 5324.754 1.4E-213 2.64351 
Interaction 7242.279167 3 2414.093 27.90233 1.92E-15 2.64351 
Within 20072.5 232 86.5194 
Total 1427131.496 239 
ex effect 96.84% 
RV effect 1.24% 
Combined effect 0.51% 
Random effect 1.41% 
ANOVA (EF = L} 
Source of Variation ss df MS F P-value F crit 
Sample (RV) 207035.0042 1 207035 372.7349 3.61E-50 3.881851 
Columns (CX) 8810456.713 3 2936819 5287.294 3.2E-213 2.64351 
Interaction 125760.5458 3 41920.18 75.47088 4.22E-34 2.64351 
Within 128864.0333 232 555.4484 
Total 9272116.296 239 
ex effect 95.02% 
RV effect 2.23% 
Combined effect 1.36% 
Random effect 1.39% 
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B. THE MODELS 
This section introduces a set of estimation models with increasing degree of 
accuracy based on: 
• metrics from the three risk factors 
• Weibull cumulative density function [Eq. 6-1] 
• the derivation of the time [Eq 6-2] 
The cdf of Weibull is: 
P(x ~ t) = p = 1 - exp(-(((t -y) I 13)a)) [Eq. 6-1] 
<=:} 1 - p = exp(-(((t - y) I 13t)) 
¢:} ln(l - p) = -(((t - y) I 13t) 
¢:} -ln(l - p) = (((t -y) I 13t) 
<=:} (-ln(l - p)) i1a = (t -y) 113 
<=:} 13 (-ln(l - p)) Ila= t -y 
t = 13 (-ln(l - p)) Ila+ y [Eq. 6-2] 
Eq. 6.2 provides the estimated time for a given probability of success p. Note that 
t and y should be expressed in the same units, 13 is unitless. From the properties of the 
Weibull, we can express the expected value of t in terms of the Gamma function as 
follows: 
E(t) = l3r(l + 1/a) + y [Eq. 6-3] 
The following notation applies to the algorithms that define the models: 
EF: efficiency level as a real derived from Eq. 5-14. 
RV: requirements volatility as percentage derived from Eq. 5-4. 
ex: complexity in LGe (derived from Eq. 5-5). 
y: delay in days (derived from Eq. 5-13). 
All the algorithms can be used to obtain t given EF, RV, ex, and p (the 
probability of finishing at time t or before); or to obtain p given EF, RV, ex, and t (a 
given day in the future). 
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Model 1: This model can be used when the requirements volatility is small. 
Algorithm Model 1: 
II Inputs: EF, LGC, t 
II tis given in days, we assume 22 working days per month 
II Output: p = P(x<=t) 
If (EF > 2.0) then begin 
13 = y I 5.5; 
a=l.95; 




y = 22 * 0.76 * (14 * ln(LGC) - 89); 
end; 
p = 1 - exp(-(((t - y) / 13)a)); I/ P(x<=t) 
Model 2: This model considers the three factors (EF, RV, and CX), but it neglects 
the combined effect ofEF and RV. 
Algorithm Model 2: 
II Inputs: EF, RV, ex, t 
II tis given in days, we assume 22 working days per month 
II Output: p = P(x<=t) 
If (EF > 2.0) then begin 
a= 1.95; 




y = 22 * 0.76 * (14 * ln(LGC) - 89); 
end; 
If (RV> 30) then 13 = y I 5.25 II RV more than 30% 
else 13 = y I 5.9; 
p = 1 - exp(-( ( (t - y) / l3)a)); II P(x<=t) 
Model 3: This model considers the three factors as well as the combined effects of 




II Inputs: EF, RV, CX, t 
II tis given in days, we assume 22 working days per month 
II Output: p = P(x<=t) 
If (EF > 2.0) then begin 
a= 1.95; 
y = 22 * 0.32 * (14 * ln(LGC) - 89); 




y = 22 * 0.85 * (14 * ln(LGC) - 89); 
p = y I ( 5. 4 7 - ( RV - 2 0) * 0. 114) ; 
end; 
p 1 - exp(-(((t - y) I Pla)); II P(x<=t) 
Models 1, 2 and 3 can be used only under the following assumptions: 
ex~ 600LGC 
RV~67% 
These three models were tried against 16 simulated projects obtaining the scatter 
plots of Fig. 6.1, 6.2 and 6.3 respectively. These estimates were calculated using 95% of 
confidence (p = 0.95). Note the errors as vertical segments between the estimated and real 
values. The values ofR and R2 are shown in Table 6.1. 
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Figure 6.1: Scatter Plot of Model 1 
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Figure 6.3: Scatter Plot of Model 3 
The analysis of variance (ANOV A) shows that the samples obtained from the 
simulations and the samples obtained from the estimates using Model 1, 2 or 3 cannot be 
statistically differentiated. I tested the hypothesis Ho: "The samples obtained from the 
simulation and the sample obtained by the model belong to the same population" with a 
= 0.05. The results of the ANOVA analysis are in Appendix D. The P-values much 
greater than a, show that Ho cannot be rejected. The P-value is the smallest level of 
significance at which Ho would be rejected. Once the P-value has been determined, the 
conclusion at any particular level a results from comparing the P-value to a (Devore, 
1995): 
1. P-value::;; a • reject Ho at level a 
2. P-value >a • do not reject Ho at level a 
The P-values found are 0.943641 for model 1, 0.955883 for model 2, and 0.998394 for 
model 3. The accuracy of the estimations can also be observed using the boxplots 
technique (Fig. 6.4). Observe the increasing accuracy in the outliers on the models from 
model 1 (the simplest) to model 3 (the most refined). 
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Figure 6.4: Boxplots of the Estimates from the 
Simulations and the Models 
Another interesting result is that the errors remain in the range of ±15% for all the 
scenarios. This result is interesting if we compare it with the results of COCOMO (±20% 
in the best cases). Barry Boehm in reference to the validation of COCOMO said: "In 
terms of our criterion of being able to estimate within 20% of projects actuals, Basic 
COCO MO accomplishes this with only 25% of the time, Intermadiate COCOMO 68% of 
the time, and Detailed COCOMO 70% of the time" (Boehm, 1981 p. 495). 
The errors seem to be stable. Figure 6.5 shows that the increase in the duration of 
the project has no effect over the percentage of error. The errors of my model seem to be 













Simulated Development Time (days) 











Cl) ... 3 u.. 
2 
1 0 0 
0 
-0.2 -0.1 0 0.1 0.2 More 
Figure 6.6: Error Histogram 
Figure 6.7 shows the histogram ofth~ errors. Even if the majority of the errors are 
in the zero and negative bins, that is the estimations were more conservative than the 
simulations, there are seven cases in which the estimates were short. However, the 
estimation was never wrong in more than 15%. This information should be considered for 
practical project management decisions . 
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The assumptions for models 1, 2 and 3 restrict the use of the models. For that 
reason a fourth model was introduced. Model 4 can be used for any range of complexity 
and requirements volatility. The model uses an adaptation of the general form ofEq. 5-13 
as follows: 
Time (days) = 22 * 14 Ln (LGC)- 89 
Time (days) = 22 * Ln (1 + LGC14 / exp(89)) 
= 22 * Ln (1 + LGC• I exp(b)) [Eq. 6-4] 
The values for the coefficients a and b are affected by the efficiency. The value of 
y is obtained by multiplying Eq. 6-4 by an adjustment due to the requirements volatility. 
The ratios for the observed y at high and low requirements volatility are almost constant 
(1.18) despite the efficiency level. 
That is 
YHIYL = 1.18 
The subscripts 8 and L represent the requirement volatility levels. 
[Eq. 6-5] 
The higher requirements volatility level in the simulations corresponded to RV= 
40%, and the lowest corresponded to RV= 0%. Hence form Eq. 6-5 one can derive the 
adjustments due to requirements volatility used in the algorithm Model 4. 
Model 4: This model can be used for any range of complexity and requirements 
volatility, and considers the three factors, their combined effects, and the following a 
priori assumptions: 
• A project with O LGC will take O days. 
• a, J3, and y > 0. 
• lfRV increases then p(x<=t) decreases. 
• If CX increases then p(x<=t) decreases. 
• If EF increases then p(x<=t) increases. 
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,~ 
Algorithm Model 4: 
// Inputs: EF, RV, CX, t 
//tis given in days, we assume 22 days per month 
// Output: p = P(x<=t) 
If (EF > 2.0) then begin 
a= 1.95; 
y = 22 * ln(l + LGC4 • 5 /exp(28.5))*(1 + 0.0045 * RV); 




y = 22 * ln(l + LGC12 /exp(76))*(1 + 0.0045 * RV); 
13 = (y/5.47); 
end; 
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Figure 6.7: Scatter Plot for Model 4 
Figure 6. 7 shows the scatter plot comparing the simulated times versus the 
estimated times. The correlation coefficient for model 4 is R = 0.998839 (R2 = 0.997679). 
Model 4 is conservative. As Fig. 6.8 shows, most part of the errors are overestimations. 
The errors seem to be stable, Fig. 6.8 shows that the increase in the duration of the project 
has no effect over the percentage of error. 
The percentage of error was calculated as: 
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Figure 6.8: Errors for Model 4 
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Figure 6.9: Histogram of Errors for Model 4 
The negative errors in the histogram (Fig. 6.9) show that the model is 
conservative. The maximum overestimation error was less than 16%, and the maximum 
underestimation was less than 4% 
The hypothesis Ho: "the samples obtained from the simulation and the samples 
from model 4 estimates are from the same population" cannot be rejected with level a = 
0.05. The P-value much greater than a shows that Ho cannot be rejected. 
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t = duration 
ANOVA 











Sum Average Variance 
3225 201.5625 37 409.86 
2981 186.3125 30372.1 
df MS F P-value F crit 
1 1860.5 0.054897 0.816344 4.170886 
30 33890.98 
31 
The analysis of the simulations results revealed that the complexity and the time 
are related by a logarithmic function. This observation confirms our expectations 
discussed in Chapter V, Section C.3 (Eq. 5-13). Figure 6.10 shows the different curves 
for four combinations of efficiency and requirements volatility levels. The graph presents 
also the plot for Eq. 5-13. The early estimates obtained from Eq. 5-13 are relatively close 
to the results for scenarios with low efficiency and low requirements volatility. All the 
curves are of the form: 
y =22*(aLn(x)-b) 
= 22 * Ln (1 + xa / exp(b)) 
where x is the complexity expressed in LGC. 
a, b are coefficients presented in Table 6.2. 
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Figure 6.10: Development Time Based on the Final Complexity for Different 
Combinations of Efficiency and Requirements Volatility 
Table 6.2: Coefficients for Eq. 6.7 
EF = L, RV = 40% 
1§i'ifi11=§i~~l!S911tll!P~· 
EF = H, RV= 40% 6.25 39.5 
Equation 6-7 and Table 6.2 can be applied only when all the requirements are 
frozen and completely specified. As Table 6.3 shows, Eq 6-7 provides very accurate 
estimates but later in time. That is when the requirements are frozen and one can estimate 
with confidence the total complexity of the system. At that moment in time COCOMO 81 
or SLIM can also be applied. 
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Table 6.3: Estimation Errors for Eq. 6-7 
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VII. INTEGRATION TO CAPS 
A. INTEGRATION WITH THE EVOLUTIONARYSOFTW ARE PROCESS 
The evolutionary prototyping software process (Fig. 7.1) is a directed graph with 
two cycles. Initially, the analysts collect a set of issues, which represent the concerns and 
preliminary goals of the customers, and transform them into a more elaborated level of 






















Figure 7.1: The Evolutionary Prototyping Software Process. The 
vertices in the graph are represented by rectangles. The arcs labeled 
with circles represent the edges of the digraph. 
The requirements are transformed into specifications, probably in PSDL, during 
the specification design step. In the module implementation step, the specifications are 
automatically converted into code using an appropriate CASE tool, such as CAPS. The 




program, possibly adding code created by programmers and reusable components. This 
step includes integration testing and debugging. The program is demonstrated to the 
customer in a prototype demo step that has two possible outcomes: a) the customer is not 
satisfied and introduces criticisms, or b) the product matches the needs and expectations 
of the customer. In the first case, the process continues by analyzing the criticisms during 
an issue analysis step that produces new issues closing the external cycle in the graph. In 
the second case, the prototype contains all the required functionality, so a set of 
optimizations is introduced during a product implementation step. The resulting product 
is presented again to the customer during a product demo step closing the internal cycle 
of the graph. 
The proposed improvement consists of the introduction of a new vertex in the 
graph to contain the risk assessment step. A risk assessment step can be automatically 
done after the completion of the specifications. From the specifications, we can derive the 
complexity of the product. This information is used together with personnel and 
organizational information and with metrics ofrequirements collected from the baseline 
to produce the risk assessment. The Relational Hypergraph Model (Ham, 1999f) enables 
the incorporation of this new step in the process. 
The risk assessment step integrates these measures with issues in the issue 
analysis steps (Fig. 7.2). The typical issues produced by the risk assessment step include 
the probability of developing the product by a given target time, or the estimated 
development time given a confidence interval. The project manager can then conduct a 
series of what-if analysis modifying the values of the input parameters. This information 
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The development life cycle can be visualized as a succession of prototyping 
developments with increasing functionality followed by a final optimization that 
produces the system. Each of these phases has the same activity pattern, so its reasonable 
to model the delivery time for each one as a probability distribution from the Weibull 
family, but with different parameters. 
During each phase a certain number of problem events occur. A problem event is 
an effort-consuming situation that introduces a certain amount of functional complexity 
to be solved ( caused by a new requirement, a change in a requirement, or as the 
consequence ofrework), and a certain amount of information exchange. 
We model the occurrence of problem events in each phase as a Poisson 




distribution if the probability mass function is p(x, A)= e·'>..Ax Ix! with x = 0, 1, 2, ... for 
some A > 0. (Devore, 1995). A very important application of the Poisson distribution 
arises in connection with the occurrence of events of a particular type over time. In this 
case the mean (A) would vary over time. So, the entire development life cycle is a non-
homogeneous Poisson process (Fig. 7.3). This assumption has been applied previously by 
(Schneidewind, 1975). We choose this distribution because: 
(a) A certain rate of occurrence of events exists. 
(b) The probability of more than one event occurring in a time interval depends on the 
length of the interval. 
( c) The number of events during one time interval is independent of the number 
received prior to this time interval. 
p phase 1 phase 2 
Vari~nce decreases 
Arrival of new/change~ 
requirements ! 




Figure 7.3: The Development Life Cycle. The shadow represents the non-
homogeneous Poisson process of the problem events. The curves represent the 
Weibull probability distributions for the development time of each phase. 
t 
Figure 7.3 shows the different phases or evolutionary cycles in the software 
process. The requirements volatility tends to stabilize as a consequence of the effort in 
requirement elucidation. The uncertainty in the project tends to decrease because the 
requirement volatility decreases, the complexity to solve decreases, and the efficiency 
increases following learning curves. The variation on requirement volatility and 
efficiency affect the values of the shape parameter (a) and scale parameter (P) on the 
Weibull distribution. Consequently, the variance of the estimation for the duration 
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decreases. Figure 7.3 shows the normal evolution of the process, which is related to the 
normal behavior of the requirements elucidation discussed in Chapter V, Section Al (Fig. 
5.1). 
B. THE RISK ASSESSMENT METHOD 
The following section describes the method to assess the risk in an evolutionary 
software development project. The method requires the ability of collecting metrics from 
the project described in Chapter V. The main difference of this approach is that it is 
designed for software evolution. Current standards as COCOMO 81 cannot be applied in 
evolutionary software processes (Boehm et al, 2000). COCOMO II solves this issue but 
requires an estimation of the size of each evolutionary cycle, and this estimation is not 
easy to provide until late in each cycle. The metrics of my model can be collected since 
very early in the project. The objective measurement for Requirement Volatility requires 
one evolutionary cycle. However, Efficiency and Complexity can be objectively 
measured at the end of the Specification Design Step of the first evolutionary cycle. At 
the first cycle, the project manager can assess the risk introducing a subjective value for 
Requirements Volatility. For the next cycles (2, 3, ... n) the metrics are totally objective. 
Applying the values of complexity measured in LGC, requirements volatility, and 
efficiency, to the algorithms described in Chapter VI Section B, we can obtain the 
parameters a, B, and y for the Weibull distribution. The estimation based on Weibull 
distributions can be applied since the beginning of the project with increasing accuracy as 
the project advances in time. At each evolutionary cycle, the decision-maker can proceed 
in several ways: 
• Introducing a value for the time (t) in days, the decision-maker can apply 
Eq. 6-1 to obtain the cumulative probability for finishing the project at day 
t of before. 
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• Introducing a confidence level (p) expressed as a probability, the decision-
maker can apply Eq. 6-2 to obtain the required amount of time for the 
project. The recommended value for pis 0.95. 
• Keeping track of the requirements volatility metric, the decision-maker 
can detect deviations from the normal evolution of the project. This 
technique is explained in Chapter V, Section A.1 and Fig. 5 .1. 
With this information, the decision-maker can evaluate different alternatives with 
different values of complexity, requirements volatility, or efficiency. Usually the 
decision-maker cannot vary the efficiency because it depends mainly in the people, and 
the improvements in efficiency are not immediate. The development time is mainly 
sensitive to the complexity (see Chapter VI, Section A), hence negotiating the complexity 
for each version is the best way to increase the probability of success of the project. If the 
complexity cannot be reduced, then a larger development time can do the same effect. 
The decision-maker should plot the cumulative distribution function for each alternative 
and compare them using stochastic dominance as discussed in Appendix F. 
The recommended estimation model is Model 4. However, if the requirements 
volatility is less than 68% and the application is larger than 600 LGC, the decision-maker 
can apply Model 3. The decision-maker should be aware that even at 95% of confidence 
the models could estimate short in some cases (see Fig. 6.9). However, the maximum 
underestimation error detected was 4%, and the maximum overestimation was not greater 
that 16% of the duration of the project. 
Later in the development process, when all the requirements have been specified, 
the decision-maker can apply Eq. 6-7 to obtain a very accurate estimate of the duration of 
the project. 
The method provides the decision-maker with formal arguments for: 
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• Negotiating project constraints with the stakeholders. For instance, the 
limitation in complexity will increase the probability of success. 
Alternatively, an extension in time can provide the same effect. 
• Detecting issues that can make the project unfeasible. For instance, if the 
probability of success is very poor, and any of the constraints can be 
released, then it could be reasonable to abort the project before spending 
more money. 
• Controlling the project, its resources, and its performance. 
To explain the use of the method let's use a pair of examples. 
Example 1. Let's suppose a software project with low efficiency, 10% of 
requirements volatility, and a complexity of 2500 LGC. Let's suppose also that the 
project should be done by day 450. By applying Model 3 we obtain the following values 
for the parameters of the Weibull: a = 2.5, p = 58.1, and y = 385. The cumulative 
probability for day 450, that is the probability of finishing by day 450 or before is less 
than 0.75. Achieving the project under this probability could be considered too risky. If 
the project manager can negotiate a reduction in the complexity deliverable by day 450, 
let's say 2000 LGC (20% of reduction), then the parameters for the Weibull change to: a 
= 2.5, p = 49.3, and y = 326. The cumulative distribution for day 450 jumps to 0.99996. 
The following table shows the cumulative probabilities for different points in 
time. The columns titled I .a and l .b refer to the cumulative probabilities before and after 
the reduction in complexity. The same information is presented in Figure 7.4. 
P(x<=t) P(x<=t) 
t 1.a 1.b 
350 0.0000 0.158341 
400 0.0388 0.939298 
450 0.7468 0.999960 
500 0.9964 1.000000 
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Example 2. Let's suppose now that the requirements volatility is 30% and the 
remaining characteristics do not vary. By applying Model 3 we obtain the following 
values for the parameters of the Weibull: a= 2.5, ~ = 88.7, and y = 385. The cumulative 
probability for day 450, that is the probability of finishing by day 450 or before is less 
than 0.4, which is really poor. A reduction in the complexity of the project from 2500 to 
2000 LGC can make this project feasible. Reducing the complexity, the parameters for 
the Weibull change to: a = 2.5, ~ = 75.2, and y = 326. For day 450 the cumulative 
probability is now 0.97. 
The following table shows the cumulative probabilities for different points in 
time. The columns titled 2.a and 2.b refer to the cumulative probabilities before and after 
the reduction in complexity. The same information is presented in Figure 7.5. 
P(x<=t) P(x<=t) 
t 2.a 2.b 
350 0.000000 0.058112 
400 0.013653 0.622084 
450 0.379394 0.970358 
500 0.858450 0.999722 
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Figure 7.5: CDFs for Example 2 
The method provides the stakeholders a clear visualization of the impact of their 
requirements, changes of requirements, and constraints, over the probability of success of 
the project. The model contributes to diminish the gap between the technical and non-
technical stakeholders because the success of the project can be visualized in a very 




This dissertation introduces a formal risk assessment model for software projects 
based on probabilities and metrics automatically collectable early in the project. The 
approach enables a project manager to evaluate the probability of success of the project 
very early in the life cycle. For more than twenty years the estimation standards 
(COCOMO 81, COCOMO II, Putnam) have been characterized by a common limitation: 
the requirements should be frozen in order to make estimations. This model removes this 
important limitation, facing the reality that requirements are inherently variable. 
The problem of risk assessment for projects has been treated as unstmctured. This 
dissertation shows a stmctured method to solve the problem based on metrics 
automatically collected from the project baselines. This contribution impacts the software 
engineering state of the art, as well as risk management in general. These metrics measure 
three risk factors identified in the research: complexity, requirements volatility, and 
efficiency. Each of these metrics is original and constitutes a contribution to the state of 
the art in software metrics. The subjectivity issue characteristic of previous research has 
been addressed and eliminated. Any decision-maker will arrive at the same estimates, 
independently of his or her expertise. 
The model is perfectly suited for any evolutionary software process because it 
follows the same philosophy. The risk assessment and estimations are conducted at each 
evolutionary cycle with increasing knowledge and decreasing variance. The research 
formalizes an improvement in the evolutionary software process, introducing a risk 
assessment step that can be automated. 
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The dissertation suggests that software processes can be improved using more 
flexible organizational designs. This observation based on the research of Perrow, Burton 
and Obel (Burton & Obel, 1998) contradicts the position of the SEI. This controversial 
issue requires future study and remains as a future line of research. The dissertation also· 
shows that the current standard planning techniques, such as Pert, Gantt, and CPM, could 
result in overly optimistic results when they are applied to communication-intensive 
projects like software development. 
Finally, the research is based on simulations and a small set of real projects. It is 
desirable to collect and analyze metrics and completion times of a larger set of real 
software projects to confirm and refine the models. 
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APPENDIX A 
ANALYSIS WITH ORGANIZATIONAL CONSULTANT 
The following reports were produced using Organizational Consultant expert system. The 
first report analyzes a fictive organization "Software Engineering" which represents a 
typical public software development department. The appendix has four reports analyzing 
different CMM levels (2, 3, 1, and 5). The findings for levels 2 and 3 were used in the 
configuration of the simulations. The findings for levels 1 and 5 were used to test the 
impact of the organizational parameters ofViteProject. 
The results of this appendix were used to calibrate the organizational design parameters 
of ViteProject. These parameters are: Centralization, Formalization, and Matrix Strength 
(see Fig. 4.1 in Chapter IV). The validation process is discussed in Chapter IV Section D. 
REPORT SUMMARY - Software Engineering (CMM 2) 
Time: 2: 17:22 PM, 12/29/99 
Scenario: Scenario 1 
INPUT DATA SUMMARY 
The description below summarizes and interprets your answers to the questions about your organization 
and its situation. It states your answers concerning the organization's current configuration, complexity, 
formalization, and centralization. Your responses to the various questions on the contingencies of age, size, 
technology, environment, management style, cultural climate and strategy factors are also given. The 
writeup below summarizes the input data for the analysis. 
- Software Engineering has an adhocracy configuration ( cf 100). 
- Software Engineering has a small number of different jobs ( cf 100). 
- Of the employees at Software Engineering 7 6 to 100 % have an advanced degree or many years of special 
training (cf 100). 
- Software Engineering has 3 to 5 vertical levels separating top management from the bottom level of the 
organization (cf 100). 
- The mean number of vertical levels is 3 to 5 ( cf 100). 
- Software Engineering has 1 or 2 separate geographic locations (cf 100). 
- Software Engineering's average distance of these separate units from the organization's headquarters is of 
no relevance because there is only one site undetermined ( cf 100). 
- An undetermined number of Software Engineering's total workforce is located at these separate units ( cf 
100). 
- Job descriptions are available for none or an undetermined number of employees ( cf 100). 
- Where written job descriptions exist, the employees are supervised an undetermined manner to ensure 
compliance with standards set in the job description (cf 100). 
- The employees are allowed to deviate in an undetermined way from the standards (cf 100). 
- 0 to 20 % non-managerial employees are given written operating instructions or procedures for their job 
(cf 100). 
- The written instructions or procedures given are of no relevance as there are no written instructions or 
they may be undetermined ( cf 100). 
- Supervisors and middle managers are to some extent free from rules, procedures, and policies when they 
make decisions (cf 100). 
- Less than 20 % of all the rules and procedures that exist within the organization are in writing ( cf 100). 
242 
- Top Management is to a great extent involved in gathering the information they will use in making 
decisions ( cf 100). 
- Top management participates in the interpretation of61 to 80 % of the information input (cf 100). 
- Top management directly controls 21 to 40 % of the decisions executed (cf 100). 
- The typical middle manager has little discretion over establishing his or her budget ( cf 100). 
- The typical middle manager has little discretion over how his/her unit will be evaluated (cf 100). 
- The typical middle manager has little discretion over the hiring and firing of personnel ( cf 100). 
- The typical middle manager has little discretion over personnel rewards - (ie, salary increases a"nd 
promotions) (cf 100). 
- The typical middle manager has some discretion over purchasing equipment and supplies ( cf 100). 
- The typical middle manager has little discretion over establishing a new project or program ( cf 100). 
- The typical middle manager has very great discretion over how work exceptions are to be handled ( cf 
100). 
- Software Engineering has 25 employees (cf 100). 
- Software Engineering's age is young (cf 100). 
- Software Engineering's ownership status is public (cf 100). 
- Software Engineering has some different products ( cf 100). 
- Software Engineering has few different markets (cf 100). 
- Software Engineering only operates in one country (cf 100). 
- Software Engineering has no different products in the foreign markets (cf 100). 
- Software Engineering's major activity is categorized as service (cf 100). 
- Software Engineering has a specialized customer-oriented service technology (cf 100). 
- Software Engineering has undetermined technology ( cf 100). 
- Software Engineering's technology is undetermined with respect to divisibility ( cf 100). 
- Software Engineering's technology dominance is strong (cf 100). 
- Software Engineering has given no information about a possible advanced information system (cf 100). 
- Software Engineering's environment is complex (cf 100). 
- The uncertainty of Software Engineering's environment is high ( cf 100). 
- The equivocality of the organization's environment is high ( cf 100). 
- Software Engineering's environment has an undetermined level of hostility (cf 100). 
- Top management prefers to make resource allocations and detailed operating decisions (cf 100). 
- Top management primarily prefers to make long-term decisions (cf 100). 
- Top management has a preference for very aggregate information when making decisions (cf 100). 
- Top management has a preference for some proactive actions and some reactive actions (cf 100). 
- Top management is risk averse (cf 100). 
- Top management has a preference for a combination of motivation and control (cf 100). 
- Software Engineering operates in an industry with a medium capital requirement (cf 100). 
- Software Engineering has a high product innovation (cf 100). 
- Software Engineering has a high process innovation (cf 100). 
- Software Engineering has a high concern for quality (cf 100). 
- Software Engineering's price level is undetermined relative to its competitors (cf 100). 
- The level of trust is high ( cf 100). 
- The level of conflict is low ( cf 100). 
- The employee morale is not known (cf 100). 
- Rewards are given in a not known fashion (cf 100). 
- The resistance to change is not known (cf 100). 
- The leader credibility is high ( cf 100). 
- The level of scapegoating is low ( cf 100). 
THE SIZE 
The size of the organization - large, medium, or small - is based upon the number of employees, adjusted 
for their level of education or technical skills. 
Based on the answers you provided, it is most likely that your organization's size is medium ( cf 50). 
More than 75 % of the people employed by Software Engineering have a high level of education. 
Adjustments are made to this effect. The adjusted number of employees is lower than 500 but greater than 
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100 and Software Engineering is categorized as medium. However, for this adjusted number this size does 
not have a major effect on the organizational structure. 
THE CLIMATE 
The organizational climate effect is the summary measure of people and behavior. 
Based on the answers you provided, it is most likely that the organizational climate is a group climate ( cf 
76). 
It could also be that climate is a developmental (cf73). 
The group climate is characterized as a friendly place to work where people share a lot of themselves. It is 
like an extended family. The leaders, or head of the organization, are considered to be mentors and, perhaps 
even parent figures. The organization is held together by loyalty or tradition. Commitment is high. The 
organization emphasizes the long-term benefit of human resource development with high cohesion and 
morale being important. Success is defined in terms of sensitivity to customers and concern for people. The 
organization places a premium on teamwork, participation, and consensus. 
When the organization has a high level of trust it is likely that the organization has a group climate. An 
organization with little conflict can be categorized to have group climate. High leader credibility 
characterizes an organization with a group climate. An organization with a low level of scapegoating may 
have a group climate. 
The developmental climate is characterized as a dynamic, entrepreneurial and creative place to work. 
People stick their necks out and take risks. The leaders are considered to be innovators and risk takers. The 
glue that holds organizations together is commitment to experimentation and innovation. The emphasis is 
on being on the leading edge. Readiness for change and meeting new challenges are important. The 
organization's long-term emphasis is on growth and acquiring new resources. Success means having unique 
and new products or services and being a product or service leader is important. The organization 
encourages individual initiative and freedom. 
When the organization has a high to medium level of trust it is likely that the organization has a 
developmental climate. An organization with low level of conflict can be categorized to have a 
developmental climate. Medium to high leader credibility characterizes an organization with a 
developmental climate. An organization with a medium level of scapegoating may have a developmental 
climate. 
THE MANAGEMENT STYLE 
The level of management's microinvolvement in decision making is the summary measure of management 
style. Leaders have a low preference for microinvolvement; managers have a high preference for 
microinvolvement. 
Based on the answers you provided, it is most likely that your management profile has a medium 
preference for microinvolvement (cf78). 
The management of Software Engineering has a preference for letting some decisions be made by other 
managers. This will lead toward a medium preference for microinvolvement. The management of Software 
Engineering has a preference for taking actions on some decisions and being reactive toward others. This 
will lead toward a medium preference for microinvolvement. Management has a preference for using both 
motivation and control to coordinate the activities, which leads toward a medium preference for 
microinvolvement. 
THE STRATEGY 
The organization's strategy is categorized as one of either prospector, analyzer with innovation, analyzer 
without innovation, defender, or reactor. These categories follow Miles and Snow's typology. Based on 
your answers, the organization has been assigned to a strategy category. This is a statement of the current 
strategy; it is not an analysis of what is the best or preferred strategy for the organization. 
Based on the answers you provided, it is most likely that your organization's strategy is an analyzer with 
innovation strategy ( cf 68). 
It could also be: a prospector ( cf 64 ). 
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An organization with an analyzer with innovation strategy is an organization that combines the strategy of 
the defender and the prospector. It moves into the production of a new product or enters a new market after 
viability has been shown. But in contrast to an analyzer without innovation, it has innovations that run 
concurrently with the regular production. It has a dual technology core. 
An organization with a medium capital investment is likely to have some capabilities rather fixed, but can 
also adjust. The analyzer with innovation which seeks new opportunities but also maintains its profitable 
position is appropriate. With a concern for high quality an analyzer with innovation strategy is a likely 
strategy for Software Engineering. With top management preferring a medium level of microinvolvement 
top management wants some influence. This can be obtained via control over current operations. Product 
innovation should be less controlled. The strategy is therefore likely to be analyzer with innovation. 
An organization with a prospector strategy is an organization that continually searches for market 
opportunities and regularly experiments with potential responses to emerging environmental trends. Thus, 
the organization is often the creator of change and uncertainty to which its competitors must respond. 
However, because of its strong concern for product and market innovation, a prospector usually is not 
completely efficient. 
With a concern for high quality a prospector strategy is a likely strategy for Software Engineering. 
THE CURRENT ORGANIZATIONAL CHARACTERISTICS 
Based on your answers, the organization's complexity, formalization, and centralization have been 
calculated. This is the current organization. Later in this report, there will be recommendations for the 
organization. 
The current organizational complexity is medium (cf 100). 
The current horizontal differentiation is medium (cf 100). 
The current vertical differentiation is low (cf 100). 
The current spatial differentiation is low (cf 100). 
The current centralization is medium (cf 100). 
The current formalization is low ( cf 100). 
The current organization has been categorized with respect to formalization, centralization, and complexity. 
The categorization is based on the input you gave and does not take missing information into account. 
SITUATION MISFITS 
A situation misfit is an unbalanced situation among the contingency factors of management style, size, 
environment, technology, climate, and strategy. 
The following misfits are present: (cf 100). 
Software Engineering has both an analyzer strategy and few products. Generally, more products are 
required for an analyzer. A few products may be reasonable in the short run, but an analyzer should be in 
constant consideration of new possibilities. When a few, unchanging products become the norm, the 
analyzer should broaden its scope of new opportunities. 
ORGANIZATIONAL CONSULTANT RECOMMENDATIONS 
Based on your answers about the organization, its situation, and the conclusions with the greatest certainty 
factor from the analyses above Organizational Consultant has derived recommendations for the 
organization's configuration, complexity, formalization, and centralization. There are also 
recommendations for coordination and control, the appropriate media richness for communications, and 
incentives. More detailed recommendations for possible changes in the current organization are also 
provided. 
ORGANIZATIONAL CONFIGURATIONS 




A matrix structure is a structure that assigns specialists from functional departments to work on one or 
more interdisciplinary teams that are led by project leaders. Permanent product teams are also possible. A 
dual hierarchy manages the same activities and individuals at the same time. 
When Software Engineering's environment has neither low equivocality nor low complexity, the 
configuration should be matrix. When Software Engineering is of medium size, the configuration can be a 
matrix configuration. The matrix configuration is a more likely configuration when Software Engineering 
has a unit production technology. 
ORGANIZATIONAL CHARACTERISTICS 
The recommended degree of organizational complexity is medium ( cf 43 ). 
Medium size organizations should have medium organizational complexity. Top management of Software 
Engineering has a preference for a medium level of microinvolvement, which drives the organizational 
complexity towards medium. A group climate in the organization requires a medium level of complexity 
with a low level of vertical differentiation. 
The recommended degree of horizontal differentiation is low ( cf 28). 
It, too, could be: medium {cf 19). 
The recommended degree of vertical differentiation is low (cf38). 
The recommended degree of formalization is medium (cf 48). 
There should be some formalization between the organizational units but less formalization within the units 
due to the high professionalization. Software Engineering has a medium capital requirement, which leads to 
medium formalization. Medium size organizations should have medium formalization. Medium 
formalization is consistent with the leadership style when top management's preference for 
microinvolvement is neither very great nor very low. 
The recommended degree of centralization is medium ( cf 45). 
Software Engineering has an analyzer with innovation strategy. Centralization should be medium. There 
should be tight control over current activities and looser control over new ventures. Software Engineering 
is of medium size. Such organizations should have medium to high centralization. Medium centralization is 
recommended when top management has neither a great desire nor very little desire for microinvolvement. 
Software Engineering's span of control should be narrow ( cf 30). 
It, too, at places should be moderate ( cf 25). 
Since Software Engineering has a nonroutine technology, it should have a narrow span of control. 
Software Engineering should use media with high media richness ( cf 85). 
The information media that Software Engineering uses should provide a large amount of information ( cf 
85). 
Incentives should be based on results ( cf 85). 
Software Engineering should use an undetermined process as means for coordination and control (cf 100). 
When the environment of Software Engineering has high equivocality, high uncertainty, and high 
complexity, coordination and control should be obtained through integrators and group meetings. The 
richness of the media should be high with a large amount of information. Incentives must be results based. 
Coordination is a major issue requiring a lot of time by functional managers and product or project 
managers. Managers should make frequent adjustments in order to maintain project and product goals and 
use scarce functional resources and personnel efficiently. In an international firm, matrix dimensions will 
likely include country or region and may include either product, customer, or function. Project or product 
managers will likely be required to champion new innovations in customers, products or technologies. 
When the organization has a group climate, coordination should be obtained using integrators and group 
meetings. Incentives could be results based but with a group orientation. An organization with a group 
climate will likely have to process a large amount of information and will need information media with 
high richness. 
ORGANIZATIONAL MISFITS 
Organizational misfits compares the recommended organization with the current organization. 
The following organizational misfits are present: (cf 100). 
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Current and prescribed configuration do not match. 
Current and prescribed formalization do not match. 
MORE DETAILED RECOMMENDATIONS 
There are a number of more detailed recommendations (cf 100). 
You may consider increasing the number of positions for which job descriptions are available. 
You may consider supervising the employees more closely. 
You may consider allowing employees less latitude from standards. 
You may consider more written job descriptions. 
Managerial employees may be asked to follow written instructions and procedures more closely. 
You may consider having more written rules and procedures. 
END 
REPORT SUMMARY - Software Engineering (CMM 3) 
Time: 2:40:37 PM, 12/29/99 
Scenario: Scenario 2 
INPUT DATA SUMMARY 
The description below summarizes and interprets your answers to the questions about your organization 
and its situation. It states your answers concerning the organization's current configuration, complexity, 
formalization, and centralization. Your responses to the various questions on the contingencies of age, size, 
technology, environment, management style, cultural climate and strategy factors are also given. The 
writeup below summarizes the input data for the analysis. 
- Software Engineering has a matrix configuration (cf 100). 
- Software Engineering has a small number of different jobs ( cf 100). 
- 0 f the employees at Software Engineering 7 6 to 100 % have an advanced degree or many years of special 
training ( cf 100). 
- Software Engineering has 3 to 5 vertical levels separating top management from the bottom level of the 
organization ( cf 100). 
- The mean number of vertical levels is 3 to 5 (cf 100). 
- Software Engineering has 1 or 2 separate geographic locations (cf 100). 
- Software Engineering's average distance of these separate units from the organization's headquarters is of 
no relevance because there is only one site undetermined (cf 100). 
- An undetermined number of Software Engineering's total workforce is located at these separate units ( cf 
100). 
- Job descriptions are available for operational employees, low and middle management (cf 100). 
- \\'here written job descriptions exist, the employees are supervised closely to ensure compliance with 
standards set in the job description (cf 100). 
- The employees are allowed to deviate a moderate amount from the standards (cf 100). 
- 81 to 100 % non-managerial employees are given written operating instructions or procedures for their 
job (cf 100). 
- The written instructions or procedures given are followed to a great extent ( cf 100). 
- Supervisors and middle managers are to a little extent free from rules, procedures, and policies when they 
make decisions (cf 100). 
- More than 80 % of all the rules and procedures that exist within the organization are in writing ( cf 100). 
- Top Management is to some extent involved in gathering the information they will use in making 
decisions ( cf 100). 
- Top management participates in the interpretation of 41 to 60 % of the information input ( cf 100). 
- Top management directly controls Oto 20 % of the decisions executed (cf 100). 
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- The typical middle manager has some discretion over establishing his or her budget ( cf 100). 
- The typical middle manager has some discretion over how his/her unit will be evaluated ( cf 100). 
- The typical middle manager has great discretion over the hiring and firing of personnel ( cf 100). 
- The typical middle manager has some discretion over personnel rewards - (ie, salary increases and 
promotions) (cf 100). 
- The typical middle manager has some discretion over purchasing equipment and supplies ( cf 100). 
- The typical middle manager has some discretion over establishing a new project or program ( cf 100). 
- The typical middle manager has very great discretion over how work exceptions are to be handled ( cf 
100). 
- Software Engineering has 25 employees (cf 100). 
- Software Engineering's age is young (cf 100). 
- Software Engineering's ownership status is public ( cf 100). 
- Software Engineering has few different products ( cf 100). 
- Software Engineering has few different markets (cf 100). 
- Software Engineering only operates in one country (cf 100). 
- Software Engineering has no different products in the foreign markets ( cf 100). 
- Software Engineering's major activity is categorized as service ( cf 100). 
- Software Engineering has a specialized customer-oriented service technology (cf 100). 
- Software Engineering has a medium routine technology (cf 100). 
- Software Engineering's technology is highly divisible ( cf 100). 
- Software Engineering's technology dominance is strong (cf 100). 
- Software Engineering has either planned or already has an advanced information system ( cf 100). 
- Software Engineering's environment is complex (cf 100). 
- The uncertainty of Software Engineering's environment is high ( cf 100). 
- The equivocality of the organization's environment is high (cf 100). 
- Software Engineering's environment has an undetermined level of hostility (cf 100). 
- Top management prefers to make policy and general resource allocation decisions ( cf 100). 
- Top management primarily prefers to make long-term decisions ( cf 100). 
- Top management has a preference for very aggregate information when making decisions ( cf 100). 
- Top management has a preference for some proactive actions and some reactive actions (cf 100). 
- Top management is risk averse (cf 100). 
- Top management has a preference for high control ( cf 100). 
- Software Engineering operates in an industry with a medium capital requirement ( cf 100). 
- Software Engineering has a high product innovation ( cf 100). 
- Software Engineering has a high process innovation ( cf 100). 
- Software Engineering has a high concern for quality (cf 100). 
- Software Engineering's price level is undetermined relative to its competitors ( cf 100). 
- The level of trust is high (cf 100). 
- The level of conflict is low ( cf 100). 
- The employee morale is high ( cf 100). 
- Rewards are given in a inequitably fashion ( cf 100). 
- The resistance to change is not known ( cf 100). 
- The leader credibility is high ( cf 100). 
-The level of scapegoating is low (cf 100). 
THE SIZE 
The size of the organization - large, medium, or small - is based upon the number of employees, adjusted 
for their level of education or technical skills. 
Based on the answers you provided, it is most likely that your organization's size is medium ( cf 50). 
More than 75 % of the people employed by Software Engineering have a high level of education. 
Adjustments are made to this effect. The adjusted number of employees is lower than 500 but greater than 
100 and Software Engineering is categorized as medium. However, for this adjusted number this size does 
not have a major effect on the organizational structure. 
THE CLIMATE 
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The organizational climate effect is the summary measure of people and behavior. 
Based on the answers you provided, it is most likely that the organizational climate is a group climate ( cf 
82). 
It could also be the that climate is a developmental ( cf 80). 
The group climate is characterized as a friendly place to work where people share a lot of themselves. It is 
like an extended family. The leaders, or head of the organization, are considered to be mentors and, perhaps 
even parent figures. The organization is held together by loyalty or tradition. Commitment is high. The 
organization emphasizes the long-term benefit of human resource development with high cohesion and 
morale being important. Success is defined in terms of sensitivity to customers and concern for people. The 
organization places a premium on teamwork, participation, and consensus. 
When the organization has a high level of trust it is likely that the organization has a group climate. An 
organization with little conflict can be categorized to have group climate. Employees with a high morale is 
one element of group climate. High leader credibility characterizes an organization with a group climate. 
An organization with a low level of scapegoating may have a group climate. 
The developmental climate is characterized as a dynamic, entrepreneurial and creative place to work. 
People stick their necks out and take risks. The leaders are considered to be innovators and risk takers. The 
glue that holds organizations together is commitment to experimentation and innovation. The emphasis is 
on being on the leading edge. Readiness for change and meeting new challenges are important. The 
organization's long-term emphasis is on growth and acquiring new resources. Success means having unique 
and new products or services and being a product or service leader is important. The organization 
encourages individual initiative and freedom. 
When the organization has a high to medium level of trust it is likely that the organization has a 
developmental climate. An organization with low level of conflict can be categorized to have a 
developmental climate. Employees with a high morale is frequently one element of a developmental 
climate. Medium to high leader credibility characterizes an organization with a developmental climate. An 
organization with a medium level of scapegoating may have a developmental climate. 
THE MANAGEMENT STYLE 
The level of management's microinvolvement in decision making is the summary measure of management 
style. Leaders have a low preference for microinvolvement; managers have a high preference for 
microinvolvement. 
Based on the answers you provided, it is most likely that your management profile has a low preference for 
microinvolvement (cf72). 
It could also be that your management profile has an inappropriate preference ( cf 70). 
It could also be that your management profile has a high preference ( cf 69). 
The management of Software Engineering has a preference for delegating decisions. This will lead toward 
a low preference for microinvolvement. Management has a long-term horizon when making decisions, 
which characterizes a preference for a low microinvolvement. Since the management has a preference for 
making decisions on the basis of very aggregate information a low preference for microinvolvement 
characterization is appropriate. 
The management dimensions are not in balance. This is likely to result in an ineffectual individual. 
Management is risk averse. This is one of the characteristics of a manager with a high preference for 
microinvolvement. Management has a preference for using control to coordinate activities, which leads 
toward a high preference for microinvolvement. 
THE STRATEGY 
The organization's strategy is categorized as one of either prospector, analyzer with innovation, analyzer 
without innovation, defender, or reactor. These categories follow Miles and Snow's typology. Based on 
your answers, the organization has been assigned to a strategy category. This is a statement of the current 
strategy; it is not an analysis of what is the best or preferred strategy for the organization. 
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Based on the answers you provided, it is most likely that your organization's strategy is a prospector 
strategy (cf73). 
It could also be: a defender (cf72). 
It could also be: an analyzer with innovation (cf72). 
An organization with a prospector strategy is an organization that continually searches for market 
opportunities and regularly experiments with potential responses to emerging environmental trends. Thus, 
the organization is often the creator of change and uncertainty to which its competitors must respond. 
However, because of its strong concern for product and market innovation, a prospector usually is not 
completely efficient. 
With a concern for high quality a prospector strategy is a likely strategy for Software Engineering. With top 
management preferring a relatively low level ofrnicroinvolvement, the strategy is likely to be prospector. 
An organization with a defender strategy is an organization that has a narrow product market domain. Top 
managers in this type of organization are expert in their organization's limited area of operation but do not 
tend to search outside their domains for new opportunities. As a result of this narrow focus, these 
organizations seldom need to make major adjustments in their technology, structure, or methods of 
operation. Instead, they devote primary attention to improving the efficiency of their existing operations. 
Software Engineering has few products. It needs to defend these products well in the marketplace. Viability 
depends on being successful with these limited activities. With a concern for high quality a defender 
strategy is a likely strategy for Software Engineering. 
An organization with an analyzer with innovation strategy is an organization that combines the strategy of 
the defender and the prospector. It moves into the production of a new product or enters a new market after 
viability has been shown. But in contrast to an analyzer without innovation, it has innovations that run 
concurrently with the regular production. It has a dual technology core. 
An organization with a medium capital investment is likely to have some capabilities rather fixed, but can 
also adjust. The analyzer with innovation which seeks new opportunities but also maintains its profitable 
position is appropriate. For a medium routine technology, Software Engineering has some flexibility. It is 
consistent with an analyzer with innovation strategy. With a concern for high quality an analyzer with 
innovation strategy is a likely strategy for Software Engineering. 
THE CURRENT ORGANIZATIONAL CHARACTERISTICS 
Based on your answers, the organization's complexity, formalization, and centralization have been 
calculated. This is the current organization. Later in this report, there will be recommendations for the 
organization. 
The current organizational complexity is medium (cf 100). 
The current horizontal differentiation is medium ( cf 100). 
The current vertical differentiation is low ( cf 100). 
The current spatial differentiation is low ( cf 100). 
The current centralization is medium (cf 100). 
The current formalization is high ( cf 100). 
The current organization has been categorized with respect to formalization, centralization, and complexity. 
The categorization is based on the input you gave and does not take missing information into account. 
SITUATION MISFITS 
A situation misfit is an unbalanced situation among the contingency factors of management style, size, 
environment, technology, climate, and strategy. 
The following misfits are present: (cf 100). 
Software Engineering has both a prospector strategy and a risk adverse management. This strategy 
conflicts with the management's risk adverse attitude. A prospector strategy demands a projection into the 
unknown with new and innovative products and services, where the returns are uncertain. A risk adverse 
management will be very uncomfortable with this high level of risk. Risk adverse managers prefer 
situations with less uncertainty. It is possible to either change the prospector strategy or hire more risk 
assuming managers. Usually a risk adverse management will control expenditures to reduce or eliminate 
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the prospector projects. If the environment and markets call for a prospector strategy, a new management 
would be preferable. Some risk adverse managers can adapt, but it is very difficult. 
Software Engineering has both a prospector strategy and not many products or markets. The prospector will 
create a broad range of new possible products and services, which requires a large number of possible 
products and markets. A prospector requires variety to explore and find new products and markets for its 
innovations. With limited product and market opportunity, the range of prospector possibilities may exceed 
the environmental possibilities. The prospector needs to seek new markets as well as new products. If the 
markets do not exist or cannot be created, the prospector will incur high costs of innovation without return. 
Software Engineering has a group climate. This is a mismatch with a prospector strategy! A group climate 
has low resistance to change. A prospector strategy is committed to changes. 
ORGANIZATIONAL CONSULTANT RECOMMENDATIONS 
Based on your answers about the organization, its situation, and the conclusions with the greatest certainty 
factor from the analyses above Organizational Consultant has derived recommendations for the 
organization's configuration, complexity, formalization, and centralization. There are also 
recommendations for coordination and control, the appropriate media richness for communications, and 
incentives. More detailed recommendations for possible changes in the current organization are also 
provided. 
ORGANIZATIONAL CONFIGURATIONS 
The most likely configuration that best fits the situation has been estimated to be an adhocracy 
configuration ( cf 68). 
It is certainly not: a professional bureaucracy ( cf -73). 
It is certainly not: a machine bureaucracy (cf -73). 
An adhocracy organization is normally an organization with high horizontal differentiation, low vertical 
differentiation, low formalization, decentralization, and great flexibility and responsiveness. 
An adhocracy configuration is appropriate when neither the environmental equivocality of Software 
Engineering nor the environmental uncertainty is low. When the organization is also young, the conclusion 
that it should bean adhocracy is further strengthened. Since top management has a low preference for 
microinvolvement, the ad hoc configuration is feasible. However, the size of the organization is not very 
important for the choice of an adhocracy configuration. A prospector like Software Engineering should be 
configured as an ad hoc organization. An organization with a group climate could have an ad hoc 
configuration. 
Since the organization has a prospector strategy, it cannot have a configuration like a professional 
bureaucracy. 
When the organization has a prospector strategy, it cannot be a machine bureaucracy! 
ORGANIZATIONAL CHARACTERISTICS 
The recommended degree of organizational complexity is medium ( cf 54). 
Medium size organizations should have medium organizational complexity. Software Engineering has a 
technology that is somewhat routine, which implies that the organizational complexity should be medium. 
Because Software Engineering has an advanced information system, organizational complexity can be 
greater than it could otherwise. A group climate in the organization requires a medium level of complexity 
with a low level of vertical differentiation. 
The recommended degree of horizontal differentiation is low (cf34). 
It, too, could be: medium (cf24). 
The recommended degree of vertical differentiation is low (cf72). 
It, too, could be: medium (cf62). 
The recommended degree of formalization is low ( cf 56). 
Software Engineering has a prospector strategy. A low formalization is required so that the organization 
can react quickly. Low formalization is also required because of the need for innovations. Since the set of 
variables in the environment that will be important is not known and since it is not possible to predict what 
will happen, no efficient rules and procedures can be developed, which implies that Software Engineering's 
251 
formalization should be low. Low formalization is consistent with top management having a low preference 
for microinvolvement. A group climate in the organization requires a low level of formalization. 
The recommended degree of centralization is low ( cf 46). 
There is evidence against it should be: high ( cf -16). 
Software Engineering has a prospector strategy. A low centralization is required so that the organization 
can react and innovate quickly. Since there are many factors in the environment that affect the organization 
but Software Engineering does not know which factors are or will be important for Software Engineering, 
centralization should be low. Low centralization can be allowed when top management has no desire for 
microinvolvement. A group climate in the organization requires a low level of centralization. 
Software Engineering's span of control should be moderate ( cf 62). 
Since Software Engineering has some technology routineness, it should have a moderate span of control. 
Software Engineering should use media with high media richness ( cf 85). 
The information media that Software Engineering uses should provide a large amount of information (cf 
85). 
Incentives should be based on results (cf85). 
Software Engineering should use meetings as means for coordination and control (cf94). 
When the environment of Software Engineering has high equivocality, high uncertainty, and high 
complexity, coordination and control should be obtained through integrators and group meetings. The 
richness of the media should be high with a large amount of information. Incentives must be results based. 
An open organizational climate and team spirit must be fostered. Information must be shared among all 
levels. Constructive conflict on 'what to do' will be usual. Individual tolerance of ambiguity and uncertainty 
will be necessary. Individual performance evaluation will be problematic and largely subjective. Mutual 
adjustments of 'give and take' will be the norm. Frequent informal meetings and temporary task forces will 
be the primary coordinating devices. When the organization has a group climate, coordination should be 
obtained using integrators and group meetings. Incentives could be results based but with a group 
orientation. An organization with a group climate will likely have to process a large amount of information 
and will need information media with high richness. 
ORGANIZATIONAL MISFITS 
Organizational misfits compare the recommended organization with the current organization. 
The following organizational misfits are present: ( cf 100). 
Current and prescribed configuration do not match. 
Current and prescribed centralization do not match. 
Current and prescribed formalization do not match. 
MORE DETAILED RECOMMENDATIONS 
There are a number of more detailed recommendations (cf 100). 
You may consider supervising the employees less closely. 
You may consider fewer written job descriptions. 
Managerial employees may be asked to pay less attention to written instructions and procedures. 
You may give supervisors and middle managers fewer rules and procedures. 
You may consider having fewer rules and procedures put in writing. 
END 
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REPORT SUMMARY - CMM Level 1 
Time: 4:46:58 PM, 9/6/2000 
Scenario: Scenario 1 
INPUT DATA SUMMARY 
The description below summarizes and interprets your answers to the questions about your organization 
and its situation. It states your answers concerning the organization's current configuration, complexity, 
formalization, and centralization. Your responses to the various questions on the contingencies of age, size, 
technology, environment, management style, cultural climate and strategy factors are also given. The 
writeup below summarizes the input data for the analysis. 
- CMM Level 1 has a simple configuration ( cf 100). 
- CMM Level 1 has an undetermined number of different jobs ( cf 100). 
- Of the employees at CMM Level 1 0 to 10 % have an advanced degree or many years of special training 
(cf 100). 
- CMM Level 1 has 1 or 2 vertical levels separating top management from the bottom level of the 
organization (cf 100). 
- The mean number of vertical levels is 1 or 2 (cf 100). 
- CMM Level 1 has 1 or 2 separate geographic locations (cf 100). 
- CMM Level 1 's average distance of these separate units from the organization's headquarters is of no 
relevance because there is only one site undetermined ( cf 100). 
- An undetermined number of CMM Level l's total workforce is located at these separate units ( cf 100). 
- Job descriptions are available for none or an undetermined number of employees ( cf 100). 
- Where written job descriptions exist, the employees are supervised very loosely to ensure compliance 
with standards set in the job description ( cf 100). "___..___ 
- The employees are allowed to deviate a great deal from the standards (cf 100). 
- 0 to 20 % non-managerial employees are given written operating instructions or procedures for their job 
(cf 100). 
- The written instructions or procedures given are followed a little (cf 100). 
- Supervisors and middle managers are to a very great extent free from rules, procedures, and policies when 
they make decisions (cf 100). 
- Less than 20 % of all the rules and procedures that exist within the organization are in writing ( cf 100). 
- Top Management is only a little involved in gathering the information they will use in making decisions 
(cf 100). 
- Top management participates in the interpretation of an undetermined percentage of the information input 
(cf 100). 
- Top management directly controls more than 80 % of the decisions executed (cf 100). 
- The typical middle manager has no discretion over establishing his or her budget ( cf 100). 
- The typical middle manager has no discretion over how his/her unit will be evaluated ( cf 100). 
- The typical middle manager has no discretion over the hiring and firing of personnel ( cf 100). 
- The typical middle manager has no discretion over personnel rewards - (ie, salary increases and 
promotions) (cf 100). 
- The typical middle manager has little discretion over purchasing equipment and supplies (cf 100). 
- The typical middle manager has no discretion over establishing a new project or program ( cf 100). 
- The typical middle manager has great discretion over how work exceptions are to be handled ( cf 100). 
- CMM Level 1 has 10 employees ( cf 100). 
- CMM Level l's age is young (cf 100). 
- CMM Level l's ownership status is undetermined (cf 100). 
- CMM Level 1 has few different products (cf 100). 
- CMM Level 1 has few different markets (cf 100). 
- CMM Level 1 only operates in one country ( cf 100). 
- CMM Level 1 has no different products in the foreign markets ( cf 100). 
- CMM Level 1 's major activity is categorized as service ( cf 100). 
- CMM Level 1 has a specialized customer-oriented service technology ( cf 100). 
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- CMM Level 1 has a nonroutine technology ( cf 100). 
- CMM Level l's technology is undetermined with respect to divisibility ( cf 100). 
- CMM Level l's technology dominance is strong (cf 100). 
- CMM Level I has no advanced information system (cf 100). 
- CMM Level 1 's environment is complex ( cf 100). 
- The uncertainty of CMM Level l's environment is high ( cf 100). 
- The equivocality of the organization's environment is high (cf 100). 
- CMM Level 1 's environment has a medium hostility ( cf 100). 
- Top management prefers to make general decisions as well as detailed operating decisions (cf 100). 
- Top management primarily prefers to make short-time decisions ( cf 100). 
- Top management has a preference for very detailed information when making decisions (cf 100). 
- Top management has a preference for reactive actions ( cf 100). 
- Top management is risk neutral (cf 100). 
- Top management has a preference for motivation and control that is unknown (cf 100). 
- CMM Level I operates in an industry with a medium capital requirement (cf 100). 
- CMM Level I has a low product innovation (cf 100). 
- CMM Level I has a low process innovation ( cf 100). 
- CMM Level I has a low concern for quality (cf 100). 
- CMM Level l's price level is undetermined relative to its competitors (cf 100). 
- The level of trust is not known ( cf 100). 
- The level of conflict is not known ( cf 100). 
- The employee morale is not known (cf 100). 
- Rewards are given in a not known fashion ( cf 100). 
- The resistance to change is not known (cf 100). 
- The leader credibility is not known ( cf 100). 
- The level of scapegoating is not known ( cf 100). 
THE SIZE 
The size of the organization - large, medium, or small - is based upon the number of employees, adjusted 
for their level of education or technical skills. 
Based on the answers you provided, it is most likely that your organization's size is small ( cf 100). 
Less than 20% of the people employed by CMM Level 1 have a high level of education. No adjustments 
for educational level are made. The adjusted number of employees is lower than 100 and CMM Level 1 is 
categorized as small. 
THE CLIMATE 
The organizational climate effect is the summary measure of people and behavior. 
Based on the answers you provided, it is most likely that the organizational climate is a unknown climate 
(cf 100). 
THE MANAGEMENT STYLE 
The level of management's rnicroinvolvement in decision making is the summary measure of management 
style. Leaders have a low preference for microinvolvement; managers have a high preference for 
rnicroinvolvement. 
Based on the answers you provided, it is most likely that your management profile has a high preference for 
microinvolvement (cf92). 
The management of CMM Level 1 has a preference for making most of the decisions itself. This will lead 
toward a high preference for microinvolvement. Management has a short-time horizon when making 
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decisions, which characterizes a high preference for microinvolvement. Since the management has a 
preference for being very involved in gathering and using detailed information when making decisions, a 
high preference for microinvolvement characterization is appropriate. The management of C:MM Level I 
has a preference for wait and see and then act. This will lead toward a high preference for 
microinvolvement because management has to react to crisis at a very detailed level. Because CMM Level 
I is a small organization the preference for microinvolvement will be higher than it would otherwise be. 
THE STRATEGY 
The organization's strategy is categorized as one of either prospector, analyzer with innovation, analyzer 
without innovation, defender, or reactor. These categories follow Miles and Snow's typology. Based on 
your answers, the organization has been assigned to a strategy category. This is a statement of the current 
strategy; it is not an analysis of what is the best or preferred strategy for the organization. 
Based on the answers you provided, it is most likely that your organization's strategy is a defender strategy 
(cf70). 
It could also be: an analyzer without innovation ( cf 70). 
An organization with a defender strategy is an organization that has a narrow product market domain. Top 
managers in this type of organization are expert in their organization's limited area of operation but do not 
tend to search outside their domains for new opportunities. As a result of this narrow focus, these 
organizations seldom need to make major adjustments in their technology, structure, or methods of 
operation. Instead, they devote primary attention to improving the efficiency of their existing operations. 
CMM Level 1 has few products. It needs to defend these products well in the marketplace. Viability 
depends on being successful with these limited activities. When the top management of CMM Level 1 has 
a preference for a high level ofmicroinvolvement, the strategy is likely to be defender. 
An organization with an analyzer without innovation strategy is an organization whose goal is to move into 
new products or new markets only after their viability has been shown yet maintains an emphasis on its 
ongoing products. It has limited innovation related to the production process; generally an analyzer without 
innovation does not have product innovation. 
The capital requirement of CMM Level 1 is not high, which is consistent with an analyzer without 
innovation strategy. With top management of CMM Level I preferring a high level of microinvolvement, 
the strategy is likely to be analyzer without innovation. 
THE CURRENT ORGANIZATIONAL CHARACTERISTICS 
Based on your answers, the organization's complexity, formalization, and centralization have been 
calculated. This is the current organization. Later in this report, there will be recommendations for the 
organization. 
The current organizational complexity is low (cf 100). 
The current horizontal differentiation is low (cf 100). 
The current vertical differentiation is low (cf 100). 
The current spatial differentiation is low ( cf 100). 
The current centralization is high (cf 100). 
The current formalization is low (cf 100). 
The current organization has been categorized with respect to formalization, centralization, and complexity. 
The categorization is based on the input you gave and does not take missing information into account. 
SITUATION MISFITS 
A situation misfit is an unbalanced situation among the contingency factors of management style, size, 
environment, technology, climate, and strategy. 
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The following misfits are present: ( cf 100). 
CMM Level 1 has a non routine technology, but the workforce has a low level of education and training. 
This situation can create production and service difficulties which usually require an investment in the 
education and training. A non routine technology usually requires that individuals adapt work methods to 
the particular task at hand. Individuals must have a sufficiently high level of skill to make these 
adaptations. Low levels of education and training do better at routine tasks and technologies. With a non 
routine technology and low level of education and training, new training will be required for the workforce. 
This training should emphasize individual responsibility and decision making for the quality of the product 
or service. Eg., it should provide new skills which permit the individual to take the imitative for action 
which meets the customers' requirements. 
CMM Level 1 has a low product innovation but does not have a certain environment. This situation calls 
for a review and suggests that the organization consider greater product innovation. Low product 
innovation means the same products are available for an extended period. In a certain environment with 
little change in customer demands and preferences, there is little need for new products. But, with 
increasing uncertainty in customer demand, new competitor strategies, possible governmental actions, 
shifting customer tastes, etc., current products are likely to be mismatched with this changed environment. 
New products and innovation will likely be required to adapt and meet the emerging needs and 
opportunities of the new environment. 
CMM Level 1 has both an analyzer strategy and a management with a short time horizon. Conflict and 
confusion are likely results. An analyzer is searching for opportunities which may not be within the current 
activities of the organization. Frequently, investment and startup costs will be incurred which will decrease 
short term returns. Management should develop a longer term outlook for the organization. 
CMM Level 1 has both an analyzer strategy and few products. Generally, more products are required for an 
analyzer. A few products may be reasonable in the short run, but an analyzer should be in constant 
consideration of new possibilities. When a few, unchanging products become the norm, the analyzer should 
broaden its scope of new opportunities. 
CMM Level 1 has both an analyzer without innovation strategy and an environment with high equivocality. 
A high equivocality in the environment calls for a capability to vary products and services as the 
environment becomes clear. Without an innovative capability, it may be very difficult to adjust. Copying 
what others have done maybe possible, but it is not likely to be viable for the long run. 
CMM Level 1 has both an analyzer without innovation strategy and an uncertain environment. An 
uncertain environment calls for adaptability and change. Without innovation, the organization is limited to 
copy what others have done. It is inherently a risky position, but it may appear to be conservative. The 
organization needs to develop some innovative capabilities to adjust and adapt to the uncertainties in the 
environment. 
CMM Level 1 has both an analyzer without innovation strategy and an environment with high or low 
complexity. A more innovative strategy is preferred. A highly complex environment involves a large 
number of variables which influence the organization.Without innovation, the organization is limited in its 
responses and its possible adaptations. A more innovative strategy is needed. In contrast, a low complexity 
environment has few variables to consider and may not provide enough potential for an analyzer to survive 
in the long run. 
ORGANIZATIONAL CONSUL TANT RECOMMENDATIONS 
Based on your answers about the organization, its situation, and the conclusions with the greatest certainty 
factor from the analyses above Organizational Consultant has derived recommendations for the 
organization's configuration, complexity, formalization, and centralization. There are also 
recommendations for coordination and control, the appropriate media richness for communications, and 
incentives. More detailed recommendations for possible changes in the current organization are also 
provided. 
ORGANIZATIONAL CONFIGURATIONS 
The most likely configuration that best fits the situation has been estimated to be a simple configuration ( cf 
82). 
256 
It is certainly not: a machine bureaucracy (cf -100). 
It is certainly not: a functional (cf -100). 
It is certainly not: a professional bureaucracy ( cf -100). 
A simple organization has a flat hierarchy and a singular head for control and decision making. 
Small organizations should very likely have a simple configuration. When the organization also has a 
nonroutine technology, the conclusion is even stronger. A nonroutine technology together with a desire 
from top management for a concentration of control make a simple configuration possible and likely. When 
the organization has an analyzer without innovation strategy, the conclusion is even stronger. 
When the organization has a nonroutine technology, it is not likely that a machine bureaucracy is an 
efficient organization. 
The configuration cannot be a functional configuration when the technology is nonroutine. 
Because the organization does not have axoutine technology, it is not likely that a professional bureaucracy 
is an efficient organization. 
A professional bureaucracy is a less likely configuration when top management has a high preference for 
microinvolvement. 
ORGANIZATIONAL CHARACTERISTICS 
The recommended degree of organizational complexity is low ( cf 69). 
Small organizations should have low organizational complexity. Not much is known about the environment 
since both the environmental uncertainty and the environmental equivocality of CMM Level 1 are high. In 
this situation, the organizational complexity should be low. This allows the organization to adapt quickly. 
Top management of CMM Level 1 has a preference for a high level of microinvolvement, which leads to 
lower organizational complexity. 
The recommended degree of horizontal differentiation is low ( cf 69). 
The recommended degree of vertical differentiation is low ( cf 69). 
The recommended degree of formalization is low ( cf 58). 
When the organization is in the service industry and it does not have a routine technology, its formalization 
should be lower than if it had been in the manufacturing industry. Organizations with nonroutine 
technology should have low formalization. Since the set of variables in the environment that will be 
important is not known and since it is not possible to predict what will happen, no efficient rules and 
procedures can be developed, which implies that CMM Level l's formalization should be low. 
The recommended degree of centralization is high ( cf 42). 
There is evidence against it should be: low ( cf -17). 
CMM Level 1 has an analyzer without innovation strategy. Centralization should be medium to high. 
There should be tight control over current activities and less control over new undertakings. When there is 
a medium capital requirement and the product innovation is low, as is the situation for CMM Level 1, 
centralization should be high to obtain efficiency. Small organizations should have a high degree of 
centralization. High centralization is required if top management has a preference for a high level of 
microinvolvement. 
CMM Level l's span of control should be narrow (cf50). 
Since CMM Level 1 has a nonroutine technology, it should have a narrow span of control. 
CMM Level l should use media with high media richness (cf91). 
The information media that CMM Level l uses should provide a large amount of information (cf91). 
Incentives should be based on results (cf91). 
CMM Level l should use meetings as means for coordination and control (cf91). 
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With a nonroutine technology CMM Level 1 should obtain coordination and control via group meetings. 
Media with high richness and large amount of information should be used. Incentives should be based on 
results.When the environment of CMM Level 1 has high equivocality, high uncertainty, and high 
complexity, coordination and control should be obtained through integrators and group meetings. The 
richness of the media should be high with a large amount of information. Incentives must be results 
based.Top management should play the central role in coordinating and controlling the activities of the 
organization as well as making strategic and operating decisions. 
Top management should gather information, make decisions, and manage implementation. Top 
management should give direct orders to achieve the required coordination among the operations and 
activities.Top management should make many decisions. However, many individuals should be involved in 
gathering information and implementing those decisions. 
ORGANIZATIONAL MISFITS 
Organizational misfits compares the recommended organization with the current organization. 
There are no organizational misfits ( cf 100). 
MORE DETAILED RECOMMENDATIONS 
No detailed recommendations present ( cf 100). 
Based on the present input Organizational Consultant was not able to make any detailed recommendations. 
END 
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REPORT SUMMARY - CMM Level 5 
Time: 4:56:31 PM, 9/6/2000 
Scenario: CMM_5 
INPUT DATA SUMMARY 
The description below summarizes and interprets your answers to the questions about your organization 
and its situation. It states your answers concerning the organization's current configuration, complexity, 
formalization, and centralization. Your responses to the various questions on the contingencies of age, size, 
technology, environment, management style, cultural climate and strategy factors are also given. The 
writeup below summarizes the input data for the analysis. 
- CMM Level 5 has a professional bureaucracy configuration (cf 100). 
- CMM Level 5 has a very large number of different jobs ( cf 100). 
- Of the employees at CMM Level 5 76 to 100 % have an advanced degree or many years of special 
training ( cf 100). 
- CMM Level 5 has 6 to 8 vertical levels separating top management from the bottom level of the 
organization (cf 100). 
- The mean number of vertical levels is 6 to 8 ( cf 100). 
- CMM Level 5 has an undetermined number of separate geographic locations ( cf 100). 
- CMM Level S's average distance of these separate units from the organization's headquarters is of no 
relevance because there is only one site undetermined (cf 100). 
- 26 to 60 % ofCMM Level S's total workforce is located at these separate units (cf 100). 
- Job descriptions are available for all employees, including senior management (cf 100). 
- Where written job descriptions exist, the employees are supervised very closely to ensure compliance 
with standards set in the job description ( cf 100). 
- The employees are not allowed to deviate from the standards ( cf 100). 
- 81 to 100 % non-managerial employees are given written operating instructions or procedures for their 
job (cf 100). 
- The written instructions or procedures given are followed to a very great extent ( cf 100). 
- Supervisors and middle managers are to a very great extent free from rules, procedures, and policies when 
they make decisions (cf 100). 
- More than 80 % of all the rules and procedures that exist within the organization are in writing ( cf 100). 
- Top Management is to some extent involved in gathering the information they will use in making 
decisions ( cf 100). 
- Top management participates in the interpretation of an undetermined percentage of the information input 
(cf 100). 
-Top management directly controls 41 to 60 % of the decisions executed (cf 100). 
- The typical middle manager has some discretion over establishing his or her budget ( cf 100). 
- The typical middle manager has some discretion over how his/her unit will be evaluated ( cf 100). 
- The typical middle manager has some discretion over the hiring and firing of personnel (cf 100). 
- The typical middle manager has some discretion over personnel rewards - (ie, salary increases and 
promotions) (cf 100). 
- The typical middle manager has some discretion over purchasing equipment and supplies ( cf 100). 
- The typical middle manager has some discretion over establishing a new project or program ( cf 100). 
- The typical middle manager has great discretion over how work exceptions are to be handled ( cf 100). 
- CMM Level 5 has 50 employees (cf 100). 
- CMM Level S's age is mature ( cf 100). 
- CMM Level S's ownership status is undetermined (cf 100). 
- CMM Level 5 has many different products ( cf 100). 
- CMM Level 5 has many different markets ( cf 100). 
- CMM Level 5 operates at a high-activity level in more countries (cf 100). 
- CMM Level 5 has many different products in the foreign markets ( cf 100). 
- CMM Level S's major activity is categorized as service (cf 100). 
- CMM Level 5 has a specialized customer-oriented service technology (cf 100). 
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- CMM Level 5 has a routine technology ( cf 100). 
- CMM Level 5's technology is undetermined with respect to divisibility (cf 100). 
- CMM Level 5's technology dominance is strong ( cf 100). 
- CMM Level 5 has either planned or already has an advanced information system ( cf 100). 
- CMM Level 5's environment is complex (cf 100). 
-The uncertainty ofCMM Level 5's environment is high (cf 100). 
- The equivocality of the organization's environment is high (cf 100). 
- CMM Level 5's environment has an undetermined level of hostility (cf 100). 
- Top management prefers to make policy and general resource allocation decisions (cf 100). 
- Top management primarily prefers to make long-term decisions ( cf 100). 
- Top management has a preference for very aggregate information when making decisions (cf 100). 
- Top management has a preference for proactive actions (cf 100). 
- Top management is risk neutral (cf 100). 
- Top management has a preference for a combination of motivation and control (cf 100). 
- CMM Level 5 operates in an industry with a high capital requirement (cf 100). 
- CMM Level 5 has a high product innovation ( cf 100). 
- CMM Level 5 has a high process innovation (cf 100). 
- CMM Level 5 has a high concern for quality (cf 100). 
- CMM Level 5's price level is undetermined relative to its competitors (cf 100). 
- The level of trust is not known (cf 100). 
- The level of conflict is not known ( cf 100). 
- The employee morale is not known (cf 100). 
- Rewards are given in a not known fashion (cf 100). 
- The resistance to change is not known (cf 100). 
- The leader credibility is not known ( cf 100). 
- The level of scapegoating is not known (cf 100). 
THE SIZE 
The size of the organization - large, medium, or small - is based upon the number of employees, adjusted 
for their level of education or technical skills. 
Based on the answers you provided, it is most likely that your organization's size is medium ( cf 50). 
More than 7 5 % of the people employed by CMM Level 5 have a high level of education. Adjustments are 
made to this effect. The adjusted number of employees is lower than 500 but greater than 100 and CMM 
Level 5 is categorized as medium. However, for this adjusted number this size does not have a major effect 
on the organizational structure. 
THE CLIMATE 
The organizational climate effect is the summary measure of people and behavior. 
Based on the answers you provided, it is most likely that the organizational climate is a unknown climate 
(cf 100). 
THE MANAGEMENT STYLE 
The level of management's microinvolvement in decision making is the summary measure of management 
style. Leaders have a low preference for microinvolvement; managers have a high preference for 
microinvolvement. 
Based on the answers you provided, it is most likely that your management profile has a low preference for 
micro involvement ( cf 81 ). 
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The management of CMM Level 5 has a preference for delegating decisions. This will lead toward a low 
preference for microinvolvement. Management has a long-term horizon when making decisions, which 
characterizes a preference for a low rnicroinvolvement. Since the management has a preference for making 
decisions on the basis of very aggregate information a low preference for rnicroinvolvement 
characterization is appropriate. The management of CMM Level 5 has a preference for taking actions when 
making decisions. This will lead toward a low preference for microinvolvement because meeting the 
problems before they arise allow you to work on the general level and not being consumed with the very 
detailed decisions that can best be made at lower level in the organization. 
THESTRATEGY 
The organization's strategy is categorized as one of either prospector, analyzer with innovation, analyzer 
without innovation, defender, or reactor. These categories follow Miles and Snow's typology. Based on 
your answers, the organization has been assigned to a strategy category. This is a statement of the current 
strategy; it is not an analysis of what is the best or preferred strategy for the organization. 
Based on the answers you provided, it is most likely that your organization's strategy is a prospector 
strategy ( cf 84 ). 
It could also be: a defender ( cf 81). 
An organization with a prospector strategy is an organization that continually searches for market 
opportunities and regularly experiments with potential responses to emerging environmental trends. Thus, 
the organization is often the creator of change and uncertainty to which its competitors must respond. 
However, because of its strong concern for product and market innovation, a prospector usually is not 
completely efficient. 
CMM Level 5 has numerous products. A prospector is constantly seeking new product opportunities to 
serve the existing and potentially new customers. For a prospector strategy to be aggressive in product 
development or market opportunities exploitation, it requires a high capital investment. With a concern for 
high quality a prospector strategy is a likely strategy for CMM Level 5. With top management preferring a 
relatively low level ofrnicroinvolvement, the strategy is likely to be prospector. 
An organization with a defender strategy is an organization that has a narrow product market domain. Top 
managers in this type of organization are expert in their organization's limited area of operation but do not 
tend to search outside their domains for new opportunities. As a result of this narrow focus, these 
organizations seldom need to make major adjustments in their technology, structure, or methods of 
operation. Instead, they devote primary attention to improving the efficiency of their existing operations. 
For a company with a high capital investment, the ability to adjust its capital base quickly is not likely. 
Thus, it needs to protect and defend its position; a defender strategy and technology protection is 
appropriate. CMM Level 5 has a routine technology. Consequently, new products for new customers are 
less likely to be possible. It needs to defend its position for the technology it has or copy well-known 
products or markets. With a concern for high quality a defender strategy is a likely strategy for CMM Level 
5. 
THE CURRENT ORGANIZATIONAL CHARACTERISTICS 
Based on your answers, the organization's complexity, formalization, and centralization have been 
calculated. This is the current organization. Later in this report, there will be recommendations for the 
organization. 
The current organizational complexity is high (cf 100). 
The current horizontal differentiation is high ( cf 100). 
The current vertical differentiation is medium ( cf 100). 
The current spatial differentiation is medium ( cf 100). 
The current centralization is medium ( cf 100). 
The current formalization is high ( cf 100). 
The current organization has been categorized with respect to formalization, centralization, and complexity. 
The categorization is based on the input you gave and does not take missing information into account. 
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SITUATION MISFITS 
A situation misfit is an unbalanced situation among the contingency factors of management style, size, 
environment, technology, climate, and strategy. 
The following misfits are present: ( cf 100). 
CMM Level 5 has a routine technology but it does not have a certain environment. This situation can cause 
problems for which a more non routine technology is better! A routine technology produces goods and 
services efficiently which are standard and without variation. In an uncertain environment, it is very 
likely that the customers will prefer variation in products and services. Competitors are likely to vary their 
strategies in products, prices, advertising, etc. New innovative strategies may be called for. A more non 
routine technology will likely be required to adapt to an uncertain environment. 
CMM Level 5 has both a routine technology and a highly equivocal environment. A more non routine 
technology is a better fit with an equivocal environment. A routine technology produces goods and services 
efficiently which are standard and without variation. In a highly equivocal environment, it is likely that 
customers will demand variation in the product and service characteristics. Competitors are likely to 
introduce new products, vary prices, modify advertising, etc. Further, in the equivocal environment, large 
changes can come from unforeseen actions by competitors, government, and breakthrough innovations. A 
more non routine technology will be required to adapt to the unknowns and changes of an equivocal 
environment. 
CMM Level 5 has both a routine technology and a high requirement for product innovation. This situation 
must be changed; a routine technology will not support high product innovation. A routine technology 
yields standard products with low variation. The need for product innovation creates a mismatch. Product 
innovation will be difficult to manage, expensive and inefficient. For product innovation, a more non 
routine and adaptable technology is required. Of course, the organization may also shift to markets and 
products where less product innovation is required and a routine technology is suitable. 
CMM Level 5 has both a prospector strategy and routine technology. These are not compatible. A 
prospector innovates with new ideas and products. With a routine technology, developing new products or 
services will be very difficult. The routine technology is limited in its capacity to vary products or 
processes. For a prospector, a more non routine technology is required. 
CMM Level 5 has a high capital requirement but is not a large organization. The organization can be 
vulnerable. An organization with a high capital requirement and a few employees usually makes a few 
standardized products. Further, the technology is likely to be very limited in adaptiveness. The organization 
is then vulnerable to changes in the environment, market and products changes. Smaller organizations with 
small capital requirements are frequently more adaptive. To reduce this vulnerability, the organization 
should consider creating a greater capability for adaptation, which will usually require more employees of 
higher skill, education and training. 
ORGANIZATIONAL CONSULTANT RECOMMENDATIONS 
Based on your answers about the organization, its situation, and the conclusions with the greatest certainty 
factor from the analyses above Organizational Consultant has derived recommendations for the 
organization's configuration, complexity, formalization, and centralization. There are also 
recommendations for coordination and control, the appropriate media richness for communications, and 
incentives. More detailed recommendations for possible changes in the current organization are also 
provided. 
ORGANIZATIONAL CONFIGURATIONS 
The most likely configuration that best fits the situation has been estimated to be a matrix configuration ( cf 
53). 
It could also be: a divisional ( cf 52). 
It is certainly not: a machine bureaucracy (cf -84). 
It is certainly not: a professional bureaucracy (cf -84). 
262 
It is certainly not: an adhocracy ( cf -100). 
A matrix structure is a structure that assigns specialists from functional departments to work on one or 
more interdisciplinary teams that are led by project leaders. Permanent product teams are also possible. A 
dual hierarchy manages the same activities and individuals at the same time. 
When CMM Level 5 has many products or markets, a matrix configuration is a likely configuration. When 
CMM Level 5's environment has neither low equivocality nor low complexity, the configuration should be 
matrix. When CMM Level 5 is of medium size, the configuration can be a matrix configuration. The matrix 
con.figuration is a more likely configuration when CMM Level 5 has a unit production technology. When 
strategy is prospector, the organizational configuration can be a matrix configuration. 
The matrix structure may be a trans-national structure. When foreign product/service diversity is high and 
international involvement is high, CMM Level 5 should have a multidimensional, global configuration. 
The matrix configuration is usually not a very efficient configuration when the technology is a routine 
technology. 
A divisional organization is an organization with self-contained unit grouping into relatively autonomous 
units coordinated by a headquarters, (product, customer, or geographical grouping). 
When the organization is of medium size, the configuration can be a divisional configuration. Because the 
organization has many products, the configuration should be divisional. 
When the organization has a prospector strategy, it cannot be a machine bureaucracy! 
Since the organization has a prospector strategy, it cannot have a configuration like a professional 
bureaucracy. 
When the technology is very routine, the configuration cannot be an ad hoc configuration because it will 
not be able to operate! 
ORGANIZATIONAL CHARACTERISTICS 
The recommended degree of organizational complexity is low ( cf 40). 
CMM Level 5 has a prospector strategy. Then, the organizational complexity should be either low or high. 
CMM Level 5 has a routine technology, which implies that the organizational complexity should be low. 
Not much is known about the environment since both the environmental uncertainty and the environmental 
equivocality of CMM Level 5 are high. In this situation, the organizational complexity should be low. This 
allows the organization to adapt quickly. 
Medium size organizations should have medium organizational complexity. Because CMM Level 5 has an 
advanced information system, organizational complexity can be greater than it could otherwise. 
CMM Level 5 has a prospector strategy. Then, the organizational complexity should be either low or high. 
Top management ofCMM Level 5 has a preference for a low level ofrnicroinvolvement, which allows for 
a higher organizational complexity. Because CMM Level 5 has an advanced information system, 
organizational complexity can be greater than it could otherwise. 
The recommended degree of horizontal differentiation is high (cf 49). 
The recommended degree of vertical differentiation is low (cf70). 
The recommended degree of formalization is low ( cf 53). 
CMM Level 5 has a prospector strategy. A low formalization is required so that the organization can react 
quickly. Low formalization is also required because of the need for innovations. Since the set of variables 
in the environment that will be important is not known and since it is not possible to predict what will 
happen, no efficient rules and procedures can be developed, which implies that CMM Level 5's 
formalization should be low. Low formalization is consistent with top management having a low preference 
for rnicroinvolvement. 
The recommended degree of centralization is medium ( cf 27). 
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When there is a high capital requirement and the product innovation is high, as is the case for CMM Level 
5, centralization should be medium. CMM Level 5 is of medium size. Such organizations should have 
medium to high centralization. Because CMM Level 5 has an advanced information system, centralization 
can be greater than it could otherwise. 
CMM Level 5 has a prospector strategy. A low centralization is required so that the organization can react 
and innovate quickly. Low centralization can be allowed when top management has no desire for 
microinvolvement. Since there are many factors in the environment that affect the organization but CMM 
Level 5 does not know which factors are or will be important for CMM Level 5, centralization should be 
low. 
CMM Level 5's span of control should be wide (cf50). 
Since CMM Level 5 has a routine technology, it should have a wide span of control. 
CMM Level 5 should use media with high media richness (cf70). 
It also should use media with low media richness (cf70). 
The information media that CMM Level 5 uses should provide a large amount of information ( cf 70). 
The media used should also provide a small amount of information ( cf 70). 
Incentives should be based on results ( cf 70). 
It should also be based on procedures (cf70). 
CMM Level 5 should use meetings as means for coordination and control (cf70). 
It should also use integrators (cf70). 
Since CMM Level 5 is not small and has a routine technology, coordination and control should be obtained 
via rules and planning, and media with low richness and a small amount of information can be used. 
Incentives should be based on process.When the environment of CMM Level 5 has high equivocality, high 
uncertainty, and high complexity, coordination and control should be obtained through integrators and 
group meetings. The richness of the media should be high with a large amount of information. Incentives 
must be results based.Coordination is a major issue requiring a lot of time by functional managers and 
product or project managers. Managers should make frequent adjustments in order to maintain project and 
product goals and use scarce functional resources and personnel efficiently. In an international firm, matrix 
dimensions will likely include country or region and may include either product, customer, or 
function.Project or product managers will likely be required to champion new innovations in customers, 
products or technologies. 
ORGANIZATIONAL MISFITS 
Organizational misfits compares the recommended organization with the current organization. 
The following organizational misfits are present: (cf 100). 
Current and prescribed configuration do not match. 
Current and prescribed complexity do not match. 
Current and prescribed formalization do not match. 
MORE DETAILED RECOMMENDATIONS 
There are a number of more detailed recommendations ( cf 100). 
You may consider decreasing the number of positions for which job descriptions are available. 
You may consider supervising the employees less closely. 
You may consider allowing employees more latitude from standards. 
You may consider fewer written job descriptions. 
Managerial employees may be asked to pay less attention to written instructions and procedures. 





The following chart (Fig B. 1) presents the simulated organization and the simulated 
software process. The process presents only four cycles of evolution. Each cycle has the 
activities described in Chapter VII (Fig. 7.1). 
Figure B.1: Project layout1• 
1 Note: The detailed description of the notation can be found on the ViteProject user 
manual (Levitt, 1999). Rectangles indicate tasks. Rounded-comer rectangles indicate 
roles. Parallelograms indicate meetings. Double-headed-dashed arrows indicate 
information dependencies between tasks. Dashed arrows indicate problem dependencies 
between tasks. Normal arrows indicate precedence dependencies between tasks. 
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1. Simulation Results 
Table B.1 shows the estimated duration of the project for different scenarios. 
There are 30 data points for each scenario. 
Table B.1: Simulation Results 
LLL LLH LLH(2.5) LLH(5) LHL LHH LHH(2.5) LHH(5) HLL HLH HLH(2.5) HLH{5) HHL HHH HHH(2.5) HHH(5) 
78 91 228 455 91 108 270 540 29 37 93 185 37 43 108 215 
80 91 228 455 91 112 280 560 29 38 95 190 38 44 110 220 
81 93 233 465 91 115 288 575 30 38 95 190 38 45 113 225 
82 94 235 470 92 115 288 575 30 38 95 190 38 45 113 225 
82 94 235 470 93 118 295 590 30 39 98 195 39 45 113 225 
82 95 238 475 94 118 295 590 31 39 98 195 39 46 115 230 
83 95 238 475 95 120 300 600 31 40 100 200 39 46 115 230 
85 96 240 480 96 122 305 610 31 40 100 200 39 46 115 230 
85 97 243 485 96 123 308 615 31 40 100 200 39 46 115 230 
86 98 245 490 96 123 308 615 31 40 100 200 40 46 115 230 
87 98 245 490 96 124 310 620 31 40 100 200 40 46 115 230 
88 99 248 495 96 124 310 620 31 40 100 200 40 47 118 235 
88 100 250 500 98 125 313 625 32 41 103 205 41 48 120 240 
88 100 250 500 100 126 315 630 32 41 103 205 41 48 120 240 
88 101 253 505 100 127 318 635 32 41 103 205 41 48 120 240 
88 102 255 510 101 127 318 635 32 41 103 205 42 48 120 240 
89 102 255 510 101 128 320 640 32 42 105 210 42 48 120 240 
89 103 258 515 102 129 323 645 33 42 105 210 42 49 123 245 
90 104 260 520 102 129 323 645 33 43 108 215 43 49 123 245 
90 104 260 520 103 130 325 650 33 43 108 215 43 49 123 245 
90 107 268 535 104 131 328 655 33 44 110 220 43 50 125 250 
90 107 268 535 104 132 330 660 33 44 110 220 43 51 128 255 
91 107 268 535 107 134 335 670 34 45 113 225 44 51 128 255 
91 107 268 535 107 137 343 685 34 45 113 225 44 52 130 260 
92 107 268 535 108 138 345 690 34 45 113 225 44 54 135 270 
92 109 273 545 109 139 348 695 35 45 113 225 44 54 135 270 
93 110 275 550 110 139 348 695 35 45 113 225 45 54 135 270 
95 110 275 550 111 142 355 710 35 45 113 225 46 54 135 270 
97 111 278 555 113 143 358 715 35 46 115 230 46 55 138 275 
100 112 280 560 119 150 375 750 35 47 118 235 47 57 143 285 
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Figure B.2 shows the effects of the complexity in the expected duration of similar 
efficiency and requirements volatility scenarios. Observe that the effect of complexity is 




Figure B.3: Effects of efficiency 
267 
Figure B.3 shows the effects of efficiency. For same values of complexity and 
requirements volatility, the durations for high efficiency scenarios were 40% of the 
durations for low efficiency ones. 
days 
Figure B.4: Effects of requirement volatility 
Figure B.4 shows the effects of requirements volatility. For same values of 
complexity and efficiency, the durations for volatile scenarios were 122% of the 
durations for non-volatile ones. 
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APPENDIXC 
PARAMETER CONFIGURATION FOR VITEPROJECT 
ViteProject uses a set of default values for the variables of the model. These 
values are stored in a file named "behmatrx.opd" in the subdirectory of ViteProject. The 
behavior of the model depends on the values of these variables that are collectively called 
Behavior Matrix. This Appendix discusses the concepts considered in the behavior matrix 
and their relationship with software projects. The simulations used the default values for 
this file. 
(1) Participant attention rule: Defines the probability distribution applied to the 
different selection methods ( e.g. priority, FIFO, LIFO, random). of picking items 
to process. 
(2) Participant tool selection rules: Defines the probability distribution applied to 
different information exchange tools ( e.g. conversation, email, fax, memo, phone, 
video, voice-mail) given the type of message (e.g. Exception, Decision, etc.) A 
tool selected for an information exchange determines (1) the time needed for the 
message to move from one participant to another and (2) the time the message 
will stay in the in-tray of the receiver participant. 
Findings: 
1. Even if there is one matrix for each role, all the matrices are identical. 
11. Too much emphasis on voicemail. We expected more weight on 
conversation, phone and email. 
(3) Activity Verification Failure Probability (VFP) adjustment: There are two VFP 
(internal and external). The internal VFP depends on the complexity of the 
requirement and the skills of the participants. The external VFP depends on the 
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complexity of the solution and the skills of the participants. The processing speed 
of responsible participants is affected by the solution complexity and the 
requirement complexity. 
(4) Activity Information Exchange Frequency adjustment: This adjustment depends 
on the uncertainty of the activity and the team experience. 
(5) Participant Processing Speed adjustment: This adjustment depends on the match 
between the participant and activity skill requirements. 
(6) Definition of Rework, Quick-Fix, and Ignore decisions: This matrix defines how 
much of the original failed work should be reworked, quick-fixed or ignored. The 
values depend on the following failure types: 
1. Internaljlnternal: Amount of rework of an activity given internal activity 
failure (based on VFPinternal.). 
11. InternaljExternal: Amount of rework of an activity given external failure 
(based on VFP External.). 
m. ExternaljExternal: Amount of rework of a failure dependent activity given 
external failure of an independent activity (based on VFP External of the 
independent activity.). 
(7) Impact of participant information exchange behavior on its VFP: This adjustment 
depends on the attendance or non-attendance of the participant to information 
exchange events related to the activities. 
(8) Impact of participant decision-making behavior on the VFP of failed activity: 
This adjustment depends on the centralization level of the organization. 
(9) The probabilities used by ViteProject were set as follows: 
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• Functional Error Rate (0.01 low). Functional errors is the number of 
generated internal functional errors, shown in the Simulator Analysis 
Summary. 
• Project Error Rate (0.01 low). Project errors is the number of generated 
project errors, shown in the Simulator Analysis Summary. 
• Information Exchange (0.8 high) 
• Noise (0.1 normal) 
(10) Finally there is a set of matrices to implement Project Decision Making Policies 
including how to determine to whom to report an exception, how to make a decision for 
an exception, what is the maximum time a participant will wait before it takes delegation 
by default. 




% BehMatrx.opd - Vite-Project uses default qualitative-to-quantitative calibration 
% parameter values defined in this file. To override any of the default calibration 
% values, place a modified version of this file in the directory that holds Vite-Project 
% and specify the file name in the Vite-Project simulation control dialog box. Vite-
% Project will load this file automatically. 
% 
% Each matrix defines an association set: the row selection, when associated with the 
% column selection, has the behavior of the corresponding matrix value. For example, for 
% the ParticipantAttentionRule, a Project Manager (PM) will select an item from the 
% intray by Priority with probability 0.5. Notation: 
% PM= Project Manager 
% SL= participant subteam leader 
% ST= participant 
% 
% Revisions: 




% Participant attention rule: - A participant uses this attention rule to select an item 
% from its in-tray. By default, all participants in Vite-Project share this common 
% attention rule. 
% Example: a Project Manager (PM) will select an item from the intray by priority with 
% probability 0.5, with FIFO with probability 0.1, etc. 
%============================================================================ 
(Matrix ParticipantAttentionRule 
:Row PM SL ST 
:Column Priority FIFO LIFO Random 
:Values (0.4 0.3 0.2 0.1) 
(0.3 0.4 0.2 0.1) 
(0.1 0.5 0.3 0.1) 
%= Participant role. 
%= Item Selection strategy. 
%= Probability corresponding strategy 
% will be applied. 
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%============================================================================ 
% Participant tool selection rules 
% Information exchange tool selection is based on only Message types (e.g,. Exception, 
% Decision, etc.) A tool selected for an information exchange determines (1) the time 
% needed for the message to move from one participant to another and (2) the time the 
% message will stay in the in-tray of the receiver participant. 
% Example: Given an exception to process, the PM will never choose the Phone or Video. 
% Note that Decisions go directly to the recipient in-tray without use of a information 
% exchange tool. 
%==========================================================----============== 
%---------------------------------------------------------------------




:Row [Message type]: Decision Exception InfoExchange Meeting Noise 
:Column [Tool to use]: Conversation Email Fax Memo Phone Video VoiceMail 
:Values (0.15 0.20 0.20 0.20 0.0 0.0 0.25) %= Probability 
(0.20 0.20 0.20 0.20 0.1 0.0 0.10) % a specific tool 
(0.25 0.1 0.1 0.15 0.25 0.0 0.15) % will be used 
(0.5 0.0 0.0 0.0 0.2 0.0 0.3) 
(0.3 0.1 0.05 0.1 0.35 0.0 0.1) 
%---------------------------------------------------------------------







Decision Exception InfoExchange Meeting Noise 
Conversation Email Fax Memo Phone Video VoiceMail 
(0.15 0.20 0.20 0.20 0.0 0.0 0.25) %= Probability 
(0.20 0.20 0.20 0.20 0.1 0.0 0.10) % a specific tool 
(0.25 0.1 0.1 0.15 0.25 0.0 0.15) % will be used 
(0.5 0.0 o.o 0.0 0.2 0.0 0.3) 
(0.3 0.1 0.05 0.1 0.35 0.0 0.1) 
%---------------------------------------------------------------------






Decision Exception InfoExchange Meeting Noise 
Conversation Email Fax Memo Phone Video VoiceMail 
(0.15 0.20 0.20 0.20 0.0 0.0 0.25) %= Probability 
(0.20 0.20 0.20 0.20 0.1 0.0 0.10) % a specific tool 
(0.25 0.1 0.10 0.15 0.25 0.0 0.15) % will be used 
(0.5 0.0 0.0 0.0 0.2 0.0 0.3) 
(0.3 0.1 0.05 0.10 0.35 0.0 0.10) 
%============================================================================ 
% Activity Verification Failure Probability (VFP) adjustment: 








?proj.VFPexternal * SolutionComplexityEffect * ParticipantSkillEffect; 
?activity.VFPinternal 
?proj.VFPinternal * RequirementComplexityEffect * ParticipantSkillEffect; 
% The adjustment coefficients (e.g., SolutionComplexityEffect ParticipantSkillEffect) 
% are determined by values in the following matrices. 
%============================================================================ 
%---------------------------------------------------------------------




:Row High Medium Low %= Level of solution complexity. 
:Values 1.5 1.0 0.67 %= Value of SolutionComplexityEffect 
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%---------------------------------------------------------------------
% Effect of Activity requirement complexity on responsible participant processing speed. 
% 
(Matrix RequirementComplexityEffect 
:Row High Medium Low %= Level of requirement complexity. 
:Values 1.5 1.0 0.67 %= Value of RequirementComplexityEffect 
%---------------------------------------------------------------------
% Effect of Participant-Activity skill match on activity VFP: 
% If responsible participant skill matches the skill requirement of the 




:Row High Medium Low 
:Column High Medium Low 
:Values (0.5 0.7 0.9) 
(0.7 1.0 1.2) 
(0.9 1.2 1.5) 
%= Level of participant App. Experience 
%= Participant Required Skill Level. 
%= Values of ParticipantSkillEffect. 
%---------------------------------------------------------------------
% Effect of Participant-Activity match on activity VFP: 
% If participant skill DOES NOT match activity's skill requirement, then 
% use this matrix to determine ParticipantSkillEffect. Failure of 
% participant-activity skill match creates a major VFP penalty. 
% 
(Matrix ParticipantSkillNonMatchVFP 
:Row High Medium Low 
:Column High Medium Low 
:Values (2.0 2.0 2.0) 
(2.5 2.5 2.5) 
(3.5 3.5 3.5) 
%= Level of participant App. Experience 
%= Participant other Skill Level. 
%= Values of ParticipantSkillEffect. 
%============================================================================ 
% Activity Information Exchange Frequency adjustment: The following formula is used to 
% determine probabilistic information exchange frequency of an activity 
% 
% ?activity.InfoExchangeFrequency = ?proj.InfoExchangeFrequency * 
% ActivityUncertaintyEffect * TeamExperienceEffect 
%============================================================================ 
%---------------------------------------------------------------------
% Effect of Activity uncertainty on information exchange frequency: 
% 
(Matrix ActivityUncertaintyEffect 
:Row High Medium Low %= Level of activity uncertainty 
:Values 1.4 1.00 0.67 %= Value of ActivityUncertaintyEffect 
%---------------------------------------------------------------------
% Effect of responsible Participant team experience on information exchange frequency: 
% 
(Matrix TeamExperienceEffect 
:Row High Medium Low %= Level of participant team experience. 
:Values 0.67 1.0 1.5 %= Value of TeamExperienceEffect 
%============================================================================ 
% participant processing speed adjustment: 
% The following formula determines participant processing speed. Since participant 
% processing speed is based on its match with the skill requirement of its assigned 
% activity, the ParticipantSpeed is associated with each activity. (Vite-Project 






% 1.0 / (?Participant.NwnberOfParticipants * ?Participant.APSO * 
% ParticipantSkillEffect * ?Participant.TimePercentageForProject); 
% 
% The rule uses 1/ "time needed to process a work unit" to calculate speed. 
%============================================================================ 
%---------------------------------------------------------------------
% Effect of Participant-Activity match on APS: 
% If responsible participant skill matches the activity's skill 




:Row High Medium Low 
:Column High Medium Low 
:Values (2.0 1.5 0.9) 
(1.5 1.0 0.7) 
(0.9 0.7 0.5) 
%= Level of participant App.Experience. 
%= Participant Required Skill level. 
%= Values of ParticipantSkillEffect 
%---------------------------------------------------------------------
% If participant skill DOES NOT match activity's skill requirement, then 
% use this matrix to determine the value of ParticipantSkillEffect. 
% 
(Matrix ParticipantSkillNonMatchAPS 
:Row High Medium Low 
:Column High Medium Low 
:Values (0.7 0.7 0.7) 
(0.5 0.5 0.5) 
(0.3 0.3 0.3) 
%= Level of participant App. Experience. 
%= Participant Other Skill level. 
%= Values of ParticipantSkillEffect 
%============================================================================ 
% Definition of Rework, Quick-Fix, and Ignore decisions: 
% This matrix defines how much of the original failed work should be reworked based 
% decision types (i.e., Reworked, Quick-Fixed, Ignore). The actual rework volume is the 
% given subactivity volume*% - of failed work that needs to be reworked* user-
% interface defined "Strength" of failure dependent activity relationship 
% 
% The values change depending on the failure types described below: 
% 
% Internal!Internal: Amount of rework of an activity given internal activity failure 
% (based on VFPinternal.) 
% 
% Internal!External: Amount of rework of an activity given external failure (based on 
% VFP External.) 
% Internal!External Amount of rework of a failure dependent activity given external 






:Row Internal Internal!External 
:Column Rework Quick-Fix Ignore 
:Values (1.0 0.5 0.0) 
(1.0 0.5 0.0) 
(1.0 0.5 0.0) 
External!External %= failure type 
%= Decision for the exception 
%= Percent of failed work 












Impact of participant information exchange behavior on its VFP: 
Vite-Project simulates the impact of participant information exchange behavior on its 
VFP by updating VFP based on the effect weight as shown below {same for VFPexternal 
and VFPinternal): 
?activity.VFPinternal = ?activity.VFPinternal * VFPinfoXEffect; 
if ?activity.VFPinternal > 1.0; 
then ?activity.VFPinternal = 1.0; 
The value of VFPinfoXEffect is retrieved from the following matrices. 
274 
% 
% VFP updating is dynamic, i.e., it happens whenever an information exchange finishes. 
% You can disable the effects by setting matrix values to 1.0. 
%============================================================================ 
%---------------------------------------------------------------------
% This matrix defines the weight for updating participant verification failure 
probabilities (*** Internal and External) due to not attending to information exchange 
with peers, meetings and noise respectively. 
% NOTE: Weight =1.0 implies no effect of ignoring communications, meetings or noise. 
% 
(Matrix ParticipantNonAttendanceFailureEffect 
:Row InfoXNonAttend MeetNonAttend NoiseNonAttend 
%= Nonatt InfoX type 
:Column 
:Values 
High Medium Low 
(1.01 1.07 1.1) 
(1.10 1.07 1.05) 
(1.0 1.00 1.00) 
%= Level of formalization 
%= VFPinfoXEffect. 
%---------------------------------------------------------------------
% This matrix defines the weight for updating participant verification failure 
% probability due to attending to information exchange from peers, meetings 
% and noise respectively. 
% 
(Matrix ParticipantAttendanceFailureEffect 
:Row InfoXAttend MeetAttend NoiseAttend %= Nonatt InfoX type 
:Column High Medium Low 
:Values (0.99 0.96 0.95) 
(0.90 0.96 0.99) 
(1.0 1.0 1.0) 
%= Level of formalization 
%= VFPinfoXEffect. 
%============================================================================ 
% Impact of participant decision-making behavior on the VFP of failed activity: 
% Vite-Project simulates the impact of participant information exchange behavior on its 
% VFP updating VFP based on the effect weight as shown below 






?activity.VFPinternal = ?activity.VFPinternal * VFPinfoXEffect; 
if ?activity.VFPinternal > 1.0; 
then ?activity.VFPinternal = 1.0; 
% The value of VFPinfoXEffect is retrieved from the following matrices, based 
% decision-maker's role and the type of decision it has made. 
% 
% VFP updating is dynamic, i.e., it happens whenever a decision is made. 
% 
% You can turn off the effects by setting values of the matrices to 1.0. 
%======--==================================================================== 
%---------------------------------------------------------------------
% Matrix used for Low centralization: 
% 
(Matrix LowCentralDecisionWeight 
:Row PM SL ST %= Decision-maker's role. 
:Column Rework Quick-Fix Ignore%= Type of decision made. 
:Values (0.95 1.0 1.05) 
(0.95 1.0 1.05) 
(0,95 1.0 1.05) 
%= VFPinfoXEffect for update VFP 
%---------------------------------------------------------------------
% Matrix used for Medium centralization: 
% 
(Matrix MediumCentralDecisionWeight 
:Row PM SL ST %= Decision-maker's role. 
:Column Rework Quick-Fix Ignore%= Type of decision made. 
:Values (0.9 0.95 1.05) %= VFPinfoXEffect for update VFP 
(0.95 1.0 1.05) 
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(0.95 1.05 1.1) 
%---------------------------------------------------------------------
% Matrix used for High centralization: 
% 
(Matrix HighCentralDecisionWeight 
:Row PM SL ST 
:Column Rework Quick-Fix 
:Values (0.9 0.95 1.05) 
(0.95 1.0 1.1) 
(0.95 1.1 1.2) 
%= Decision-maker's role. 
Ignore%= Type of decision made. 
%= VFPinfoXEffect for updat~ VFP 
%================================== ========================================= 
% Following matrices are used to implement Project Decision Making Policies 
% including how to determine to whom to report an exception, how to make 
% a decision for an exception, what is the maximum time a participant will 




% Time To Wait For Decision Policy: 
% This matrix defines how long a participant should wait for a decision 
% before it assumes delegation by default. Participants playing different 
% roles in the organization may have different time-out durations. 
% 
(Matrix TimeToWaitForDecision 
:Row PM SL ST %= Participant roles 




% Decision Maker Policy: 
% This matrix is used by a participant to determine who should make 
% decision for his/her exception, based on project's centralization 
% policy. The assumption is that more centralized project teams 
% requires higher level participants make decisions for exceptions. 
% 
(Matrix DecisionMakerPolicy 
:Row PM SL ST 
:Column High Medium Low 
:Values (0.6 0.2 0.1) 
(0.3 0.6 0.3) 
(0.1 0.2 0.6) 
%= Decision maker's role 
%= Level of centralization 
%= Probability 
% a certain role should 
% make the decision. 
%---------------------------------------------------------------------
% Decision Choice Policy: 
% This matrix is used by a decision-maker to determine how an exception should be 
dealt with, based on project's centralization policy. NOTE: The assumption is that 
higher level participants (e.g., project managers) tend to make more Rework decisions. 
Vite experience has found this assumption reasonable for routine engineering design. 
However, for domains like software engineering, Vite staff has found that the reverse is 
true. Participants (hackers) want to fix every known bug, whereas managers want to ship 
on time, even with known, non-serious bugs. This matrix should be adjusted to reflect 
the "bug fixing" culture of the organization being modeled. 
% 
(Matrix DecisionChoicePolicy 
:Row PM SL ST 
:Column Rework Quick-Fix 
:Values (0.65 0.3 0.05) 
(0.4 0.4 0.2) 
(0.05 0.35 0.6) 
%= Decision-maker's role 
Ignore%= Decision type 
%= Probability 
% the decision-maker will 
% make a certain type of decision 
%---===========--------=--====---==========----=========---------============ 
% Information exchange Probability adjustment: 
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% The following matrices adjust the frequency probability of different types of 
information exchange based on the Level of project Formalization: 
% 
% ?AdjustedinfoXProbability = OriginalCommunicationProbability * AdjustFactor; 
% 
% The Info Exchange AdjustFactor is retrieved from the following matrix given the level 
of formalization. 
% 
% NOTE: Meeting frequency is not adjustable in Vite-Project, so the Meet row of the 








:Row InfoX Meet Noise 
:Column High Mediun Low 
:Values (0.5 1.0 2.0) 
(0.7 1.0 1.0) 
(1.0 1.0 1.0) 
%= Information exchange type 
%= Level of formalization 
%= Info Exchange AdjustFactor. 
%============================================================================ 
% In Vite-Project, when a participant picks up an information exchange item, it has to 
% decide whether to attend the request for information exchange. This matrix defines the 
% chance a participant attends to a given type of information exchange given a level of 
% strength of organization matrix. 
% 
% e.g., if Matrix Strength is High (as in a Project organization), then a participant 
% will probabilistically attend to 80% of information exchanges, and 20% of the meetings 
% and 20% of the Noise. Project organizations have high Matrix strength; functional teams 




:Row InfoX Meet Noise %= Type of information exchange 
:Column High Medium Low %= Org Matrix Strength 
:Values (0.9 0.7 0. 6) %= Probability 
(0. 6 0.7 0. 9) % a participant will attend 
(0.2 0.2 0. 2) % a communication. 
%============================================================================ 
% 




% This matrix defines the length of time (in minutes) it takes to 
















% This matrix defines the length of time (in minutes) it takes for 
% messages to expire in the recipients in-tray 
% 
(Matrix ToolTimeToExpire 










% This matrix defines the volume (in minutes) for each type of message 
% 
(Matrix MessageVolurne 
:Row PM SL ST 
:Column decision exception 
:Values (10 120 30 0 10) 
(10 240 30 0 10) 
(10 240 30 0 10) 
) 
%%%%%%%%%%%%%%% 
% END OF FILE% 
%%%%%%%%%%%%%%% 
%= Recipients role 
info_exchange meeting noise%= Message type 
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APPENDIXD 
STATISTICAL ANALYSIS OF SIMULATION OUTPUTS 
A. Descriptive Statistics and Boxplots 
HHH 48.8 
f 'lii~(2,'.'q)2;'t;1f22;:2.;~·.'.,· \ • • .. 

















The descriptive statistics do not give conclusive information about the kind of 
distribution observed. The boxplots show that complexity (the third variable) has the 
strongest influence over the development time, efficiency seems to have less impact, and 
requirements volatility seems to have moderate influence. 
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B. Weibull Probability Plots 
The data obtained from the simulations was analyzed with a Weibull++ Ver 5.0 
from Reliasoft (http://www.reliasoft.com). This statistical analysis tool checks what is the 
distribution function that better fits the sample. The distributions compared were 
exponential (one and two parameters), Weibull (two and three parameters), normal, and 
lognormal. In all the cases the tool found that Weibull with three parameters was the best 
fit. The tool uses the maximum likelihood method with a confidence of 90% to evaluate 
which distribution functions had the best fit. The following plot is a Weibull paper and 
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C. Probability Distribution Functions 
The following table presents the parameters for the Weibull distribution functions 
that model each scenario. The method used to calculate these parameters was maximum 
likelihood with 90% of confidence. 
D. Effect of the Requirements Volatility 
The following graphs show the influence of requirements volatility. Two graphs 
are presented to observe the effect of the variation in requirements volatility. 
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In both cases the increment of volatility produces a change in the scale parameter. 
This shift is magnified when the complexity is high. The effect is also magnified when 
the efficiency is low. 
E. Effect of the Efficiency 
The following graphs show the influence of efficiency. Two graphs are presented 
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For same levels of complexity and requirements volatility, the change in efficiency from 
high to low modifies mainly the shape parameters, and has also effects over the scale and 
delay. This effect is more notorious when low efficiency is combined with high 
requirement volatility and complexity. 
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F. Effect of the Complexity 
The following graphs show the influence of complexity in scenarios with high 
requirements volatility. 
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In both cases the increment on complexity produces a shift to the right. This shift is 
magnified when the efficiency is low. For the high efficiency scenarios, one can observe 
that the shape and scale parameters in the group are relatively stable. The main difference 
is the delay. The same phenomenon occurs in the four low efficiency scenarios. 
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G. ANOVA 
To analyze the combined effect of the complexity and requirements volatility, we 
conducted Two-way ANOV A. The results show that the combined effect of complexity 
and requirements volatility is similar to the random error in the samples. The biggest 
contributor for the variability is the complexity. The following tables show the Two-way 
ANOV A results: 
ANOVA {EF = H) 










ANOVA {EF = L} 









































1 207035 372.7349 
3 2936819 5287.294 















The ANOV A method was also used to test the accuracy of the models. If the hypothesis 
that the samples obtained from the simulation and the samples obtained from the 
estimates are from the same population cannot be rejected, then the estimation errors are 
statistically insignificant. The following tables present the ANOV A for samples from the 
simulation and samples from the estimation models. 
Ho: Both samples belong to the same population 
Ha: The samples belong to different populations 
a.= 0.05 
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Estimated Model 1 
ANOVA 




Count Sum Average Variance 
16 2984 186.5 30360.8 
16 2915.314 182.2071 27657.64 
ss df MS F 
147.4293 1 147.4293 0.005082 
870276.7 30 29009.22 
870424.1 31 
P-value > a hence Ho cannot be rejected. 
Anova: Single Factor 
Model 2 
SUMMARY 
Groups Count Sum Average Variance 
Simulated 16 2984 186.5 30360.8 
Estimated Model 2 16 2930.126 183.1329 27929.33 
ANOVA 
Source of Variation ss df MS F 
Between Groups 90.69892 1 90.69892 0.003112 
Within Groups 874351.9 30 29145.06 
Total 874442.6 31 
P-value > a hence Ho cannot be rejected. 
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P-va/ue F crit 
0.943641 4.170886 
P-value F crit 
0.955883 4.170886 
,,,,,.-.~, 





Estimated Model 3 
ANOVA 



























The following boxplot show the increasing accuracy in the three models. 
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H. Cumulative Density Functions (CDF) and Stochastic Dominance 
F crit 
4.170886 
The analysis of stochastic dominance (see Appendix F) reveals that under similar 
complexity and requirements volatility, high efficiency scenarios are always dominant. 
Under similar levels of complexity and efficiency, then the dominance is determined by 
the less volatility in the requirements. Finally, under similar conditions of efficiency and 
requirements volatility, the stochastic dominance depends on the complexity. By using 
stochastic dominance the decision-maker can decide between alternatives. First the 
decision-maker should apply the estimation model for each alternative to obtain a set of 
parameters a, p, and y for each alternative. Then each alternative can be compared for 
stochastic dominance using the Weibull cdfs. 
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I. Contour of Time 
One of the difficulties in visualizing the model is that it has four variables 
(efficiency, requirements volatility, complexity, and time), hence it is necessary a five 
dimensional space to represent it (four dimensions for the parameters plus one extra 
dimension for the scalar value of the probability associated). 
The following graph represents the lines of same expected time given a discrete 
set of scenarios with different efficiency, complexity, and requirements volatility. The 
graph is only useful to visualize the combined effect of the three parameters of the model. 
Given a certain scenario and a confidence probability it is possible to determine the 
expected time in days. For instance, the comparison of HHH5 (high efficiency, high 
volatility, high complexity) vice LHH5 (low efficiency and the same other parameters) 
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J. Contour of Probabilities 
The following graph represents the lines of same probability of finishing the 
project at a given date, given a discrete set of scenarios with different efficiency, 
complexity, and requirements volatility. The graph is only useful to visualize the 
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K. Surface of Cumulative Distribution 
The following graph represents a 3D view of the cumulative distributions for a 
discrete set of scenarios. The z-axis represents the cdf, the x-axis represents the scenario 









L. Snapshots of the Surface of Cumulative Distribution for High Efficiency 
The following series of graphs represents the continuous 3D aspect of the five-
dimension model given a high efficiency scenario for five different moments in time. The 
axes represent complexity, volatility, and cdf. The five snapshots represent time in a 
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M. Snapshots of the Surface of Cumulative Distribution for High Efficiency 
The following series of graphs represents the continuous 3D aspect of the five-
dimension model given a high efficiency scenario for five different moments in time. The 
axes represent complexity, volatility, and cdf. The five snapshots represent time m a 
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N. Surface of Cumulative Distribution for High Efficiency and Gamma-Beta 
ratio= 5.5 
The following graph represents the cdf surface for a given level of efficiency and 
a given level of volatility. The three axes correspond to complexity, time, and cdf. This 
graph predicts the future of the project under the hypothesis of constant volatility and' 
high efficiency. 
Efficiency= H (alpha= 1.95, beta-gamma ratio= 5.5) 
Time (25 - 800 days) Complexity (600 • 6000 LGC) 
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0. Surface of Cumulative Distribution for Low Efficiency and Gamma-Beta 
Ratio= 5.5 
The following graph represents the cdf surface for a given level of efficiency and 
a given level of volatility. The three axes correspond to complexity, time, and cdf. This 
graph predicts the future of the project under the hypothesis of constant volatility and low 
efficiency. 
Efficiency= Low (alpha = 2.5, beta-gamma ratio= 5.5) 
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The major areas of application of dominance have been finance, insurance, and 
economics. The classical portfolio problem was the catalyst for the initial research. From 
there the technique was applied to other domains (Whitmore & Findley, 1978). Stochastic 
dominance is a methodology related to decision theory. It is based on formal concepts 
and theorems and employs partial information on the decision-maker's preferences and 
the random variables to produce a partial ordering (Levy, 1998). The concept of 
stochastic dominance is used in Appendix D to analyze the effects of the three parameters 
of our model by comparing the CDFs of different scenarios. 
Definition of dominance: Let D be a domain constituted by a set of decisions. Let x be a 
random variable representing the outcome for a specific decision. Let d e D. We say that 
the decision di dominates the domain D ( expressed as di DOM D), if and only if the 
return value for the application of d is maximum for all possible values of x and for all 
possible dj e D. 
(Vd e D)(Vx e X)(R(x, di)~ R(x, dj)) <=> di DOM D 
where D = set of alternatives or decisions, also called Feasible Set (F.S.) 
X = set of possible values for the random value x. 
R(x, d) = a function that measures the outcome of the decision. 
Definition of Efficient Set (E.S.): E.S. is the set of dominating decisions. 
(Vd e D)(d DOM D) <=>de E.S. 
Definition of Inefficient Set (I.S.): LS. is the set of dominated decisions. 
F.S. = E.S. u LS. 
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Definition of First Degree Stochastic Dominance (FSD): FSD is the dominance that 
can be established by the application of the following definition: 
Let F(x) and G(x) be cumulative distribution functions (cdf) related to the decisions f and 
g respectively. We say that f dominates FSD g (f FSD g) if and only if the F(x) ~ G(x) for 
all values of x. 
(Vx) (F(x} ~ G(x)) ¢=> (f FSD g) 
Observations: 
(1) FSD requires that distributions do not intercept, but can be tangent. 
(2) When more than two alternatives exist, the mere condition of being dominated by 
one alternative is sufficient condition to belong to LS. 
(3) All alternatives in E.S. must intercept, and should not be dominated. 
Figure G. l shows an example of inexistence of FSD. cdfl and cdf2 belong to E.S. 
cdf3 is clearly dominated so it belongs to LS. Note that neither cdfl or cdf2 




0.6 -+------------, _____ cdf2 
0.4 __ cdf3 
0.2 -1--1-'---+----------------l 
0 5 10 15 20 25 
Figure G.l: Concept of domination. cdfl 
dominates cdf3 
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Definition of sufficient conditions for FSD: Let f, g be two alternatives related to F(x) 
and G(x) respectively. 
(1) We say that f dominates first degree stochastic g ( f FSD g), if the maximum range•, 
of F(x) is less or equal the minimum range of G(x) (Fig. G.2). 
Max(Range(F(x)))::;; Min(Range(G(x))) <:-;> (f FSD g) 
1 . 
0.9 -Series1 









0 0.5 1 1.5 
Figure G.2: FSD sufficient condition. Seriesl 
dominates Series2. 
2 
(2) We say f dominates first degree stochastic g (f FSD g), if for all values of x F(x) 
is greater or equal to G(x) (Fig. G.3). 




0.4 -1-----+--r'-------i· ....•• Series2 
0.2 -1----+----=-------------1 
0 ~-.LC.--,.--.....,....---,-----,----l 
0 0.2 0.4 0.6 0.8 1 
Figure G.3: FSD, second sufficient condition. 
Seriesl dominates Series2. 
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Definition of Second Degree Stochastic Dominance (SSD): SSD is the dominance that 
can be established by the application of the following definition: 
Let f, g be two alternatives with cdf F(x) and G(x) respectively. We say that f dominates 
g on 2nd degree stochastic dominance (f SSD g), if and only if the area between the two 
curves is positive. 
(f SSD g) ~ J [F(x) - G(x)] dx ~ 0 
Observation 
(1) Figure G.3 represents SSD. 
(2) Figure G.1 also represents SSD of cdf2 over cdfl if the area under cdf2 is greater than 
the area under cdfl. 
Definition of sufficient conditions for SSD: FSD is sufficient for SSD. 
(f FSD g) • (f SSD g) 
Definition of Third Degree Stochastic Dominance (TSD): The third degree of 
stochastic dominance is the preference for positive skewness on the pdfs. The skewness 
(y) is defined as the ratio of the third moment over the standard deviation to the third. 
y = [ J f(x) (x - µ)3 dx] / cr3 
Definition of the sufficient conditions for TSD: 
(1) FSD is sufficient for TSD. 
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Department of Defense (DoD) acquisition policy requ·ires 
that military system acquisitions incorporate commercial-
off-the-shelf (COTS) components into system architectures. 
Traditional DoD source code development and evolution 
methodologies do not effectively support COTS-intensive 
systems. To fully realize the benefits of COTS technologies 
and products, the DoD must adopt new ways to sustain system 
evolution in the face of a dynamic market environment 
subject to constant change. _,,......___ 
This thesis proposes a new software evolution 
methodology to effectively maintain COTS-intensive military 
systems. The integrated COTS component evolution (ICCE) 
model provides evolution processes designed to support the 
maintainer as a consumer of software instead of a source-
code developer. The ICCE model affords proactive risk 
awareness, market awareness, and user awareness activities. 
The ICCE model also supports a three-tier test and 
evaluation process. A case study for the U.S. Navy/Marine 
Corps Meteorological Mobile Facility Replacement (METMF(R}) 





The Department of Defense (DoD) is undergoing a 
significant change in the way it acquires and maintains 
software intensive systems. To alleviate software 
development costs and reduce schedule delays, the DoD is 
shifting towards the commercial market to fulfill system 
requirements. 
The primary purpose of this thesis is to: 
• Develop a new software evolution methodology that 
supports the DoD maintainer as a consumer of 
·software instead of a source code developer. 
The secondary purpose of this thesis is to: 
• Develop and demonstrate a risk management process 
for military systems built around an integrated 
software component solution. 
• Develop a formal qualification test and evaluation 
process for military systems built around an 
integrated software component solution. 
C. MOTIVATION 
Acquisition managers must understand that choosing a COTS component 
may be a reasonable solution; however, the decision to use COTS should 
be the product of analysis, reasoning, and engineering decisions, not the 
desire to jump on the latest bandwagon. [Ref. 1] 
Even though Brooks [Ref. 2] warned that silver bullets 
do not exist to solve software development and maintenance 
productivity problems, the DoD is pushing the commercial 
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market as a silver bullet to reduce military system 
development costs and to mitigate schedule delays. 
A review of software management and engineerin,g 
literature illustrates some of the following expectations 
and realities that exist regarding the integration of COTS 
software components into military systems. Some of the 
expectations include: 
• COTS software components will reduce development 
costs and overall schedule [Ref. 3]. 
• COTS software components are less risky [Ref. 4]. 
• COTS software components can be procured and 
modified faster and cheaper than developing the 
component from scratch [Ref. 4]. 
• COTS software components will satisfy all system 
requirements [Ref. 4]. 
• COTS software components are stable and error-free 
[Ref. 4] . 
• COTS components do not require testing [Ref. 5]. 
• COTS components are selected based on extensive 
evaluation and analysis [~ef. 5]. 
• Vendors will keep the component current and up to 
date with technology [Ref. 4). 
• Vendors will utilize commercially accepted interface 
standards. 
• Vendors will employ commercially accepted software 
engineering development practices. 
• Vendor literature is accurate, complete and 
understandable [Ref. 4]. 
• An open-system architecture solves the COTS 
component inter-operability problem [Ref. 5]. 
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Some of the realities include: 
• COTS software component integration can be expensive 
[Ref. 4]. 
• COTS software components require more testing 
because the integrator does not know how they were 
built [Ref. 5]. 
• COTS software components are typically selected 
based on slick demos, web searches, or by reading 
trade journals [Ref. 5]. 
• Selecting the wrong COTS component ca~ be more 
expensive than fixing problems in custom-built 
software [Ref. 4]. 
• COTS software component vendors do not supply all 
services [Ref. 4] . 
• Features sell COTS components, not documentation 
[Ref. 5] . 
• COTS software components may not meet all the system 
requirements [Ref. 4). 
• COTS software components may not be easy to modify 
[Ref. 4] . 
• The system developer will have little control over 
vendor quality and schedule [Ref. 4]. 
• The system developer's organization will have to 
change to accommodate COTS software·components [Ref. 
4] . 
• There is no standard definition for open-system and 
plug-and-play does not always work [Ref. 5]. 
• COTS software components introduce new tradeoffs, 
issues, constraints, assumptions, problems, and 
inadequacies [Ref. 1, 3, 5, 6, 7). 
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The large-scale int~gration of COTS software components 
into military system architectures introduces new 
engineering, management, and organization challenges: 
• The system maintainer no longer controls software 
component specification. 
• The system maintainer no longer controls software 
component source code. 
• The system maintainer no longer controls software 
component release schedule. 
• The system maintainer is no longer able to conduct 
developmental (white box) test and evaluation. 
The purpose of software engineering is to improve the 
quality of software and software products [Ref. 8] . The 
primary motivation behind this thesis is to help DoD 
managers acquire and maintain effective COTS-intensive 
military systems. Specifically, this paper will attempt to 
convey the following essential points: 
• DoD managers and engineers must have a clear 
understanding of the applicable risks and benefits 
associated with COTS-intensive system acquisitions. 
• DoD managers and engineers must adopt new processes 




This thesis is organized into the following sections: 
• Section II identifies acqui•sition source documents 
and policy statements affecting the DoD's push 
toward COTS integration into military systems. 
• Section III provides a brief overview of traditional 
source code-based development and evolution 
activities. 
• Section IV presents the integrated COTS component 
evolution (ICCE) model along with a brief overview 
of the major ICCE activities and processes. 
• Section V presents the ICCE risk management process 
.for COTS-intensive systems. 
• Section VI presents a case study that demonstrates 
the effectiveness of the ICCE risk management 
process. 
• Section VII presents the ICCE test and evaluation 
process for COTS-intensive systems. 




A. DOD ACQUISITION POLICY SHIFT 
Organizations that acquire software-intensive systems have undergone a 
remarkable change in emphasis toward use of existing commercial 
products. This shift is especially noticeable in U.S. Government 
procurements, particularly those of the Department of Defense (DoD). 
[Ref. I] 
The primary policy documents for DoD system acquisition 
include the Federal Acquisition Regulation (FAR), the 
Defense Federal Acquisition Regulation Supplement (DFARS}, 
DoD Directive 5000.l, and DoD Regulation 5000.2-R. 
1. Federal Acquisition Regulation (FAR) 
The FAR codifies uniform policies for acquisition of 
supplies and services by executive agencies. DoD 
implementation and supplementation of the FAR is issued in 
the DFARS under authorization of the Secretary of Defense. 
The FAR provides the following COTS-related policy 
statements [Ref. 9]: 
Part 7 Acquisition Planning; Subpart 7 .l Acquisition 
Plans; ~ubpart 7.102 Policy: 
(a) Agencies shall perform acquisition planning and conduct market 
research (see Part 10) for all acquisitions in order to promote and provide 
for (1) Acquisition of commercial items or, to the extent that commercial 
items suitable to meet the agency's needs are not available, 
nondevelopmental items. to the maximum extent practicable (10 U.S.C. 
2377 and 41 U.S.C. 251, et seq.). 
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Part 10 Market Research; Subpart 10.001 Policy: 
(a) Agencies shall .. . (3) Use the results of market research to (i) 
determine if sources capable of satisfying the agency's requirements exist; 
(ii) Determine if commercial items or. to the extent commercial items 
suitable to meet agency's needs are not available. nondevelopmental items 
are available that (A) Meet the agency's requirements: (B) Could be 
modified to meet the agency's requirements; or (C) Could meet the 
agency's requirements if those requirements were modified to a reasonable 
extent; (iii) Determine the extent to which commercial items or 
nondevelopmental items could be incorporated at the component level. 
Part 12 Acquisition of Commercial Items; Subpart 12.1 
Acquisition of Commercial Items - General; Subpart 12 .101 
Policy: 
Agencies shall (a) Conduct market research to determine whether 
commercial items or nondevelopmental items are available that could meet 
the agency's requirements; (b) Acquire commercial items or 
nondevelopmental items when they are available to meet the needs of the 
agency; and (c) Require prime contractors and subcontractors at all tiers to 
incorporate. to the maximum extent practicable, commercial items or 
nondevelopmental items as components of items supplied to the agency. 
2. DoD Directive 5000.l, March 1996 
DoD Directive 5000.1 provides mandatory acquisition 
policies and procedures for all defense acquisition 
programs. The current release of DoD Directive 5000.1 
includes change 1 (administrative re-issuance), May 21, 1999 
and provides the following COTS-related policy statement 
[Ref. 10]: 
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Section 4 Policy; 4.2 Acquiring Quality Products; 4.2.2 
Hierarchy of Material Alternatives: 
In response to operational requirements, priority consideration shall 
always be given to the most cost-effective solution over the system's life-
cycle. Generally, use or modification of systems or equipment that the 
Department already owns is more cost-effective .than acquiring new 
materiel. If existing U.S. military systems or other on-hand materiel 
cannot be economically used or modified to meet the operational 
requirement. an acquisition program may be justified and acquisition 
decision-makers shall observe the following hierarchy of alternatives: (I) 
the procurement (including modification) of commercially available 
systems or equipment. the additional production (including modification) 
of already-developed U.S. military svstems or equipment. or Allied 
systems or equipment; (2) cooperative development program with one or 
more Allied nations; (3) new joint Service development program; and (4) a 
new Service-unique development program. Important in this evaluation 
process for new or modified systems are considerations for compatibility, 
interoperability, and· integration with existing and future components or 
systems. 
3. DoD Regulation 5000.2-R, March 1996 
DoD Regulation 5000.2-R implements DoD Directive 5000.1 
and provides policies and procedures for Major Defense 
Acquisition Programs (MDAPs) and Major Automated Information 
System (MAIS) Acquisition Programs. The current version of 
DoD Regulation 5000.2-R includes the following 
modifications: change 1, December 13, 1996; change 2, 
October 6, 1997; and, change 3, March 23, 1998. DoD 
Regulation 5000.2-R provides the following COTS-related 
policies and procedures [Ref. 11]: 
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Part 2 Program Definition; Section 2. 3 Requirements 
Evolution: 
In the process of refining requirements. key concepts that shall be adhered 
to include: 1. keeping all reasonable options open and facilitating trade-
offs throughout the acquisition process; 2. avoiding early commitments to 
system-specific solutions. including those that inhibit future insertion of 
new technology and commercial or non-developmental items; 3. defining 
requirements in broad operational capability terms; and 4. using minimum 
acceptable operational performance (thresholds) to establish operational 
test criteria. 
Part 2 Program Definition; Section 2. 3 Requirements 
Evolution; 2.3.1 Evaluation of Requirements Based on 
Commercial Market Potential: 
Researching the potential of the commercial marketplace to meet system 
performance requirements is an essential element of building a sound set 
of requirements. In developing system performance requirements, DoD 
Components shall evaluate how the desired performance requirements 
could reasonably be modified to facilitate the use of potential commercial 
or non-developmental items. components, specifications. open standards, 
processes, technology, and sources (IO USC §2377: CCA). The results of 
the evaluation shall be included as part of the initial ORD. 
Part 3 Program Structure; Section 3.3 Acquisition 
Strategy; 3.3.1 Open Systems: 
PMs shall specify open systems objectives and document their approach 
for measuring the level of openness of systems, subsystems, and 
components to be acquired, and devise an open systems strategy to achieve 
these requirements. An open systems strategy focuses on fielding superior 
warfighting capability more quickly and more affordably by using 
multiple suppliers and commercially supported practices, products. 
specifications. and standards. which are selected based on performance, 
cost. industry acceptance. long term availability and supportability, and 
upgrade potential. 
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Part 3 Program Structure; Section 3.3 Acquisition 
Strategy; 3.3.2 Sources: 
In developing and updating the acquisition strategy, the PM shall consider 
all prospective sources of supplies and/or services that can meet the need, 
both domestic and foreign. Commercial and non-developmental items 
shall be considered as the primary source of supply (10 USC §2377; 
CCA). 
Part 3 Program Structure; Section 3.3 Acquisition 
Strategy; 3.3.2 Sources; 3.3.2.1 Commercial and Non-
Developmental Items: 
Market research and analysis shall be conducted to determine the 
availability and suitability of existing commercial and non-developmental 
items prior to the commencement of a development effort, during the 
development effort, and prior to the preparation of any product 
description. The PM shall define requirements {including hardware. 
software. standards. data, and automatic test systems) in terms that enable 
and encourage offerors to supply commercial and non-developmental 
items and provide offerors of commercial and non-developmental items an 
opportunity to compete in any procurement to fill such requirements. The 
PM shall require prime contractors and subcontractors at all levels to 
incorporate commercial and non-developmental items as components of 
items supplied and shall modify requirements to the maximum extent 
practicable. to ensure that the requirements can be met by commercial and 
non-developmental items {10 USC §2377). 
Preference shall be given to the use of commercial items first and non-
developmental items second. 
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Part 3 Program Structure; Section 3.3 Acquisition 
Strategy; 3.3.2 Sources; 3.3.2.3 Industrial Capability: 
Program needs shall be met through reliance on a national technology and 
industrial base sustained primarily by commercial demand. Programs shall 
minimize the need for new defense-unique industrial capabilities. 
Part 3 Program Structure; Section 3.3 Acquisition 
Strategy; 3.3.5 Contract Approach; 3.3.5.1 Competition: 
The Head of each DoD Component with acquisition responsibilities shall 
designate a competition advocate for the Component and in each 
ptocurement activity as a resource to help the Component Head to achieve 
a competitive environment and promote the acquisition of commercial 
items (41 USC §418 and 10 USC §2318). 
The advocate for competition for each procuring activity shall be 
responsible for promoting full and open competition, promoting the 
acquisition of commercial items, and challenging barriers to such 
acquisition, including such barriers as unnecessarily restrictive statements 
of need, unnecessarily detailed specifications, and unnecessarily 
burdensome contract clauses. 
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Part 3 Program Structure; Section 3.3 Acquisition 
Strategy; 3.3.5 Contract Approach; 3.3.5.2 Best Practices: 
PMs shall avoid imposing government-unique requirements that 
significantly increase industry compliance costs. Examples of practices 
designed to accomplish this direction include: IPPD performance-based 
specifications, management goals, reporting and incentives; open systems 
approach (that emphasizes commercially supported practices. products. 
specifications. and standards); replacement of government-unique 
management and manufacturing systems with common, facility-wide 
systems; realistic cost estimates and cost objectives, adequate competition 
among viable offerors; best value evaluation and award criteria; use of 
past performance in source selection, results of software capability 
evaluations; · government-industry partnerships; and the use of pilot 
programs to explore innovative practices. 
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regarding the use of COTS components in government systems. 
They include: 
• Clinger-Cohen Act, August 1996. 
• 0MB Memorandum, October 96 (Raines Rules}. 
• DoD Joint Technical Architecture, August 1996. 
• DII COE, April 1997. 
The Clinger-Cohen Act applies to all federal government 
agencies. It addre~ses information technology and supersedes 
the 1994 Federal Acquisition Streamlining Act (FASA} and the 
1995 Federal Acquisition Reform Act (FARA}. 
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The Raines Rules memorandum applies to all federal 
government agencies. It addresses information technology and 
provides additional guidance regarding the Clinger-Cohen 
Act. 
The DoD Joint Technical Architecture 
DoD agencies. It addresses information 
(JTA) applies to 
technology and 
command, control, communication, computer, and intelligence 
(C4I) programs. The DoD JTA replaces the Technical 
Architecture Framework for Information Management (TAFIM). 
The Defense Information Infrastructure Common Operating 
Environment (DII COE) applies to DoD agencies. It addresses 
information technology. 
B. OFF-THE-SHELF {OTS) COMPONENT TERMINOLOGY 
This section provides definitions for the following OTS 
component variations: 
• Commercial-Off-the-Shelf (COTS). 
• Government-Off-the-Shelf (GOTS). 
• Modified-Off-the-Shelf (MOTS). 
• Non-Developmental Items (NDI). 
Unless specified otherwise, this paper uses the generic 
term COTS in reference to COTS, GOTS, and NDI components. 
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1. Commercial OTS (COTS} Software Components 
DOD Regulation 5000.2-R defines a commercial item as: 
any item, other than real property, that is of a type customarily_ used for 
nongovernmental purposes and that: (I) has been sold, leased, or licensed 
to the general public; or, (2) has been offered for sale, lease, or license to 
the general public; or any item that evolved through advances in 
technology or performance and that is not yet available in the commercial 
marketplace, but will be available in the commercial marketplace in time 
to satisfy the delivery requirements under a Government solicitation. Also 
included in the definition are services in support of a commercial item, or 
a type offered and sold competitively in substantial quantities in the 
commercial marketplace based on established catalog or market prices for 
specific tasks performed under standard commercial terms and conditions; 
this does not include services that are sold based on hourly rates without 
an established catalog or market price for a specific service performed 
(FAR 2.101). 
DoD Regulation 5000.2-R defines open system-based 
commercial items as: 
commercial items that use open standards as their primary interface 
standards and are selected based on the criteria specified under the section 
called "Open Systems" (see 3.3.1). 
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2. Modified OTS {MOTS) Software Component 
DoD Regulation 5000. 2-R defines a modified commercial 
item as: 
any item with modifications of a type customarily available in the 
commercial marketplace or minor modifications of a type not customarily 
available in the commercial marketplace made to meet Federal 
Government requirements. Such modifications are considered minor if the 
change does not significantly alter the nongovernmental function or 
essential physical characteristics of an item or component, change the 
purpose of the process. Factors to be considered in determining whether a 
modification is minor include the value and size of the modification and 
the comparative value and size of the final product. Dollar values and 
P.ercentages may be used as guideposts, but are not conclusive evidence 
that a modification is minor. 
3. Government OTS (GOTS) Software Component 
GOTS is the Government equivalent of COTS. This paper 
considers GOTS as any software product that is developed, 
produced, and controlled by a Government agency. 
4. Non-Developmental Item (NDI) 
DoD Regulation 5000.2-R defines a non-developmental 
item as: 
(1) any previously developed item of supply used exclusively for 
governmental purposes by a Federal Agency, a State or local government, 
or a foreign government with which the United States has a mutual 
defense cooperation agreement; (2) any item described in (1) that requires 
only minor modification or modifications of a type customarily available 
in the commercial marketplace in order to meet the requirements of the 
procuring department or agency; or (3) any item of supply being produced 
that does not meet the requirements described in (1) or (2) solely because 
the item is not yet in use (FAR 2.101). 
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DoD Regulation 5000.2-R defines open system-based non-
developmental items as: 
non-developmental items that use open standards as their primary interface 
standards and are selected based on the criteria specified under the section 
called "Open Systems" (see 3.3.1). 
C. COTS SOFTWARE COMPONENT SOLUTION PROFILES 
Brownsword, Carney, and Oberndorf [Ref. 7) and Wallnau 
[Ref. 13) discuss two types of COTS software component 
solutions. They include the following system profiles: 
• Single COTS Component Solution. 
• Integrated COTS Component Solution. 
1. Single COTS Component Solution 
The single COTS software component solution refers to a 
system built around a single, stand-alone COTS software 
component. The single component system reflects 
following characteristics: 
• The system relies on a single technology. 
• The system is composed of a single, substantial 
component. 
the 
• The system tends to support a single function (e.g., 
financial tracking). 
• The system developer interfaces with a single 
vendor. 
• The component vendor is the component maintainer. 
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• The component requires no integration with other 
components. 
• The engineering focus is on component tailoring and 
configuration. 
• The system requires little or no custom-built code.· 
2. Integrated COTS Component Solution 
The integrated COTS software component solution refers 
to a system built around multiple COTS software components. 
The system developer acquires and integrates individual COTS 
softwa1:e components into a complete system. The multiple 
component system reflects the following characteristics: 
• The system relies on multiple technologies. 
• The system is composed of a collection of 
components. 
• The system supports a wide range of functions (e.g., 
data acquisition/manipulation, communications, 
database, and product dissemination). 
• The system developer interfaces with multiple 
vendo_rs. 
• The system developer is the maintainer. 
• The engineering focus is on component integration. 
• The system may require limited custom-built code to 
support component integration (e.g., wrappers, glue 
code). 
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III. TRADITIONAL SOFTWARE DEVELOPMENT AND EVOLUTION 
A. TRADITIONAL SOFTWARE DEVELOPMENT 
Currently, documented software development lifecycle processes provide 
little practical guidance to developers to achieve the advantages of COTS 
software or to assist in the selection of specific products from the myriad 
available. [Ref. 14] 
The currently available inventory of documented process methods has a 
limitation: most assume the system being built will be coded largely from 
scratch. As a result, the processes do not address many of the challenges 
associated with building systems that contain large amounts of 
commercial-off-the-shelf (COTS) software. [Ref. 3] 
This section provides a brief overview of the 
traditional software development process as outlined by 
various DoD and commercial software development standards. 
The primary goals of early DoD software development 
standards were to provide [Ref. 15): 
• A structured, uniform approach to software 
development and acquisition. 
• The means to establish, evaluate, and maintain 
quality in software and associated documentation. 
• A mechanism for Government insight into the software 
development, testing, and evaluation activities. 
DoD software development standards typically prescribed 
activities formulated to produce source code. These 
activities were meant to be independent of development 
methodology: software activities could be applied 
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,-, 
sequentially in support of a classical waterfall development 
effort or incrementally in support of an evolutionary 
development effort. 
Figure 1 represents a traditional software development 
process [Ref. 16]. The process provides the following source 
code development activities: 
• Requirements analysis. 
• Architecture & detailed design. 
• Code & unit (white-box) test. 
•· Integration test. 
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Figure l. Traditional Software Development Process. From Ref. [16]. 
1. Traditional Requirements Analysis Activities 
Traditional requirements analysis activities include 
system requirements analysis, hardware component 
requirements analysis, and software component requirements 
analysis. 
System developers translate general, high-level 
operational requirements and mission need statements into 
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very specific, well-defined system requirements. These 
requirements are documented in a System Specification. 
System requirements are further decomposed into 
detailed sub-requirements that are allocated to mutually 
exclusive hardware and software configuration items. A 
Software Requirements Specification captures the software 
sub-requirements allocated to a particular software 
configuration item. 
The system specification constitutes the Functional 
Baselipe. The aggregate hardware and software component 
specifications constitute the Allocated Baseline. The 
Functional and Allocated Baselines are placed under 
Government configuration management. All requirements 
changes to these baseline documents are formally controlled 
and assessed for program cost, schedule, and operational 
impact. The Functional and Allocated Baselines provide the 
foundation for all subsequent design, development and 
qualification activities. 
2. Traditional Design and Development Activities 
Traditional design and development activities include 
preliminary (architecture} design, detailed design, coding, 
developmental (white-box} testing, and integration t~sting. 
Software engineers design components that satisfy the 
component requirements specified in the Allocated Baseline. 
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A system component design document captures a component's 
design information. 
Software programmers write 
developmental (white box) testing 
code and conduct 
to satisfy the design 
requirements identified in a component design document. 
Component design documents, source code, and associated 
development data (e.g., design decision rationale, raw data, 
developmental test plans, test cases, test procedures, test 
results, etc.) constitute the system's developmental 
config~ration. The developmental configuration is typically 
placed under the developer's configuration control. 
3. Traditional Formal Qualification Test Activities 
Traditional formal qualification test and evaluation 
activities include software component testing and system 
testing. 
Software component testing is a formal black-box test 
conducted against the established allocated baseline. The 
purpose of component testing is to validate component 
behavior against the component's requirements. 
System testing is a formal black-box test conducted 
against the established functional baseline. The purpose of 
system testing is to validate system behavior against the 
system's requirements. 
Upon successful completion of formal qualification 
testing, the system's design documents and source code will 
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constitute the Product Baseline. The system maintainer 
inherits and controls the evolution of these documents 
during system maintenance. 
B . . TRADITIONAL SOFTWARE EVOLUTION 
Under traditional DoD software evolution models, the 
maintainer applies source code development activities to 
support system software evolution and maintenance. The 
primary focus of software evolution and maintenance is to 
address the following: 
• Software Correction. Modify system source code to 
correct software errors. 
• Software Enhancements. Modify system source code to 
add, remove, or improve system capabilities or 
features. 
• Software Adaptation. Modify system source code to 
adapt the product to new environments. 
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IV. INTEGRATED COTS COMPONENT SOLUTION EVOLUTION 
A. PRE-EVOLUTION CONSIDERATIONS 
According to the old process, system requirements drove capabilities. In 
the rtew process, capabilities will drive system requirements. [Ref. 17] 
This section looks at a few fundamental differences 
between a traditional software development process (to 
produce source code) and a COTS software development process 
(to prQduce an integrated COTS component solution). 
1. COTS Requirements Definition 
The traditional approach is to have the requirements fixed before building 
the system. The best COTS-based approach is to look at the available 
technology and tailor requirements based on what's available. [Ref. 17] 
COTS works best in an environment of flexible requirements 
management. If the system is over-specified, it will be hard to find a 
COTS fit. [Ref. 17] 
Under the traditional software development process, the 
Government establishes and tightly controls detailed system 
requirements and component sub-requirements. Under the COTS 
software development process, the developer must forego 
detailed system requirements in order to take maximum 
effective advantage of available market technologies and 
products. 
To facilitate COTS component integration into military 
system architectu~es, the developer must re-think the way it 
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specifies requirements. DoD Regulation 5000.2-R requires the 
system acquisition agent to: 
• Avoid Government unique requirements. 
• Avoid restrictive statements of need. 
• Avoid detailed specifications. 
High-level, abstract system requirements specification 
for non-critical system behaviors allows the Government to 
adapt system requirements to available market technologies 
and products. Detailed requirements place undue constraints 
on the market: it is difficult to find a COTS software 
component that completely satisfies a set of detailed 
requirements [Ref. 18]. 
The developer must continue to specify well-defined, 
detailed requirements for critical system behaviors that 
cannot be modified to support available market technologies 
or products. A critical behavior is any essential capability 
or interface that must exist in the system to satisfy a 
mission need. Since detailed requirements constrain the 
market, critical requirements will provide the basis for all 
COTS component selections [Ref. 19]. As the number of 
detailed system requirements increase, the number of 
acceptable (and available) COTS components will decrease. 
For both critical and non-critical system behaviors, 
the developer must extend system requirements to address 
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technology and vendor concerns. A product's underlying 
technology and source of supply will have a significant 
impact on the system's life cycle. The developer must 
carefully select technology and vendor requirements that 
satisfy long-term life cycle support goals. 
2. COTS Requirements Infrastructure Support 
Significant up-front effort is required for COTS component selection and 
evaluation. [Ref. 19) 
Under t·he traditional software development process, 
requirements specification and qualification testing are 
mutually exclusive activities. The Government establishes 
functional and allocated baselines that document system and 
component requirements, respectively. These baselines form 
the basis for all subsequent requirements qualification 
testing. Under the COTS software development process, 
requirements specification is dependent on COTS component 
selection and qualification. 
DoD Regulation 5000. 2-R identifies market research as 
an essential element in defining system requirements. System 
requirements can only be defined in conjunction with COTS 
component selection and evaluation [Ref. 19). The developer 
must therefore establish front-end processes to support 
concurrent requirements definition and COTS component 
evaluation [Ref. 3]. This activity requires additional 
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infrastructure support earlier in the development process 
[Ref. 4]. 
3. COTS Architecture Considerations 
Software architecture must be suitable for component wrappmg and 
gluing. [Ref. 19] 





develop architecture and 
to satisfy well-defined, 
detailed 
detailed 
component requirements. Architecture and detailed designs 
establish the basis for source code development and testing. 
Under the COTS software development process, architecture 
design is dependent on COTS component selection and 
qualification. COTS component architecture considerations 
include the following: 
• Adding communicating channels between mutually 
exclusive COTS components that need to pass 
information. 
• Adding desired functionality to an individual COTS 
component. 
• Removing undesirable functionality from an 
individual COTS component. 
• Modifying the behavior of an individual COTS 
component. 
Requesting the vendor to modify component source code 
is one way the maintainer can address architecture concerns: 
there is a strong temptation to customize a COTS software 
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component by contr_acting with the developer to modify the 
source code [Ref. 4] . COTS source code modification by a 
vendor results .in a modified off the shelf (MOTS) product. A 
custom developed MOTS component is typically not made 
available to the commercial market. The result: the MOTS 
component no longer tracks with the base COTS component 
resulting in high life-cycle evolution and support costs. A 
key element to successful use of COTS is to minimize the 
risk by accepting the COTS package as-is with minimal 
chang~s [Ref. 4). 
One way to avoid MOTS is to limit COTS component 
modifications to configuration shells, scripts, and 
wrappers. Figure 2 illustrates how wrappers and glue code 
interact with COTS components. Wrappers and glue code 
provide the following benefits: 
• Wrappers allow the maintainer to modify component 
behavior without modifying component source code. 
• Wrappers allow the maintainer to add, remove, or 
modify component functionality. 
• Glue code provides a communication channel between 
mutually exclusive COTS software components that 
need to exchange information. 
• Wrappers provide an interface between an individual 
COTS software component and the glue code. 
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WRAPPER 
Figure 2. COTS Architecture Employing Wrappers and Glue 
Code. 
Wrapper and glue code maintenance is achieved using 
traditional source code evolution activities. Acquired COTS 
wrappers and glue code maintenance is achieved using COTS 
component evolution activities. The maintainer must assess 
future component selections/upgrades for impact on wrapper 
requirements and re-engineering: should it become necessary 
to substitute a new or updated COTS component for an 
obsolete one, most of the code modifications required to 
support the new component will occur in the wrapper [Ref. 
19] . 
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The following Naval Postgraduate students are currently 
researching architecture considerations for COTS-intensive 
systems: 
• Gee [Ref. 20] is developing an architectural 
framework for COTS/GOTS/legacy systems. 
• Tran and Allen [Ref. 21] are addressing COTS 
architecture wrapper design and security 
implementation issues. 
B. THE INTEGRATED COTS COMPONENT EVOLUTION {ICCE) MODEL 
Regardless of which lifecycle model an organization uses (waterfall, 
spiral, or iterative), ... the use of COTS products has a pervasive impact 
on all lifecycle processes. [Ref. 7] 
Traditional software evolution activities focus on 
source code modifications to correct errors, to adapt the 
system to new environments, and to enhance system 
capabilities. For an integrated COTS component solution, the 
maintainer is a consumer of software instead of a source 
code developer. The maintainer, no longer in control of 
source code specification, release, and maintenance, must 
focus on continually adapting the system to new market 
technologies and products. The result: software evolution, 
traditionally a logical rather than a physical exercise 
[Ref. 22) takes on the physical characteristics of the 
system engineering process: 
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• System software is composed of a large number of 
parts (components}. 
• System software parts are developed by multiple 
people and contractors (vendors}. 
• System software is comprised of a large number of 
complex interfaces. 
• System software cannot change easily. 
System evolution, no longer able to directly affect 
source code modification, must now focus on the following 
COTS evolution activities: 
• Software Addition. Add new COTS software components 
to the system. 
• Software Removal. Remove extant COTS software 
components from the system. 
• Software Modification. Modify extant COTS software 
components through component upgrades or changes in 
component configuration. Software modification does 
not include modifying a COTS component (MOTS}. 
Software evolution and maintenance for COTS-intensive 
systems require technical, organizational, and management 
changes. As a minimum, the maintainer must satisfy the 
following key elements: 
• Support executable instead of source code evolution 
and maintenance. 
• Provide proactive activities that work in a dynamic 
and rapidly changing market environment. 
• Allow the maintainer to make quick assessments and 
build decisions. 
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• Provide formal build decision milestones. 
• Support COTS component integration activities 
(includes wrapper and glue code development and 
maintenance). 
• Provide strict·COTS configuration .management 
activities. 
Figure 3 represents the integrated COTS component 
evolution (ICCE) model for COTS-based military systems. To 
address the key characteristics identified above, the ICCE 
model emphasizes the following four activities: 
• Continuous Market Awareness. 
• Continuous Risk Awareness. 
• Continuous User Awareness. 
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Figure 3. Integrated COTS Component Evolution (ICCE) Model. 
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' ICCE market awareness activities monitor market trends 
to ensure the Government secures the optimal, cost effective 
component solution for its system. 
awareness activities include: 
Continuous market 
• Monitor the market for emerging technologies. 
• Monitor the market for new, competitive product 
sources (vendors}. 
• Monitor the market for new, emerging products. 
• Monitor extant product vendors for product upgrades. 
• Monitor extant technologies, vendors, products 
assessed as high risk. 
ICCE risk awareness activities focus on extant system 
software components to ensure the maintainer remains 
informed and proactive with respect to applied problematic 
technologies, vendors, and products. Section IV.C.2 provides 
a detailed look at ICCE risk awareness activities. 
Continuous risk awareness activities include the following: 
• Develop risk assessments for extant system software 
components. 
• Develop risk mitigation strategies and contingency 
plans for high risk software components. 
ICCE user awareness activities focus on user acceptance 
of the fielded system. As discussed in section I I. C. 2, · an 
integrated component solution consists of a large number of 
COTS components acquired from multiple vendors. Since th~se 
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components are selected to satisfy a broad set of flexible, 
abstract requirements, the ultimate system success 
determinate will reside with the user. The maintainer must 
maintain awareness of user satisfaction especially with 
respect to system performance, robustness, capabilities, 
documentation, and usability. Continuous user awareness 
activities include the following: 
• Capture software component trouble reports and 
perform failure analysis. 
• Solicit user feedback and assess user satisfaction 
with the fielded system. 
• Solicit user beneficial suggestions to improve 
system suitability and effectiveness. 
ICCE test and evaluation activities validate the 
selected component solution against system operational 
requirements. Chapter VI provides a detailed look at COTS 
test and evaluation activities. ICCE test and evaluation 
activities include the following: 
• Perform requirements analysis with respect to the 
addition, removal, and modification of system 
components {component qualification testing). 
• Perform technology, vendor, and product risk 
assessments for new and modified system components 
{component qualification testing). 
• Validate expected component behavior and 
capabilities for new and modified system components 
{component functional testing). 
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• Validate expected system behavior and capabilities 
for the proposed build (component integration and 
system testing). 
ICCE configuration management activities focus on 
product baseline control (software and associated 
documentation), developmental data control, and market trend 
analysis. ICCE configuration management activities include: 
• Maintain configuration control over product releases 
(product baseline version control). 
• Maintain configuration control over risk assessment 
charts and risk information sheets (risk awareness 
product control). 
• Maintain configuration control over software trouble 
reports and beneficial suggestions (user awareness 
product control). 
• Maintain configuration control over software 
baseline change requests (test and evaluation 
product control). 
• Establish an historical database of extant software 
component evolution and predict product upgrade 
trends. 
• Maintain a library of all project development data. 
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C. THE ICCE PROCESS 
Figure 4 provides an overview of the ICCE process. This 
section provides a detailed look at the following ICCE 
process components: 
• User Awareness Process. 
• Risk Awareness Process. 
• Market Awareness Process . 
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Figure 4. ICCE Process Overview. 
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1. ICCE User Awareness Process 
Figure 5 provides a detailed view of the ICCE user 
awareness process. 
include: 
ICCE user awareness process inputs 
• User feedback (casualty reports, trouble reports, 
beneficial suggestions, user satisfaction). 
• Risk awareness feedback (software component risk 
assessments). 
• COTS test and evaluation feedback (software baseline 
change request status). 
ICCE user awareness process outputs include: 
• Software component trouble reports (to risk 
awareness}. 
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Figure 5. ICCE User Awareness Process. 
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Help desk. The help desk consists of system subject 
matter experts and provides a single point of contact to the 
user. The primary purpose of the help desk is to: 
• Capture feedback from the user. 
• Provide technical assistance to the user. 
• Provide software trouble report and software 
baseline change request status to the user. 
The help desk establishes and maintains the mechanisms 
to capture user feedback. Examples include the following: 
• Casualty reports (official U.S. Navy message). A 
casualty report communicates a state of system 
degradation or failure that results in a reduced 
operational capability. 
• Trouble reports (hard copy, e-mail, phone, IRC, or 
web-based). A trouble report typically reports a 
software problem that does not result in casualty 
report. Examples include problems with system 
performance, component configuration, system 
administration, support documentation, or system 
operability (ease-of-use). 
• Beneficial suggestions (hard copy, e-mail, phone, 
IRC, or web-based). A beneficial suggestion reports 
a user request for new system features or 
capabilities. 
• Indirect feedback. Indirect feedback includes 
informal user feedback submitted by the software 
maintainer or the training activity on behalf of the 
user. 
Help Desk Technical Assistance. T~e maintainer provides 
a single point of contact to the user for fleet technical 
assistance (face the fleet initiative). Direct user 
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interaction with product vendors should be restricted. The 
primary reasons include: 
• A COTS-intensive system consists of a large number· 
of components supplied by a large number of vendors. 
The user should not have to search for the 
appropriate vendor help desk to resolve system 
problems. 
• The maintainer must capture all trouble reports to 
perform adequate system failure analysis. 
• By performing system technical assistance, the 
maintainer maintains a core technical capability and 
is able to provide better technical assistance to 
the user. 
• The vendor may not understand the system's 
integrated environment. 
• The vendor may alter the system's product baseline 
by offering new untested product software, upgrades, 
or patches. 
• The user will not have access to all product 
warranty or maintenance agreement data. 
The help desk creates a software trouble report (STR) 
entry in the STR database for each unique problem reported 
by the user. The help desk creates a software baseline 
change request (SBCR) entry in the SBCR database for each 
unique user request to modify the system product baseline 
(software, hardware, or documentation) . Help desk subject 
matter experts routinely access the STR and SBCR databases 
to provide STR and SBCR disposition feedback to the user. 
This information can also be provided automatically through 
a web based interface. 
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Software trouble report. The software maintainer 
routinely accesses the STR database to assess the validity 
of each open STR. A valid STR is forwarded to risk awareness 
activities to conduct a risk assessment. An invalid STR is 
rejected from further consideration. The STR database is 
updated to reflect STR disposition and rationale. 
Software baseline change request. The software 
maintainer routinely accesses the SBCR database to assess 
the validity of each open and deferred SBCR. A valid SBCR is 
forwarded for resource consideration. An invalid SBCR is 
rejected from further consideration. The SBCR database is 
updated to reflect SBCR disposition and rationale. 
Valid SBCR resource consideration. Although an SBCR is 
considered valid, resources may not be available to test and 
evaluate the SBCR. Resource availability is dependent on the 
number and priority of selected components currently under 
evaluation for baseline change and the number of software 
engineers available to conduct testing. If resources are not 
available, ~he SBCR is deferred from further consideration. 
If resources are available, the SBCR is added to the list of 
software components selected for the next product baseline 
update. The SBCR database is updated to reflect SBCR 
disposition and rationale. 
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2. ICCE Risk Awareness Process 
Figure 6 provides a detailed view of the ICCE risk 
awareness process. 
include: 
ICCE risk awareness process inputs 
• User awareness feedback (software component trouble 
reports). 
• Market awareness feedback (market surveys, 
configuration management). 
• COTS test and evaluation feedback (software baseline 
change request status). 
ICCE risk awareness process outputs include: 
• Risk mitigation strategy or contingency plan (to 
market awareness). 
• Software baseline change request (to software 
component selection). 
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Figure 6. ICCE Risk Awareness Process. 
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Risk assessments. The software maintainer assesses 
technology, vendor, and product risks for each software 
component in the system. Extant component risk assessments 
are updated on a periodic basis to address changes in the 
market (market awareness feedback) and to address problems 
experienced in the field (user awareness feedback) . The 
maintainer also assesses risks for software components 
selected for COTS test and evaluation. These include any 
components that impact the approved system baseline through 
component addition, removal, or modification. 
Risk assessment threshold. Each component is evaluated 
against a number of risk factors. Any risk factor that meets 
or exceeds a predefined risk assessment rating is targeted 
for risk control. Risk control activities require 
s~gnificant resources. To avoid overwhelming these 
resources, the maintainer must select a risk assessment 
threshold that filters out low and medium risks. 
Risk control. The maintainer develops a risk mitigation 
strategy for each component risk factor that exceeds the 
risk threshold. The maintainer also develops a risk 
contingency plan that will be triggered if the risk 
mitigation strategy fails to· reduce the components risk. 
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Risk control actions. A components risk mitigation 
strategy or risk contingency plan may include any of the 
following actions: 
• Market research. The maintainer forwards the risk to 
market awareness activities to monitor the market 
for additional information. 
• Risk acceptance. The maintainer accepts the risk and 
takes no further action. 
• Software baseline change request. The maintainer 
recommends a change to the product baseline in order 
to alleviate the risk. The maintainer prepares a 
software baseline change request. The maintainer 
forwards the SBCR for resource consideration. 
The maintainer takes the appropriate risk action and 
updates risk assessment and risk control documentation to 
reflect the risk control disposition and rationale. 
Risk control resource consideration. Although an SBCR 
is considered necessary to reduce component risks, resources 
may not be available to test and evaluate the SBCR. Resource 
availability is dependent on the number and priority of the 
selected components currently under evaluation for baseline 
change and the number of software engineers available to 
conduct testing. If resources are not available, the SBCR is 
deferred from further consideration. If resources are 
available, the SBCR is added to the list of software· 
components selected for the next product baseline update. 
The maintainer updates risk assessment and risk control 
documentation to reflect SBCR disposition and rationale. 
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3. ICCE Market Awareness Process 
Figure 7 provides a detailed view of the ICCE market 
awareness process. The ICCE market awareness process 
includes market survey and configuration management 
activities. ICCE market awareness process inputs include: 
• Market feedback (e.g., solicitations, market 
literature, product demonstrations, past 
performance). 
• Risk awareness feedback (risk mitigation or 
contingency plan). 
• Product baseline change (version description 
· document) . 
ICCE market awareness process outputs include: 
• Market survey data (to risk awareness). 
• Historical product trend data (to risk awareness) 
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r--------------------------, 
l MARKET FEEDBACK : 
: • Formal Solicitation : 
• Product Announcement 
• Product Demonstration 
• Vendor Literature 
• Trade Magazine 


































BASELINE CHANGE RISK A WAREi'iESS 
• RISK ASSESSMENT 
• RISK MITIGATION 
Figure 7. ICCE Market Awareness Process. 
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Market survey. Market survey activities include 
monitoring market technologies, vendors, and products to 
maintain a proactive awareness of market changes that may 
adversely impact extant system components. Market survey 
activities also include collecting specific information on 
high-risk components under risk control. High-risk market 
monitoring activities are conducted in accordance with the 
risk awareness risk mitigation strategy or contingency plan. 
The market survey group establishes and maintains 
mechanisms to capture market feedback. Examples include the 
following: 
• Market surveys (technology survey, product survey). 
• Product announcements. 
• Vendor newsletter. 
• Direct vendor contact. 
• Technology literature. 
• Trade shows . 
• Product demonstrations. 
• Internet user groups. 
A technology survey is a formal solicitation to collect 
information regarding potential market technologies 
available to support system requirements. A product survey 
is a formal solicitation to collect information on potential 
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market products and sources of supply available to support a 
particular technology. 
Configuration management. Conf igura·t ion management 
maintains formal configuration control over all software 
products including, but not limited to, the following: 
• System product baseline (software components and 
associated documentation). 
• User awareness documentation (software trouble 
reports and beneficial suggestions). 
• Risk awareness documentation (risk assessment charts 
and risk mitigation plans). 
• Test and evaluation documentation (software change 
request). 
Configuration management establishes and maintains the 
ICCE library. The ICCE library contains all items under 
configuration control and all project-related technology, 
vendor, and product data. 
C~nfiguration management also establishes and maintains 
the ICCE activity-based model (ICCE ABM). Because the market 
drives the system product baseline through COTS technology 
and product upgrades, the maintainer must establish a 
proactive mechanism that captures and anticipates market 
changes [Ref. 28]. The ICCE ABM supports market prediction 
by capturing the following information for each system 
component: 
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• Component evolution (includes multiple component 
versions and upgrades). 
• Component documentation (associated COTS 
documentation provided for each component evolution 
version/upgrade). 
• Sub-component evolution (third party components) 
• Component evolution availability/release dates. 
• Component evolution version description document 
(identifies added/removed/modified capabilities-of-
interest between versions/upgrades). 
• Known set of incompatible COTS components [Ref. 29]. 
The primary goal of the ICCE ABM is to minimize the 
impact of market change by anticipating market trends. By 
anticipating market trends, the maintainer avoids getting 
into a reactive evolution mode. A proactive evolution mode 
allows the maintainer to plan for market change with 
consideration to alternatives. A reactive evolution mode 
forces product upgrades on the maintainer without 
consideration to alternatives. A proactive evolution mode 
allows the maintainer to conduct component test and 
evaluation in a controlled test environment. A reactive 
evolution mode forces component test and evaluation in the 
field. 
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V. ICCE RISK MANAGEMENT 
A. CONTINUOUS RISK MANAGEMENT 
The heart of risk management is informed decision making under 
uncertainty. [Ref. 23] 
The market is a dynamic, fluid environment subject to 
constant, unpredictable change. Vendor releases of COTS 
components arrive regularly and are difficult to re-
integrate (Ref. 4] . To stay proactive in a market 
environment, the maintainer must establish an aggressive, 
systematic risk management process that continually assesses 
market technology, vendor, and product risks. A clear 
understanding of COTS component risks is essential to assess 
adverse market impact on system cost, 
performance. 
schedule, 
ICCE risk management applies 
address 
traditional 




attributable to a system built around an integrated COTS 
component solution. ICCE risk management activities include 
risk assessment and risk control. Risk assessment consists 
of risk identification, risk analysis, and risk 
prioritization. Risk control consists of risk management 
planning, risk resolution (mitigation strategy and 
contingency plan), and risk monitoring. 
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The maintainer applies ICCE risk management activities 
to all extant COTS software components that comprise the 
system product baseline and to new software components 
selected for incorporation into the baseline. 
ICCE risk management activities produce the following 
products: 
• Risk Assessment Chart (RAC). Captures the risk 
assessment for each software component. 
• Risk Summary Sheet (RSS). Provides a summary list of 
all risk factors assessed a high-risk rating. 
• "Risk Information Sheet (RIS). Captures risk control 
activities and status for each risk factor assessed 
a high-risk rating. 
B. ICCE RISK FACTORS 
The DoD must sort out where the COTS is HIGH RISK and where COTS 
can be safely used. [Ref. 17] 
This section proposes a set of COTS-based risk 
categories and risk factors that will be used to assess the 
risks for a COTS component. Risk category and risk factor 
selection is based on personal experience managing COTS-
intensive systems. Risks are assessed against three risk 
categories. Each risk category.has one or more risk factors. 
The risk categories are: 
• Technology Risks. 
• Vendor Risks. 
• Product Risks. 
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1. Technology Category: Maturity/Stability Risk 
Factor 
DoD Regulation 5000. 2-R requires the DoD acquisition 
community to maximize effective use of industry accepted 
technologies. Products based on emerging technologies or 
unstable competing technologies will offer a higher risk to 
the maintainer than products based on a widely accepted 
technology. The major risks associated with this risk factor 
include: 
• Buying into a technology that will not last. 
• Buying into a technology that will undergo 
significant change. 
2. Technology Category: Competition Risk Factor 
DoD Regulation 5000. 2-R requires the DoD acquisition 
community to look for multiple suppliers. Technologies with 
a limited product base will of fer a higher risk to the 
maintainer than technologies with a large product base. The 
major risks associated with this risk factor include: 
• Buying into a technology that has poor product 
competition. 
3. Vendor Category: Maturity/Stability Risk Factor 
DoD Regulation 5000. 2-R requires the DoD acquisition 
community to address long-term product availability and 
supportability issues. Vendor past performance is a key 
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determinate for this risk factor. A vendor with a limited 
product line is more likely to sacrifice a product to 
compensate for adverse market financial flux. A vendor that 
employs ad-hoc development practices may not be able to 
sustain long-term product evolution. 
associated with this risk factor include: 
The major risks 
• Buying into a vendor that will not last. 
• Buying into a vendor that has a limited product 
line. 
• Buying into a vendor that employs poor product 
· development/maintenance practices. 
4. Vendor Category: Technology Expertise Risk Factor 
DoD Directive 5000 .1 identifies vendor experience in 
the software domain or product line as a critical element 
for software intensive systems. The major risk associated 
with this risk factor includes: 
• Buying into a vendor unable to adapt a product to a 
new environment/technology. 
5. Vendor Category: Responsiveness Risk Factor 
Large vendors tend to respond to market feedback while 
small vendors are more likely to respond directly to the 
individual customer (maintainer). Vendors that do not 
respond to any feedback offer the highest risk. Maintenance 
turn-around time by a vendor can also be a significant 
problem [Ref. 3]. Vendors that offer little or no warning 
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for product releases/upgrades force the maintainer into a 
reactive evolution mode to deal with obsolescence issues. 
The majo~ risks as~ociated with this risk factor include: 
• Buying into a vendor unresponsive to customer 
feedback (component enhancement or corrective}. 
• Buying into a vendor too responsive to another 
customer's requirements. 
• Buying into a vendor that does not announce product 
releases/upgrades. 
6. Vendor Category: Technical Support Risk Factor 
Even though a vendor provides technical assistance for 
a product line component, problem investigation and 
identification by the maintainer is the most costly part of 
maintenance [Ref. 3] . To support a COTS-intensive system 
deployed worldwide, the maintainer will require access to 
knowledgeable vendor technical staff 24 hours a day, 7 days 
a week. The major risks associated with this risk factor 
include: 
• Buying into a vendor unable to provide adequate 
technical support. 
7. Product Category: Market Acceptance Risk Factor 
A widely accepted product with a larg_e customer base 
tends to drive the market. A product with a small customer 
base tends to change with the market. The major risks 
associated with this risk factor include: 
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• Buying into a product that will not last. 
• Buying into a product that will undergo a 
significant technology change. 
8. Product Category: Robustness/Performance Risk 
Factor 
Product past performance will be a major determinant 
for this risk factor. The ICCE ABM provides a historical 
record of product evolution. The major risks associated with 
this risk factor include: 
•· Buying into a product that will require a 
significant number of upgrades/patches. 
• Buying into a product that will find poor User 
acceptance. 
9. Product Category: Interface Risk Factor 
DoD Regulation so·oo. 2-R requires the DoD acquisition 
community to specify open system objectives for· military 
system developments. It may not be in the vendor's interest 
to achieve true plug and play capability. The vendor may not 
be willing to provide detailed interface design 
documentation to the vendor. The major risks associated with 
this risk factor include: 
• Buying into a product that requires wrappers and 
glue code (interoperability). 
• Buying into a product that will be difficult to 
troubleshoot (lack of interface documentation). 
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• Buying into a product that will be difficult to 
integrate (lack of interface documentation). 
10. Product Category: Complexity/Features Risk Factor 
ICCE user awareness activities will be a major 
determinant for this risk factor. The major risks associated 
with this risk factor include: 
• Buying into a product that will require wrappers to 
mask undesirable features. 
• Buying into a product that will find poor User 
acceptance (difficult to use, configure, and 
troubleshoot). 
• Buying into a product that will require on-site 
load/configuration. 
• Buying into a product that will require additional 
documentation. 
• Buying into a product that will require additional 
training (operational, maintenance). 
11. Product Category: Security Risk Factor 
West-Brown and Hernan discuss how vendor interaction 
plays a key role in product security: al though vendors 
provide products with built-in security features that 
address COTS component interoperability issues, these 
products are typically shipped with insecure defaults [Ref. 
24]. In addition to a product's security features (and known 
security bugs), the maintainer must also assess and document 
product configuration requirements. The major risks 
associated with this risk· factor include: 
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• Buying into a product that will compromise system 
security. 
12. Product Category: Safety Risk Factor 
The major risks associated with this risk factor 
include: 
• Buying into a product that will compromise personnel 
safety. 
• Buying into a product that will compromise equipment 
safety. 
13. Product Category: Documentation Risk Factor 
The major risks associated with this risk factor 
include: 
• Buying into a product that will find poor User 
acceptance. 
• Buying into a product that will require additional 
documentation. 
• Buying into a product that will tax technical 
assistance resources. 
14. Product Category: Cost Risk Factor 
The major risks associated with this risk factor 
include: 
• Buying into a product that exhibits expensive 
maintenance fees. 
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C. ICCE RISK ASSESSMENT CHART 
The ICCE risk assessment chart {RAC} captures risk 
assessment data for a COTS software component. The 
maintainer places the initial chart and all subsequent 
charts under ICCE configuration control. Over time, the 
aggregate charts for a particular component will establish a 
historical risk profile. Figure 8 presents the ICCE RAC. The 
ICCE RAC format is based on Statz and O'Toole's risk factors 
chart for software process improvement [Ref. 30]. The ICCE 
RAC includes the following information: 
• Product Name/Version: records the name and version 
number of the COTS component under assessment. 
Identify the primary component name and version 
number for third party components (e.g., Windows 95 
4.10, Word 97 SR2}. 
• Assessment Date: records the date of the current 
risk assessment. 
• Assessed By: records the name of the software 
engineer that performed the current risk assessment. 
• Risk Category: reflects the three risk categories 
under evaluation. 
• Risk Factors: reflects the fourteen risk factors to 
be assessed. 
• Risk Cues: provides rating guidelines. 
• Risk Rating: records a risk rating for each risk 
factor. The risk rating can be numeric (e.g., Oto 
10), adjective (e.g., low, medium, high), or visual 
(e.g., red, yellow, green). 
• Notes: records supporting risk assessment rationale. 
Includes a unique identification number for each 
risk that the assessor wishes to place under risk 
control. 
381 
RISK ASSESSMENT CHART 
Product !',am<1vers1on: Assessment J.late: 
ASsessed uy: :,, 
~ ;· 
Kuk Kisk RisKLues 
.. 
Cateiory Factor LOW Mecl1um High 
1echnology Matunty/Stao111ty w1oely accepted technology. Competing tccnnologics. l:.mcrging tccl!llology. 
LOmpet1t1on Large numoer 01 competing Llnutco numner or competing :>mall numDer or competing 
products v.ithin the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Matunty1:.1ao1111y Large company. Applies Mco1um company. Applies a :>malVemerging company. 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
1ccnnology Maintains persoMel Dase Access to persoMcl v.1th L1nutea or no access to 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
.K.espons1veness Accepts/processes customer Accep<S1processcs market uoes not accept/process 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
I ecnrucal :.upport Maintains KIIOWICdgcao1e Maintains sem1·l<now1eogeao1e l'JlOWICdgea01e tecM1cal 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. limited avenues to access help 
Easy access to patches. desk. limited access to patches. 
l'rOOuct Market Acceptance w1oe mar1<ct acceptance. L1m1tcd market acceptance. l'roouct not widely accepted by 
large market share. Product Medium market share. the market. Small market share. 
drives the market. 
:.tat>111ty1Kooustness v cry 1ew s1gru ncant r,iooerate numocr 01 proouct :,1gnmcant numoer ot product 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
lntcrtaces uses commcrciai1y acceptco uses a mix 01 commcrc1a11y uses nonstanoaro or propnetary 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
l'.ompleXIty1 rcaturcs J::asy to use. J::asy to install Mooeratcly easy to use. Hard to use. Ullbcwt to mstaH 
and configure. Few Moderately easy to install or or configure. large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Secunty r-.o s1gn1hcant secunty No s1gn1ncant secunty issues. A :,,gnmcant sccunty issues. 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
:.atcty rso satety issues. "'" Satety rssue. Uocumcntat1on unaerstanoao1e, complete, Acceptable documentation l'oor documentation package. 
and accurate documentation package. Falls short in some 
package. areas. 
l..:ost t,;ompet1t1\'e proouct cost. 1n11atco proouct cost. l'oor unreasonao1c product cost. No 
Good warranty. Reasonable warranty. lnHated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
l'IUJ 1:.::,: 
Figure 8. ICCE Risk Assessment Chart. After Ref. (30] . 
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D. ICCE RISK INFORMATION SHEET 
The ICCE risk information sheet (RIS) captures risk 
analysis, control strategy and status. An RIS is prepared 
for each risk factor under risk control. The maintainer 
places all sheets (original and updates) under ICCE 
configuration control. Over time, the aggregate sheets will 
document the risk mitigation strategies, contingencies, and 
results for a software component. Post risk mitigation 
analysis will identify successful mitigation strategies for 
specif is:: risks that may be applicable to other components 
experiencing the same risk. Figure 9 presents the ICCE RIS. 
The ICCE RIS is based on Dorofee, Walker, and Williams' RIS --
[Ref. 25). The ICCE RIS includes the following information: 
• ID: records a unique risk factor identification 
number (from the RAC). 
• Identified: records the date the risk factor was 
first put under risk control. 
• Risk Statement: records a brief risk statement for 
the risk factor. The risk statement is based on the 
{risk condition=> risk consequence} format. 
• RAC Rating: records the risk factor's risk rating 
(from the RAC) . 
• Probability: records the probability that the risk 
will occur (based on risk analysis}. The probability 
rating can be adjective (Low, Medium, High), numeric 
(0-10), visual (Green, Yellow, Red), or a percentage 
(0%-100%). . 
• Impact: records the impact the risk will have on the 
program when it occurs (based on risk analysis). The 
impact rating can be adjective (Low, Medium, High), 
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numeric (0-10), visual (Gr~en, Yellow, Red), or a 
percentage (0%-100%). 
• Timeframe: records the projected timeframe the risk 
is expected to occur (based on risk analysis). The 
timeframe rating can be adjective (Immediate, Near, 
Far), numeric (0-10), visual (Green, Yellow, Red), 
or a percentage (0%-100%). 
• Origin: records the originator of the risk rating 
(from the RAC). 
• Assigned To: records the name of the software 
engineer assigned to conduct the risk analysis and 
formulate the risk control strategy. 
• Update Date: records the date the RIS was last 
updated. 
• Context: records additional information relevant to 
the risk. 
• Mitigation Strategy: records specific steps that 
will be implemented to reduce the risk. 
• Contingency Plan: records the action to be taken if 
the risk mitigation strategy does not reduce the 
risk. 
• Trigger: records a date or event that triggers the 
contingency plan. The contingency plan overrides the 
mitigation plan. 
• Status: records risk mitigation strategy or 
contingency plan status. 
• Approval: records the name of the person that 
approves the risk mitigation strategy, contingency 
plan, and contingency plan trigger. 
• Closing Date: records the date the risk is closed. 











Origin: 1 Assigned To: I Update Date: 
M1t1gat1on Mrategy 
1. 
Contingency l'lan I 
1. 
·Trfgger:· ·· · · ···· ·· ·· ··· · ··· · ··· · · · · · ··· · · ······· · ·· ·· ·· · ····· ···· ··· ·· · ·· · ·· ··· ···· ·· ··· ····· ····· ··· · ·· · · · · · · 
Status I 
l. 
Approval I UosmgDate 1 Closing Hationale 
Figure 9. ICCE Risk Information Sheet. After Ref. [25]. 
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E. ICCE RISK SUMMARY SHEET 
The ICCE risk summary sheet (RSS) provides a snapshot 
of all risks under risk control. Figure 10 presents the ICCE 
RSS. The ICCE RSS is based on Dorofee, Walker, and WilliamsJ 
risk spreadsheet [Ref. 25]. The ICCE RSS includes the 
following information: 
• RAC ID: records a unique risk factor identification 
number (from the RAC). 
• Risk Statement: records the risk statement for the 
risk factor (from the RAC). 
• RAC Rating: records the risk factor's risk rating 
(from the RAC). 
• Probability: records the probability that the risk 
will occur (from the RIS). 
• Impact: records the impact the risk will have on the 
program when it occurs (from the RIS). 
• Timeframe: records the projected timeframe the risk 
is expected to occur (from the RIS). 
• Assigned To: records the name of the software 
engineer assigned to conduct the risk analysis and 
formulate the risk control strategy (from the RIS). 
• Status: records the risk status (Open, Mitigate, 
Accept, and Close). 
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Update Date: ..., >-! .. ii" n C, 
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Figure 10. ICCE Risk Summary Sheet. After Ref. [25]. 
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VI. ICCE RISK MANAGEMENT CASE STUDY 
A. METEOROLOGICAL AND OCEANOGRAPHIC (METOC) PROGRAM 
EVOLUTION 
From 1991 through 1997, the Tactical Environmental 
Support System (TESS) was the Department of the Navy's (DoN) 
primary METOC system. The TESS consisted of approximately 
2.SM source lines of code (SLOC) running on dedicated TAC-4 
computers. In 1996, Chief of Naval Operations (CNO) (N096) 
issued_ direction to replace TESS with a COTS-based, fully 
functional system [Ref. 26]. The replacement system, 
currently in development, is known as the Naval Integrated 
Tactical Support Subsystem (NITES). The purpose of NITES is 
to move DoN METOC systems towards an open architecture and 
to improve C4I connectivity through maximum use of off the 
shelf technology. The progression from TESS to NITES 
included fielding an interim COTS-intensive transition 
system called TESS Next Century Transition (TESS NC T). The 
TESS NC T system is currently installed on major combatant 
ships fleet-wide. 
B. METEOROLOGICAL MOBILE FACILITY REPLACEMENT (METMF(R)) 
PROGRAM 
The METMF (R) , a meteorological system for the U.S. 
Marine Corps, represents a classic example of a military 
system acquisition based on an integrated COTS component 
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solution: the system is highly populated with both hardware 
and software COTS/GOTS components. The METMF (R} software 
baseline includes TESS NC T software as a GOTS component. 
The TESS NC T GOTS component will eventually be replaced by 
a NITES GOTS component. 
1. METMF(R) System Description 
The METMF (R} is a fully integrated system capable of 
automatic data acquisition from communications channels that 
include meteorological satellite down links, weather radar, 
local .meteorological sensors, and remote meteorological 
sensors. The METMF{R) is capable of disseminating 
meteorological data and meteorological products via 
communications links and an indigenous video briefing 
system. The METMF(R} consists of following ten subsystems: 
• Processing Subsystem (PCS). 
• Communications Subsystem (CMS). 
• Meteorological Satellite Subsystem (MSS). 
• Rawinsonde Subsystem (RWS). 
• Local Sensor Subsystem (LSS). 
• Remote Sensor Subsystem (RSS). 
• Video Subsystem (VDS). 
• Meteorological Radar Subsystem (MRS). 
• Portable Meteorological Subsystem {PMS). 
• Shelter Subsystem (SSS). 
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2. METMF{R) System Objectives 
The METMF (R) is a transportable system that provides 
tactical meteorological support to the Marine Air-Ground 
Task Force (MAGTF) in garrison and while engaged in 
Operations From The Sea (OFTS), Sustained Operations Ashore 
(SOA) , and Operations Other Than War (OOTW) . The METMF (R) 
provides the Marine Air Ground Task Force (MAGTF) with 
continuous meteorological observations, satellite imagery, 
forecasts, and other tactical decision aids and products for 
30 days without re-supply. Additionally, the METMF(R) is 
interoperable with the Marine Corps Command and Control, 
Communications and Computers, and Intelligence (C4 I) systems 
and the Meteorological and Oceanographic (METOC) systems of 
the other Services and government agencies. 
3. METMF{R) Hardware Overview 
The METMF(R) is housed in a single International 
Organization for Standards (ISO) shelter that contains ten 
computers: 
• (4) Pentium PCs running Windows NT. 
• (1) Pentium PC running MS-DOS. 
• (2) TAC-4 J210s running HP UNIX. 
• (1) DEC Workstation running DEC UNIX. 
• (1) Laptop (rugged) running Windows 95. 
• (1) Laptop (rugged) running Windows NT. 
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4. METMF(R) Software Overview 
Table l reflects the METMF(R) software product baseline 
[Ref. 27). 
Type Software Version 
COTS Application Internet Explorer 4.0.1 SP2 
COTS Application Adobe Acrobat 4.0 
GOTS Application AREPS 1.1 SR1 
GOTS Application COMMSERVE-M 3.0 
COTS Application Exceed 6.1 
GOTS Text File Goodies 1.3 
GOTS Application JMV 3.1.0.3 
GOTS Application METCAST Client 1.1.0.3 
COTS Application Marta 2.1.0.3c 
COTS Application MS Office Professional 97 8.0 SR2 
COTS Application Netscape Communicator 4.6.1 
COTS· Application Norton Antivirus 5.0 
COTS Application PC Anywhere 8.0 
GOTS Application SMOOS Remote and Server 3.0 
GOTS Application WinEOTDA 1.3.3 
COTS Application WinZip 32 7.0SR1 
COTS Application WsFTP 32 6.0 
COTS Application Tools-Zip NE5303 5.4 
COTS Application CheckUPS II 3.2 
COTS Application MB Intercept 2.7 
COTS Application MeteorBurst 7.51 
COTS Application Internet Information Server 2.0 
COTS Application ARC Press 2.0 
COTS Application ARC View 3.0B 
COTS Application Edge 4.2 
GOTS Application NITES II 0.5 
COTS Application MB Data Stream Translator 2.0.3 
COTS Application Central Data Rl0.011 
COTS Application TeraScan 3.0 
COTS Application Panasonic First Aid Series 27 
COTS Application Vector Map Level 0 - SOAMAFR 3.0 
COTS Application Vector Map Level 0 - SASAUS 3.0 
COTS Application Vector Map Level 0 - NOAMER 4.0 
COTS Application Vector Map Level 0 - EURNASIA 3.0 
COTS OS DEC UNIX 4.0D 
COTS OS HP-UX 10.20 
COTS OS MS-DOS 6.22 
COTS OS Windows 95 
COTS OS Windows NT Workstation/Server 4.0 
Table l. METMF(R) Software Product Baseline Version 1.3. 
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C. METMF(R) ICCE RISK ASSESSMENT 
The acquisition cost for a single METMF(R) system 
exceeds $1M (COTS/GOTS hardware and software procurement 
cost only). To satisfy fiscal budget constraints, only two 
METMF (R) systems are acquired, integrated, and installed 
each year. The problem: over a one-year acquisition cycle, a 
significant number of METMF(R) COTS/GOTS components become 
obsolete. The maintainer must acquire, qualify, and 
integrate a significant number of new or upgraded hardware 
and sqftware components for each new METMF(R) system. This 
pushes the maintainer into a cyclic reactive mode to 
constantly address integration issues, technical problems, 
--- user satisfaction concerns, and configuration management 
requirements. The maintainer's workload quickly outpaces 
available resources. 
On 28 September 1999, a software risk assessment was 
initiated on the METMF(R) software product baseline (version 
1.3). This was an initial assessment that encompassed 
thirty-nine COTS/GOTS components (component patches were not 
included in the assessment). Three METMF{R) software 
engineers spent a total of 80 person-hours to conduct the 
risk assessment. The risk assessment resulted in thirty-nine 
risk assessment charts (one chart for each COTS/GOTS 
component) and 546 risk factor ratings (39 charts, 14 risk 
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factors for each chart). Appendix A contains the completed 
risk assessment charts. 
Table 2 presents the METMF(R) risk assessment results 
by risk factor rating. 
Risk Factor Ratings 
TOTAL LOW MEDIUM HIGH 
Risk 
Factors 
546 390 133 23 
Table 2 METMF(R) Risk Assessment Results (by risk factor 
rating) . 
Of the 546 risk factors evaluated (by risk rating): 
• 4.2~ were assessed as high risk. 
• 24.4% were assessed as medium risk. 
• 71.4% were assessed as low risk. 
Table 3 presents the METMF (R) risk assessment results 
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Table 3. METMTF(R} Risk Assessment Results (by risk factor 








Of the 23 risk factors assessed as high risk (by risk 
category}: 
• 82.6% were related to product issues. 
• 13.05% were related to vendor issues. 
• 4.35% were related to technology issues. 
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Of the 23 risk factors assessed as high risk (by risk 
factor) : 
• 43.5% were related to stability/robustness issues. 
• 21.7% were related to security issues. 
• 17.4% were related to complexity/features issues. 
• 8.7% were related to responsiveness issues. 
• 4.35% were related to competition issues. 
• 4.35% were related to technical support issues. 
Of the 39 COTS/GOTS components evaluated, 31 were COTS 
components (resulting in 434 risk factors) and 8 were ·GOTS 
components (resulting in 112 risk factors). Table 4 presents ,-----._ 
the risk ratings for COTS components. Table 5 presents the 
risk ratings for GOTS components. 
Risk Factor Ratings 
TOTAL LOW MEDIUM HIGH 
COTS Risk 434 331 84 19 
Factors (100%) (76. 3%) (19. 3%) (4.4%) 
Table 4. METMF(R) Risk Assessment for COTS Components (by 
risk factor rating). 
Risk Factor Ratings 
TOTAL LOW MEDIUM HIGH 
GOTS Risk 112 59 49 4 
Factors (100%) (52.7%) (43.7%) (3.6%} 
Table 5. METMF(R) Risk Assessment for GOTS Components (by 
risk factor rating}. 
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Even though both COTS and GOTS components reflect a 
similar percentage of high risks (4. 4% and 3. 6%, 
respectively), only half (52.7%) of the total GOTS component 
risk factors were assessed as low risk. Nearly three 
quarters (76. 3%) of the total COTS component risk factors 
were assessed as low risk. The METMF(R) GOTS components tend 
to be mandated components with no commercial equivalent. 
These components may be more likely to escalate to a high 
risk than a COTS component. 
D. METMF{R) ICCE RISK CONTROL 
The METMF(R) risk assessment results were documented in 
a METMF (R) risk summary sheet (RSS) . Since this was the 
initial assessment, the status of each risk was left OPEN 
and the risk analysis portions of the RSS were left blank. 
Figure 11 presents the initial METMF (R} RSS. The RSS only 
lists the 23 risk factors that were assessed as high risk. 
To address resource constraints, risk factors assessed a 
medium or low risk rating were not considered. 
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Figure 11. Initial METMF(R) ICCE Risk Summary Sheet. 
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-~ 
The RSS presents an instantaneous view of assessed 
system risk. The RSS was presented to the program sponsor in 
order to establish risk control priorities. At the time of 
the review, Y2K was the number one priority in the military. 
It was agreed to assign resources to the COTS/GOTS 
components that had known Y2K bugs (as reported by the 
vendor) . Resources were also assigned to a critical COTS 
component that was experiencing poor user acceptance in the 
field. _The remaining risks were left open. 
A risk information sheet (RIS) was prepared for each of 
the seven high risk factors selected for risk control. The 
maintainer assigned a resource to each risk to conduct risk 
analysis. Risk analysis included the following activities: 
• Determine the probability that the risk would occur. 
• Determine the impact the risk would have on the 
program if it occurred. 
• Determine the timeframe the risk was projected to 
occur. 
• Develop a risk control strategy to mitigate the 
risk. 
• Develop a risk contingency plan (with an event or 
date trigger) that would be implemented if the risk 
mitigation strategy failed to alleviate the risk. 
The RIS for each risk was presented to the sponsor to 
approve the risk mitigation strategy and contingency plan. 
Upon approval, the risk control activities were implemented 
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in accordance with the RIS. Each RIS was periodically 
updated to reflect status. Appendix B contains the completed 
risk information sheets and figure 12 presents the risk 
summary sheet (both updated to reflect status as of 1 7 Nov· 
99) • 
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Figure 12. METMF(R} ICCE Risk Summary Sheet. 
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E. METMF{R) RISK MANAGEMENT CASE STUDY CONCLUSIONS 
The ICCE risk management process is an effective way to 
identify, prioritize, and control METMF (R) system risks-. 
Prior to the ICCE risk assessment, the maintainer, operating 
in a reactive mode, was unable to effectively address the 
growing number of COTS product, vendor, and technology 
issues: 
• COTS software issues were addressed in an ad-hoc 
manner and a number of significant issues were not 
mitigated. 
•· The maintainer was installing product upgrades and 
patches in the field without test and evaluation. 
• The user was installing unauthorized software 
(product upgrades, patches and other software) to 
address unresolved software issues. 
• User satisfaction was deteriorating due to poor 
system performance and inadequate support 
documentation (load procedures, operator's manuals). 
• Software configuration control was not able to keep 
up with all the software baseline changes. 
• All the above resulted in an increase number of 
technical assistance requests. 
• Software resources were stretched thin and personnel 
moral was low. 
After ICCE risk assessment, the maintainer was able to 
accomplish the following: 
• Quantify COTS product, vendor, and technology risks -
• Effectively allocate resources to address high 
priority risks. 
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• Add, remove, and modify software baseline components 
in a structured, disciplined manner. 
• Provide sponsor visibility into the risks under risk 
control. 
• Provide sponsor visibility into the risks NOT under 
risk control. 
• Obtain sponsor buy-in into the COTS evolution 
process (the sponsor assigns risk priorities and 
approves risk mitigation strategies and contingency 
plans). 
• Maintain software baseline configuration control. 
Tbe ICCE risk management process provided excellent 
sponsor insight into the overwhelming number of significant 
software issues surrounding the METMF(R) program. As a 
result of the risk assessment, an additional software 
engineer was added to support risk mitigation. Currently, 
the maintainer has mitigated the identified Y2K issues and 
is now addressing system security certification and 
accreditation issues. 
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VII. ICCE TEST AND EVALUATION 
A. ICCE TEST AND EVALUATION OVERVIEW 
The primary purpose of traditional qualification test 
and evaluation is to accomplish the following activities: 
• Validate component behavior against detailed 
component requirements (allocated baseline). 
• Validate system behavior against detailed system 
requirements (functional baseline). 
For a system built around an integrated COTS component 
solution, the maintainer must expand the traditional test 
and evaluation role to address the following: 
• The test and evaluation process must validate 
component/system behaviors against detailed and 
abstract requirements (refer to Subsection IV.A.1). 
• The test and evaluation process must support 
concurrent component evaluation and requirements 
specification (refer to Subsection IV.A.2). 
• The test and evaluation process must support 
architecture issues including script, wrapper, and 
glue-code development and test (refer to Subsection 
IV .A. 3) . 
• In addition to product qualification, the test and 
evaluation process must qualify the products source-
of-supply and underlying technology. 
The ICCE test and evaluation process provides test and 
evaluation activities for COTS-intensive systems. The 
purpose of ICCE test and evaluation is to assess the costs 
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and benefits (tangible and intangible) associated with a 
software baseline change. The ICCE test and evaluation 
process includes the following three major activities: 
• Qualification test and evaluation. 
• Functional test and evaluation. 
• Integration test and evaluation. 
Qualification test and evaluation is a paper study to 
assess risk and requirements impact. The maintainer 
investigates the product, the products source-of-supply, and 
the products underlying technology. The maintainer develops 
functional test criteria for· products that pass 
qualification testing. 
Functional test and evaluation is a product study to 
assess product behavior in terms of desired and undesired 
functionality. The maintainer conducts product functional 
testing in a stand-alone, non-integrated test environment. 
The maintainer develops integration test criteria for 
products that pass functional testing. 
Integration test and evaluation is a system study to 
assess product and system behavior in a fully integrated 
test environment representative of an operational system. 
The maintainer conducts integration testing on all products 
approved for integration testing. The maintainer includes 
user involvement to assess user satisfaction. 
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B. ICCE QUALIFICATION TEST AND EVALUATION 
As new versions of components are released by the software developers, 
and as superior components become available in the marketplace. system 
maintainers must evaluate the costs and benefits of integrating newer 
versions of the component into the system. [Ref. 19] 
The primary purpose of qualification test 
evaluation is to assess risk and requirements impact. 
1. ICCE Qualification Test and Evaluation Inputs 
and 
ICCE g:ualif ication test and evaluation includes the 
followipg inputs: 
• Software component selection list. 
• System requirements matrix. 
• Component risk assessment charts (for extant 
baseline components). 
The software component selection list consists of one 
or more software components and a baseline change 
recommendation for each component. The list is populated by 
ICCE user and risk awareness activities: user awareness 
activities identify software components in response to 
beneficial suggestions (user feedback) and risk awareness 
activities identify software components in response to risk 
mitigation strategies/contingency plans (risk control) . A 
baseline change recommendation includes any of the following 
actions: 
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• Software Addition. Add a new COTS software component 
to the system. 
• Software Removal. Remove an existing COTS software 
component from the system. 
• Software Modification. Modify an existing COTS 
software component through component upgrade or 
configuration change. 
The system requirements matrix consists of 
following information: 
• Complete set of system detailed (critical) and 
abstract (non-critical) requirements. 
• A mapping of system components to system 
requirements. 
the 
The component risk assessment chart (RAC) contains the 
current risk assessment for an existing baseline component. 
The risk awareness process provides a RAC for each component 
subject to baseline removal or modification. 
2. ICCE Qualification Test and Evaluation Activities 
ICCE qualification test and evaluation includes the 
following activities: 
• Perform component qualification testing. 
• Prepare a qualification test report. 




qualification testing consists of the 
• Component risk asses_sment. 
• Requirements analysis. 
The maintainer performs component risk assessments to 
evaluate product, vendor, and technology risks. Risk 
assessment results are documented in an ICCE RAC. The 
maintainer develops a new RAC for components selected for 
baseline addition. The maintainer updates existing charts 
for components selected for baseline removal or 
modification. Section V presents product, vendor, and 
technology risk factors. The following represents typical 
investigation questions: 
• Is the product based on a stable technology? 
• Are there a reasonable number of competing products? 
• How often does the vendor release product upgrades 
and patches? 
• Does the vendor offer advance notice for product 
upgrades and patches? 
• Does the vendor respond to customer feedback? 
• Does the vendor offer adequate product technical 
assistance? 
• Has the vendor been in business for a long time? 




• Does the product have adequate support 
documentation? 
• Does the product offer the desired capabilities? 
• Does the product offer undesired capabilities? 
• Does the product use proprietary interfaces? 
The maintainer performs requirements analysis to 
accomplish the following: 
• Assess system requirements impact. 
• Determine component requirements. 
The maintainer documents requirements analysis results 
in a component requirements profile. The component 
requirements profile includes the following information: 
• System requirements impact (includes updated system 
requirements matrix). 
• Component architecture requirements (includes 
scripts, wrappers, glue-code). 
• Component configuration requirements. 
• Component documentation requirements (includes new 
or supplemental support documentation). 
• Component training requirements. 
The maintainer documents qualification test results 
(risk assessment and requirements analysis) in a 
qualification test report. The qualification test report 
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updates the baseline change recommendation for each 
component under evaluation. 
Based on the qualification test report, the maintainer 
prepares a functional test plan. The functional test plan 
provides the basis for functional testing and includes the 
following information: 
• Functional test schedule. 
• Functional test resources (includes personnel and 
equipment). 
• Functional test environment (includes equipment 
configuration). 
• Functional test cases. 
• Functional test procedures. 
• Expected test results. 
• Acceptable test results. 
3. ICCE Qualification Test and Evaluation Outputs 
ICCE qualification test and evaluation includes the 
following outputs: 
• Component risk assessment charts. 
• Component requirements profile (includes an updated 
system requirements matrix). 
• Qualification test report. 
• Functional test plan. 
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C. ICCE FUNCTIONAL TEST AND EVALUATION 
Extensive evaluation of the COTS component will be required to ensure 
not only that the component has the functionality to perform the required 
tasks within the system, but also that the additional functionality inherent 
within the component does not interfere with the system. [Ref. 4) 
The primary purpose of functional test and evaluation 
is to assess product behavior. 
1. ICCE Functional Test and Evaluation Inputs 
ICCE functional test and evaluation includes the 
following inputs: 
• Component risk assessment charts. 
• Component requirements profile. 
• Qualification test report. 
• Functional test plan. 
2. ICCE Functional Test and Evaluation Activities 
Determining behaviour of COTS software components is difficult. 
[COTS] documentation, no matter how well done, is insufficient for 
understanding the detailed behaviour of components. [Ref. 4] 
ICCE functional test and evaluation includes the 
following activities: 
• Perform component functional testing. 
• Develop supplemental documentation. 
• Prepare a functional test report. 
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• Update component risk assessment charts. 
• Update component risk profile. 
• Develop an integration test plan. 
The maintainer performs component functional testing in 
accordance with the functional test plan. Functional test 
and evaluation includes the following goals: 
• Validate desirable component behavior (capabilities, 
robustness, performance, complexity). 
• Validate component documentation. 
• Validate component configuration. 
• Identify undesirable component behavior. 
The maintainer deve~ops supplemental documentation to 
support the baseline change request. The following includes 
example documentation requirements: 
• Preliminary component load procedures and 
configuration parameters for a baseline addition or 
modification. 
• Preliminary component uninstall procedures for a 
baseline removal. 
• Preliminary operating procedures (supplements COTS 
component operation in the integrated environment). 
• Preliminary training material. 
• Preliminary change pages to system documents 
affected by the baseline change request. 
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The maintainer documents functional test results in a 
functional test report. The functional test report updates 
the baseline change recommendation for each component under 
evaluation. 
Based on the functional test report, the maintainer 
updates component risk assessment charts, updates the 
component requirements profile, and prepares an integration 
test plan. The integration test plan provides the foundation 
for integration testing and includes the following 
information: 
• Integration test schedule. 
• Integration test resources (includes personnel and 
equipment) . 
• Integration test environment (includes equipment 
configuration). 
• Integration test cases. 
• Integration test procedures. 
• Expected test results. 
• Acceptable test results. 
3. ICCE Functional Test and Evaluation Output 
ICCE functional test and evaluation includes the 
following outputs: 
• Updated component risk assessment charts. 
• Updated component requirements profile (includes an 
updated system requirements matrix). 
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• Supplemental documentation. 
• Qualification test report. 
• Functional test report. 
• Integration test plan. 
D. ICCE INTEGRATION TEST AND EVALUATION 
The primary task in maintenance of COTS software based systems 
involves solving integration problems as opposed to changing internal 
code of components. [Ref. 19] 
The primary purpose of integration test and evaluation 
is to assess product and system behavior in an integrated 
environment. 
1. ICCE Integration Test and Evaluation Inputs 
ICCE integration test and evaluation includes the 
following inputs: 
• Component risk assessment charts. 
• Component requirements profile. 
• Supplemental documentation. 
• Qualification test report. 
• Functional test report. 
• Integration test plan. 
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2. ICCE Integration Test and Evaluation Activities 
ICCE integration test and evaluation includes the 
following activities: 
• Develop/acquire integration components (includes 
scripts, wrappers, glue-code) 
• Perform integration testing. 
• Update supplemental documentation. 
• Prepare an integration test report. 
• Update component risk assessment charts. 
•· Update component requirements profile. 
The maintainer develops or acquires integration 
components to allow the component to operate in the system's 
integrated environment. 
integration components: 
The following includes example 
• Wrappers to mask undesirable component 
functionality. 
• Wrappers to add desirable component functionality. 
• Wrappers and glue-code to add communication channels 
between mutually exclusive components. 
• Scripts to automatically set component configuration 
parameters. 
The maintainer performs integration testing in 
accordance with the integration test plan. To assess user 
satisfaction, integration test and evaluation involves user 
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participation and feedback. Integration test and evaluation 
includes the following goals: 
• Vali9ate desirable component behavior in the 
integrated environment (capabilities, robustness, 
performance, complexity, and interfaces). 
• Validate integration component effectiveness. 
• Validate supplemental documentation (load 
procedures, uninstall procedures, component and 
related system manuals). 
• Identify undesirable component/system behaviors. 
• Assess user acceptance. 
The maintainer documents integration test results in an 
integration test report. The integration test report 
provides a final baseline change recommendation for each 
component under evaluation. 
Based on the integration test report, the maintainer 
updates the component risk assessment charts, the component 
requirements profile, and the supplemental documentation. 
3. ICCE Integration Test and Evaluation Outputs 
ICCE integration test and evaluation includes the 
following outputs: 
• Updated component risk assessment charts. 
• Updated component requirements profile (includes an 
updated system requirements matrix). 
• Updated supplemental documentation. 
• Qualification test report. 
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• Functional test report. 
• Integration test report (includes final baseline 
change recommendation with supporting rationale). 
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VIII.CONCLUSIONS AND RECOMMENDATION 
A. CONCLUSIONS 
Department of Defense (DoD) acquisition policy requires 
that military system acquisitions incorporate commercial-
off-the-shelf (COTS) components into system architectures. 
Traditional DoD source-code development and evolution 
methodologies do not effectively support COTS-intensive 
systems. To fully realize the benefits of COTS products and 
technologies, the DoD must adopt new ways to sustain system 
evolution in the face of a dynamic market environment 
subject to constant change. 
This thesis proposes a new software evolution model to 
effectively maintain COTS-intensive military systems. The 
integrated COTS component evolution (ICCE) model provides 
evolution processes designed to support the maintainer as a 
consumer of software instead of a source-code developer. The 
ICCE model achieves the following major goals: 
• Support executable instead of source-code evolution 
and maintenance. 
• Provide proactive activities that work in a dynamic 
and rapidly changing market environment. 
• Allow the maintainer to make quick component 
assessments and build decisions. 
• Provide formal evolution decision milestones. 
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• Provide a COTS test and evaluation process conducive 
to system composed of COTS components. 
The ICCE model provides proactive risk awareness, 
market awareness, and user awareness activities along with a 
three-tier test and evaluation process. 
1. ICCE Risk Awareness Process 
To stay proactive in a constantly changing market 
environment, the maintainer of a COTS-intensive system must 
be able to recognize and control market-driven risks. The 
ICCE risk awareness process provides continuous risk 
awareness activities designed to identify, quantify, and 
mitigate product, vendor, and technology risks. A case study 
for the U.S. Navy/Marine Corps Meteorological Mobile 
Facility Replacement (METMF (R) ) demonstrates 
effectiveness of the ICCE risk awareness process. 
2. ICCE Market Awareness Process 
the 
Market research is an essential element in defining 
system requirements [Ref. 11] . The ICCE market awareness 
process provides continuous market awareness activities to 
ensure the maintainer secures the optimal cost effective 
component solution. Market awareness activities look for 
emerging technologies, new products, and new sources-of-
supply (vendors). The maintainer adapts system requirements 
to the market in order to take full advantage of available 
(and desirable) products and technologies. 
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The market affects system evolution through product, 
vendor, and technology changes. To minimize adverse market 
fluctuations, the ICCE market awareness process provides 
proactive activities to capture market change data for all 
extant system components. This data provides a component 
historical record and allows the maintainer to establish 
market trends and anticipate market changes. 
3. ICCE User Awareness Process 
The integrated COTS component solution consists of a 
large. number of COTS products acquired from multiple 
vendors. System products are selected to satisfy a broad set 
of flexible abstract requirements. Since these products, 
along with their underlying technologies and sources-of-
supply, reflect varying levels of quality, the ultimate 
system success determinant resides with the user. The ICCE 
user awareness process provides continuous user awareness 
activities to capture user feedback especially with respect 
to system performance, robustness, capabilities, 
documentation, and usability. User awareness activities 
capture software trouble reports, provide system technical 
assistance, perform component failure analysis, and capture 
user beneficial suggestions. 
4. ICCE Test and Evaluation Process 
A test and evaluation process for a COTS-intensive 




• add new software components to th~ system baseline 
• remove extant software components from the system 
baseline 
• modify the system baseline through component 
upgrades or changes to component configurations 
The ICCE model provides a three-tier ICCE test and 
evaluation process designed to eliminate inadequate baseline 
change proposals prior to expensive integration testing. 
The ICCE qualification test and evaluation process 
provides activities to assess product, vendor, and 
technology risks. Since system requirements can only be 
defined in conjunction with component selection [Ref. 19], 
the ICCE qualification test and evaluation process also 
includes concurrent component selection and requirements 
specification activities. 
The ICCE functional test and evaluation process 
provides activities to assess product behavior in terms of 
desired and undesired functionality. Each product is 
evaluated in a stand-alone, non-integrated environment. 
The ICCE integration test and evaluation process 
provides activities to assess product and system behavior in 
a fully integrated environment representative of an 
operational system. The maintainer includes user involvement 
to assess user satisfaction. 
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B. RECOMMENDATIONS 
Currently there is little data on the cost, schedule, or quality benefits of 
COTS based systems. [Ref. 7] 
To be successful, the integrated COTS component 
evolution (ICCE) model must provide cost effective software 
evolution processes and activities for a wide variety of 
military systems. As the number of COTS-intensive military 
systems increase, new software evolution strategies will 
surface. Incorporating lessons-learned by other Department 
of Defense (DoD) organizations can further optimize the ICCE 
model: 
• Identify emerging DoD software evolution processes 
and activities for COTS-intensive military systems. 
• Quantify software evolution performance (i.e., rate 
the degree of success for each evolution strategy). 
• Capture associated cost and schedule data. 
• Correlate successful software evolution performance 
to COTS component architecture. 
• Establish an evolution process repository to promote 
successful process reuse for other organizations. 
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APPENDIX A 
METMF(R) RISK ASSESSMENT CHARTS 
--
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October I, 1999 
Acrobat Reader 4.0 Assessed By: :::: 
Kyle Cunningham ~ s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition large number of competing limited number of competing Small number of competing l\I 
products v.ithin the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
de,·elopment practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with limited or no access to L 
Expertise with expertise in the technology expertise. Mo,ing personnel v.ith technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Does not accept/process i\l 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk a,·ailability. help desk. No access to patches. 
Easy access to help desk. limited avenues lo access help 
Easy access lo patches. desk. limited access to patches. 
Product Market Acceptance Wide market acceptance. limited market acceptance. Product not widely accepted by L 
large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product i\l 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietazy L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Nam~ersion: Assessment Date: 
October I, 1999 
ArcPress 2.0 Assessed By: ~ 
~ Kyle Cunningham ;:;· 
Risk Risk Risk Cues ... 
Category Factor Low l\ledium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number or competing Limited number or competing Small number or competing l\l 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix or commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes ~ Does not accept/process l\l 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice or product changes. notice or product changes. notice or product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24/7 help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Markel Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number or product Significant number or product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces.No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number or 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
ARCPRESSOOI. Stability/Robustness. Display bug (Y2K) requires ArcPress 2.0 patch. 
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RISK ASSESSMENT CHART 
Product NameNersion: As.se.ssment Date: 
October I, 1999 
Arc View 3.0b A.s.sessed By: :.::: 
l,'.yle Cunningham ~ s· 
Ri.sk Risk RiskCue.s 0.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing l\I 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise "ith expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Docs not accept/process l\I 
feedback. Pro,ides advance feedback. Pro,ides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access lo patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stabi Ii ty/Robustness Ver: few significant Moderate num~r of product Significant num~r of product H 
up)_!rades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignifkant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult lo install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. E.~hibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
ARCVIEW00l. Stability/Robustness. Display bug (Y2K) with license. Requires lmutil 6.0i or greater. 
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RISK ASSESSMENT CHART 
Product l'iame/Version: Assessment Date: 
October 4, 1999 
AREPS 1.1 SRI Assessed By: ::: 
Donald T. Gates ~ s· 
Risk Risk Risk Cues .. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. l\l 
Competition Large number of competing Limited number of competing Small number of competing l\l 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. l\l 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise v.ith expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical l\l 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by l\l 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable · upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary l\l 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. N/A Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L. 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
Odober 4, 1999 
CheckUPS II 3.2 Assessed By: ~ 
Donald T. Gates !:'. s· 
Risk Risk Risk Cues ... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing l\1 
products within the selected products within the selected products or no competition 
technology. technology. v.ithin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Mo\ing personnel v.ith technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not a\·ailab!e. No 
. Maintains 24n help desk. Restricted help desk availability . help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by M 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness V cry few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is a\.tilable. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
e,traneous capabilities. No configure. Some extraneous e<traneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: . 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October 5, 1999 
DEC Unix 4.0D Assessed By: := 
Kyle Cunningham ~ :r 
Risk Risk Risk Cues ... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes market Does not accept/process M 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk . Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues lo access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical}. intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install M 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. E.xhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty, Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October 4, 1999 
Edge 4.2 Assessed By: ::, 
~ Kyle Cunningham s· 
Risk Risk Risk Cues ... 
Category Factor Low J\ledium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing J\I 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a SmalVemerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development praciices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Mo\ing personnel with technology 
technology• into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Docs not accept/process M 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical M 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercialty accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to instaU or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October 5, 1999 
Exceed 6.1 Assessed By: := 
Donald T. Gates ~ s· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company.' Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Acc~pts/processes ~ Accepts/processes market Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product L 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October 5, 1999 
HPUX 10.20 Assesnd By: :::: 
Kyle Cunningham ~ ;;· 
Risk Risk Risk Cues 
.,, 
Category Factor Low l\ledium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mi,c of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/pre<:esses ~ Accepts/processes market Docs not accept/process M 
feedback. Provides advance feedback. Pro\ides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical H 
technical support staff. technical support staff. assistance staff not available. No . Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
large market share. Product Medium market share. the market. Small market share. 
dri\·es the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install M 
and configure. Few Moderately easy to install or or configure. large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Eichibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues, A Significant security issues. M 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
HPUX00I. Tech Support for HPUX 10.20 is being phased out. 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October 5, 1999 
Internet Explorer 4.0.1 SP2 Assessed By; :::: 
Donald T. Gates ~ s· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing - l\l 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process L 
feedback. Provides advance feedback. Provideslimited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. H 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
IE00l. Stability/Robustness. This product has historically been rife with bugs. 
IE002. Security. Known security holes that may impact system certification and accreditation. 
NOTE: This version ofIE was required to make Win 95 Y2K compliant and was provided along with the Y2K update to the 
OS. 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October S, 1999 
Internet Information Server 2.0 Assessed By: ::c 
Don~ld T. Gates . ~ s· 
Risk Risk Risk Cues "" 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. l\l 
Competition Large number of competing Limited number of competing Small number of competing l\l 
products within the selected products within the selected products or no competition 
technology. technology. v.ithin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a SmalVemerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process L 
feedback. Provides advance feedback. Provides~d customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not "idely accepted by l\l 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Innated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Innated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
ISS001. Stability/Robustness. This S/W pkg has had (and continues to have) many bugs. 
NOTE: Users are using this product instead of the mandated NITES II Apache product. Apache is complex and difficult to 
use. 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October 5, 1999 
MeteorBurst Data Stream Translator 2.0.3 Assessed By: :,::, .. 
Donald T. Gates S· 
Risk Risk Risk Cues .. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. !'ti 
Competition Large number of competing Limited number of competing Small number of competing 1\1 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. !'ti 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel Y.ith Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by 1\1 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product 1\1 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Asse,smont Date: 
October S, 1999 
MeteorBurst Intercept 2.7 Assessed By: :::: 
~ Donald T. Gates s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. M 
Competition Large number of competing Limited number of competing Small number of competing H 
products ...,;thin the selected produm \\ithin the selected products or no competition 
technology. technology. v.ilhin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. l\I 
commercially accepted mi,c of commercially accepted Applies ad-hoc development 
development practices. and ad-hcc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Mo,ing personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts.'processes market Does not accepVprocess l\I 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes, 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by M 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mi,c of commercially ·Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
I\IBIOOl. Competition. Meteor Communications Corp is the only source for this product. 
l\IBI002. Stability/Robustness. Intercept has known bugs (leap year) that are considered no impact to ops. !\ICC does not 
plan to correct. 
435 
RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October 5, 1999 
MeteorBurst 7.51 Assessed By: :,:, 
Donald T. Gates !! s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. M 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. M 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise ...,;th expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24/7 help desk. Restricted help desk availability . help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by M 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness V cry few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some e,ctraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product 1'ameNersion: Assessment Date: 
October 5, 1999 
MARTA 2.l.0.3c Assessed By: :::: 
~ Donald T. Gates s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company, Applies a Small/emerging company, M 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with limited or no access to L 
Expertise .,..;th expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes ~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October S, 1999 
MS-DOS 6.22 Assessed By: :::: 
Donald T. Gates ~ s· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products v.ithin the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mi:< of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. e:<pertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process M 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product L 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mi:< of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfac.es and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
e:<traneous capabilities. No configure. Some extraneous e:<traneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October 4, 1999 
NITES II 0.5 Assessed By: ::= 
Kyle Cunningham !:. _5· 
Risk Risk Risk Cues 
.. 
Category Factor Low l\Iedium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing 1\1 
products within the selected products ...,;thin the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. l\l 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access lo personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes ~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access 10 patches. 
Easy access to help desk. Limited avenues lo access help 
Easy access to patches. desk. Limited access lo patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not .... idely accepted by 1\1 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product l\1 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install H 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Secunty No significant security No significant security issues. A Significant security issues. l\l 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
NITESII00I. Complexity/Features. Mandated GOTS product. Web Server (APACHE) is difficult to use and configure. 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October 4, 1999 
Norton Antivirus 5.0 Assessed By: ,.. 
~ Kyle Cunningham s· 
Risk Risk Risk Cues 
,,.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition large number of competing limited number of competing Small number of competing L 
products within the selected products v.ithin the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Sma!Vemerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc de,·elopment practices. 
practices. 
Technology Maintains personnel base Access to personnel with limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process M 
feedback. Pro,ides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. limited avenues to access help 
Easy access to patches. desk. limited access to patches. 
Product Market Acceptance Wide market acceptance. limited market acceptance. Product not widely accepted by L 
large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commer-ially accepted Uses a mix of commer-ially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October S, 1999 
MS Office Professional 8.0 SR2 Assessed By: := 
Donald T. Gates ~ ;;· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing L 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc de,·elopment 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. H 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. N/A Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
OP9SR2001. Security. Microsoft products have been historically vulnerable to security attacks and have been used as a tool 
for delivering viruses. May impact system certification and accreditation. 
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RISK ASSESSMENT CHART 
Product Name/Version: Msessment Date: 
October 5, 1999 
Panasonic First Aid Series 27 Assessed By: lt1 
Donald T. Gates ~ s· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing L 
products within the selected products within the selected products or no competition 
technology. technology. "ithin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a SmalVemerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel "; th Limited or no access to L 
Expertise with expertise in the technology expertise. Mo,ing personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes market Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk . Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product L 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical), intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
doc~mentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous utraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees . fees. maintenance fees. 
. NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October 5, 1999 
PC Anywhere 8.0 Assessed By: ::: 
~ Donald T. Gates s· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing L 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hex: development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes ~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product L 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Jnnated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
443 
RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October 4, 1999 
Central Data Rl0.011 Assessed By: £ Donald T. Gates s· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. M 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products v.ithin the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Sma!Vemerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by l\1 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product L 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous elttraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safet)" issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
September 28, 1999 
TeraScan 3.0 Assessed By: ::a 
Lorraine Smith ~ ;;· 
Risk Risk Risk Cues 
.., 
Category Factor Low i\Iedium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. l\l 
Competition Large number of competing Limited number of competing Small number of competing l\l 
products within the selected products v.ithin the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. l\l 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to M 
Expertise with expertise in the technology expertise. Mo,ing personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process H 
feedback. Provides advance feedback. Pro,ides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical l\l 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by M 
Large market share. Product Medium market share. the market. Small market share. 
dri,·es the market. 
Stab iii ty/Robustness Very few significant Moderate number of product Significant number of product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary l\l 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install H 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. H 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. M 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
TERA00I. Responsiveness. Long standing installation problems and degraded critical functionality. 
TERA002. Stability/Robustness. S/W is designed for the SOLARIS 0/S. The HPUX customizations are not solid and cannot 
be reloaded. Occasional lockup problems. 
TERA003. Complexity/Features. The installation ofHPUX and TeraScan is complex. The documentation has errors and 
omissions. Post installation configuration by setting up files and directories is need and should be included in the installation. 
TERA004. Security. The installation procedures are not secure. A shared login is created. The l\lETl\lF(R) customizations 
update only the shared login and are not easily portable to user accounts. 1'0 security patches are addressed and many 
services are running that are unnecessary and have security holes. 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
September 28, 1999 
Transition 1.3 (Commserve-M 3.0) Assessed By: g 
Lorraine Smith s· 
Risk Risk Risk Cues 
... 
Cal<i:OI')' Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing l\I 
products within the selected products y,ithin the selected products or no competition 
technology. technology. mthin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. l\l 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access lo personnel with Limited or no access to l\l 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process L 
feedback. Provides ad\·ance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable_ technical l\l 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. -Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product l\l 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary M 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install M 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. M 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. M 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Asses.sment Date: 
September 28, 1999 
Transition 1.3 (Goodies 1.3) Assessed By: :=:i .. 
Lorraine Smith s· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing L 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Sma!Vemerging company. M 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
driYes the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product 1\1 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. l\l 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
September 28, 1999 
Transition 1.3 (JMV 3. 1.0.3) Assessed By: E Lorraine Smith s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. M 
Competition Large number or competing Limited number or competing Small number or competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. M 
commercially accepted mix or commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel Y.ith Limited or no access to L 
Expertise with expertise in the technology expertise. Mo,ing personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes market Does not accept/process H 
feedback. Provides advance feedback. Provides~d customer feedback. Provides no 
notice or product changes. notice or product changes. notice or product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Markel Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number or product Significant number or product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix or commercially Uses nonstandard or proprietary M 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult lo install H 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. M 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
!',OTES: 
JM\'001. Responsiveness. Third party government vendor provides no notice to integrator/user of product changes/support. 
J;\l\'002. Stability/Robustness. l\lany upgrades. 
J:\l\'003. Complexity/Features. Dependencies on installation orl\letCast Client and Netscape. Dependent on MetCast Client 
Installation for needed executable files. Dependent on Netscape version. 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
September 28, 1999 
Transition 1.3 (Metcast Client 1.1.0.3) Assessed By: :,: 
Lorraine Smith ~ s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. 1\1 
Competition Large number of competing Limited number of competing Small number of competing 1\1 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. l\l 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with e"pertise in the technology e"pertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes market Does not accept/process 1\1 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability • help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product l\l 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mi" of commercially Uses nonstandard or proprietary l\l 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some e"traneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. M 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
September 28, 1999 
Transition 1.3 (Netscape Communicator 4.6.1) Assessed By: :,:, 
Lorraine Smith ~ s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing" l\l 
products ...,;thin the selected products within the selected products or no competition 
technology. technology. v.ithin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Sma!Vemerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains ~rsonnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Mo,ing personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes~ Does not accept/process l\l 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to lielp desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product l\l 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially . Uses nonstandard or proprietary M 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install H 
and configure. F cw Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an - undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, c:omplete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Compctith·c product c:ost. Inflated product c:ost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
NETSCAPE00l. Complexity/Features. \Ye customize the install to prevent load of real player, which cannot be installed. 
There are other unnecessary features. 
NOTE: Netscape version chosen to satisfy JMV version. 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
September 28, 1999 
Transition 1.3 (SMOOS Remote/Server 3.0) Assessed By: ::: .. 
Lorraine Smith 5· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. M 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. l\l 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to M 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical l\l 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by M 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product 1\1 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary M 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install M 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. l\l 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. l\l 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October S, 1999 
Vector Map Level O EURNASIA 3.0 Asse:ssed By: ::, 
~ Kyle Cunningham s· 
Risk Risk Risk Cues 
.., 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. v.ithin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise v.ith expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes market Docs not accept/process M 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-cr_itical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary_ L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October 5, 1999 
Vector Map Level 0 NOAMER 4.0 Assessed By: ::::, !! Kyle Cunningham s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing J\I 
products -..ithin the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Does not accept/process J\I 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product l\l 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietaiy documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
453 
RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October S, 1999 
Vector Map Level O SASAUS 3.0 Assessed By: g 
Kyle Cunningh2m s· 
Risk Risk Risk Cues ... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products Y.ithin the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc dc,·elopment 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel bas<: Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Mo,ing personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Docs not accept/process M 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
454 
RISK ASSESSMENT CHART 
Product NameNersion: Assessment Dale: 
October 5, 1999 
Vector Map Level O SOAMAFR 3.0 Assessed By: ::z:i .. 
Kyle Cunningham s· 
Risk Risk Risk Cues 
... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc de,·elopment 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel v.ith Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes customer Accepts/processes~ Does not accept1process M 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No . Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches . 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not v.idely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
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RISK ASSESSMENT CHART 
Product NameNersion: Assessment Date: 
October 5, 1999 
Windows 95 4.00.95.c Assessed By: :::, 
Donald T. Cates ~ s· 
Risk Risk Risk Cues 
..,, 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number or competing Small number or competing l\l 
products within the selected products within the selected products or no competition 
technology. technology. v.ithin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Sma!Vcmcrging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
E.xpcrtisc with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice or product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desl:. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness V cry few significant Moderate number of product Significant number or product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietaiy L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietaiy documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. H 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
WIN95001. Security. Win 95 0/S is not secure. May impact systems certification and accreditation. 
WIN95002. Stability/Robustness. Significant upgrade (Win 95 to Win 2000). Apps will require recompile to Win 2000. 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October 5, 1999 
Windows NT Server and Workstation 4.0 Assessed By: :,::, 
Donald T. Gales ~ s· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing l\l 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes ~ Does not accept/process l\l 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. H 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
WINNT00I. Stability/Robustness. O/S has always had problems with stability and robustness. The current patch to the O/S 
(SP5) has a minor Y2K issue. 
WINNT002. Security. The default installation lenes the system in an insecure state. System certification and accreditation 
issues. 
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RISK ASSESSMENT CHART 
Product Name/Venion: Assessment Date: 
October S, 1999 
Win EOTDA 1.3.3 Auesscd By: :z:, 
Donald T. Gates ~ ;;· 
Risk Risk Risk Cues 
.... 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. M 
Competition Large number of competing Limited number of competing Small number of competing M 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor MaturitylStability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsi\'eness Accepts/processes~ Accepts/processes~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches • 
Easy access lo help desk. Limited avenues lo access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product L 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard lo use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Jnnated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranry. Jnnated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
458 
RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October 5, 1999 
WinZip32 7.0 SRI Assessed By: :,:, 
Kyle Cunningham ~ ,r 
Risk Risk Risk Cues 
~ 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing L 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes~ Accepts/processes~ Does not accept/process M 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patch cs. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product M 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
!\OTES: 
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RISK ASSESSMENT CHART 
Product Name/Version: Assessment Date: 
October S, 1999 
WsFTP6.0 Assessed By: "' Kyle Cunningham ~;;· 
Risk Risk Risk Cues 
.. 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing L 
products within the selected products within the selected products or no competition 
technology. technology. v.ithin the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc developmen I 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel v.ith Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel v.ith technology 
technology. into an emerging technology. expertise. 
Responsiveness Accepts/processes ~ Accepts/processes market Does not accept/process !\I 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
. Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches • 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Markel Acceptance Wide market acceptance. Limited market acceptance. Product not v,idely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Stability/Robustness Very few significant Moderate number of product Significant number of product H 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/features Easy io use. Easy to install Moderately easy to use. Hard to use. Difficult to install L 
and configure. F cw Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 
maintenance fees. fees. maintenance fees. 
NOTES: 
WSITP00I. Stability/Robustness. Y2K display problem. Requires patch. 
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RISK ASSESSMENT CHART 
Product NameNersion: A.uessment Date: 
October 5, 1999 
ZipTools NE5305 5.4 Assessed By: ::0 !! Donald T. Gates s· 
Risk Risk Risk Cues "" 
Category Factor Low Medium High 
Technology Maturity/Stability Widely accepted technology. Competing technologies. Emerging technology. L 
Competition Large number of competing Limited number of competing Small number of competing 1\1 
products within the selected products within the selected products or no competition 
technology. technology. within the selected technology. 
Vendor Maturity/Stability Large company. Applies Medium company. Applies a Small/emerging company. L 
commercially accepted mix of commercially accepted Applies ad-hoc development 
development practices. and ad-hoc development practices. 
practices. 
Technology Maintains personnel base Access to personnel with Limited or no access to L 
Expertise with expertise in the technology expertise. Moving personnel with technology 
technology. into an emerging technology. expertise. 
Responsi,·eness Accepts/processes~ Accepts/processes ~ Does not accept/process L 
feedback. Provides advance feedback. Provides limited customer feedback. Provides no 
notice of product changes. notice of product changes. notice of product changes. 
Technical Support Maintains knowledgeable Maintains semi-knowledgeable Knowledgeable technical L 
technical support staff. technical support staff. assistance staff not available. No 
- Maintains 24n help desk. Restricted help desk availability. help desk. No access to patches. 
Easy access to help desk. Limited avenues to access help 
Easy access to patches. desk. Limited access to patches. 
Product Market Acceptance Wide market acceptance. Limited market acceptance. Product not widely accepted by L 
Large market share. Product Medium market share. the market. Small market share. 
drives the market. 
Sta bi Ii ty/Robustness Very few significant Moderate number of product Significant number of product L 
upgrades. No significant bugs upgrades/patches. Tolerable upgrades/patches. Significant or 
or limited insignificant bugs. bugs (non-critical). intolerable bugs. 
Interfaces Uses commercially accepted Uses a mix of commercially Uses nonstandard or proprietary L 
interfaces. Interface accepted interfaces and interfaces. No interface 
documentation is available. nonstandard or proprietary documentation. 
interfaces. Limited interface 
documentation. 
Complexity/Features Easy to use. Easy lo install Moderately easy to use. Hard to use. Difficult to install L 
and configure. Few Moderately easy to install or or configure. Large number of 
extraneous capabilities. No configure. Some extraneous extraneous capabilities. Exhibits 
undesirable features. capabilities. May have an undesirable features. 
undesirable feature. 
Security No significant security No significant security issues. A Significant security issues. L 
issues. No insignificant few insignificant security issues. Many insignificant security 
security issues. issues. 
Safety No safety issues. ·NIA Safety issue. L 
Documentation Understandable, complete, Acceptable documentation Poor documentation package. L 
and accurate documentation package. Falls short in some 
package. areas. 
Cost Competitive product cost. Inflated product cost. Poor Unreasonable product cost. No L 
Good warranty. Reasonable warranty. Inflated maintenance warranty. Unreasonable 








RISK INFORMATION SHEET I Identified: 
10 OCT 99 
Rating: MED 
Statement: Y2K. Vendor announces minor Y2K display problem that requires a 




Origin: I Assigned To: I Update Date: 
Context K. Cunningham K. Cunningham 15 NOV 99 
Vendor Web Page (7/29/99). The ArcPress banner option, -B{file} displays the year portion of the date 
incorrectly when in the year 2000 or beyond. ArcPress calculates the number of years since 1900 then 
prepends "19" to that amount (e.g., in the year 2000, ArcPress banner date will read "19100"). A patch is 
available that fixes this display problem. The METMF(R) has been certified as Y2K compliant. Without 
the ArcPress patch, the METMF(R) is technically not Y2K compliant. This risk is deemed high priority 
due to political/programmatic reasons. 
Mitigation Strategy --------,,------,-,,,..,..--:,----------------------1 
1. Assess impact of the banner option, -B{file}. 
2. Obtain upgrade as soon as possible and test in the MSL. 
3. Add upgrade to the METMF(R) baseline and release to the fleet prior to end of Dec (or iaw Y2K war-
room policy) OR since this problem does not impact the system, incorporate the patch into the next 
planned baseline upgrade (MAR 00). 
4. Monitor EEC to obtain status on other possible Y2K problems. 
Contingency Plan 
1. Release msg to the fleet identifying the banner option as a known problem with no impact to the User 
OR no action (depends on strategy 3 above). 
Trigger: Patch not released by 10 December 1999. 
Status 
1. Discuss mitigation strategy/contingency plan w/SPONSOR. Approved. 12OCT99 
2. Conducted banner option assessment. No operational impact. Very minor display problem that will 
not create .confusion. Effort to release patch prior to Jan 00 outweighs benefits. Plan to evaluate for 
next baseline update. 15NOV99. 










RISK INFORMATION SHEET I Identified: 
10 OCT 99 
Rating: MED 
Statement: Y2K. VENDOR announces minor Y2K display problem that requires 





Origin: I Assigned To: I Update Date: 
Context K. Cunningham K. Cunningham 15 NOV 99 
Vendor Web Page (7/29/99). The Arc View License Manager diagnostic tool, FLEXlm's /mutil displays 
the incorrect date when in the year 2000 or beyond (e.g., for 3/1/2000, the /mutil tool will display: "lmutil 
- Copyright© 1989 - 1997 Globetrotter Software, Inc. FLEXlm diagnostics on Wed 3/1/100 13:36". 
A patch is available that fixes this display problem (either FLEXlm version 6.0i and higher or Arc View 
Version 3. 1). The METMF(R) has been certified as Y2K compliant. Without the Arc View upgrade or the 
FLEXlm patch, the METMF(R) is technically not Y2K compliant. This risk is deemed high priority due 
to political/programmatic reasons. 
Mitigation Strategy I .._-----,---------------------------1 1. Assess impact of the lmutil function. 
2. Obtain ArcPress upgrade as soon as possible and test in the MSL. 
3. Add upgrade to the METMF(R) baseline and release to the fleet prior to end of Dec (or iaw Y2K war-
room policy) OR since this problem does not impact the system, incorporate the patch into the next 
planned baseline upgrade (MAR 00). 
4. Monitor EEC to obtain status on othe;r possible Y2K problems. 
Contingency Plan I ,__ ___________________________ _ 
1. Release msg to the fleet identifying the lmutil function as a known problem with no impact to the 
User. 
Trigger: Patch not released by IO December 1999. 
Status I 
'-----,--,-----,---,-,-,~...,..,....,.,....----,---~-,----------i 
I. Discuss mitigation strategy/contingency plan w/SPONSOR. Approved. 12OCT99 
2. Conducted lmutil function assessment. No operational impact. Very minor display problem that will 
not create confusion. 
3. Effort to release patch prior to Jan 00 outweighs benefits. Plan to evaluate for next baseline update. 
15NOV99. 









RISK INFORMATION SHEET I Identified: 
10 OCT99 
HIGH Statement: HP may be phasing out HP-UX 10.20 in lieu of HP-UX 11.xx. May 







Origin: I Assigned To: I Update Date: 
Context B. Hensley J. Streker 12 OCT 99 
Newsflash: DISA recommends that the HP-UX COE baseline be updated to HP-UX 11.xx resulting in an 
HP-UX 11.xx DII COE 4.2 baseline (APR 00). HP will drop support for HP-UX 10.20 and will be 
reluctant to address customer issues (Y2K, security, error corrections, etc.). HP-UX will not run on HP 
750/755 platforms. The METMF(R) runs HP-UX 10.20 on two HP J-210 TAC-4 platforms (MSS, MWS). 
Mitigation Strategy 
..,,_~-------:-----:--...,,-,,~-.,.....,.--,,~~-,....,.,--~-=-~---t 
1. Contact vendors of software components that run on the MSS and the MWS and discuss their plans to 
migrate to HP-UX 11.xx. 
2. Collect HP-UX 11.xx data. Perform qualification testing and risk assessment. 
3. Obtain HP-UX 1 I.xx as soon as available and test in the MSL (functional and integration). 
4. Monitor HP-UX I 0.20 to obtain status on extant/new Y2K/Security/other problems that may not be 
addressed by the vendor. 
5. Plan to incorporate HP-UX 11.xx in the AUG 99 or later baseline upgrade 
Contingency Plan I i------------------------------1 1. None. 
Trigger: None. ---
Status I 
1. Discuss mitigation strategy/contingency plan w/SPONSOR. Approved. 12OCT99 










RISK INFORMATION SHEET I Identified: 
01 OCT 99 
Statement: GOVT Vendor plans to tenninate 0TH Gold data distribution and 
___ Pr_io_r_ity'"": __ H_IG_H--1 start GRIB data distribution. JMV 3.1.0.3 requires an upgrade to accept GRIB 
Probability: HIGH data. 
Impact: HIGH 
Timeframe: NEAR 
Origin: I Assigned To: I Update Date: 
Context Don Gates K. Cunningham 17 NOV 99 
GOVT Vendor plans to phase out 0TH Gold support due to non-Y2K compliant servers and replace with 
GRIB data servers. Without patch (or upgrade), the METMF(R) will be unable to ingest JMV GRIB data 
with the new GRIB server. JMV upgrade will require CCB and Y2K War Room approval. Without 
approval, the fleet will not be able to ingest GRIB data. 
Mitigation Strategy I ,__ ___________________________ -! 
1. Coordinate with GOVT Vendor to address 0TH Gold data support requirements. 
2. Download the fixed version of JMV 3.1.0.3 patch from "GOVT WEB PAGE". 
3. Install the JMV 3. 1.0.3 patch into MSL METMF(R) machines for testing and evaluation. 
4. Add upgrade to the METMF(R) baseline and release to the fleet with next set of patches. 
Contingency Plan I ..__ _______ ....,.... __ """'"'"" ____________ ..,.....,,-------; 
1. Release msg to the fleet identifying the termination of 0TH Gold, operational impact, and plans to 
release JMV update for GRIB processing. 
Trigger: 0TH Gold support rqmnt not resolved and patch not released by IO December 99. 
Status I L----------,---,-,,---,.-,-----------,--~--------t I. Discuss mitigation strategy/contingency plan w/SPONSOR. Approved 12 OCT99. 
2. SPONSOR coord with GOVT Vendor=> vendor will continue to support 0TH Gold into FY00. 








TERA00l RISK INFORMATION SHEET I Identified: 01 OCT 99 
Statement: 
___ P_ri_or_ity~: __ HI_G_H-1 TeraScan 3.0 requires an upg;ade to restore lost functionality. Without the 
Probability: HIGH upgrade, users will not be able to process NOAA-15 data and will be unable to 
t-----'-------1 receive NOAA-14 TOYS data. 
Impact: HIGH 
Timeframe: IMJ\,!ED 
Origin: I Assigned To: I Update Date: 
Context Don Gates K. Cunningham 17 NOV 99 
The vendor found Y2K issues w!feraScan version 2.6 and released 3.0 as a Y2K compliant fix. Version 
3.0 resulted in loss of many capabilities provided by version 2.6. The vendor is working on patch. 
Mitigation Strategy --------------------------------1 1. Install the new patches into the MSL for testing and evaluation. 
2. Install the patches at a functional site (i.e. Camp Pendleton) for integration testing. 
3. Add upgrade to the METMF(R) baseline and release to the fleet with next set of patches. 
Contingency Plan I L------------------------------1 I. None 
Trigger: None. 
Status I .,__ __ ...,....---,,-----:--.,.,,,.,,~-=,,-,----------------1 
1. Discuss mitigation strategy/contingency plan w/SPONSOR. 
2. Obtain TeraScan patches from Vendor and conducted functional testing in the MSL and integration 
testing at MWSS 372 Camp Pendleton. 
3. Patch considered unstable and unacceptable. Test results forwarded to vendor for action. 19NOV99 








RISK INFORMATION SHEET I Identified: WINNT00I 01 OCT99 
Priority: HIGH 
Statement: Windows NT 4.0 (SP5) post patches fixes a Year2000 date problem 
with BIOS date value and net user /time command. Without the patches the BIOS 
Probability: HIGH date value does not immediately update on January I, 2000 and the net users /time 




Origin: I Assigned To: I Update Date: 
Don Gates K. Cunningham 17NOV99 
The METMF(R) has been certified as Y2K compliant. Microsoft previously certified WinNT 4.0 (SP5) as 
Y2K compliant but now requires Y2K patches. METMF(R) uses WinNT 4.0 (SP5). A software upgrade 
to the current METMF(R) software baseline requires approval by the SPONSOR CCB and the Y2K war-
room. Without patch (or upgrade), the METMF(R) is no longer Y2K compliant. 
Mitigation Strategy 
I. Since this issue applies fleet-wide, seek (via SPONSOR) the Y2K war-room policy. 
2. Assess Y2K impact. 
3. Download the fixed version ofWinNT 4.0 Post SP5 patches from 
httg://sui;mort.microsoft.com/su1212ort/kblarticles/g216/9/I 3.asg (BIOS date value) and from 
httg://su1rnort.m icrosoft.com/suimortlkb/ articles/g240/ I /95 .aSQ (/time command) 
4. Install the WinNT 4.0 SP5 post patches into MSL METMF(R) machines for testing and evaluation. 
5. Develop SPCR to add upgrade to the METMF(R) baseline and release to the fleet with next set of 
patches. 
Contingency Plan I 
1. Release msg to the fleet that identifies the Y2K problems. 
Trigger: Y2K patch not released by 10 Dec 99 -- -----
Status I 
I. Discuss mitigation strategy/contingency plan w/SPONSOR. Approved. 12OCT99 
2. Unable to reproduce BIOS Date Y2K problem during MSL functional test and MWSS 372 
integration test. Reproduced NET USER/Time command during functional and integration test and 
verified that patch solves problem. I 7NOV99. 
3. RAC Rating reduced to Medium. 17NOV99. 
4. Developed patch SPCR. Submitted to SPONSOR for CCB approval and Y2K War Room disposition. 
Approval Closing Date Closing Rationale 
B. Hensley MITIGATE 
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ID: 
WSFTP00l I Identified: RISK INFORMATION SHEET 01 OCT 99 
Statement: WSFTP Pro requires a patch (or upgrade) to resolve a possible Y2K 
Priority: MED 
1------'-----1 date display problem. Without the patch (or upgrade), the METMF(R) is no longer 
Probability: 'HIGH Y2K compliant. 
Impact: MED 
Timeframe: NEAR 
Origin: I Assigned To: I Update Date: 
Context Don Gates K. Cunningham 17 NOV 99 
The METMF(R) has been certified as Y2K compliant. The VENDOR previously certified WSFTP 6.0 as 
Y2K compliant but now requires installation of a patch (or upgrade) to resolve a new Y2K problem. 
METMF(R) uses WSFTP 6.0. In addition to the Y2K fix, the patch includes host type changes for IBM 
VM systems, corrected file date parsing, and drag and drop multiple transfers on Win2K RC 1 &2 for both 
Classic and Explorer interfaces. A software upgrade to the current METMF(R) software baseline requires 
approval by the SPONSOR CCB and the Y2K war-room. 
Mitigation Strategy L-----------------------------i 1. Assess Y2K impact. 
2. Download the fixed version ofWSFTP Pro 6.04 from VENDOR WEB PAGE 
3. Develop SPCR to add the patch to the baseline (includes test and evaluation) 
Contingency Plan 
1. Release a message to all METMF(R) users warning of WSFTP Pro Y2K display error and provide 
workaround. 
Trigger: Patch not released by IO Dec 99 
Status 
I. Discuss mitigation strategy/contingency plan w/SPONSOR. Approved. 12OCT99 
2. Unable to reproduce Y2K problem (may only affect IBM VM computers) during MSL functional test 
and MWSS 372 integration test. 
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Advisor: James Bret Michael, Department of Computer Science 
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Currently, SPAW AR Systems Center is lacking a unified software development 
environment that allows software developers to effectively manage software development 
projects across a diversified development environment. This unified environment is needed to 
provide up-to-date accurate information to the right people at the right time, increase the process 
knowledge-base, increase productivity, decrease time to market, eliminate redundancy, and ease 
job stress. 
This thesis proposes a conceptual model for software process management decision 
support in the form of an intelligent software agent network. The intelligent software agent 
network, called MENTOR, provides the knowledge-base that is crucial to the software 
development team, providing for a repeatable, defined, managed, and optimized development 
environment. This concept provides SSC software development managers and team members 
with the ability to work in a unified and collaborative environment, regardless of organizational 
diversity or location. 
MENTOR will be utilized as an integral software development team member, providing 
tutorials and mentoring capabilities for management and process assistance, as well as providing 
process planning, risk analysis, and strategic planning recommendations for the successful 
completion of a software development effort, at all team levels. In addition, MENTOR will 
provide an effective communication environment that will enable the development team to 
minimize the time consuming workload involved in tracking individual tasking. 
DoD KEY TECHNOLOGY AREA: Computing and Software 












































LIST OF ACRONYMS 
Access Internet Facilitator 
Agent Management Coordinator 
Agent Rule and Knowledge Database 
CMMAgent 
Computer Aided Software Engineering 
Credit Card Procedure 
Configuration Management Agent 
Capability Maturity Model 
Constructive Cost Model 
Commercial Off The Shelf 
Check Project Status 
Change Request 
Estimation Agent 
Government Off The Shelf 
High Performance Organization 
Information & Decision Management 
Interactive Lessons Learned Coordinator 
Interactive Process Guide Coordinator 
Interactive Strategic Planning Coordinator 
Interactive Tutorial Coordinator 
Key Process Area 
Life Cycle Development Agent 
Lessons Learned Agent 
Lines Of Code 
Military Standard 
Naturally Occurring Group 
OP AD Facilitator 
Organizational Process Asset Database 
Oversight and Tracking Agent 
Process Change Recommendations 
Project Database Agent 
PP AD Facilitator 
Project Planning Agent 
Project Process Asset Database 
Problem Report 
Quality Assurance 
Quality Management Agent 
Resources Agent 
Risk Assessment Form 
Requirements Definition Agent 





































Risk Management Agent 
Remote Programming 
Remote Procedure Call 
Specific Applications 
Software Design Document 
Software Development File 
Software Development Library 
Software Development Plan 
Software Engineering 
Software Engineering File 
Software Engineering Institute 
Software Engineering Process Office 
System Maintenance 
Statement Of Work 
Space and Naval Warfare Systems Center 
Software Project Engineering 
Software Program Manager 
Software Project Planning 
Software Project Tracking and Oversight 
Software Quality Assurance 
Software Requirements Specification 
SP AW AR Systems Center 
System Software Design Document 
Software Subcontractor Management 
System Software Specification 
Setup User Interface 
Software Capability Maturity Model 
Training Agent 
Tools Resource Agent 
Task Specific Mobile 
Unified Modeling Language 
User Personal Assistant 
World Wide Web 
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I. INTRODUCTION AND BACKGROUND 
A. MOVTIVATION 
More and more, we are dependent upon software to complete our daily tasks as 
software managers and developers. We are also being asked to perform more work with 
less. \Ve look for ways to increase productivity, ease job stress, and develop software 
faster and more efficiently than ever before. \Ve have to be smarter and faster in how we 
do business and develop software. In order to do this, we must increase our knowledge 
base and be able to access the right knowledge at the right time. The information our 
knowledge is based on must also be as up-to-date and accurate as possible. Bill Gates 
states in his new book, Business@The Speed of Thought, "How you gather, manage, and 
use information will determine whether you win or lose." [Ref. 7] 
It is this availability of information that Gates calls a "digital nervous system". 
The information provided by the digital nervous system is needed in varying degrees at 
all levels of an organization. When the right information is available to those that need it, 
the information has the most impact, and therefore, there are more opportunities to 
provide input and innovative ideas to the company. Gates writes," ... still another sign of 
a good digital nervous system is the number of good ideas bubbling up from your line 
managers and knowledge workers." [Ref. 7] 
The knowledge that is crucial to the software development team is specific 
knowledge that will provide for a repeatable, defined, managed, and optimized 
development environment. Currently, much of the knowledge responsibility resides with 
the program manager who needs expertise in all aspects of the development process. A 
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program manager must know the process from cradle to grave, that is, he must be an 
expert in all aspects of planning, risk management, engineering, tracking and oversight, 
as well as be an excellent customer interface agent and guide the team to the successful . 
completion of the development effort. 
The Software Engineering Institute (SEI), at Carnegie Mellon University, 
recognized that there is a common myth that the major problems occurring in software 
development projects are technical. But in fact, they are managerial. This is backed by 
SEI assessment and evaluations, as well as the Defense Science Board Task Force Report 
on Military Software, 1987. [Ref. 11] 
SEI is trying to put this myth to rest. As many companies are trying to achieve 
software certification through the Software Engineering Institute (SEI), the information, 
knowledge, and coordination that is required to achieve even a Capability Maturity 
Model (CMM) Level 2 Certification can be quite demanding. If the entire team, not just 
the program manager, had expert information available at their fingertips to guide and 
mentor the team and organization through the development process using the CMM, 
better rates of success in software development projects could be achieved. 
Imagine an assistant that knew every detail of the software development process. 
What if the assistant could alert you to risks facing your project? What ifit could 
perform strategic thinking and ·projections? What if it could mentor your software 
development team and guide you through the SEI certification process and help you 
achieve the highest level possible? What if it could find the information that you and 
your team need at the drop of a hat? What if the assistant could keep all the historical 
data and lessons learned from previous projects to provide a basis for planning and 
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estimation? This would allow for a proactive development environment instead of the 
current reactive one. Risks could be mitigated or even eliminated before they became 
problems. The assistant would learn from the past teams' mistakes and take them into 
account the next time the same situation arises. The assistant would remind the team 
member of scheduling constraints and keep him or her on track throughout every step of 
the process. Now, what if the assistant is an intelligent agent instead of a real person? 
In,telligent agents are being used increasingly in the areas of military strategic 
planning, scheduling, and inventory control, as well as increasing Internet applications 
for wizards to facilitate browsing. They are used in fields such as robotics, intelligent and 
adaptive interfaces, intelligent search and filtering on the web, and information retrieval, 
,,,-, just to name a few. Over the years we have developed software tools that can re-engineer 
software to create flowcharts, track requirements, develop software test cases 
automatically, and reuse existing software, all in the name of easing the workload of the 
software developer. Intelligent agents are helping us realize these services. 
These goals are being achieved through a multitude of automated tools, utilizing 
agents available for the software process, but their participation is very development 
oriented. What is needed is an assistant that will tutor the team members in the 
development process. Whether team members are new or experienced, the agent would 
guide them through the development process in an actual program, gather lessons learned . . 
from past projects providing insight into planning and estimation, and offer strategic 
planning solutions and projections for the successful completion of software projects. 
A network of intelligent agents that mentor, new and experienced, managers and 
developers could greatly benefit Space and Naval Warfare Systems Center (SSC) and 
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their vision for making Information and Decision Management (I&DM) a reality. SSC is 
dedicated to giving "the right people the right information at the right time" and to "help 
integrate disparate groups and functions into coordinated operations." [Ref. 23] 
Currently, SSC provides an I&DM capability for emergency, disaster preparedness, and 
crisis management projects. This I&DM vision and technology, used in emergencies, 
should also be applied to the management of software projects. 
Currently, there are many different groups that develop software at SSC. Each 
group independently provides planning, risk management, and engineering. The network 
of agents, which has been named MENTOR, will provide a joint resource for collecting 
historical data, estimating, planning, and risk mitigation. MENTOR will be available via 
the SSC Intranet and Internet, which will allow the entire SSC development team to work 
together in a unified and collaborative environment, regardless of organizational diversity 
or location. 
MENTOR will be utilized as an integral software development team member in 
providing process assistance, tutorials and mentoring capabilities for management. In 
addition, MENTOR will provide process planning, risk analysis, and strategic planning 
recommendations for the successful completion of a software development effort. 
B. PROBLEM STATEMENT 
A unified software development environment, that assists the software developers 
in managing software development projects and tasking across a heterogeneous 
development environment, is currently unavailable. The consequences of such a state of 
affairs has resulted in the inability to: 
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• Provide up-to-date accurate information to the right people at the right time 
• Increase the process knowledge base 
• Increase productivity 
• Decrease time-to-market 
• Eliminate redundancy 
• Ease job stress and task workload 
C. RESEARCH SCOPE AND OBJECTIVES 
The research objective is to develop a conceptual top-level software engineering 
design for the application and utilization of software agents that provide automated 
decision-making capabilities, tutorial guides, process mentoring, and both strategic 
planning and projection support for software development team members. Research for 
this thesis included investigation of the following design goals: 
• Interactive Project Management Tutorial 
• Project Management Process Guide 
• Lessons Learned 
• Strategic Planning and Projections 
Team profiles, context diagrams, and use cases are used to develop the conceptual 
design for MENTOR. A conceptual agent architecture is proposed by identifying the 
types of agents needed and the behaviors the agents possess. Finally, a case study 
consisting of agent role playing scenarios from the estimation phase of the development 
process will be used to show the feasibility of the MENTOR concept. 
D. EXPECTED CONTRIBUTIONS. 
This research will bring a much-needed unified software development 
environment to SSC San Diego that provides the following services: 
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• Provide up-to-date accurate infonnation to the right people at the right time 
• Increase the process knowledge-base 
• Increase productivity 
• Decrease time-to-market 
• Eliminate redundancy 
• Ease job stress and task workload 
MENTOR will guide a software development manager and team members 
through the process, providing increased insight to make crucial management decisions 
necessary to complete projects on time and within budget. It will provide lessons learned 
for planning and estimation, and the desired strategic planning and projections. But most 
of all, it will provide the basis for the crucial infonnation flow and digital nervous system 
that is needed to allow the right people at the right time to get the information in a fast 
paced, cutting-edge, software development environment. 
E. METHODOLOGY 
An investigation and review of the literature to formulate an overview of current 
agent technology and background concepts was conducted, as well as the background 
information needed to develop the conceptual process management environment in which 
agents work. 
Based on this research, a conceptual model for MENTOR was developed. A case 
scenario was used to validate the concepts and feasibility of the MENTOR model. The 
case study includes scenarios from the estimation phase of the MENTOR process model. 
F. THESIS OVERVIEW 
Design Foundations in Chapter II of this thesis provides an overview of the 
MENTOR database framework and the information assets which reside in the database 
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that are essential to the success of this intelligent agent network. Chapter III focuses on 
design goals that provide the underlying structure and functionality for MENTOR. 
Chapter IV provides background information on agents, their basic architecture, a means 
of classification, issues of concern, and an overview of an agent's development life cycle. 
Chapter V addresses the conceptual approach for the MENTOR process management 
agent network. It outlines the system context and provides use cases for top level 
MENTOR functionality. The use cases are then implemented conceptually through the 
use of software agent team profiles. A conceptual agent architecture is then proposed 
based on the context diagrams, use cases, and team profiles. Chapter VI describes an 
example environment for software development. A hypothetical software package 
development effort is used to compare a baseline manual method scenario to a MENTOR 
method scenario in order to show basic information flow and feasibility of the MENTOR 
agent architecture for the estimation process. Chapter VII offers a summation of thesis 
efforts and recommendation for SP AW AR to continue the development process of 
MENTOR. Chapter VIII discusses future work possibilities for MENTOR. These 
include detailed analysis and system design, a first phase implementation approach, 
system security considerations, incorporation of other SP AW AR thesis efforts, Software 
Engineering Institute (SEI) Certification, and High Performance Organizational Model 
implementation. 
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II. DESIGN FOUNDATIONS 
MENTOR is an integrated agent network that will provide software managers and 
their team members with a unified project environment that will enable the entire team to 
produce high-quality software products. In order to accomplish this, a framework needs 
to be developed in which the MENTOR agents can interact. This framework is outlined 
in this chapter: 
A. MENTORDATABASEFRAMEWORK 
MENTOR will bring together the three elements needed for project success: 
Process, People, and Technology as shown in Figure 2.1. 
Process 
People Technology 
Improved Process+ Competent Workforce+ Appropriate Technology= 
Reduced Risk, Higher Productivity, and Better Quality 
Figure 2.1. Three Elements of Project Success After [Ref. 17] 
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In building the MENTOR concept, the first task was to define what is meant by 
process. Pressman's definition of a software process is "a framework for the tasks that 
are required to build high-quality software." [Ref. 14]. SEI's definition of process is "The 
means by which people, procedures, methods, equipment, and tools are integrated to 
produce a desired end result." [Ref. 11] 
The MENTOR process combines both the Pressman and SEI definitions, with a 
management flair, into the management of the framework by wlzic/z people, procedures, 
methods, equipment, lessons learned, and tools are integrated to produce the high-
quality environment needed to produces lzigh-quality software. 
This process would not be possible without the appropriate technology that 
supports the entire framework. This technology encompasses all the hardware, software, 
and tools needed to allow the people to successfully implement and improve on the 
process. Part of this technology consists of databases providing the assets and knowledge 
that the agent network will utilize to support the people working on the project. 
With this in mind, the conceptual framework, shown in Figure 2.2, was 
developed. It consists of an Organizational Process Asset Database (OP AD), Project 
Process Asset Database (PP AD), and Agent Rules and Knowledge Database (ARKD). 
The following sections will outline what is contained in each of the databases. 
1. Organizational Process Asset Database (OP AD) 
The OP AD is a common organizational data repository providing part of the 
underlying framework for the MENTOR unified software development environment. 
Support and information for the following 13 key knowledge-base areas are as follows: 
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• Project Planning 
• Requirements Definition 
• Risk Management 
• Configuration Management 
• Quality Assurance 
• Capability Maturity Model 
• Estimation 
• Lessons Learned 
• Life Cycle Development Models 
• Oversight and Tracking 
• Training 
• Tools. 
• Resources Library 
Information in the 13 key areas will be gathered from individual projects 
throughout SSC and the vast Software Engineering Process Office (SEPO) resource 
library. This will allow for a common repository of data, processes, and lessons learned .---. 
helping to eliminate the current repetitive nature and rei~vention of the wheel processes 
and information that go on constantly throughout SSC. The PP AD contains all current 
project artifacts that are being developed. Once the artifacts have been approved for 
distribution, they are moved to the OP AD for organization-wide use. The Agent Rules 
represent the portion of MENTOR that consists of the agent network that guides users 
through the life cycle process. Starting with project planning, the assets contained in 




Figure 2.2. Conceptual MENTOR Framework 
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a. Project Planning 
Project planning is one of the most important steps in a software 
development effort which allows the program manager and team to identify tradeoffs, 
risks, resources, and products early in the project life cycle. As the SEPO states in the 
th
1
eir Software Project Planning Process document, "lack of adequate planning often 
results in a project's failure to meet either cost, schedule, or performance objectives or all 
three." [Ref. 18] The main goals for project planning from the SEPO Software 
Management for Executives Guidebook are: 
• Software estimates are documented for use in planning and tracking the 
software project. 
• Software activities and commitments are planned and documented. 
• Affected groups and individuals agree to their commitments relating to the 
software project. 
Achievement of the preceding goals will aid in the establishment of 
"reasonable plans for performing the software engineering and for managing the software 
project." [Ref. 16] It also allows visibility of how the project is being managed (defining 
what the work is and how it will be done), as well as describing the procedures for 
managing the project. The plan for reaching the guidebook goals is documented in the 
Software Development Plan (SDP). The SDP includes information and plans pertaining 
to project tracking, risks, schedule, cost, size, resources, methodologies, and technologies 
to be used during development. Mentor will guide the program manager in the 
development of this document and then use the same information to mentor the project 
manager to the successful completion of the software development project. 
Since the SDP is a living document that "guides the software project 
manager and staff members through the softwfil'e development process," the planning 
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process extends from the beginning of a project to its completion. [Ref. 16] The planning 
process that MENTOR will follow, as outlined in the SEPO Software Project Planning 
Process document, is shown in Figure 2.3, followed by a planning process legend in 
Table 2.1. 
Resource documentation for this process will include the SSC Planning 
Policies and the following templates and samples thereof: 
• Software Development Plan 
• Software Development File 
• Software Development Library 
• Software Transition Plan 
MENTOR will utilize these resources to help the project manager create a 
comprehensive plan to ensure that the following critical factors are met: 
• Defines project schedule and budgetary goals 
• Defines areas of responsibility 
• Schedules for high-level tasks down to greater levels of detail 
• Establishes task sequences 
• Defines Major/Minor Milestones 
• Assigns resources to tasks 
• Calculates project budget on a task-by-task basis 
Through the use of tools like MS Project, MENTOR will produce Activity 
Networks, Gantt Charts, calendars, work-hour forms, and status reports for.planning 
activities. MENTOR will also provide an adaptable Project Process checklist for all · 
development team levels, which can be used to track progress. This will ensure that 
process steps are not missed. 
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• Review SOW and identify initial product 
requirements 
• Make initial estimate of cost, resources, space 
requirements 
• Assign key project leadership positions 
• Identify project initial risks and constraints 
• Define planning group assignments 
• Planning group reviews SDP Template 
(guidance & sample) 
• Analyze planning issues and refine estimates 
• Tailor SDP template into a project SDP 
• Perform rigorous technical review with project 
stakeholders 
• Resolve issues and update Draft to incorporate 
comments 
• Gain formal commitment to SDP 
• CM Group places SDP under CM control in 
project library 
• Change requests and/or new process definitions 
developed during SDP production submitted to 
SEPO 
• Implement project measurements program 
• Implement SQA activities and Review SQA 
reports 
• Implement project tracking and oversight 
functions 
• Assess metrics on cost performance to 
determine if any changes to plans and /or SDP 
are required 
• Implement SPE KPA and SSM KPA 
• Analyze selected standard process performance 
• Analyze project unique process performance 
• Develop proposed process improvements 
• Gain commitment for proposed changes 
• Determine if process improvement required for 
SDP 
• Determine impact of project re-planning on SDP 
Initial Planning Data 
& Role Assignments 
MS Project Plan; 
Draft SDP 
Final SDP; 













Org. Project, and SPP 
Process PR/CRs 
SDPPR/CRs; 
Next revision of the 
SDP 
Figure 2.3. Project Planning Process From [Ref. 16] 
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- Configuration Management SOW- Statement Of Work 
- Change Report SPE - Software Project Engineering 
KP A - Key Process Area SPP - Software Project Planning 
PR - Problem Report SPTO - Software Project Tracking and Oversight. 
SDP - Software Development Document SQA - Software Quality Assurance 
SEPO - Software Engineering Process Office SSM - Software Subcontractor Management 
Table 2.1. Legend for Project Planning Process (Figure 2.3) 
b. Requirements Definition 
Requirements Definition is one of the most important considerations in the 
software development process. Brooks writes in his book The Mythical Man-Month that 
"The hardest single part of building a software system is deciding precisely what to build. 
No other part of the conceptual work is so difficult as establishing the detailed technical 
requirements, including all the interfaces to people, to machines, and to other software· 
systems. No other part of the work so cripples the resulting system if done wrong. No 
other part is more difficult to rectify later." [Ref. 4] These difficulties result in statistics, 
such as, 53% of all software projects cost nearly 90% over the original estimates, 42% of 
the original proposed features and functions are implemented in the final product, 31 % of 
all software projects are cancelled prior to final delivery, 40% of a software projects 
budget is wrapped up in rework, and 70% of all rework is caused due to inadequate 
requirements definition at the beginning of the project. [Ref. 17] Therefore, it is 
.important that the software development team fully understands what the customers want 
and what they need developed. This understanding is accomplished by providing the 
knowledge and the tools needed to provide clarity of requirements. 
490 
The requirements definition database will contain all the information by 
the MENTOR agent network to guide the development team through the requirements 
definition process. Much of the information is already developed and can be found in 
document form via the SEPO WWW Homepage. The Requirements Management 
Guidebook is just one of the sources and provides the basic framework and process 
model for requirements management, as shown in Figure 2.4. 
The database will provide guiding information, through MENTOR agents, 
that will aid the project manager in identifying and clarifying the participants, entry 
criteria, input, steps, exit criteria, and output for each activity in the requirements 











Requirements Definition Process Legend 
SDD - Software Design Document SSDD - System Software Design Document 
SRS - Software Requirements Document SSS - System Software Specification 
Figure 2.4. Requirements Definition Process From [Ref. 15] 
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This database will contain a requirements management checklist that is 
maintained by a MENTOR agent via team member inputs and suggestions for metric 
collection. It will provide outlines for required inputs, participants, activities, products, 
and processes of requirements management. Government standards, the SSC San Diego 
Requirements Management Policy, document samples, templates and other pertinent 
reference documentation that govern requirements management activities can be tailored 
to meet the needs of the development team. MENTOR will also be able to access lists of 
terms, definitions, roles, and responsibilities needed for requirements definition from this 
repository. 
Once the project managers have tailored the requirements process for the 
team's specific project, the tailored processes and documents will be saved in the Project 
Process Asset Database (PP AD) for ongoing project management of each specific 
project. MENTOR will then gather metrics using an off-the-shelfrequirements-
management tool for submission to the PPAD. 
Through the use of this, MENTOR enables the project manager and 
development team to reduce the risk of cost and schedule slips, rework costs, 
requirements changes, and late program requirements errors. 
MENTOR will also provide a customizable Requirements Management 
checklist for all development team levels, which can be used to track progress. This will 
ensure that process steps are not missed. 
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c. Risk Management 
Risk Management allows the project manager and development team to 
discover potential problem areas as early as possible in the development cycle in order to 
take a proactive stance in the mitigation, reduction, or avoidance of risks. The risk 
management process that the SEPO has developed is shown in Figure 2.5. This process 
will enable MENTOR to help the project manager and development team identify, 
analyze, plan, track, control, communicate, and document risks related to software 
development effort. 
The risk management database will include templates and samples, which 
can be tailored to specific project needs, including definitions, policies and references for 
risk management techniques. At present, risk management references can be found on 
the SEPO WWW Homepage http://sepo.spawar.navy.mil. 
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PROCESS ACITVTIY TASK OUfPUIS 
IDENIIFIYRISKS 
Paragraph 24.1 
An assigned peer group ana1)2CS a taxonomy of potential risk 
Initial Risk AccoWlting mas to identify a candidate list specific to the project 
Fonns (RAF)s 
I 
ANAL Y2E RISKS 
Paragraph 242 
Peer group merr.bers complete Risk Accounting Fonns (RAF)s 
noting imp1Ct on cost, schedule, product quality, and Updated RAF data 




A Risk Magnitude (Rm) is calculated for each risk serving as 
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Project lc:ads collect, analyze, and report rretrics on both a 
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flagged risk m:tric value. 
conting=y plan 
I 
Figure 2.5. Risk Management Process Overview From [Ref. 19] 
MENTOR will be able to walk the project manager and team through the 
risk identification process by utilizing risk lists such as the ones shown in Table 2.3. 
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a. Stability a. Formality 
b. Completeness b. Suitability b. Staff 
c. Clarity c. Process Control c. Budget 
d. Validity d. Familiarity d. Facilities 
e. Feasibility e. Product Control 
b. Difficulty d. Familiarity a. Customer 
c. Interfaces e. Reliability b. Associate Contractors 
d. Performance f. System Support c. Subcontractors 
e. Testability g. Deliverability d. Prime Contractors 
g. Non-Developmental a. Planning f. Vendors 
a. Feasibility c. Management Experience 
b. Testing d. Program Interfaces 
c. Coding/Implementation 4. Management Methods 
a. Environment b. Personnel Management 
b. Product c. Quality Assurance 
c. System d. Configuration Management 
a. Maintainability a. Quality Attitude 
b. Reliability b. Cooperation 
c. Safety c. Communication 
d. Security d. Morale 
e. Human Factors 
f. Specifications 
Table 2.3. Potential Software Development Risks After [Ref. 19] 
The risk management database will provide a resource for a vast database 
of risks that have been identified on other projects, as well as potential solutions through 
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mitigation, reduction, and contingency planning. The database will identify risks 
according to identification fields shown in Table 2.4, as identified by the SEPO. 
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Short phrase by which the risk will be known 
Short description of what the risk is, its makeup and components 
Justification and explanation of circumstances and past events that 
imply a degree oflikelihood/probability for the risk 
Assessment of the risk's probability of occurrence (very high, high, 
medium, and low) 
Date the risk is first put into the database 
Name of the person who is the Point of Action for managing the 
risk 
Area that will be impacted by risk occurrence 
Assessment description of the impact if the risk occurs 
Assessment of the risk's severity of impact (critical, high, medium, 
and low). It is estimated based upon the rationale above. 
Product of the probability and impact value yielding red for high 
risks, yellow for medium risks, and green for low risks 
Estimate of the calendar time for which this risk exists or applies 
Description of an approach that completely eliminates/avoids the 
risk 
Ways that the risk can be mitigated or its likelihood of occurrence 
being reduced. 
Criteria for implementing/initiating a specific risk reduction 
technique 
Indicators or measurements that will be collected to track the risk. 
Source or place from which the indicators or measurements will be 
extracted 
Table 2.4. Risk Management Database Field Descriptions After [Ref. 19] 
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Description of what will be done to minimize the impact when the 
actual risk happens 
Criteria for implementing/initiating a specific risk contingency 
Description of where the risk stands in its life cycle, what risk 
reduction approaches are in place, etc. 
Table 2.4 Continued. Risk Management Database Field Descriptions After [Ref. 19] 
The Risk Magnitude Matrix, shown in Table 2.5, provides a means for 
identifying and prioritizing risks. 
Satisfactory 
Risk Magnitude= Severity of Impact* Probability of Occurrence 
Risk Magnitude= Priority of Importance* Likelihood of Happening 
Table 2.5. Risk Magnitude Matrix After [Ref. 19] 
MENTOR will also provide a configurable Risk Management checklist for 
all development team levels, which can be used to track progress. This will ensure·that 
process steps are not missed. 
d. Configuration Management 
Configuration management establishes and maintains integrity of the 
products developed during the life cycle of the software development effort and is a "set 
of activities developed to manage change throughout the software life cycle." [Ref. 9] It 
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is the process by which software elements, such as source code and the corresponding 
documents are baselined, controlled, and updated in a defined and repeatable manner. 
CM is carried out over the entire life cycle of the software project. It plays four distinct 
roles in the software development process: 
• CM Audits - ensures the system provides the expected and required 
deliverable integrity 
• Status Accounting-informs stakeholders of the status ofbaselines and 
proposed changes to those baselines 
• Control - establishes baselines and controls changes made to those baselines 
• Identification - uniquely identifies key deliverables and support of 
configuration items. 
CM will provide resources for identifying configuration items, performing 
CM audits, recognizing what is included in status accounting, and noting what items need 
to be controlled. It will also serve as a CM repository to hold the Software Development 
File (SDF) and Software Development Library (SOL). 
The SDF is a repository for collecting material pertinent to the software 
life cycle and development effort. Typical items found in the SDF are the following: 
• Design considerations 
• Design constraints 
• Major coding considerations 
• Test information 
• Schedule and status information 
The SOL is a controlled library of software documentation and all 
configuration items and any other data that is pertinent to the project at an organizational 
level. 
Guidelines for performing baseline functions, when to baseline, the 
approval process, unit testing configurations, and procedures for documenting code are 
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identified as resources. Resources, procedures, and tools will also be provided to 
establish levels of control, provide types of reviews to be performed and applied at each 
level, provide interface controls within the product and across product boundaries and 
with the environment, and identify items that should be controlled. Also included are th~ 
following: 
• Organization Software Configuration Management Policy 
• Organization Software Configuration Management Processes 
• Configuration Management Procedures 
• Generic Software Configuration Management Plan 
• Configuration Status Accounting Reports 
• Sample Software Configuration Management Desktop Procedures 
• Software Configuration Desktop Tool Selection Procedures 
MENTOR will also provide a customizable Configuration Management 
checklist for all development team levels, which can be used to track progress. This will 
ensure that process steps are not missed. 
e. Quality Assurance 
Software Quality Assurance (SQA) consists of the methods and 
procedures that ensure software products will meet the customer's needs and stated 
requirements. The objectives of SQA are to: [Ref. 9] 
• Improve software quality by monitoring both the software product and the 
software development process that produces it. 
• Ensure full compliance with the standards and procedures identified for the 
software product and the software process. 
• Ensure that discrepancies in the product, process, or standards are identified 
and resolved. 
• Assist in the collection of process data to be fed back to the projects and the 
process group for continuous process improvement. 
SQA is an overarching activity that spans the entire life cycle of the 
software development effort and support process improvement. The following summary 
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of activities was provided in the SSC Software Program Management Course. In the 
planning stage, SQA is used to: 
• Identify appropriate standards, procedures, and tools 
• Document quality roles and responsibilities 
• Establish plans for performing quality functions 
• Establish an appropriate development methodology 
During the engineering stage, SQA is used to: 
• Track product and process quality 
• Ensure adherence to established standards 
• Monitor project progress independently 
• Foster use of best practices and teamwork 
The SQA knowledge base will include all processes, procedures, 
guidelines, and resources in support of SQA, such as: 
• SSC Software Quality Assurance Policy 
• Software Qu·ality Assurance Process 
• Software Quality Assurance Plan Templates 
• Software Quality Assurance Plan Samples 
MENTOR will also provide an adaptable Quality Assurance (QA) 
checklist for all development team levels, which can be used to track the QA process, 
ensuring that process steps are not missed. 
f. Capability Maturity Model 
The Software CMM, as defined by SEI, is "A common-sense application 
of process management and quality improvement concepts to software development and 
maintenance." [Ref. 11] It was developed by Carnegie Mellon University under U.S. Air 
Force sponsorship and originally used to evaluate software contractor capabilities. As 
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stated in Phillips' The Software Project Manager's Handbook, it "evolved first into a 
process maturity framework and then into the CMM in its present form." [Ref. 12] 
The CMM is a model that offers guidance for improvement to the 
organization for developing software that is repeatable, defined, managed, and optimized. 
[Ref. 11] However, Phillips recognized that many think the CMM requires too much 
documentation and seems to have lost some of its appeal since the early 90's. However, 
the benefits far outweigh the time required to develop the proper documentation. "The 
CMM also teaches that organizations with mature processes produce better software 
consistently." [Ref. 12] 
The comprehensive underlying structure of the CMM provides a maturity 
level grading system for measurement of a software developer's engineering practices. 
The Five Level Maturity Framework is represented in Figure 2.6. 
• Level 1: Initial - The software process is characterized as ad hoc, and 
occasionally even chaotic. Few processes are defined, and success depends 
on individual effort. 
• Level 2: Repeatable - Basic project management processes are established to 
track cost, schedule, and functionality. The necessary process discipline is in 
place to repeat earlier successes on projects with similar applications. 
• Level 3: Defined - The software process for both management and 
engineering activities is documented, standardized, and integrated into an 
organization-wide software process. All projects use a documented and 
approved version of the organization's process for developing and 
maintaining software. 
• Level 4: Managed- Detailed measures of the software process and product 
quality are collected. Both the software process and products are 
quantitatively understood and controlled using detailed measures. 
• Level 5: Optimizing - Continuous process improvement is enabled by 
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Figure 2.6. CMM Five Level Maturity Framework [Ref. 1 O] 
SEI has developed key process areas (KPAs) with each maturity level. 
The KP As describe the software engineering functions that must be satisfied at each 
level. Goals are set to achieve the KP As. An overview of the CMM structure is provided 
in Figure 2.7. For the purposes of the MENTOR concept, the CMM will be visible to the 
KPA level and is defined in the SW-CMM vl.l, by SEI as in Table 2.5. 
The description of the CMM is provided as an overview only and is 
included to familiarize the reader with the CMM concept. The CMM, in matrix form as 
given by SSC Software Engineering Process Office (SEPO), can be found in Appendix A 
with the SEPO's coverage the KPAs. The CMM, Version 1.1, in its entirety, can be 
found on the SEI WWW Homepage at http://sei.cmu.edu. The CMM is currently moving 
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to Version 2B, but is not published at this time. The SP A \VAR SEPO \VWW Homepage 
also provides a vast resource for the software process, including the CMM, and can be 
found at http://sepo.spawar.nayy.mil. 









Continual KP A 18 - Process Change Management 
Process KP Al 7 - Technology Change Management 
Improvement KPA16-Defect Prevention 
Product and KPA15-Software Quality Management 
Process Quality KPA14-Quantitative Process Management 
Engineering KP A 13 - Peer Reviews 
Processes and KPA12 -Intergroup Coordination 
Organizational KPAl l:... Software Product Engineering 
Support KP Al O - Integrated Software Management 




KP A8 - Organization Process Definition 
KP A 7 - Organization Process Focus 
KP A6 - Software Configuration Management 
KP A5 - Software Quality Assurance 
KP A4 - Software Subcontractor Management 
KPA3 - Software Project Tracking and Oversight 
KP A2 - Software Project Planning 
KP A 1 - Requirements Management 
Competent People and Heroics 
Table 2.5. SW-CMM vl.1 Key Process Areas (KPAs) After [Ref. 11] 
g. Estimation 
Historically, the costs and schedules for most software projects have been 
greatly underestimated. Many times schedules and costs are dictated by the sponsor, 
leading to an estimate that is less than adequate. Also, software development efforts are 
started without a detailed analysis of cost and schedule. And, most sponsors cannot 
accept the fact that quality software is not cheap. All of these reasons lead to great need 
for a software estimation process that works and is followed. 
The Software Estimation Process is shown in Figure 2.8. 
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There are several methods that can be used in the estimation process. 
• Experience 
• Historical Data 
• Wideband Delphi Technique 
• Pert Sizing 
• Function Points 
• Automated Sizing Tools 
Methods for Wideband Delphi, pert sizing, and function point will be 
outlined in the database. Automated sizing tools and cost estimating tools, such as 



















Track and Report Estimates 
Measure and 
Improve the Process 
Figure 2.8. Software EstimationProcess From [Ref. 21] 
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(use 2 or more 
methods) 
(use 2 or more 
methods} 




Since estimation should be done throughout the life cycle of the 
development process, estimates should be re-calculated periodically and after major 
changes reque$ted by the customer. Each updated estimate will be incorporated into the 
Software Estimation File (SEF). The SEF will include information regarding the 
estimations, such as, estimation methods used, date of estimate, size, cost, schedule, 
critical computer resources, and risks for each estimate that is developed. All software 
estimates are submitted for use in the organization's software process database, as well as 
any lessons learned for improving the estimation process. 
MENTOR will also provide a customizable estimation checklist for all 
development team levels, which can be used to track the estimation process. This will 
ensure that process steps are not missed. 
h. Lessons Learned 
The lessons learned database will contain organizational and project 
knowledge from a lessons learned standpoint. Common problems, issues, and solutions 
that have been gathered throughout the organization will be available to the software 
manager and development team. A troubleshooting guide developed by the SEPO will be 
available and will include: 
• Problem - problem statement 
• Reasons - reasons why the problem exists 
• Confirmation - ways to confirm a problem 
• Solutions - suggested solutions to the problem 
• Avoidance:.. ways to avoid the problem 
• Contingencies- suggested contingency plans if the problem has already 
occurred 
• Metrics- suggested metrics to collect and track the problem's consequences. 
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i. Life Cycle Development Models 
There are several life cycle process models the software manager could 
use to run a software development effort. Depending on the type of project, MENTOR 
will assist the project manager in selecting a model that will best fit the needs of the 
customer, development team, application to be developed, time to market, and funding 
requirements. An overview will be provided for two basic models available for use: (1) 
Linear Sequential Model or Waterfall and (2) Evolutionary Model. 
The Linear Sequential or Waterfall Model is shown in Figure 2.9. This 
model is more commonly known as the "Waterfall Model." Th.is model emphasizes a 
sequential approach to software development that has a clear beginning and end, and 











Figure 2.9. Linear Sequential or Waterfall Model After [Ref. 14] 
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The analysis phase consists of identifying user needs, performing analysis, 
and defining all requirements. The design phase consists of the actual system and 
software engineering design. Coding includes implementation of the design phase.and 
some low level testing. The cycle is completed during the test phase where all software 
modules have been integrated and are then formally tested to meet the initial 
requirements. 
When time to market is the key to success, an evolutionary model may be 
the answer. This process is iterative in nature and results in a product that can be updated 
over time but is quick to market. Developers, such as Microsoft, use this development 
philosophy to catch the wave of technology. If they used a sequential or waterfall model 
-~ to produce a software product, the need for a particular product may have changed by the 
time the software was completed and to market. By utilizing an evolutionary 
development model, they reap the rewards at all stages of product development by 
releasing updates for each cycle. 
There are two basic evolutionary models from which others are further 
refined. 
• Incremental - basically, an iterative waterfall model with each iteration 
yielding an operational product. This model is used when an early capability 
is needed, the system allows for natural breaks and the funding and staffing 
resources are incremental. 
• Spiral - originated by Barry Boehm and combines the linear sequential model 
with an iterative nature. The basic spiral model, as found in ACM 
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Figure 2.10. Spiral Model From [Ref. 1] 
Each process model will be detailed so that MENTOR can guide the 
manager through the development process every step of the way. Details will include 
process activities, roles, and responsibilities for following the process model chosen for 
the development effort. IEEE/EAIA 12207 and other MIL-STDs will also be available as 
process references for the development team. Also available will be an on-line checklist 
providing a quick view of items covered and future items to be completed. 
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j. Tracking and Oversight 
Tracking and Oversight provides the visibility needed for the successful 
completions of a software project. It identifies the methods and tools used for monitoring 
the project while cycling through the process phases. Each phase also includes weekly or 
monthly progress meetings, written progress and change reports, and invites the social 
interactions needed to promote healthy team communication. These methods and tools 
provide progress assessment and visibility, cost monitoring, and earned value tracking, 
metrics selection, collection and evaluation. 
Metrics provide a quantitative measurement of the process, product and 
project health, as shown in Figure 2.11. They support risk management, productivity and 
process improvement, progress tracking, reporting mechanisms and data, and input for 
future lessons learned. This support helps the project manager and team members by 
providing the ability to anticipate what can go wrong, support tradeoffs, and evaluation of 
performance results. 
Process Metrics - provides 
feedback to improve the process 
and the productivity of the 
process. 
Project Metrics - provides a 
means for the entire team to 
track the progress of the 
project. 
Product Metrics -
provides a means for the 
entire team to track the 
quality of the product. 
Figure 2.11. Three Areas of Metrics After [Ref. 17] 
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The SEPO has developed a Software Project Tracking and Oversight 
(SPTO) Process that MENTOR will use as guidance during the project life cycle. An 
overview of this process is shown iri Figure 2.12. 
PROCESS STEPS 
Software Proje<t Tracking 
&. Oversight (SPTO) 
Prerequisites 
DefineSPTO 











• SPTO Polic;y published 
• Sol\:ware Project Manager formally designated 
• Project planning performed 
• Risk Analysis performed 
• Definemctrics 
• Determine collection methods, formats, and tool requirements 
• Develop internal review schedules 
• Define roles and responsibilitles 
• Administer the Measurement Plan 
• Monitor data collection pr.xess 
• Database colle<ted data 
• Structure data for analysis and comparison to Risk Criteria 
• Perform Project Internal Review or data findings. 
• Conduct Major 11,lilestoneRreviews 
• Conduc:t Periodic Formal Reviews 
• M.inagement ac:cesse.s validated data 
• If required Implement Risk Management Contlngenc;y 
• RIJa.tuired change plans and/or Sof'twareDevelopmenl Plan. 
• If not required continue with instrumentation activities 
• Determine if process improvement required for SPTO 
, Management reviews Process Change Re<ommendations (PCR) 
STEP OUTPUTS 
SOP Published 












SPTO Process PCRs 
Figure 2.12. SPTO Process Overview From [Ref. 22] 
MENTOR will also provide an adaptable SPTO checklist for all 
development team levels, which can be used to track progress. This will ensure that 
process steps are not missed. Examples of forms, plans and other miscellaneous 
documentation will also be provided for reference and tailoring by MENTOR. The list 
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below contains some of the examples that are currently available for use by MENTOR. 
[Ref. 20] 
• Software Project Tracking and Oversight Process 
• Sample Software Management Plan 
• Sample Project Plan 
• Sample Monthly Actual Costs Spreadsheet 
• Sample Project Tracking Spreadsheet 
• Sample Staff Hour Metrics Forms 
• Sample Production Engineering Staff Hour Metrics Form 
• Requirements Specialist Staff Hour Metrics Form 
• Sample SCM Specialist Staff Hour Metrics Form 
• Sample Status Data Collection Forms 
• Sample Planning Data Collection Forms 
• Sample Quarterly Review Requirements 
• Earned Value Overview 
k. Training 
Continuous learning and training is essential for the improvement of a 
software organization. The training database will contain training course materials, such 
as briefs, exercises, on-line training guides, interactive courses, and reference material 
that every level of the software team can use for knowledge growth and process 
improvement. 
Currently, the SEPO has developed much of this material, and it can be 
found on the SEPO WWW Homepage at sepo.spawar.navy.mil. Interactive guides and 
tutorials need to be developed based on the Software Program Management Course 
material and Software Management for Executives Guidebook. 
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I. Tools 
The tools database will contain the tools needed by the user and MENTOR 
to manage a software development effort. There are many Computer Aided Software 
Engineering (CASE) tools available that help the user to estimate costs, track 
requirements, manage software configuration items, monitor project status, and provide 
the day-to-day office tools needed to support team in communication and development. 







MENTOR will have estimation tools available, similar to the tools listed 
below, to support the user in estimating cost, effort, and schedule. 
• COST AR - SoftStar Systems 
• REVIC v9.2 - Sponsored by the Air Force Cost Analysis Agency 
• SoftEST Cost Model vl .1 - Follow on to REVIC 
• Cost Xpert v2.1 - The Cost Expert Group 
Requirements Management tools will also be available for MENTOR and 
user needs. The list below is an example of the types of requirements management tools 
that should be included in the database. 
· • Requisite Pro - Rational Software 
• Dynamic Object-Oriented Requirements System (DOORS) - Quality Systems 
and Software, Ltd. 
• SLATE REquire-TD Technologies _ 
• icConcept-RTM - Integrated Chipware Inc. 
• Caliber-RM - Technology Builders, Inc. 
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MENTOR will also utilize software tools to track and monitor the 
software development effort. These tools will help the team mitigate, contain, and avoid 
possible risks by continually monitoring the project. Two examples of the tools availabl~ 
are: 
• Risk Radar- Software Program Managers Network 
• Project Control Panel - Software Program Managers Network 
Configuration Management Tools, such as those listed below, are 
invaluable to the software development team and will also be available for MENTOR and 
the team to use. 
• ClearCase - Rational Software 
• PVCS - MERANT 
• RAZOR - Tower Concepts, Inc. 
m. Resource Library 
The Resource Library database will contain an up-to-date listing of all 
reference books, and visual and audio media that is available as a resource to the software 
development team. MENTOR will allow a software development team member to search 
for reference material availability and provide points of contact and due dates if the 
reference is checked out. In addition, the resource library will provide a central data 
repository for all data deliverables that have been approved for incorporation into the 
OPAD. 
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2. Project Process Asset Database (PP AD) 
The Project Process Asset Database will contain all the artifacts unique to each 
active project. This includes: 
• Tailored Processes 
• Collected Metrics 
• Engineering Notes and Decision Justifications 
• Configuration Controlled Items 
• Requirements, Architectural, Interface, and Design Specifications 
• Management, Development, Project, Quality, Configuration Management, 
and Test Plans 
• Source Code Modules, System Build and Installation Files 
• Development Procedures 
• Test Procedures and Results 
• User Documentation 
• Data Dictionaries 
• Related Support Tools 
• Logical Data Structures 
• Compilers, Linkers, and Loaders 
Once projects are, completed, these artifacts are approved for release to the OP AD for 
resource purposes. 
3. Agent Rules and Knowledge Database (ARKD) 
The Agent Rules and Knowledge Database contains MENTOR's rule base and 
algorithms which allow MENTOR's agents to reason, learn, and interact within the 
system. 
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ID. MENTOR DESIGN GOALS 
Five major design goal areas were chosen for the conceptual design. Software 
managers throughout SP A \VAR Systems Center San Diego provided design goal inputs 
based on their requirements for an interactive software process management tool. The 
key areas they expressed interest in were as follows: 
• Interactive Project Tutorial 
• Project Process Management 
• Lessons Learned 
• Strategic Planning 
• User Interface 
A group of SSC software development managers were asked to attend a briefing 
on MENTOR and then provide input on the capabilities, characteristics, key areas, and 
type of assistance they would like to see from an intelligent assistant like MENTOR, 
based on the five areas mentioned above. The MENTOR design goals, in the following 
sections, are based on those inputs. 
A. INTERACTIVE PROJECT TUTORIAL 
The managers were asked what key process areas they would like MENTOR to 
cover in an interactive tutorial for software development. The areas of interest are 
compiled as follows: 
• Software Engineering Process Models and Methods 
• Requirements Management· 
• Design and Engineering 
• Testing and Integration 
• Inspection Process 
• Independent Verification and Validation 
• Project Tracking and Oversight 
• Estimation Process - Size, Cost~ Schedules 
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• Planning and Schedule Building 
• Quality Assurance 
• Configuration Management 




• Design Reviews 
• Metrics 
• Documentation Development 
• Contractor Acquisition and Performance Monitoring 
• Commercial Off The Shelf(COTS)/Government Off The Shelf (GOTS) 
• Capability Maturity Model (CMM) . 
• Software Engineering Institute (SEI) Certification Guidelines -> Checklist 
• Resource Planning and Utilization (the right person for the right job) 
• Creating Teams 
• People Management 
• Team Communications and Meeting Skills 
• SP AW AR Center Software Development Policies and Procedures 
• Standards 
• Continuos Process Improvement Guidelines 
• Process Change Management 
• Reuse 
• Training 
• Defect Prevention 
• Technology Change Management 
• Marketing 
In all the areas mentioned above, the software managers wanted "how to" guides, 
access to templates, information and interactive guides on how to fill out the templates, 
and samples of existing documentation. They also wanted an extensive knowledge-base 
that provided a novice the information and guidance necessary on the software 
development process, from cradle to grave, as well as a quick look tutor and reference 
assistant for the experienced software manager. The software managers also revealed 
that they wanted a comprehensive Web based assistant that provided a fun learning 
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experience and an invaluable resource for every aspect of the software development 
process. 
B. PROJECT PROCESS MANAGEMENT 
Several software managers, at SSC, were asked how MENTOR could assist them 
in their day-to-day management of a software development effort. The managers stated 
that they wanted a Web-based assistant tha~ could reduce redundancy by sharing all 
information and tools, promote a teaming environment and open communications, and 
ensure quality software products by following a repeatable process. MENTOR must 
have the ability to learn and to improve its methods and the development process for 
,,.-. future projects and have the ability to act on behalf of the user, based on authority granted 
by the user. One manager reflected the need for MENTOR to require justifications as to 
why a manager chose not to follow a specific process, guidance suggested, or complete a 
step or request for documentation. This would be valuable input to management metrics 
and lessons learned. 
MENTOR must also have the capability of on-line Help that would use the 
tutorial interface to provide the information needed. If the information or help requested 
is not in the tutorial database, MENTOR should take note that this information is required 
in the tutorial database and seek the information from the system administrator. Also, 
MENTOR should facilitate 360° feedback mechanisms, promoting open lines of 
communication between and among all levels. 
The software managers stated they wanted MENTOR to guide them through the 
development process step-by-step, from cradle to grave. ·MENTOR must know the 
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development process, ~teps needed, deliverables ·and deadlines required to successfully 
complete the project based on the initial schedule. MENTOR should use the CMM and 
organizational policies, strategic plans, goals, and objectives for guidance. The guidance 
offered by MENTOR should be based on the user role and the manager's definition of the 
team. 
Software managers indicated that the following key areas and tasks could be 
automated and haridied by·MENTOR, based on user inputs and author_ity granted: 
• Sending e-mails 
• Meeting notifications - (should know who needs to attend a meeting then 
notify) 
• Agendas 
• Project status reports, stop light charts, earned value 
• Distribute status reports if within pre-determined baselines 
• Metrics gathering and analysis, data mining 
• Notification of deadlines 
• Action item lists - creation, request status updates from person assigned the 
action item, and closure 
• Lessons learned information gathering 
• Documentation Review, Modification, and Approval Routing 
• Prompt for scheduled events 
The managers also indicated the need for real-time and on-demand project 
information. This could be in the form of indicators on the desktop or MENTOR direct 
interactions. MENTOR should alert the manager to problems (based on trends, baselines, 
ranges, and schedules), providing project visibility to all users interacting with 
MENTOR. 
C. LESSONS LEARNED 
SSC software managers stressed that a good lessons learned knowledge base is 
essential to the continued success of software development efforts at the center. The 
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database should be comprehensive, requiring incorporation of all types of data and 
information regarding the development effort, from every SSC software development 
project. MENTOR must be able to store, retrieve, classify, organize, search, filter, and 
extrapolate lessons learned data and information via an easy to use intuitive interface. 
~NTOR must be able to learn and to continuously improve the software development 
process based on the lessons learned and justifications, given by the manager, as to why 
standard processes or tasks were not followed. Managers added that they would like to 
see features that would provide project troubleshooting capabilities and the ability to 
suggest review oflessons learned, based on current project status, trends, and decisions 
being made during the projects life cycle. If information and data requested are not 
available in the database, MENTOR should query other users in the network for possible 
inputs, then incorporate this data for future use. 
MENTOR should gather lessons learned throughout the development cycle and 
not just at the end of a project. This will ensure that all lessons learned are incorporated 
and not forgotten at the end of what are sometimes very long development cycles. Once 
the project is completed, the lessons learned are then compiled into a report and form the 
basis for the project's post-mortem. 
Based on the five MENTOR design goal areas, managers would like to see the 
following types of information in the lessons learned: 
• Problem descriptions from past and current projects 
• Possible solutions and options for each problem description 
• Actions taken to resolve the problems and issues 
• Past performance data of other projects with similar requirements and 
deadlines 
• Deviations to the troubleshooting effort and improve the troubleshooting 
guidance 
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• All deliverables, schedules, estimates, metrics, reports, documentation, 
engineering notes, and any other by-products of the software development 
effort - for all SSC software development efforts 
D. STRATEGIC PLANNING 
Strategic planning is another vital area where managers thought MENTOR could 
contribute. They wanted MENTOR to guide them through the strategic planning process, 
beginning with the dev.elopment of visions, objectives, and goals for the project and team, 
as well as the organization. MENTOR should be able to identify areas that should be 
included, offering questions that need to be addressed. MENTOR should allow for "what 
if' scenarios, based on user constraints of size, cost, schedule, and resources. Based on 
these constraints, MENTOR should provide options and possible outcomes for each 
scenario. 
The managers revealed that MENTOR should have the capability to evaluate 
current project status and project possible outcomes if current trends persist. It should 
provide information regarding the likelihood of project success or failure. This capability 
should be used for planning and evaluation of total project health by providing the insight 
needed to find and correct problems and negative trends before they become detrimental 
to the success of the project. This allows changes to be made that would affect a positive 
outcome. 
The managers also stated that MENTOR should provide a mechanism for 
resource projection and planning, tradeoff and trend analyses, and cost/size/time 
estimation. It should provide suggestions and strategies for team building and 
development, such as, skills and team roles required for project success. MENTOR 
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should have the capability to suggest actual members based on their availability and time 
utilization on other projects. 
Another key area where managers wanted strategic input was in funds planning. 
They wanted an automated means to evaluate whether they currently have enough 
funding to support the entire development effort, the remainder of the development effort, 
or any specific tasking. 
E. USERINTERFACE 
MENTOR's user interface is one of the most important design considerations. 
Managers wanted an interface that is interactive and Web based, unobtrusive on the 
desktop, intuitive and easy to use providing a "big picture" view of the overall project 
health, as well as an active communications center for team interactions. They did not 
want to be overwhelmed with meaningless data, but instead want clear and concise data 
in understandable snapshot type views. The interface should have a similar look and feel 
for all user roles, yet configurable to meet the individual user's needs and preferences. It 
should also provide for on-line help. 
The software managers wanted "on-demand" access to all information and data 
gathered for their project. This included all communications, deliverables, schedules, 
funding plans, agendas, task and checklists, and any other project information by-
products. They also wanted on screen status of their project's overall health by utilizing 
indicators and alarms that reflect costs, schedule, earned value, and resource utilization, 
.--, such as stop light charts. Alarms should indicate out of range values that were specified 
by the user. Along with indicators the user can monitor on the desktop, the managers 
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wanted MENTOR to interactively supply them with this same information, if an 
interactive option was selected. 
Easy access to all tools needed by the user is another important characteristic of 
MENTOR's user interface. Not only did managers want easy access; they wanted a 
common interface for unique tools. In other words, they want MENTOR to interface 
with a tool so they do not have to learn how to use all possible tools that could aid them 
in the development effort. -Man_ageis aiso stated the need for a mechanism that supports 
team communications and aids in the completion of checklists and "to-do" lists based on 
current and future deadlines. 
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IV. AGENTBACKGROUND 
This chapter seeks to familiarize the reader_vrith the basics for understanding 
intelligent agents. 
A. WHAT IS AN INTELLIGENT AGENT? 
The are a variety of descripti(?ns for software agents, each vrith different 
characteristics and behaviors." Daniel \Veld, in his article The Role of Intelligent Systems 
describes five characteristics that an intelligent agent must possess. [Ref. 25] 
• Integrated - Support an understandable consistent interface 
• Expressive - Accepts requests in different modes 
• Goal-Oriented - Determines how and when to achieve a goal 
• Cooperative - Collaborates with the user 
• Customized - Adapts to different users 
Tecuci's definition of an intelligent agent, as seen below, is a very comprehensive 
and encompasses the type of agent characteristics that MENTOR will utilize. 
A knowledge-based system tlzat perceives its environment (which 
may be the physical world, a user via a graphical user inteiface, a 
collection of other agents, the Internet, or other complex environment); 
reasons to interpret perceptions, draw inferences, solve problems, and 
determine actions; and acts upon that environment to realize a set of 
goals or tasks for which it was designed. The agent interacts with a 
human or some other agents via some kind of agent-communication 
language and may not blindly obey commands, but may have the ability 
to modify requests, ask clarification questions, or even refuse to satisfy 
certain requests. It can accept high-level requests indicating what the 
user wants and can decide how to satisfy each request with some degree 
of independence or autonomy, exhibiting goal-directed behavior and 
dynamically choosing which actions to take, and in what sequence. it 
can collaborate with its user to improve tlze accomplishment of his/her 
tasks or can carry out such tasks on user's behalf, and in so doing 
employs some knowledge or representation of the user's goals or desires. 
It can monitor events or procedures for the user, can advise the user on 
how to pe,form a task, can train or teach the user, or can help different 
users collaborate. [Ref. 24] 524 
The remainder of this section will provide a basic foundation for understanding 
intelligent agents, basic classification, and issues that arise when dealing with distributed 
agent networks. 
B. BASIC AGENT ARCHITECTURE 
A basic agent architecture is shown in Figure 4.1. It consists of an environment 
interface, a reasoning engine, and a knowledge base. The environment interface allows 
inputs and outputs from the environment, be it a human user, other agents, or application. 
The reasoning engine carries out the requested tasking through manipulation of data. The 






Figure 4.1. Basic Agent Architecture After [Ref. 24] 
An agent that independently obtains information is called a learning or adaptive 
intelligent agent. The learning agent obtains information through its' interactions with 
the environment. Learning is defined as "the modification of behavior through 
experience or judgement." [Ref. 24] All tasking performed by the agent is passed from 
the environment interface to the learning engine where it is processed, while drawing on 
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the reasoning engine and its resources. Tasks that are learned are then incorporated into 
the knowledge base for future use and process improvement. A basic learning agent 












Figure 4.2. Basic Learning Agent Architecture After [Ref24] 
C. AGENT CLASSIFICATION 
"A useful classification must have the goal of categorizing existing agent systems 
and future developments within a standardized scheme." [Ref. 3) To gain a basic 
understanding of how agents differ; Bui formulated a classification using eight software 
agent characteristics, as shown below in Table 4.1. 
Rigid/Automated Reasoning 
Stationary 
Ad hoc Cloning 
Agent-to-Agent Agent-to-Application Agent-to-User 
Task Specificity Specific General 
Behavior Autonomy Collaboration Cooperation Competitive Champ Relay Crew 
Environment Stable/Secure Stochastic/Insecure 
Initiative Push Pull 
Table 4.1. Spectrum of Software Agent Characteristics After [Ref. 5) 
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1. Intelligence 
The intelligence of a software agent can be described in terms its ability the 
reason and learn behaviors. [Ref. 2] An agent that is rigid is one that performs only 
simple tasks based on specific instructions from the user and simple rule execution. 
Reasoning allows the agent to make decisions or inferences based on information 
provided by the user and references from the Organizational Process Asset Database 
(OP AD). Planning agents have the capability to independently plan actions and carry 
them out to completion. An agent with learning abilities has the highest level of 
intelligence. It provides the ability to learn and adapt to the user and environment, as 
well as reason. [Ref. 5] 
2. Mobility 
Mobility is the ability of the agent to navigate through the system. An agent's 
mobility is either stationary or mobile. Stationary or static agents reside on one computer 
but can communicate with other agents by sending messages across the network. Mobile 
agents have the ability to travel from place to place, maintaining all state information, 
install itself at the remote site, and carry on execution to complete its tasking. [Ref. 5] 
There are several advantages to using mobile agents, as opposed to stationary agent. 
The first advantage is that mobile agents reduce network loading. Mobile agents 
fulfill their goals by traveling to gather information and perform tasking locally at the 
remote site, therefore avoiding the usual network message traffic. Another advantage is 
that since mobile agents act autonomously, a continuous network connection is not 
required. The network connection is removed once the mobile agents is tasked and sent 
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across the network. After the agent has fulfilled its goals, it returns and establishes a 
network connection with the user. In addition, mobile agents have the ability to travel 
across the network and meet with other agents with similar interests, therefore expanding 
its capabilities and knowledge. [Ref. 3] Two types of mobile agents exist within the 
mobility characteristic: mobile scripts and mobile objects. [Ref. 3] 
Mobile scripts are agents that are sent to a remote site before the agent executes 
its tasking. In comparison, mobile objects can move from place-to-place at any time 
during their task execution, transferring all current state and system environment 
information along with the agent. [Ref. 3] 
3. Lifetime 
The temporal nature or lifetime of an agent is the "persistence of identity and state 
over long periods oftime" [Ref. 2] and can be described as ad hoc, cloning, or persistent. 
An ad hoc agent is one that completes a specific task and dies gracefully. A cloning 
agent has the ability to duplicate itself in order to complete a task faster, however; this 
may cause inter-agent communication and control problems. An agent that is persistent 
does not die after a task has been completed, but instead lives indefinitely. [Ref. 5] 
4. Interaction 
The interaction capabilities of an agent can be described as agent-agent, agent 
application, or agent-user. Agents that collaborate with one another work in an agent-to-
agent relationship. This relationship can be peer-to-peer or hierarchical. Other types of 
agents communicate with services, databases, utility programs, and any other application. 
These agents have interactions that are agent-to-application specific. Finally, an agent 
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that interfaces directly with a user to help the user accomplish tasking has agent-to-user 
interactions. 
5. Task Specificity 
An agent's tasking characteristics are either specific or general. Task specific 
agents are specialized and specifically designed to accomplish one task only. A general 
tasking agent can accomplish many different types of tasking, but is not specialized in 
any one area and may need to consult other specific tasking agents to complete certain 
tasks. [Ref. 5] 
6. Behavior 
An agent's behaviors can be characterized as autonomous, collaborative, 
cooperative, competitive, champion, relay, or crew type. The first agent behavior, 
autonomy, is "independent, continuously active and not dependent on instructions from 
its user" [Ref. 3] to complete its tasking. It must have "both control over is actions and 
internal states and be provided with those resources and capabilities required to perform 
its tasks." [Ref. 3] The use should specify the level of autonomy based on the specific 
tasking required. For example, an agent is capable of estimating an increase in cost for a 
new software requirement and sending a request for notification of funds to a sponsor. 
However, the user may not want the agent to send the notification without prior approval. 
The second behavior is that of collaboration. A collaborative agent works with 
other agents to complete its specified tasking. This type of agent may possibly provide 
faster and more accurate information based on multi-source inputs and the collaborative 
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efforts of other agents. [Ref. 5] For example, collaborative agents may meet and decide 
which cost estimation method is best for the effort at hand. 
Cooperation is the third type of behavior. Agents that are cooperative provide the 
assistance needed for other agents to complete their specified tasking [Ref. 5] and usually 
concentrate on solving problems. [Ref. 3] An example of this type of interaction is one in 
which an agent is tasked to check a project's status, then e-mail the status report to 
several predetermined users. The tasked agent requires the cooperation of an e-mail 
agent to send the status report to the users. The cooperative effort of "several agents 
permits faster and better solutions for complex tasks that exceed the capabilities of a 
single agent." [Ref. 3) All agents in a cooperative effort benefit because each agent's 
goals are realized in the shortest time possible, either by gaining help from the other 
agents or having another agent perform the tasking all together. Agents that cooperate 
must have the capability to communicate their "goals, preferences and knowledge" and 
therefore require extended communications language capabilities. [Ref. 3] 
The fourth and fifth behaviors outlined by Bui are competitive and champion. A 
competitive agent aggressively optimizes itself and is not concerned with other agents 
achieving their outcomes. [Ref. 5] A champion agent is similar, but is at the highest 
level of importance and cares only about the task outcome and not the method by which it 
is achieved. Both the competitive and champion agent may consume resources at the 
expense of other agents. 
A relay agent, the sixth behavior type, is one that completes its tasking then hands 
it off, with state information included, to another agent for further processing. [Ref. 5] 
For example, a relay agent may perform a highly specialized task, such as estimation 
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using the COCOMO method. After the agent has performed the estimation, the tasking is 
handed off to another agent that performs a second estimate based on another method. 
The final behavior type is crewing. Crewing agents work together, 
simultaneously, to achieve a desired outcome. [Ref. 5] For instance, a manager needs a 
status report on funding burn rates from every team member. A team of crewing agents 
would be assembled where each crew agent is responsible for finding the required 
funding information from .8; specific team member. Once the information is obtained, the 
crewing agents report back to the coordinating agent that compiles the information into a 
report. 
7. Environment 
An agent's environment is either stable or stochastic. A stable and secure 
environment provides the agent with accurate, predictable, and consistent information in 
a secure atmosphere. A stochastic and insecure environment is a randomly changing 
environment that is not secure and has a greater chance of inaccurate information being 
presented. In this case, additional skills may be needed by the agent to overcome 
information insecurities. [Ref. 5] 
8. Initiative 
An agent's initiative is either push or pull. An agent that pushes will provide 
inf onnation delivery to the user based on its own discretion. An agent that pulls will 
provide information delivery to the user at the user's discretion. [Ref. 5] 
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D. AGENT ISSUES 
In order for an intelligent agent to work efficiently within its environment, the 
following issues must be addressed: 
• Language and Platform 
• Control 





1. Language and Platform 
Agents are considered objects having attributes and behaviors that uniquely 
identify each agent or a class of agents. It is through these attributes and behaviors that 
other agents will interact, therefore, a language should be used that supports object-
oriented development. [Ref. 3] The language used must also allow for graceful halting of 
execution and provide a means for ease of error handling. 
MENTOR agents may be used within various hardware and software 
configurations, therefore, it is important that agents are developed with platform 
independence in mind. This is especially important when developing mobile agents that ,, 
will work in distributed agent environments and travel across networks. [Ref. 3] 
2. Control 
A control structure must exist that allows the agent to operate freely yet prohibit 
. the possibility for the agent to ignore direction and cause harm to the system. The control 
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structure must also allow the user to take control of the agent and \. bl ms that 
'll'I.Y pro e 
may have occurred or steps that were taken. [Ref. 2] 
3. Resource Management 
The agent must be able to manage its resources effectively by using W,t \t nteds 
to complete its tasking, not tie up valuable resources without cause, and share reprces 
with others. 
4. Privacy 
"Privacy and confidentiality of actions will be among the major issues 
confronting the use of intelligent agents in our future of a fully interconnected, tully 
communicating society." [Ref. 2] It is for this reason that other agents, applications, or 
users must not be able to comproII).ise the information an agent possesses while it is 
traveling through the network. However, the owner of the private information may grant 
access to that private information or give authority for an agent to act on his/her behalf 
and provide the information. 
5. Communication 
Agents must have a common, standardized interface that allows effective 
communication between the user, other agents, and applications. 
6. Mobility 
The agent design must allow efficient transportation of the agent from machine-
to-machine, during execution, with accurate state data. When the agent reaches its 
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destination, it must pick up where it left off, therefore appearing seamless to the user. 
The agent must have the ability to efficiently navigate to all destinations that are possible, 
possessing authorizations in the form of tickets that allow access to other sites for 
retrieval of data and transportation of the ~ata back to the requesting site. Mobility has 
its advantages and disadvantages. 
Reduced network load is one significant advantage of using mobile agents. Since 
the agents travel and execute most of their tasking at the destination point, "data 
transferred over the network is reduced to a minimum." [Ref. 3) In addition, the agent 
can filter the data prior to transportation, therefore minimizing the data actually 
transported. [Ref. 3] Another advantage of a mobile agent is that it operates 
asynchronously. 
Asynchronous operation enables the agent to autonomously complete a task. 
Once it has been tasked, the agent travels to various sites to solve problems and reach 
goals. Once the goal is reached, the agent returns with a solution or findings. A network 
connection is needed only when the agent is transferred across the network. [Ref. 3] 
Additional advantages can be seen in the decentralized structure that mobile agents 
support. 
Mobile agents not only support the client-server paradigm; they also allow the 
creation of decentralized structures as well. [Ref. 3) This decentralized structure enables 
the mobile agent to take alternate paths around bottlenecks or perform tasking on nodes 
that are less overloaded. 
On the other hand, mobile agents have their disadvantages. One major 
disadvantage is security. The system must ensure the proper identification and 
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authorization of mo?ile agents that have access. The system should also provide 
·-·:·· 
protection from malicious mobile agents. In addition to security problems there are 
disadvantages concerning transportation of agents, efficiency, and the use of standard 
operating environments. 
As Brenner, et al states in Intelligent Software Agents, complex software and 
transport layers are needed to move an agent and to perform security identifications and 
authorizations. _This di~advantage may limit the practical use of mobile agents. In 
addition, efficiency could also be a concern for large numbers of mobile agents, leading 
to unpredictable network load. Still another disadvantage is that mobile agents do not 
currently have a standardized system environment or management technique, which is a 
concern in "the heterogeneous, distributed environments in which mobile agents are 
normally used." [Ref. 3] These concerns must be weighed against the obvious 
advantages when designing a system with mobile agents. 
7. Understanding 
Misunderstandings between an agent and its user should be minimized. There 
must exist between the user and an agent the ability to understand the interactions that are 
going on between them. [Ref. 2] 
E. MENTOR'S DEVELOPMENT LIFE CYCLE 
Building an agent-based system like MENTOR requires the use of a special 
development model that will provide the necessary steps to define a distributed 
environment with non-standard and non-communicating system components. Bui 
describes an arehitecture that is shown in Figure 4.3. 
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The first three phases consist of finding the right agents for the tasks needed and 
the last two phases aim· at specifying how the agent will interact in the agent-based 
system. The first step is to analyze the problem or task. In this phase, requirements and a 
breakdo\vn of the processes the agent will be involved in must be performed. Step two is 
to specify the software agent. This involves finding agents or creating agents that satisfy 
step one. Once steps one and two are completed, the agent profile and behaviors 
(described using the agent profile in_section C ~hove) can be determined, which involves 
identification ofprotocols,-effective use ofresources, and specification and execution of 
the agent's capabilities for problem solving and data management. Finally, step five 
determines were the agent fits in to the overall agent-based system. 
Figure 4.3. A Development Life Cycle for Agent-Based Systems After [Ref. 5] 
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V. MENTOR - A SOFTWARE AGENT CONCEPT FOR THE 
SOFTWARE MANAGEMENT PROCESS 
In order to develop a system that will meet our needs, we must first understand 
how MENTOR will interact with the environment. This will be accomplished through 
the utilization of a Unified Modeling Language (UML) context diagram. Once we know 
how the system will interact with its environment, we can specify the functionality 
performed by system agents with UML use case diagrams. Agent profiles and behaviors 
will be determined using Bui's agent profile taxonomy from section C, Chapter III, of 
this thesis. The final step will be to embed the agents in a conceptual MENTOR agent 
architecture. 
A. SYSTEM CONTEXT 
The system context is "a map of the world of interest to the system." [Ref. 99] In 
UML the context diagram represents this view. It shows the system surrounded by the 
real world objects that interact with the system. The MENTOR context diagram is shown 
in Figure 5.1. 
The real world objects that interact with MENTOR will be the software project 
manager, development team, system administrator, and the Internet. The manager will 
interact with MENTOR to request information and data, perform searches, set user 
preferences, receive information and data, and check program status alerts and alarms. 
The development team depicted in the diagram represents multiple single users, all with 
relatively similar system needs. They will request and receive information and data, 
observe project alerts and alarms, review project status, perform searches, and set user 
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preferences. The Internet is ~ object that interacts with MENTOR through the use of a 
mobile agent performing request and retrieval of specific information and data. The 
system administrator is responsible for setting up the MENTOR resource databases and 
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Figure 5.1. MENTOR Context Diagram 
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Svstem Administrator 
B. AGENT FUNCTIONALITY 
The MENTOR system use case diagram is shown in Figure 5.2. The use case 
diagram "shows the general cases of interaction among the system and the external 
objects." It provides a big picture view of the main system functions and will enable us 




Figure 5.2. MENTOR Use Case Diagram 
Development 
Team 
The top-level functions for a manager or a member of the development team are 
very similar. The system administrator will have access to all manager and development 
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team functions, as well as system management functions. The use cases used in the use 
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Provides all user interface capabilities and access to all 
other system functions 
Allows configuration, through the personal assistant, of 
all user interfaces including display modes and 
status/alert/alarm setup 
Allows monitoring of project status alarms, and alerts, 
which the user has setup via the personal assistant 
Allows interactions between MENTOR and the user, via 
the personal assistant, to effectively setup and manage a 
project to successful completion 
Allows MENTOR, via the personal assistant, to provide 
help, planning, estimation, tradeoff and trend analysis 
based on constraints entered or current project status 
Allows the user, via the personal assistant, to add 
lessons learned, or request information on previous 
lessons learned from all projects supported by 
MENTOR 
Allows mentor to provide tutorials and process 
information via the personal assistant 
Provides access, through the personal assistant, to and 
from the Internet for requesting, sending, and retrieving 
information 
Provides access, through the personal assistant, to all 
system accessible applications (MS Word, PowerPoint, 
and Excel) 
Allows functions for direct creation, modification, 
deletion, and tracking of system agents by the system 
administrator 
Allows direct setup and maintenance function for the 
system databases by the system administrator 
Allows direct modification of user interface and all other 
system functionality by the system administrator 
Table 5.1. Mentor Top Level Use Cases 
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C. AGENT PROFILES AND BEHAVIORS 
The Bui taxonomy described in Section C, Chapter IV, is used in this section to 
outline agent profiles and behaviors. Agent profiles are provided for all the agents 
needed to fulfill the functionality of the top-level use case diagram given in the previous 
section. In addition, lower level agents will be profil_ed that are needed to provide more 
complete systeµ1functionality. For the purpose of this conceptual approach, the 
environment is assumed-to l?e:stable and secure for all agents involved, operating in a 
controlled network structure. The following sections are organized by use case, as 
referenced in the previous section. Additional sections are then provided to profile the 
remaining agents. 
1. Use Case 1 - Interact with Personal Assistant 
The User Personal Assistant (UPA) agent is the only agent that interfaces with the 
user directly and therefore has agent-to-user interactions. Interactions between the agent 
and user take place via a visual interface that utilizes a Web browser environment that 
acts as a communication command center for direct team interactions. All subordinate 
agents must communicate with this agent to fulfill the user's requests through agent-to-
agent interactions and collaboration. The UP A agent provides access to all system 
functions and graphical display of project status, alerts, and alanns. Requests for 
information, display of requested information, and output capabilities are also provided 
via the interface as well. This agent functions at the highest level requiring the ability to 
learn from the user and system interactions. It is stationary because it resides on the 
user's computer and is persistent because it must constantly monitor interactions between 
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the user and the system. The UP A agent must have a broad functionality and therefore 
has general task specificity. Both push and pull initiatives are used, since the agent must 
provide information when it desires, as well as upon user request. The User Personal 









Table 5.2. User Personal Assistant Agent Profile. 
2. Use Case 2 - Setup User Interface 
The Setup User Interface (SUI) agent is used by the User Personal Assistant to 
provide expert assistance on setting up the user interface. The user can specify how the 
information will be displayed, what information will be displayed, and when it will be 
displayed. Ranges for project alerts and alarms, as well as user preferences for color and 
layout are also specified using this agent. The SUI agent is rigid or automated in its 
functions because it performs specific tasks that do not require reasoning capabilities. It 
is a mobile script type agent with the ability to package itself up and travel to the user's 
computer for execution to setup the interface. Once the agent has fulfilled its tasking it 
dies gracefully and therefore has a lifetime that is ad hoc. If at a later time the user needs 
to change the setup configuration, the UP A agent creates another SUI agent to perform 
the same functions using agent-to-agent interactions. This agent has autonomy, acting 
. ~2 
alone to setup the user interface in a push/pull fashion. The Setup User Interface agent 
profile is given in Table 5.3. 










Table 5 .3. Setup User Interface Agent Profile 
3. Use Case 3 - Chee~ Project Status/Alarms/Alerts 
The Check Project Status/ Alarms/ Alerts (CPS) agent is the expert at monitoring 
user specified status objectives, alarms, and alerts based on guidelines and ranges set 
during user interface setup. It communicates with system agents in agent-to-agent 
interactions and has the ability to gather information regarding the requested status, alerts 
and alarms and compare them, using reasoning, with those set by the user for proper user 
interface notification via the UPA agent. This agent is a task specific mobiie object that 
travels throughout the network to find the information needed and is persistent due to the 
need for constant project monitoring. This agent must have the ability to communicate 
and collaborate with other agents that will provide information. In addition, the CPS 
agent operates with push/pull initiatives with other agents, providing information to the 
UP A agent when requested as status and pushing information to the UP A agent when 









Behavior Competitive Champ Relay Crew 
Environment Stochastic/Insecure 
Initiative Pull 
Table 5.4. Check Project Status/Alarms/Alerts Agent Profile 
4. Use Case 4 - Acce~s Interactive Process Guide 
The Interactive Process Guide Coordinator (IPGC) agent coordinates all 
interactions that guide the user through the development process. It must have the ability 
to reason, plan, and learn from agent-to-agent interactions to guide the user and improve 
the process. This agent should be implemented as a mobile object to reduce network 
loading by going to the source of information rather than sending messages across the 
network and tying up resources. The IPGC agent should have a lifetime that is both 
cloning and ad hoc. Cloning will enable the IPGC agent to service multiple UPA agents. 
A lifetime that is ad hoc allows the UP A agent to create an IPGC agent based on the 
user's needs for process guidance. Before the agent dies gracefully, it must update the 
IPGC agent's central knowledge base for future assistance. The IPGC agent has the 
ability to collaborate with other agents to achieve its desired outcome. It has both a push 
and pull information delivery system that provides information via the UP A agent based 
on user requests, as well as pushing information to the UP A agent that it deems necessary 
to successfully complete the project. In addition, the IPGC agent is general in its overall 
knowledge and task specificity, but has the capability to create task specific mobile 
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agents to perform specific functions. The Interactive Process Guide Coordinator agent 









Table 5.5. Interactive Process Guide Coordinator Agent Profile 
I 
5. Use Case 5 -Access Interac.tive Strategic Planning 
The Interactive Strategic Planning Coordinator (ISPC) agent coordinates all 
activities involving strategic planning. It must have the ability to reason, plan, and learn 
so that it can provide projections for "what-if' sce!1arios, improve the strategic planning 
process, and perform better planning in the future. This agent is a mobile object created 
by the UPA agent in an ad hoc manner when the user requires assistance. This mobility 
allows the ISPC agent to gather all current project status information, at the information 
source, for use in its projections and minimize network loading due to messages. This 
agent also provides information delivery based on user requests by collaborating with 
other agents. In addition, it has the ability to create mobile agents to fulfill specific 
tasking needs and clone itself to support the needs of multiple UP A agents. The 
Interactive Strategic Planning Coordinator agent profile is given in Table 5.6 below. 
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Table 5.6. Interactive Strategic Planning Coordinator J\.gent Profile 
6. Use Case 6 - Access Interactive Lessons Learned 
The Interactive Lessons Learned Coordinator (ILLC) agent coordinates all 
interactions regarding lessons learned. It must have the ability to reason and learn, in 
order to provide process improvement for the lessons learned process. The ILLC agent 
must collaborate with other agents to gather and incorporate lessons learned data into the 
OPAD. This agent is ad hoc and initiated simultaneously with the IPGC and ISPC agents 
to constantly monitor the process and strategic planning operations for lessons learned. 
The ILLC agent dies gracefully when the IPGC and/or ISPC agents are no longer needed. 
The UP A agent can also initiate the ILLC agent independently to provide historical 
lessons learned information based on user requests or direct input of new lessons learned 
data. This agent should be developed as a mobile object to minimize network loading by 
traveling to the IPGC or ISPC agent to execute. As in the IPGC and ISPC agent profiles, 
the ILLC agent has the capability to clone itself to support multiple UPA agents and to 
create task specific mobile agents that realize specialized functions. In addition, this 
agent must provide information using both push and pull delivery, allowing for user 
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requests and automatic information gathering. The Interactive Lessons Learned 











Table 5.7. Interactive Lessons Learned Coordinator Agent Profile 
7. Use Case 7 -Access Interactive Tutorial 
The Interactive Tutorial Coordinator (ITC) agent coordinates all lesson plans and 
delivery of requested templates and samples. It must have the ability to learn froni the 
environment by recognizing information requested by the user, that is not currently in the 
database. This mobile object should seek information sources for the unknown data from 
other users in the network and sources on the Internet. The information should then be 
provided to the requesting user and incorporated into the database for future user needs. 
This agent is ad hoc providing information when it is created and accessed by the UP A 
agent based on need. It must also have the ability to collaborate with other agents to 
achieve tutorial outcomes and create task specific mobile agents to aid in specialized 
information requests. This agent's information delivery system is mainly pull, but can 
also be push to provide data to the user during tutorials when it thinks the users should 
. . 
see it. In addition, the ITC agent should have the ability to clone itself in order to tutor 
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multiple users through individual UP A agents. The Interactive Tutorial Coordinator 









Table 5.8. Interactive Tutorial Coordinator Agent Profile 
8. Use Case 8 - Access Internet 
The Access Internet Facilitator (AIF) agent is responsible for facilitating 
information flow to and from the Internet. This agent is persistent because it must 
maintain information flow integrity out of a closed system. It assists other agents in 
using the Internet, sending and receiving data, searching for information, and ensuring 
that access is denied to unauthorized mobile agents and outside requests for information. 
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Table 5.9. Access Internet Facilitator Agent Profile 
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9. Use Case 9 -Access Applications 
The Specific Applications (SA) agent provides an interface to system 
applications, such as MS Word, PowerPoint, Excel, and Acces~. It also provides a 
common interface for estimation, configuration management, risk management, and other 
unique CASE tools. This agent must have the ability to provide an automated 
environment with reasoning and learning capabilities. This will allow the SA agent to 
determine if the information being entered is correct and sufficient, as well as the ability 
to learning through interactions, how to improve the interface. In addition, this agent 
provides the user with a common look and feel for unique tools. The SA agent is also 
mobile. 
Mobility is realized through an agent implementation that is in the form of a 
mobile object that can travel to where the application resides, perform its duties, and 
return with information. The UP A agent creates an ad hoc SA agent, with the ability to 
clone itself to service multiple UPA agents. Also, the SA agent interacts with other 
agents, as well as applications to reach its end goals and is task specific, meaning each 
specific agent knows how to interact with a specific application. In addition, this agent 
has behaviors that are autonomous, collaborative, and cooperative, and are determined 
based on how the user wishes to use the intended application. Furthermore, information 
delivery is both push and pull depending on the interactions required. The Specific 













Table 5.10. Specific Application Agent Profile 
10. Use Case 10, 11, and 12- Maintah_1 Agent Team, 
Coordinate Database Management, and Coordinate 
MENTOR System Attributes 
The System Maintenance (SM) agent allows the system administrator, through the 
UP A agent, to maintain the MENTOR agent team, to manage the database, and to modify 
system attributes. This agent has the ability to reason in order to detennine if the system 
is setup and running properly and to learn from the system administrator's actions how it 
can provide the best possible assistance. The SM agent must be mobile so that it can 
travel throughout the system to gather, manage, and maintain the agents and databases 
based on administrator inputs. These interactions require that the SM agent have the 
ability to interact not only with the user, but also with other agents and applications. In 
addition, this agent must be persistent so that it can monitor the system for problems and 
alert the administrator if assistance is required. Due to the nature of this agent's goals it 
must have the ability to act autonomously, collaboratively, cooperatively, and 
competitively based on the system administrator's direction and requests. Likewise, it 
provides information in both push and pull delivery. The System Maintenance agent 










Table 5.11. System Maintenance Agent Profile 
11. Project Process Asset Database Facilitator Agent 
The PPAD Facilitator (PF) agent is the facilitator for all project specific assets, 
retrieving and delivering information to the appropriate project database, as well as 
directing mobile agents to the desired project database. This agent is rigid and acts 
cooperatively as the traffic coordinator for the mobile agents and message traffic that 
require access to the PPAD's information. It has specific knowledge of the databases and 
information in the PP AD and should be implemented as a persistent mobile object that 
can traverse the individual project asset databases to update its view of the information it 












Table 5.12. PPAD Facilitator Agent Profile 
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12. Organizational Process Asset Database Facilitator Agent 
The OP AD Facilitator (OF) agent facilitates information retrieval and delivery to 
the organizational databases in the same manner as the PF agent. It cooperatively directs 
and assists mobile agents and message traffic enabling efficient project asset database 
access. This agent maintains specific knowledge of its information databases and should 
be implemented as a persistent mobile object that can traverse the OPAD to update its 
view of the information it oversees. The OPAD Facilitator agent profile is given in Table 
5.13. 









Table 5.13. OPAD Facilitator Agent Profile 
13. Agent Management Coordinator Agent 
The Agent Management Coordinator (AMC) agent is a persistent mobile agent 
that monitors all the agents in the network. It performs planning, maintenance, and 
management tasks regarding agent lifetime, execution, and performance. In addition, it 
can search for lost agents in the system, and therefore, requires a mobile object 
implementation. This agent is essential in the management of task execution. [Ref. 106] 












Competitive Champ Relay Crew 
Stochastic/Insecure 
Pull 
Table 5.14. Agent Management Coordinator Profile 
14. Database Agents 
The Database Agents listed below all have the same attributes and behave in a 
similar manner. They are rigid database agents that have specific knowledge of their own 
database and its contents. They retrieve or deliver information directly into the database 
in a specified format. They are stationary but persistent agents that cooperate with the · 
OF and PF agents to provide information delivery services to requesting mobile agents or 
fulfill information requests and deliveries via message traffic. The following list of 
agents is profiled in Table 5.15. 
• Project Planning Agent- PPA 
• Requirements Definition Agent - RDA 
• Risk Management Agent - RMA 
• Configuration Management Agent - CMA 
• Quality Management Agent - QMA 
• CMM Agent - CA 
• Estimation Agent - EA 
• Lessons Learned Agent - LLA 
• Life Cycle Development Agent - LCDA 
• Oversight and Tracking Agent-OTA 
• Training Agent - TA 
• Tools Resource Agent - TRA 
• Resources Agent - RA 











Reasoning Planning Leaming 
Table 5.15. Database Agent Profile 
15. Task Specific Mobile Agents 
Task Specific Mobile (TSM) agents are created by other agents to provide 
specific services not already available from existing agents. They are rigid, mobile, and 
ad hoc, existing only long enough to fulfill their tasking. These agents have behaviors 
ranging from autonomy to cooperation depending on the type of tasking. In addition, 
they can operate in either a push or pull configuration depending on the services it 
provides. The Task Specific Mobile agent profile is given in Table 5.16. 









Table 5.16. Task Specific Mobile Agents 
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D. CONCEPTUAL MENTOR AGENT ARCIDTECTURE 
The agent architecture proposed in this section is a result ·of the final step in the 
development life cycle for-agent-based systems and is shown in Figure 5.3. The 
architecture is distributed providing many autonomous expert agents that act together and 
appear to the user as one agent. The purpose of using an array of expert agents, instead 
of one or two all-encompassing agents, is that it would require a large amount of 
overhead and resources to run one large program that would also be very slow. 
Agents work together by advertising themselves and their capabilities to the other 
agents in the system, periodically. Each time a new agent is created or spawned, it must 
immediately advertise its capabilities, services, location, and interface requirements 
across the network. This allows the Agent Management Coordinator to track the active 
agents and encourage efficient utilization of resources and inform the other agents of new 
capabilities. If the Coordinator has not heard from an agent that was active, it will search 
for the agent, determine if the agent is still needed and continue monitoring, or end the 
life cycle of the agent (freeing resources). If an agent requires a service that it does not 
have knowledge of, the agent can ask the Agent Management Coordinator for assistance 
in locating agents that provide the desired tasking. 
Communications between agents is accomplished through request and reply 
messages. A request contains specific identification information, such as request ID, 
contact information, rules and format for interactions, and the requesting agent's ID. A 
reply must contain the reply agent's ID and the request ID. This provides a means of 
distinguishing replies to multiple simultaneous requests. [Ref. 8) 
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Figure 5.3. MENTOR Conceptual Agent Architecture 
The conceptual agent architecture is a team of agents working with several lead 
coordinators and one user assistant for each user. The User Personal Assistant is a Web-
based browser interface that allows information flow between the user and MENTOR. 
The user may request information, provide information, and visually track the progress of 
the project via the interface. The User Personal Assistant tasks other agents to gather 
information, format information, report information, store information, and perform tasks 
based on user requests and project tracking requirements. In addition, the User Personal 
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Assistant should be programmed to accept natural language interactions, allowing the 
user to easily interact with the system without having to learn a specific rule set. 
The User Personal Assistant and several other agents have the capability to spawn· 
agents to complete tasking requested by the user. For example, the user requests that an 
Internet search be perfonned to gather information on software design tools that are not 
currently in the OP AD. The assistant would task the Interactive Tutorial Coordinator 
with this task. The Inter~~tive Tutorial Coordinator would first query the Tools Agent for 
. . 
the current tool set. It would then spawn a mobile agent with basic query information, 
tal<lng into account the tool exception list received from the Tools Agent to accomplish 
an Internet search via the Access Internet Facilitator. Once the mobile agent returns with 
the information, it is forwarded to the User Personal Assistant for display. The user 
would see a ranked list of search hits matching the original query. 
MENTOR also has the ability to learn from its user through user interface 
interactions, user feedback, and agent to agent interactions. This will allow the system to 
help the users build more efficient processes and optimize itself for future use. 
E. CONCEPTUAL MENTOR SYSTEM ARCHITECTURE 
MENTOR will run on a system that is client-server configured. It consists of one 
personal computer per user, the client, with shared data being kept on one or more file 
servers. The conceptual MENTOR System Architecture is shown in Figure 5.4. 
Each client has their own User Personal Assistant, with a supporting Setup User 
Interface agent that allows the user to update their interface and Specific Application 
agents that interface with local-applications residing o:-. the client (i.e. MS Office Suite, 
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MS Project, and Outlook). The MENTOR System Server houses the main team of 
MENTOR agents. Furthermore, the OP AD and individual PP ADs each reside on their 
own server. Agents residing on the individual clients and servers communicate using 
either Remote Procedure Calls or Remote Programming. 
Communications between stationary agents is done through Remote Procedure 
Calls (RPC) and is the same procedure as calling a remote software module from a main 
software program. This client-server type communication principle sends request 
messages for specific procedures to be performed. Once the remote procedures are 
performed, the results are transferred back to the requesting agent in a reply message. In 
contrast, mobile agents use Remote Programming (RP) principles to communicate with 
other objects in the system. RP transfers the client's calling procedure to the server 
where is executed locally. This contributes to the advantage that mobile agents have for. 
minimizing network load. This provides obvious payoffs when there are multiple 
simultaneous users. ·Generally, there will be multiple clients, and therefore, the system 
configuration will look like the one shown in Figure 5.5. 
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Figure 5.4. Conceptual MENTOR System Architecture 
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Clien_t 1/Project A Client 2/Pr~JAct A · Client 3/Project B Client 4/Project B Client 5/Project C 
Client 6/Project C Client 7/Project D Client 8/Project D Client 9/Project E Client 10/Project F 
Figure 5.5. MENTOR Client/Server Configuration 
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VI . . :SOFTWARE AGENJ; CASE SCENARIO 
MENTOR can benefit the software development team in managing software 
development tasks in many ways. Performing cost, size, and schedule estimations are 
just one example where MENTOR will contribute. Sound estimations are essential to the 
successful completion of a software development project. MENTOR will be able to 
speed up the estimat.ion process by helping-~e development team gather estimation data 
. . . . .-.-~. . 
and lessons learned from other similar projects, then use this information to help the team 
. . .. . ~ . 
develop sound realistic estimations. It will also provide an interface to the estimation 
tools that are standard to the SP AW AR organization. This chapter shows how MENTOR 
can help the development team perform estimations by using a UML role-playing 
scenario to show MENTOR agent interactions. 
- Before we can investigate how MENTOR will help the team perform cost, 
schedule, and size estimations, a baseline for the manual estimating process must be 
outlined. Based on this outline, an estimation role-playing scenario will be developed. 
The baseline and role playing scenarios are based on a hypothetical software package that 
is outlined in Section A of this chapter. In addition, a brief background on the 
hypothetical software development team performing the estimation is given in Section B. 
A. TEAM BACKGROUND AND ASSUMPTIONS 
The hypothetical team that will be performing the estimations and using 
MENTOR is representative of many of the development teams at SP AW AR. The 
development team has members who have 1:yritten code on previous projects and/or 
developed programs on their own or on a tean1. Some are even new engineers just 
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starting out. Most of the team is inexperienced in the estimation process. Some do not 
even realize that there is a SP AW AR approved estimation process. The team members 
that have performed some form of cost, size, and schedule estimation have not had 
positive experiences. 
Previous project estimations all seemed to leave them short on money and 
schedule and often resulted in having to go back to the sponsor for additional funds and 
an increa~e in the performance period. The estimation process they followed consisted of 
one person sitting down and guessing at costs and schedule based on their own past 
experiences, sometimes not even considering the size of the software, the functions the 
software should provide, or the other team member's experiences and inputs. This led to 
an estimate that often optimistic, but unrealistic. In order to overcome some of these 
estimating problems, several of the development team members attended the Software 
Program Managers Course given by the SEPO. 
During this course, they learned valuable information that could used to manage a 
software project. They also learned of the SEPO web site that contains all the SPAW AR 
policies and processes for each phase of the software life cycle. It is assumed that they 
will use this web site as a resource in the estimation of the new software project outlined 
in the next section. 
B. HYPOTHETICAL SOFTWARE PACKAGE 
The information given in this section is the typical information that is provided to 
a software development team when asked to provide estimates to a sponsor on a new 
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project. A hypotheticafsoftware probl_em statement used as the basis for this chapter's 
~ . . 
scenarios is outline below: 
A software development team is tasked to develop a software package that 
provides a graphical user interface for inputting government Credit Card Purchases 
(CCPs) and automatically routing purchases through the system. A review of the system 
specification reveals that the software will run on a PC connected to a LAN and must 
interface with peripherals:s_uch as a monitor, mouse, scanner, and laser printer. The top-
level scope of the effort ~s as follows: 
The software will accept purchase card data from the user. The user will interact and 
control the CCP system through a user interface that has human interface 
considerations. All CCP data and supporting information will be maintained in a CCP 
database. Modules will be developed that route the CCPs through the purchase process 
and output reports based on individual credit card holders or groups of credit card 
holders. The software will be designed to interface and control devices such as a 
monitor, mouse, scanner, and laser printer. The software package will be developed 
using object-oriented methodologies and programming languages. 
This information will be used as the basis for the scenarios in the sections that follow. 
C. MANUAL ESTIMATION BASELINE SCENARIO 
This estimation baseline begins with the team meeting to discuss the new tasking. 
They decide that they are going to start using the SEPO estimation process that they 
learned about in the SEPO Software Program Managers Course. Unfortunately, no one 
can remember exactly how to proceed. So, they decide to search the SEPO Web site for 
information. They find the SEPO's Software Estimation Process. This process suggests 
using two methods of estimation for comparison and verification purposes. If the values 
are within 20% of each other, they are acceptable; otherwise an investigation is 
performed for reasons of discrepancy. In addititti, the Software Estimation Process 
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outlines metho~s for developing estimates for size, effort, cost, and schedule. The first 
step in the estimation process is to choose two methods of estimation. 
They chose to use Lines of Code (LOC) based estimation and an automated tool 
called REVIC, which is available through the SEPO Web site. After reviewing the LOC 
method, they began by deciding what major functional areas would be needed for the 
new project. They chose the six major functional areas listed below based on the initial 
project description, as outlined above: 
• User Interface 
• Database Management 
• Graphics and Display 
• Peripheral Interface 
• Routing Module 
• Reports Module 
Based on these areas, the team developed low, nominal and high LOC values for each of 
the functional areas they identified. Because only a couple of development team software 
engineers had experience in previous software development efforts, the team decided to 
do some research within the organization for projects with similar requirements, in hopes 
of developing more reliable estimates for LOC. Unfortunately, the team found this was 
not as easy as it seemed. 
The organization as a whole was so diverse, that finding other similar projects 
with similar functional areas was challenging. They began by making phone calls to 
other software projects, asking the Lead Software Engineers for LOC estimates on 
functional areas that were similar to their own. Most of the replies yielded the same 
answer, metrics of this kind were not kept, but source code could be provided for the 
team to count and gather the information for t1i!"!mselves. After receiving the source 
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documentatio~, the ~earn began counting LOC. This tedious task of contacting other 
projects, waiting to.receive the sour~e documentation, then counting LOC took 
approximately 2 weeks. Finally, with low, nominal, and high values for LOC in hand, 
the team applied these values to the LOC-based estimation method. ~en, they 
established an estimate for total LOC. Given the past experiences of team members, and 
taking into account the relative inexperience of the team as a whole, they arrived at a 
productivity of700 !-,OC/pm. Next, using the organizations burdened labor rate per 
month, they found the cost per line 'of cod{ Based on these values, they arrived at an 
estimated cost and effort in person months. However, they had only completed one of 
the two estimation methods. 
The second method involved using an automated estimation tool called REVIC, 
which is based on the Revised Intermediate COCOMO model. Because only a few of 
the team members had used the tool briefly in the Software Program Managers course, 
they had to learn how to use the tool all over again. Once they were familiar with REVIC 
they began the second estimation for the new project. 
The first step was to specify values ranging from very low to very high for the 20 
environmental factors REVIC indicated. These included factors such as programmer 
capability, applications experience, modern programming practices, and program 
language experience. REVIC then asked for the module names, representing the 
functional areas the team had chosen. Next, they specified low, most probable, and high 
estimates of Delivered Source Instructions, using the same LOC research values that 
were used in the manual LOC-based method. REVIC then provided an estimate for 
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effort, cost, and schedule. They then compared the two estimates and found the values to 
be within 20% of each other. 
D. MENTOR ESTIMATION SCENARIO 
The role-playing scenario used in this section follows the baseline scenario in 
section C above. It shows the User-to-UP A interactions, the associated actions and 
interactions between MENTOR agents, and the source and target objects for those 
interactions. The role-playing scenario models "order dependent message sequences 
among objects collaborating to produce system behavior." [Ref. 6] This tool also 
provides a means to validate the MENTOR concept and its expectations. The MENTOR 
estimation role-playing scenario follows in Table 6.1, with the role-playing scenario 
legend shown in Table 6.2 . 
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[Initial System State - UP A has been setup 
and initial new project data has been entered. 
UPA waiting for user input] 
I User requests assistance on estimating size, UPA processes query. 
cost, effort and schedule for a new project. 
2 UPA asks the user if they would like to UPA responds to user. 
review the tutorial on estimation, review the 
lessons learned on estimation, or perfonn 
project estimation. 
3 User selects perfonn project estimation. User responds to UPA. 
4 One moment while retrieving estimation UPA responds to user. 
infonnation. 
5 UPA processes query then queries IPGC 
for assistance with the estimation process. 
6 IPGC replies with an affirmative 
message. 








8 IPGC queries OF for agents that possess IPGC 
the infonnation needed to complete the 
estimation task. 
9 OF replies with passes to the EA, LLA, OF IPGC 
and RA agents. 
10 IPGC travels to EA. IPGC EA 
11 IPGC queries EA for estimation process IPGC EA 
data, estimation algorithms, references to 
automated estimation tool agents, and 
initial criteria list the user must provide. 
12 EA responds with data. EA IPGC 
13 IPGC requests UPA to ask user which IPGC UPA 
two estimation methods, from the 
provided list, the user would like to use. 
14 Select two estimation methods for your new UPA displays list of estimation methods UPA User 
project. and asks user to select two methods. 
-, 
15 User selects LOC-based estimation and the User selects two methods. User UPA 
REVIC automated tool method. 
16 UPA replies to IPGC with user UPA IPGC 
infonnation of LOC-based estimation and 
REVIC. 
17 IPGC reviews the estimation process and IPGC 
methods. 
18 IPGC requests the UPA to ask the user IPGC UPA 
for a list of the major functional areas for 
the new package. 
19 List the major functional areas of your new UPA displays request. UPA User 
software package. 
20 User responds with a list: User Interface, User enters a list of functional areas. UPA IPGC 
Database Management, Graphics and 
Display, Peripheral Interface, Routing 
Module, and Reports Module. 
21 UPA replies to IPGC with user's major UPA IPGC 
functional areas. 
22 IPGC queries EA for estimation data IPGC EA 
regarding LOC on these types of 
functional areas. ,,_ 
23 EA replies with data. EA IPGC 
Table 6.1 Continued. MENTOR Estimation Role-Playing Scenario 
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IPGC reviews m onnatton or 
applicability based on current task 
requirements and discards unneeded 
infonnation. 
25 IPGC travels to LLA. IPGC LLA 
26 IPGC queries LLA for estimation data IPGC LLA 
regarding projects with similar functional 
areas. 
27 LLA replies with data. LLA IPGC 
28 IPGC reviews infonnation for IPGC 
applicability based on current task 
requirements and discards unneeded 
infonnation. 
29 IPGC travels to RA. IPGC RA 
30 IPGC queries RA for estimation data on IPGC RA 
past projects within the organization. 
31 RA replies with data. RA IPGC 
32 IPGC reviews infonnation for IPGC 
.,,...-, applicability based on current task 
requirements and discards unneeded 
infonnation. 
33 IPGC reviews all infonnation regarding IPGC 
LOC and fonns estimates for LOW, 
NOMINAL, and HIGH LOC. 
34 Using the burdened labor rate and the IPGC 
organizational productivity average for 
LOC/pm obtained through research and 
the LOC estimates for LOW, NOMINAL, 
and HIGH the IPGC then perfonns 
calculation for estimated total LOC, 
effort, cost, and schedule. 
35 IPGC requests the UPA to display the IPGC UPA 
estimation data from the LOC-based 
estimation method. 
36 UPA displays estimation data for LOW, UPA displays infonnation. UPA User 
NOMINAL, and HIGH LOC for all 
functional areas, burdened labor rate, 
productivity average, total estimated LOC, 
effort, cost, and schedule. 
37 IPGC requests UPA to tell user to stand IPGC UPA 
by for Interactive REVIC estimation. 
38 Please stand by for interactive REVIC UPA displays request. UPA User 
estimation. 
Table 6.1 Continued. MENTOR Est'Jnation Role-Playing Scenario 
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40 SAA initiates REVIC Interface. 
41 REVIC SAA requests UPA to have user 
select values from the range VL, LO, 
NM, HI, and VH for each environmental 
factor in the list. 
42 UPA displays the environmental factor list UPA displays information and requests 
and requests that the user selects a value, range information. 
from the range pull down menu, for each of 
the environmental factors listed. 
43 User selects range infonnation using pull- UPA replies to REVIC SAA with 
down menus for each environmental factor infonnation. 
listed. 
44 REVIC SAA requests major functional 
area data with LOW, NOMINAL (Most 
Probable), and HIGH LOC data and 
burdened labor rate from IPGC. 
45 REVIC SAA enters data into REVIC tool 
for estimate calculation. 
46 REVIC SAA extracts calculation data 
from REVIC tool. 
47 REVIC SAA provides estimation data on 
environmental factors, range values 
selected, major functional areas, LOC 
LOW, NOMINAL, and HIGH values, 
total LOC, effort, cost, and schedule to 
UPA for display and to IPGC for 
reference. 
48 SAA has completed task and shuts down. 
49 UPA displays the REVIC estimation data on UPA displays information to user. 
environmental factors, range values selected, 
major functional areas, LOC LOW, 
NOMINAL, and HIGH values, total LOC, 
effort, cost, and schedule. 
50 IPGC requests UPA to stand by for 
comparison report. 
51 Stand by for comparison report. UPA displays information to user. 



















IPGC perfonns companson calculations, 
determines the estimates to be within 
20% of each other, and formulates a 
report with both estimation method data. 
53 IPGC requests the UPA to display IPGC UPA 
estimation comparison report to user and 
acceptable withi.n 20% of comparison 
results. 
54 UPA displays completed estimation report. UPA displays information to user. UPA User 
Estimates are within 20% of each other and 
recommended as acceptable. 
55 IPGC requests UPA to ask user if this IPGC UPA 
estimation is to be stored in the new 
project database. 
56 Would you like to store this estimate in the UPA displays information to user. UPA User 
new project database? 
57 Yes. User responds to UPA. User UPA 
58 UPA replies to IPGC with user answer. UPA IPGC 
59 IPGC sends request to PF to store the IPGC PF 
attached file in the database under 
estimation data. 
60 PF passes information to PDA requesting PF PDA 
storage of attached file under estimation 
data. 
61 PDA processes request, stores file, sends PDA PF 
affirmative reply to PF. 
62 PF responds affirmatively to IPGC. PF IPGC 
63 IPGC requests UP A to displays IPGC UPA 
infonnation regarding the storage of 
estimation report. 
64 File has been stored under estimation data in UPA displays information. UPA User 
the new project database. 
65 IPGC incorporates any new information IPGC 
into its knowledge database, sends a task 
complete message to UPA then shuts 
down. 
[UPA waiting for user input] 
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Estimation Agent 
Interactive Process Guide Coordinator 
Lessons Learned Agent 
OPAD (Operational Process Asset Database) Facilitator 
PPAD (Project Process Asset Database) Facilitator 
Resource Agent 
REVIC Specific Applications Agent 
Specific Applications Agent 
User Personal Assistant 
Table 6.2. Legend ~or Mf:NTOR Estimation Role-Playing Scenario 
This scenario shows the feasibility of the MENTOR agent team to perform tasks, 
such as software estimation. And, even though the scenario above appears to be quite 
extensive, the time that MENTOR will take to complete the same tasking that was 
performed manually in Section C above, is considerably less, with an estimate for this 
task being less than one day. In addition, because the MENTOR system agents are 
autonomous, they do not require constant monitoring by the user. Instead, the user tasks 
the UP A agent with the estimation task, then the user proceeds with their own daily 
routine. MENTOR will notify the user when the tasking is completed. Furthermore, the 
MENTOR scenario did not require the user to be an expert at the estimation task. Rather, 
it asked the user strategic questions then completed the tedious task of gathering data on 
the estimation process, LOC estimates for similar projects, and calculating the actual 
estimate on its own. This is not to say that MENTOR should replace the knowledge a 
team should have to estimate a software project, but that it should alleviate mundane 
tasks such as gathering information, and ensure that all factors are taken into account. 
This is evident in the MENTOR scenario when the IPGC searched several of the OP ADs 
, .. ·.· 
to find similar project LOC data and lessons J.o/Fed. However, MENTOR can facilitate 
' 
this process ·and gu1q.~jhe user in the.right direction, but the user is ultimately responsible 
. :·•· -· : -~~-- .· . ; . . . . . . 
.;:-: ·• -... ~. 
for the estimation arid should therefore review the estimate, as well as seek other team 
members inputs of the estimate. 
-
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VII.- SUMMARY AND RECOMMENDATIONS 
This thesis provides a conceptual agent architecture design for an intelligent agent 
network that provides decision support for teams managing software development efforts. 
The MENTOR System was proposed to aid the software development manager and team 
in successfully learning, planning, managing, and troubleshooting the software 
development process and its tasks. MENTOR accomplishes this by using a network of 
autonomous intelligent'agents that collaborate to provide the user with the knowledge 
. . 
base and assistance that is integral to providing a repeatable, defined, managed, and 
optimized development environment to a diversified organization like SP AW AR Systems 
Center, San Diego. 
The conceptual MENTOR network structure presented in this thesis is composed 
of individual user interfaces and a network of decentralized supporting agents that 
facilitate software development task completion in an on-demand basis. Software tasking 
includes process guidance, lessons learned consultation, strategic planning projections, 
process tutelage, application intercommunications, and team communications. The 
knowledge base which the MENTOR agent network uses to gather information and base 
decisions on is vast, covering software development areas for all phases of the 
development process. Since this is a dynamic learning environment, additional 
knowledge bases can be added at any time to update the user-agent knowledge base 
resulting in instantaneous organizational information flow. This means that the right 
people get the right information at the right time in order to achieve positive results in 
their software development efforts. 
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This type of dynamic software development environment is recommended and 
will eventually be essential to a successful software development house, such as 
SP AW AR Systems Center. Future work for the continuation of the MENTOR effort is 
outlined in the following chapter of this thesis. 
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VIII. FUTURE WORK 
A. DETAiLED ANALYSIS AND DESIGN 
A step to further MENTOR development would be to perform a detailed 
requirements analysis for the MENTOR system. Since this thesis only addresses a 
conceptual model and its requirements, a detailed requirements analysis remains to be 
performed. The objects that comprise the system should be specified in terms of 
attributes and behaviors in order to define the structure and dynamics of the system. [Ref. 
6] In addition, class diagrams should be developed, as well as class relationships, 
associations, data structures and algorithms for each class. Further analysis should 
include modeling the system with state diagrams, including detailed interaction scenarios 
that identify the services, communications, and control relationships between the agents. 
A prototype should be developed early in the detailed design process to help refine the. 
object classes, data structures, and algorithms needed to complete a working model. 
B. FIRST PHASE SYSTEM IMPLEMENTATION 
An obvious first step in MENTOR system development is to implement a 
working prototype for the Interactive Tutorial portion of the MENTOR system. This will 
involved the User Personal Assistant, Interactive Tutorial Coordinator, OPAD Facilitator, 
and all OP AD supporting agents. Because of the basic search and retrieve functions 
inherent in the interactive tutorial and the availability of intelligent software information 
agents, this MENTOR functionality would be the easiest to implement in the shortest 
period of time. However, the knowledge base, which MENTOR utilizes will require 
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detailed investigation as to the exact conte1:1ts, methods for storage and retrieval, and 
format requirements for stored inf onnation to allow maximum information storage and 
retrieval efficiency. This module will also provide immediate information flow by 
allowing team members, who do not have current knowledge or the time to attend 
classes, to access current up-to-date knowledge at anytime, based on a mere request for 
help from MENTOR. 
C. SYSTEM SECURITY 
Security considerations for agent-based technologies are double-edged swords. 
On one hand, the agents must be free to complete their tasking with access to remote 
machines and databases. On the other hand, the agent must be controlled so that it does 
not cause more harm than good. It is also important that the system b~ protected from 
outside attacks, as well as a means to identify whether an agent or user is friend or foe. 
Therefore, it will be important to the success of MENTOR that security policy be 
articulated and enforced to ensure that data is protected from being modified, tampered 
with, or deleted by unauthorized users, and that agent-to-agent communications are 
trusted. 
D. INTEGRATION OF OTHER SPAW AR THESIS EFFORTS 
INTO THE OP AD 
Ongoing thesis efforts at SP A WAR in the areas of quality management metrics [Ref. 26) 
and the software evolution process for COTS components used in military applications 
[Ref. 27] should be investigated for further incorporation into the MENTOR system-
agent architecture. Research efforts in both areas would provide valuable knowledge that 
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MENTOR could utiHi~. ~ ~o~~µiualiy improving .its mentoring of software· development 
. . : . . ·.- . . 
teams. 
E. HIGH PERFORMANCE ORGANIZATION MODEL 
SP AW AR Systems Center recently adopted a new plan for implementing high-
performance principles as a means of improving the organization. Future work could 
assess how MENTOR would implement High_ J>erformance Organization (RPO) 
. ·-
principles and guide the user through the underlying process. MENTOR could provide 
guidance on developing a business unit's Mission and Leadership Functions, such as 
Vision and Values and incorporate methods for strategic business planning using the 
HPO Model. Leadership philosophy assessments of individual business units could also 
be determined based on real-time team evaluations that are maintained by MENTOR. 
Once the leadership philosophy is assessed, MENTOR can guide the unit to the 
leadership level desired. RPO principles also-suggest an organization that is based on a 
Network Talent Model. This organizational model is not based on the typical 
hierarchical organizational structure, but instead is a network of Naturally Occurring 
Groups (NO Gs) that form business units. [Ref. 13] As SP AW AR converts from a 
Hierarchical type organization to the Network Talent Model type organization, a parallel 
organization structure must exist between both. MENTOR could maintain the structural 
connections between the two and facilitate a more seamless transition. An RPO database 
and artifacts repository must also be developed for incorporation into the OPAD. This 
database will provide resources, samples, contacts, lessons learned, and guidance on all 
RPO principles and strategies. 
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F. SEI CERTIFICATION 
Another important initiative at SP AW AR is for the organization to attain 
certification from the Software Engineering Institute (SEI). This process certifies an 
organization at one of the five CMM levels. SPAWAR.'s goal is to become CMM Level 
3 certified. MENTOR has the ability to guide the software projects through this process 
by making sure all the criteria are met for certification. Future work would consist of 
developing the SEI certification criteria for the organization and incorporating the 
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Building distributed systems more effectively and efficiently is an essential goal of the 
Department of Defense (DoD). We are driven by the push toward greater use of COTS, 
the need to improve access to legacy data and services, and the new business 
opportunities offered by web-based technologies and electronic commerce. To fully 
realize the DoD's goal, a new architectural framework is needed. 
This thesis proposes an architectural :framework suitable for integrating 
COTS/GOTS/legacy systems in a distributed, heterogeneous environment. The proposed 
architectural :framework uses The Open Group Architectural Framework (TOGAF) as a 
basis and includes new tools to support the COTS/GOTS/legacy system development and 
integration. A case study for the Naval Integrated Tactical Environmental Systems 
(NITES) program where a prototype is built, demonstrates the effective use of the 
proposed architectural framework. 
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I . INTRODUCTION 
A. PURPOSE 
The trend towards using Commercial Off-The-Shelf (COTS) 
components within the Department of Defense (DoD) is the 
preferred way to build systems [Ref. 1]. Prior to COTS 
integration into system architectures, all DoD software-
intensive systems were built around organically developed 
source code. With constantly dwindling budgets and tighter 
schedules, the focus has shifted to building software-
intensive systems by integrating COTS software components. 
In 1996, DoD created a paradigm shift in software 
development when it strongly encouraged the use of 
commercial-of-the-shelf (COTS) components for development of 
new Automated Information Systems (AIS) if an existing 
system cannot be modified [Ref. 2]. 
Initially, the DoD community embraced this mandate 
believing COTS integration 
• is economical, both in initial development and lower 
life cycle costs; 
• is faster to deploy; 
• is already developed with proven capability; 
• reduces the technical risks; 
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• is fully supported with documentation and technical 
support; 
• represents state of the art technology. 
However, as more experience is gained using COTS for 
building DoD systems, many have found there are many 
problems to be addressed with COTS: Tracz [Ref. 3] sites 
plug and play software does not always work. Software 
developers had to write code to enable the COTS software 
packages to intercommunicate. 
Building distributed systems more effectively and 
efficiently is an essential goal of the DoD. We are driven 
by the push toward greater use of COTS, and the need to 
improve access to legacy data and services. 
This thesis proposes an architectural framework that 
provides an effective approach to integrate COTS software 
components into distributed, heterogeneous systems. This 
thesis focuses on military AIS where multiple, mutually 
exclusive, standalone COTS products are required to 
communicate together in a single integrated system along 
with legacy and GOTS components. A case study with the Naval 
Integrated Tactical Environmental System (NITES) program 
demonstrates the effectiveness of the proposed architectural 
framework. 
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The primary purpose of this thesis is to build an 
architectural framework suitable for integrating 
COTS/GOTS/legacy systems in a distributed, heterogeneous 
environment. Additionally, the secondary purpose is to 
discuss and analyze the traditional software development 
process and how COTS affects it. 
B. MOTIVATION 
Building systems with COTS/GOTS/legacy components is 
not as easy as just loading these components onto a platform 
and assuming all the components will communicate with each 
other. The conglomerate of software applications on a 
---- machine does not comprise a system. A truly integrated 
system is greater than the sum of its parts; it provides new 
services and increased value. 
Not only must components within a system communicate 
with each 
environments 
other but when distributed, heterogeneous 
abound, systems must interoperate with each 
other. 
provide 
Interoperability is the ability of systems to 
services to and 







exchanged to enable them to operate effectively together as 
a cohesive unit. 
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Architectural frameworks on the market today do not 
sufficiently address the building of distributed, 
heteorogeneous systems with COTS/GOTS/Legacy components. To 
effectively build distributed, heteorogeneous systems with 
these components, an architectural framework, which 
addresses the interoperability issues and provides the tools 
necessary to build an integrated, interoperable target 
architecture, is needed. 
C. ORGANIZATION 
1. Essentials of A Structured Software Development 
Process 
This chapter discusses the essentials of a structured 
software development process for both a traditional software 
development and a development using COTS components. It 
describes how the traditional software development process 
must be modified to accommodate the use of COTS components. 
2. Architectural Framework 
This chapter defines the difference between 
architecture and architectural framework, discusses the 
importance of an architectural framework in a software 
development process and introduces The Open Group 
Architectural Framework (TOGAF). 
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3. Proposed Architectural Framework 
This chapter describes the proposed architectural 
framework for integrating COTS/GOTS/legacy systems in a 








tools are also 
proposed for this new architectural framework to address the 
interoperability of distributed, heterogeneous systems. 
4. NITES Case Study 
This chapter presents a case study using the NITES 
system to demonstrate the effectiveness 
architectural framework to build an 
of the proposed 
integrated NITES 
architecture and the effectiveness of these tools in 
building 
system. 
an interoperable, distributed, 
5. Recommendations and Conclusions 
heterogeneous 
This chapter recommends areas of additional research 
and concludes with a summary analysis of the proposed 
architectural framework. 
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II. ESSENTIALS OF A STRUCTURED SOFTWARE DEVELOPMENT PROCESS 
A. TRADITIONAL SOFTWARE DEVELOPMENT 
Over the past decade, the field of software engineering 
has seen many changes to the methods of software development 
[Ref. 4]. A software methodology is the set of rules and 
practices used to create computer programs. The purpose of 
a software method is to bring structure into a software 
development process. Software engineering has transitioned 
from the waterfall method to the incremental build method 
and the spiral method. 
The waterfall method requires each phase of the 
development process to be completed prior to proceeding to 
the next phase. In conj unction with certain phase 
completions, a baseline is established that "freezes" the 
products of the development at that point. If a need is 
identified to change these products, a formal change process 
is followed to make the change. The graphic representation 
of these phases in software development resembles the 
downward flow of a waterfall. 
In using the waterfall method, many limitations are 
noted. Some of these limitations include a long duration 
prior to seeing a fielded system, a full budget to see the 
development to completion, all requirements must be known 
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upfront which is not always practical. 
limitations can cause the development 
Anyone of these 
to fail. These 
limitations perpetuated a need for new methods which are 
less restrictive. 
With the incremental build method, producing usable 
functionality earlier is key. The full requirements of the 
system are known upfront but not implemented all at once. 
Due to budgetary and/or schedule constraints, the 
requirements are prioritized and implemented in a build 
based on priority. The initial build contains some basic 
functionality and is fielded. Each successive build will 
contain more of the requirements. The incremental build 
method is complete when all the requirements are 
implemented. 
The spiral method allows the development to proceed 
without knowing the full requirements of the system upfront. 
Through each iteration, the requirements evolve as more 
information is gathered and learned about the system. The 
spiral method is complete when no additional requirement is 
formulated in the last iteration of the spiral. 
Table 1 [Ref. 5] summarizes the differences in each of 
the three software methods. 
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Define All Multiple Field Interim 
Program Strategy Requirements Development Software? 
First? Cycles? 
Waterfall Yes No No 
Incremental Yes Yes Maybe 
(Preplanned Product 
Improvement) 
Spiral No Yes Yes 
Table 1 - Software Methods [Ref. 5] 
In any of these methods, the following phases of 
developing a software system remain the same: 
• Requirements, 
• Design, 
• Implementation, and 
• Test. 
'The maintenance phase of the software development cycle 
is not addressed in this thesis as the focus is purely on 
the development of software systems. [Ref. 6] provides a 
detailed discussion on the maintenance of software systems. 
1 . Requirements 
The requirements phase is the first phase in the 
software development process. The requirements phase allows 
stakeholders to form a concensus as to system requirements. 
System requirements provide the foundations for all system 
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development and test. Established requirements reduce the 
risks of building a system that does not meet the needs of 
the end user. 
The requirements phase forms a basis for defining the 
software system to be built. It consists of requirements 
identification/definition, analysis and management. 
concerned with the 'what' of the problem. 
a) Requirements Identification 
It is 
Requirements seldom come ready made from the 
information process. Normally, when the initial 
requirements are provided, it is very generic and abstract. 
It may be nothing more then just an idea. However, a system 
cannot be built based on just an idea. The requirements 
phase tries to turn the idea ( s) into a concrete set of 
requirements that a system can be built from. 
The requirements include the functions, attributes 
and constraints of the system to be built. Functions are 
tasks to be performed by the system. They are the verbs 
describing the actions the system will perform. To identify 
these functions involves eliciting them from the customer, 
users, and other stakeholders. This can be accomplished by 
interviewing the customer, users and stakeholders, 










familiar with their domain but not necessarily with building 
software systems. The system developers must therefore be 
conversant in the terms and limitations of the domain, since 
the domain experts are probably not conversant in the terms 
and limitations of software engineering. 
The attributes are characteristics the customer 
desires. They are the adjectives and adverbs. Many refer 
to attributes as nonfunctional requirements because the 
customer wants them but they are not things the system will 
do. 
The constraints are objective statements of the 
attributes. They place quantitative limits or constraints 
on the customer's desires. The most common constraints on 
system requirements are time and money. 
When the functions, attributes and constraints are 
gathered, the initial requirements evolve into a more 
specific, more detailed, and less ambiguous set of refined 
requirements. Eventually a set of highly detailed 
requirements emerges from the initial idea(s). When all the 




b) Requirements Analysis 
Requirements analysis serves to make qualitative 
i.e., completeness, consistency, feasibility, 
about the systems requirements and to ensure that everyone 
involved in developing the system understands the basic 
obj ecti v~. The requirements gathered in the 
identification/definition phase are further broken down and 
analyzed. This can be performed using use cases and context 
diagrams to understand the why, what, and how of the system. 
A use case is a sequence of events, performed 
through a system that results in an observable result of 
value for a particular actor. It describes the functional 
and dynamic behavior of the system. Each use case describes 
a particular way the system is to be used. A use case 
consists of actors, external events and system responses. 
A context diagram is used to capture the world of 
interest to the system, including the actors which the 
system must interact. It also captures the messages and 
events flowing between the.system and its environment. 
Most systems to be built are complex and have many 
states. In this case, a state-transition diagram can be 
used to show how the system transitions from one state to 
the next. 
598 
The diagrams produced and the functions, 
attributes and constraints gathered all comes together into 
a requirements specification. This forms the functional 
baseline for the system. 
The requirements specifcation must be communicated 
and agreed upon by all relevant parties. It serves as a 
basis for design and for test. Good requirements exhibit 
the following characteristics [Ref. 7]: 
is 
• Lack of ambiguity 
• Completeness 
• Consistency 
• Traces to Origins 
• Avoids design 
• Requirements are enumerated 
Adopting a requirements 
fairly straightforward. A 
documentation technology 
standard that fits the 
lifecycle requirements of the system should be chosen and 
tailored to fit the system's specific requirements, then 
applied. Many standards exist that can be adopted to suit an 
organization's needs. A good resource is the compilation by 
Thayer and Dorfman [Ref. 8] . Twenty-six different 
requirements specifications are reprinted under one cover. 
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c) Requirements Management 
A requirements traceability matrix provides a 
level of project control and assured quality that is 
difficult to achieve by any other means. Analyzing 
requirements and verifying the design is very cumbersome in 
a large development effort. For this reason, a requirements 
traceability matrix normally documents the requirements in a 
database. The matrix lists information for each testable 
requirement, its source, title, description, design 
component to which it is allocated, the software module that 
implements it, and the test reference that verifies it. 
The requirements trace begins at the start of the 
development when the initial requirements are provided. The 
software requirements derived in the requirements phase are 
also added to the requirements trace repository. 
A requirements trace is performed to ensure the 
requirements are satisfied in each phase of the development 
process, and ultimately, the system built meets the system 
requirements. During the maintenance phase of a system, the 
requirements trace provides a methodical and controlled 
process for managing the changes in a system. 
2. Design 
The design phase consists of 'how' to solve the 
problem. This is the period of time in the software life 
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cycle during which the designs for architecture, software 
components, interfaces, and data are created, documented, 
and verified to satisfy the system requirements established 
in the requirements phase. 
The design phase can be broken down into two sub-
phases, the top-level design and the detailed design. The 
top-level design is where the system architecture is 
defined. The detailed design defines the design of the 
subsystems, modules and components that make up the overall 
system. 
The top-level design is also known as the architecture 
definition, the process of defining a collection of hardware 
and software components and their interfaces to establish 
the framework for the development of a computer-based 
system. The top-level design forms the allocated baseline. 
In defining the system architecture, six key areas, 
common to most development efforts, need to be addressed. 
This will help to refine the system architecture and 
establish the details of the software architecture. 
• Performance: For real-time applications, the 
system's timing aspects must be examined. This 
includes the real-time computational and operational 
requirements for the applicable subsystems and 
modules. The software development platforms, tools, 
and methodologies used must support the system 
performance requirements. For example, the effect 
of a CORBA platform on a distributed application's 
601 
performance must be determined prior to selecting 
the platform. 
• Error Handling: The system must have a consistent 
way of handling errors. To ensure there is a 
consistency in error handling, a systemwide 
interface which provides a standardized error 
detection and reporting mechanism should be defined 
as part of the system architecture. 
• Fault Tolerance: Based on the system requirements, 
the fault modes of the system should be specified 
and the affected modules' behavior identified. 
• Concurrency: In the case of distributed systems, 
concurrency issues must be addressed and strategies 
incorporated to avoid deadlocks caused when multiple 
processes try to access an object. 
• Connectivity: All external interfaces for the system 
must be identified and defined. Data bandwidth and 
related connectivity issues should be examined 
during high-level analysis and design to avoid 
architectural design flaws and shortcomings. 
• User Interface: The user interface design should 
start in the early stages of system development. 
This allows customers to work with the interface 
early enough in the process to provide useful 
feedback. This also gives the interface time to 
evolve and mature before deploying the system. 
In the detailed design phase, the system architecture 
is broken down into software items and further refined, and 
the internal interfaces between each software item are 
defined. The details of the elements listed in the top-
level design are filled in. Enough detail must be included 
for the programmers to write the software. 
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3. Implementation 
The implementation phase is also known as the coding 
phase. In this phase, the developer takes the detailed 
design where the system is broken into small configuration 
items and begins to implement each software configuration 
i tern in code. 
software units. 
The code is also broken down further into 
Any design with more than one subroutine has a 
structure. The following four structural issues should be 
addressed when implementing a design: coupling, cohesion, 
information hiding, and modularity. [Ref. 9] 
• Coupling: Coupling is a design property that states 
how much each unit depends on the others. Loose 
coupling is desired. In loose coupling, the 
implementation of one unit does not depend on the 
implementation of another. 
• Cohesion: Cohesion describes how well the 
statements inside a unit relate to one another. 
High cohesion, which is what is desired, is when one 
unit performs one function or when the statements 
are related logically. 
• Information hiding: Information hiding seeks to 
hide the details of the software design that the 
programmer wishes the, public not to see. The most 
common items to hide are those that have a high 
probability of changing. 
• Modularity: Modularity keeps design secrets hidden. 
Information hiding hides important design decisions 
in modules. The modules provide the software's main 
structure. 
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The procedures for breaking down the code into software 
uni ts and the number of uni ts per software configuration 
item is dictated by agreed coding standards. Coding 
standards keep the code consistent and easy for the entire 
team to read as well as ease life cycle maintenance. 
In the implementation phase, peer reviews are conducted 
to ensure that each configuration item design provides the 
features and interfaces required to meet the configuration 
item's needs. 
4. Test 
Testing refers to the act of detecting the presence of 
faults in code or supporting documentation, or demonstrating 
their absence by confirming that requirements are met, and 
is distinguished from debugging where faults are isolated 
and corrected. An error is a mistake made by a software 
developer. 
the code or 
Its manifestation may be a textual problem 
documentation called a fault or defect. 
in 
A 
failure occurs when an encountered fault prevents software 
from performing a required function within specified limits. 
The definitions in this paragraph define several important 
testing terms and were adapted from a paper entitled, "An 
Examination of Selected Commercial Software Testing Tools" 
[Ref. 10]. 
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Since so many software test activities are on the 
critical path of the development schedule, test development 
should be scheduled and accomplished as early as possible to 
be prepared for the various phases of testing in the test 
development lif ecycle. This implies that the test effort 
and software development effort should be started 
concurrently, and that a software test development lifecycle 
should be identified and coordinated with the software 
development lifecycle. Static analysis activities apply to 
all phases of the software development lifecycle. One 
published estimate reports that 50 percent or more of the 
software errors are due to incorrect or modified 
requirements specifications. It is a well-known fact that 
software reviews can significantly reduce the number of 
errors in the later phases of development. 
Testing should be considered at both the requirements 
analysis and design phases. Software requirements and 
design information provide primary input to define test 
requirements and prepare the test plans. This activity 
involves testers early on the project and helps correct 
requirements and design problems before they are coded when 
they are more expensive to fix [Ref. 11]. 
Typically, there are 3 to 10 failures per thousand 
lines of code (KLOC) for commercial software, and 1 to 3 
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failures per KLOC are typical for industrial software [Ref. 
12] . The cost of correcting defects increases as software 
development progresses. · For example, the cost of fixing a 
requirements fault during operation can be over 100 times 
the cost of fixing that same fault during early development 
stages [Ref. 13]. Consequently, timely defect detection is 
important. 
Testing must be treated and scheduled as an integral 
part of the development effort. In practice, most projects 
sandwich the whole testing phase at the end of the 
development effort and before the installation phase, which 
has a . fixed start date, so when the schedule slips, the 
allocated time for the testing phase shrinks and ultimately, 
there is almost never enough time for testing. Without the 
priority given to the testing phase to minimize the effects 
of schedule slippage and without scheduling testing 
throughout the development effort, timely defect detection 
becomes a very daunting task, if not impossible. 
There are many forms of testing that can be scheduled 
throughout the development effort. Four test execution 
stages are commonly recognized: unit testing, integration 
testing, system testing, and acceptance testing. In unit 
testing, each software unit is tested in isolation, often by 
the developer. Unit tests provide a safety net of 
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regression tests and validation tests so that one can 
ref actor and integrate changes effectively. Creating the 
unit test cases before the code helps even further by 
solidifying the requirements and improving the developer's 
focus. In integration testing, these software uni ts are 
combined so that successively larger groups of integrated 
software and hardware units can be tested. System testing 
examines an integrated hardware and software system to 
verify that the system meets its specified requirements. 
Acceptance testing is generally a select subset of system 
test cases that formally demonstrates key functionality for 
final approval and is usually performed after the system is 
installed at the user's site. 
Functional (black box) tests are derived from 
system-level, interface, and unit-level specifications. 
Structural (white box) tests require knowledge of the source 
code including program structure, variables, or both. With 
functional strategies, test data is derived from the 
program's requirements with no regard to program structure. 
Functional approaches are language-independent. In 
structural strategies, test data is derived from the 
program's structure. 
Functional strategies can be applied at all testing 
levels. System tests can be defined at the requirements 
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analysis phase to test overall software requirements. 
During the design phase, integration tests can be defined to 
test design requirements. During the coding phase, unit 
tests can be defined to test coding requirements. 
Prototyping is another form of testing. It evaluates 
or tests requirements specifications at the 
conceptualization phase or the requirements analysis phase 
and can save a considerable amount of development time when 
properly managed. Prototyping is becoming more widely 
accepted and implemented as an iterative development 
activity on many projects. The use of this technique is 
being accelerated by the availability of more automated 
tools that enable quicker and easier prototyping of system 
components. 
B. SOFTWARE DEVELOPMENT USING COTS COMPONENTS 
With DODD 5000.l's direction to use COTS/GOTS 
components in 1996 for any newly developed system, the 
traditional software development process has been undergoing 
some major changes as more and more developers transition to 
using COTS components. These changes must be based on facts 
and lessons learned in using COTS components to build 
systems. 
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With the introduction of COTS components as a way of 
building systems, many myths and misconceptions have to be 
overcome in order to effectively use COTS components. In 
the January 2000 issue of Crosstalk [Ref. 3] , Tracz 
addresses some of the myths encountered when using COTS 
components. Some of these myths include: 
• An open system architecture solves the COTS 
component interoperability problem. 
There is no standard definition for 'open system' 
and 'plug and play' does not always work. 
• COTS components come with adequate documentation. 
COTS components come with features. Most COTS 
components are treated as black boxes and the 
documentation, such as design disclosure, required 
from a traditional software developer for a 
component is considered proprietary and never 
provided by a COTS supplier. 
• You do not need to test COTS components. 
Because you do not know the details of the design 
and documentation is not adequate, testing of COTS 
components becomes very critical to its acceptance. 
• You can configure a COTS-based system to meet your 
requirements. 
The cost of modifying COTS, or providing extra 
functionality is very difficult when there is little 
control or insight into how the COTS product was 
designed, developed and tested. 
,,I 
• If you are a large enough customer, you can 
influence COTS component suppliers. 
In general, the marketplace drives the COTS 
component suppliers. The size of the supplier's 
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customer base determines his response to user needs. 
The smaller the customer base, the higher the COTS 
component cost and the better the service. 
• COTS products are selected based on extensive 
evaluation and analysis. 
In the past, COTS products were selected based on 
slick demos and good marketing. To effectively use 
COTS products in a software development process, 
this myth needs to be turned into a reality where 
COTS components are selected based on best fit to a 
set of system requirements. 
In addition to those myths listed in the Crosstalk 
article, here are a few more which should be overcome and 
the truths understood when using COTS components. 
The idea that COTS/GOTS components can be used to 
shorten the system development time is a myth. Most 
COTS/GOTS products are not just "plug and play''. The 
traditional implementation phase, where software coding 
takes place, may be reduced when using COTS/GOTS components 
but when done correctly, the over al software development 
cycle may still consume the same amount of time. The market 
survey, the COTS/GOTS selection, evaluation, integration and 
testing process more than make up for the time reduced when 
using COTS/GOTS components. 
When COTS vendors follow the same standards, their 
products can interoperate with each other is a myth. The 
vendors of existing products work to differentiate their 
product from those of competitors. This leads to a 
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marketplace characterized by a vast array of products and 
product claims, extreme quality and capability differences 
between products, and many product incompatibilities, even 
when they purport to adhere to the same standards. 
Systems can be built by purchasing the right COTS 
components and loading them onto the target platform is a 
myth. COTS/GOTS software is not developed to interoperate 
with other COTS/GOTS/legacy software. When a system is 
built with these products by just loading these components 
onto a machine, without an integration effort, 
interoperability problems occur. The conglomerate of 
software applications on a machine does not comprise a 
system. A truly integrated system is greater than the sum 
of its parts; it provides new services and increased value. 
Most phases of the traditional software development 
process are at least minimally affected when COTS software 
components are used. With COTS/GOTS components, a structured 
software development approach should still be followed. 
However, the actual tasks in each phase of the development 
will differ from the tasks in a traditional software 
development. 
COTS-based development differs from the traditional 
software development in that the COTS selection process must 
occur early in the lifecycle. COTS evaluation and selection 
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become a critical part of the early analysis process rather 
than a peripheral activity within the later design process. 
[Ref. 14] 
Unlike COTS software, software developed from scratch 
is designed to be interoperable. That is, it is assumed 
when a system is designed by one development team, the 
system will be internally consistent. However, in a system 
developed with multiple COTS/GOTS/legacy software packages, 
there are almost certain to be disparities in the data 
formats and semantics when one application has to 
communicate with another application or when multiple 
applications need to share a common data set. The 
challenges of COTS incompatibility, inflexibility, 
complexity, and transcience must be addressed in the 
selection process because the infrastructure will ultimately 
consist of a suite of COTS components that must operate in 
harmony. 
1. Requirements with COTS 
The requirements phase is minimally effected when COTS 
products are considered in the development. The traditional 
activities of identification, analysis and documentation of 
the requirements would still apply with COTS. Unlike in the 
traditional software development, requirements must be 
developed with the use of COTS in mind. The requirements 
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should be flexible enough to allow maximum leverage of COTS 
components. 
Requirements drive the COTS selection process. When 
using COTS, the requirements derived for the system would be 
used to conduct a market survey of the available COTS 
products for the intended system and to evaluate the 
potential COTS products to be integrated in the system. 
A market survey is conducted to see what is available 
on the commercial market to meet the requirements of the 
system. In most instances, there will not be a single 
product in the commercial market that will meet all the 
system requirements 
complexity. For this 
should be tailored. 
for any system of appreciable 
reason, 
Those 
the requirements for a system 
requirements intended to be 
fulfilled by COTS product(s) should form the basis for the 
market survey. These requirements should be prioritized and 
each r~quirement should indicate a threshold and objective 
range, where the threshold is the absolute minimum 
requirement and the objective is the ultimate requirement. 
This range provides a comparison of the candidate COTS 
products for selection. 
2. Design with COTS 
In the architecture definition phase, a system 
architecture is developed for the overall system. With the 
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use of COTS, the design requirements and guidelines that 
will minimize dependencies between the COTS products and the 
components under development must be specified to reduce the 
effect of COTS product upgrades. 
COTS must usually be treated as black boxes, or at best 
very opaque boxes. As a result, many properties of the COTS 
product need to be discovered through systematic 
investigation. This is referred to as qualification. 
Once the COTS products are identified in the market 
survey, the candidate COTS products must be qualified. The 
qualification process consists of determining 'fitness for 
use' of previously developed components that are being 
applied in a new system context. Qualification is also a 
process of selecting products in a marketplace of competing 
products. 
There are two phases of qualification: discovery and 
evaluation. In the discovery phase, an evaluation copy of 
the COTS product is obtained and run to identify and match 
the properties of a COTS product to the system's 
requirements. Some of the properties include functionality, 
data types supported and other aspects of a software 
component's interface. These properties also include 
quality aspects that are usually more difficult to isolate, 
such as reliability, predictability, and usability. 
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In some circumstances, it is also reasonable to 
discover 'non-technical' properties, such as the vendor's 
market share, past business performance, and process 
maturity of the developer's organization. The non-technical 
properties help to identify the maintenance risks of the 
product. 
Once the relevant properties of a COTS product have 
been discovered, it is possible to identify which properties 
exhibited by a component are in conflict with other 
components, or with a system design. This is the evaluation 
phase. 
Using the properties discovered in the earlier phase, 
each of these properties are prioritized, evaluated and 
compared amongst the COTS product candidates. The selected 
COTS products for an intended system should be a 'best fit' 
as it will be rare, if not impossible,.for a COTS product to 
match the intended system requirements exactly. The 
conflicts, or mismatches, must be repaired through component 
adaptation in the implementation phase. 
3. Implementation with COTS 
When using COTS, the biggest impact is to the 
implementation phase. The traditional coding that occurs 
during the implementation phase may be minimal when COTS 
software is used. In contrast to traditional development, 
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where system integration is often the tail end of an 
implementation effort, COTS software integration is the 
centerpiece of the approach. Thus, implementation has given 
way to integration as the focus of system construction. 
Because individual COTS software components are written 
to different requirements, and are based on differing 
assumptions about their context, the COTS software must 
often be adapted when used in a new or integrated system. 
Normally, this adaptation is performed by developing the 
middleware (glue and wrapper code) to enable the 
COTS/GOTS/legacy software to intercommunicate. 
The middleware software must be adapted based on rules 
that ensure conflicts among the different software 
components are minimized. The degree to which a software 
component's internal structure is accessible suggests 
different approaches to adaptation: 
• white box, where access to source code allows a 
software component to be significantly rewritten to 
operate with other software components. 
• opaque box, where source code of a software 
component is not available for modification but the 
software component provides its own extension 
language or application programming interface (API). 
• black box, where only a binary executable form of 
the software component is available and there is no 
extension language or API. 
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Each of these adaptation approaches has its own 
advantages and disadvantages; however white box approaches 
can result in serious maintenance and evolution concerns in 
the long term. Wrappers and glue code are specific 
middleware programming techniques used to adapt opaque and 
black box components. 
Once the mismatches between components have been 
removed, it is possible to assemble them into systems, and 
to evolve the system through re-assembly with different 
components. This is often referred to as COTS integration. 
This process may be performed repeatedly until the best 
solution is attained. 
4. Testing with COTS 
With COTS, testing at both the requirements analysis 
and design phases becomes very critical to the success of 
using COTS in a system. When testing is performed early on 
the COTS component, risks can be mitigated in a timely 
manner. Early testing can make the difference between a 
successful project using COTS and a failed project. 
Similar to unit testing when software is developed from 
scratch, prior to integrating COTS/GOTS components into a 
system, each of the COTS/GOTS components should undergo its 
own independent testing. Testing should be performed on the 
COTS/GOTS products to ensure that it fulfills the specified 
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system requirements, the COTS/GOTS components function as 
advertised and catastrophic faults are detected as early in 
the testing phase as possible so that timely corrective 
action can be taken. Timely corrective action may include 
reporting the problem back to the vendor to get the 
problem(s) fixed, deciding to disqualify the COTS/GOTS 
component, creating a workaround, or building a wrapper to 
hide the function causing the fault. 
Testing becomes more nebulous with COTS because we do 
not know what the product really does i.e. cannot view the 
source code. Because of this, COTS must be treated as a 
black box and the inputs/outputs to/from the black box must 
be thoroughly tested to ensure correctness. All th~ 
dependencies between 
tested and verified. 
COTS/GOTS/legacy components must be 
Testing of the interfaces between the 
components is critical to ensure system interoperability. 
The output from one component must be consistently 
interpreted when provided as input and manipulated in the 
next component. 
Prototyping is used to determine the overall 
feasibility of the system and also to demonstrate the user 
interface to be provided with the system. Prototyping is 
especially useful when using COTS to allow early user 
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feedback on the COTS components, especially when the COTS 
components contain GUis. 
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III. ARCHITECTURAL FRAMEWORK 
A. INTRODUCTION 
In the design phase of the COTS software development 
process, a target architecture needs to be formulated where 
multiple COTS/GOTS components and legacy software can 
operate seamlessly together to form a system. In order to 
successfully create a target architecture for an 
interoperable COTS/GOTS/legacy system, an architectural 
framework must exist to draw from. 
Many architectural frameworks are available on the 
market today to develop a target architecture for an 
Information Technology (IT) system - Technical Architecture 
Framework for Information Management (TAFIM), The Open Group 
Architectural Framework (TOGAF), the Open Group's 
Distributed Computing Environment (DCE), IEEE 1003. 0, the 
NCR Enterprise Architecture Framework, and the Defense 
Information Infrastructure Common Operating Environment (DII 
COE), to name a few. Each architectural framework has its 
own specific focus. 
DoD's TAFIM provides guidance for the evolution of the 
DoD technical infrastructure. It is currently replaced by 
the Joint Technical Architecture (JTA). TAFIM provides the 
services, standards, design concepts, components, and 
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configurations that can be used to guide the development of 
technical architectures that meet specific mission 
requirements [Ref. 15]. 
TOGAF is a tool for defining an IT architecture. TOGAF 
was developed by members of The Open Group, working within 
the TOGAF Program. The original development of TOGAF in 
1995 was based on the TAFIM, developed by the US Department 
of Defense. 
The essentials of TOGAF consists of three parts, the 
architectural development model (ADM), the foundation 
architecture and the resources [Ref. 16]. 
Another architectural framework developed by The Open 
Group includes the Distributed Computing Environment (DCE), 
which provides a set of services that can be used as the 
basis of a DCE-Centric Architecture related to TOGAF [Ref. 
17 J • 
IEEE 1003.0, also known as POSIX 1003.0, is an 
architectural framework built on open systems standards. 
The NCR Enterprise Architecture Framework is based on 
NCR' s architecture practice Global Information Technology 
Planning (GITP), and NCR' s architecture model Open 
Cooperative Computing Architecture (OCCA 6) . The NCR 
Enterprise Architecture Framework is created to guide the 
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development of systems, industry, and customer specific 
architectures. 
The DII COE architectural framework seeks to build 
systems around a common operating environment using reusable 
software components called segments to function in a joint 
arena, promoting data sharing within systems and between 
systems. It implements a 'plug and play' open architecture 
designed around a client/server model [Ref. 18]. 
Many of these architectural frameworks were developed 
prior to the demand for using COTS in systems integration 
and during a time when stovepipe systems were built. 
Because of this, the existing architectural frameworks 
available today do not sufficiently address the integration 
of an interoperable, distributed, heterogeneous system 
architecture composed of COTS/GOTS/legacy components. 
1. Architecture vs. Architectural Framework 
The terms, architecture and architectural framework are 











architecture vs. architectural framework needs to be defined 
to clarify the distinction. 
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The Open Group defines Architecture as follows: 
Specifically, an architecture is a formal 
description of an information technology (IT) 
system, organized in a way that supports reasoning 
about the structural properties of the system. It 
defines the components or building blocks that 
make up the overall information system, and 
provides a plan from which products can be 
procured, and systems developed, that will work 
together to implement the overall system. 
The Open Group provides an analogy to improve 
understanding of the architecture definition: 
One of the most common approaches to answering the 
question of what is an architecture is to draw an 
analogy between the architecture of buildings and 
the architecture of computing systems. While there 
are a number of things wrong with this kind of 
analogy, it can serve to illustrate basic 
concepts. 
Actually, in today's highly distributed computing 
environments, a better analogy is with the 
discipline of Planning or Urban Design rather than 
with Architecture as applied to individual 
buildings. 
On this basis, then, the difference between a 
computer system with an architecture and one 
without, is the difference between an urban sprawl 
that has just grown willy-nilly, and a township 
where thought has been given to the ability to 
link buildings and districts together to form 
whole communities that function well and serve the 
needs of its inhabitants. 
Continuing The Open Group's architecture analogy, like 
the urban plans used for a township to build whole 
functioning districts and communities, an architectural 
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framework is like the building standards and zoning laws 
that exist to guide the urban development architecture in 
city planning. 
The Open Group defines architectural framework as: 
An architectural framework is a tool which can be 
used for developing a broad range of different IT 
architectures. It should describe a method for 
designing an information system in terms of a set 
of building blocks, and for showing how the 
building blocks fit together. It should contain a 
set of tools and provide a common vocabulary. It 
should also include a list of recommended 
standards and compliant products which can be used 
to implement the building blocks. 
www.opengroup.org/public/arch 
2. Importance Of An Architecture & An Architectural 
Framework 
As systems become larger and increase in complexity as 
in C4ISR systems, it becomes even more important to have an 
architecture. A software architecture improves our ability 
to effectively construct large-scale software systems [Refs. 
19, 20) . An architecture allows us to communicate 
effectively to the various participants in a development 
activity what to build, what it must do, and how to build it 
[Ref. 21). 
Not only does the architecture allow us to effectively 
construct software systems but it also allows us to 
effectively maintain the system once it is built. The 
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absence of a thoughtful architectural act assures that there 
is no initial accommodation to the changes that will propel 
the product from version to version. This is especially 
important in an evolutionary software development process 
and in today's time of COTS usage in software development. 
With an evolutionary development process, each cycle of an 
evolution requires additional capabilities. Without an 
architecture to support this, each cycle would entail 
significant changes to the existing system structure in 
order to tack on the additional capabilities. With COTS 
usage in software development, the architecture also must 
minimize dependencies between the COTS products and the 
components under development to reduce the effects of COTS 
product upgrades/replacements throughout the evolutionary 
cycle. 
Other motivations for a software architecture include 
[Ref. 21]: 
• To support analysis and prediction prior to creating 
concrete solutions. 
• To move from expensive point solutions to solution 
families (analogous to product lines from the 
software vendor community) that emphasize common 
parts and reuse. 
• To give guidance and controlling information 
analogous to commercial building codes which benefit 
the community such as standards to be followed, 
625 
preplanned interoperability requirements, use of 
COTS software products, etc. 
Using an architectural framework will speed up and 
simplify architecture development, ensure more complete 
coverage of the designed solution, and make certain that the 
architecture selected allows for future growth in response 
to the changing needs of the business. [Ref. 16] 
Neither adhering to a structured COTS software 
development process nor the design of an architecture by 
themselves can guarantee an interoperable system without 
implementing the tools from an architectural framework that 
addresses the system interoperability issues. 
B. TOGAF 
TOGAF is a tool for defining an IT architecture. TOGAF 
was developed by members of The Open Group, working within 
the TOGAF Program. The original development of TOGAF in 
1995 was based on the TAFIM, developed by the US Department 
of Defense. 
TOGAF consists of three parts, the architectural 
development model (ADM), the foundation architecture and the 
resources [Ref. 16]. 
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1. Architectural Development Model 
The Architecture Development Method (ADM) is the core 
of TOGAF. It describes the steps to follow in developing an 
IT architecture. The ADM is a cyclic process consisting of 
seven phases. 
• Initiation and Framework - Identify requirements, 
initiate architecture development cycle. 
• Baseline Description - Capture relevant existing 
environment to build technical architecture, 
including a description of the current system and 
its functions, statements of the constraints imposed 
by the internal organization and external 
environments, assumptions, and current architectural 
principles embodied in the current system. 
• Target Architecture - Define target architecture. 
In defining the target architecture, eight steps are 
involved. 
• Represent the baseline using the Open Group 
framework to give a common starting point. 
• Consider a number of architectural views to 
ensure all aspects of system are considered. 
• Select a high-level model for the architecture. 
• Select the services required. 
• Identify and validate business goals are met. 
• Establish a set of criteria for service 
selection. 
• Define the architecture in detail. 
• Conduct a gap analysis. 
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• Opportunities and Solutions - Evaluate and select 
major work packages. This forms the basis for the 
implementation. 
• Migration Planning - Prioritize work, cost/benefit 
analysis, develop outline plan. 
• Implementation - Develop full plan and execute. 
• Architecture Maintenance - Establish procedure for 
maintenance of new baseline. The maintenance 
procedure for the new baseline will typically 
provide for continual monitoring of new developments 
in technology and changes in business environment, 
and for determining whether to formally initiate a 
new architecture evolution cycle. 
2. Foundation Architecture 
The TOGAF Foundation Architecture comprises the TOGAF 
---· Technical Reference Model (TRM) and The Open Group's 
Standards Information Base (SIB) . The Foundation 
Architecture is an architecture of generic services and 
functions that provides a foundation on which more specific 
architectures and architectural components can be built. 
TOGAF' s TRM is derived from the TAFIM TRM. The TRM 
provides a model (figure 1) and taxonomy of generic platform 
services. It focuses on the services and structure of the 
underlying platform necessary to support the use of 
applications, by centering on the interfaces between the 
platform and supported applications, and between the 
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platform and the external environment. TOGAF's TRM contains 
three entities: 
• Application Software. 
• Application Platform. 
• Communications Infrastructure. 
and two interfaces: 
• Application Platform Interface. 
• Communications Infrastructure Interface. 
629· 
--· Figure 1 Technical Reference Model From Ref. [ 16] 
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There are two categories of application software in the 
TRM: the infrastructure applications and the business 
applications. The infrastructure applications provide 
general purpose functionality such as word processing, 
spreadsheet, electronic mail applications, and presentation 
software. Business applications are tailored applications 
that meet a particular enterprise's needs, i.e. in the C4I 
world, an application to track the routes of a deployed 
unit. 
The Application Platform in the TOGAF Technical 
Reference Model is a single, generic, conceptual entity. 
From the viewpoint of the TOGAF TRM, the Application 
Platform contains all possible services. These services 
include: 
• Data Interchange Services. 
• Data Management Services. 
• Distributed Computing Services. 
• Graphics and Imaging Services. 
• International Operation Services. 
• Network Services. 
• Operating System Services. 
• Security Services. 
• Software Engineering Services. 
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• System and Network Management Services. 
• Transaction Processing Services. 
• User Interface Services. 
In a specific target architecture, the Application 
Platform will contain only those services needed to support 
the required functions and many will include additional 
services to support application software specific to the 
organization. 
The Application Platform 
architecture will typically not 
for a specific target 
be a single entity, but 
rather a combination of different entities for different, 
commonly required functions, such as Desk Top Client, File 
Server, Print Server, Application Server, Internet Server, 
Data Base Server, etc., each of which will comprise a 
specific, defined set of services necessary to support the 
specific function concerned. 
The Communications Infrastructure provides the basic 
services to interconnect systems and provide the basic 
mechanisms for opaque transfer of data. It contains the 
hardware and software elements which make up the networking 
and physical communications links used by a system, and of 
course all the other systems connected to the network. It 
deals with the complex world of networks and the physical 
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communications infrastructure, including switches, service 
providers and the physical transmission media. 
The Application Platform Interface specifies a complete 
interface between the Application Software and the 
underlying Application Platform across which all services 
are provided. A rigorous definition of the interface results 
in application portability, provided that both platform and 
application conform to it. For this to work, the API 
definition must include the syntax and semantics of not just 
the programmatic interface but also all necessary protocol 
and data structure definitions. 
The Communications Infrastructure Interface is the 
interface between the application platform and the 
communications infrastructure. 
The SIB provides a database of standards that can be 
used to define the particular services and other components 
of an organization specific architecture that is derived 
from the TOGAF Foundation Architecture. 
3 . Resources 
The resources comprise the TOGAF Resource Base - a set 
of tools and techniques available for use in applying TOGAF 
and the TOGAF ADM. It contains the Architecture Description 
Markup Language (ADML) and the Architectural Views. ADML is 
used to define architectural building blocks in a way that 
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allows their interactions with other building blocks to be 
captured. Architectural Views provides different views for 
consideration when developing an architecture. These views 
include function, security, management, builder's, data 
management, user, computing, and communications. 
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IV. PROPOSED ARCHITECTURAL FRAMEWORK 
Now that DoD has moved to building distributed, 
heterogeneous, C4ISR systems with COTS software, the need 
for a new architectural framework to integrate 
COTS/GOTS/legacy software is quite evident. The existing 
architectural frameworks on the market today do a very good 
job at addressing the building of traditional stovepipe 
software systems where the interoperability of distributed, 
COTS/GOTS/legacy systems is not an issue. Most lightly talk 
about COTS but do not sufficiently address the details 
required or the tools necessary for developing interoperable 
systems and architectures with COTS/GOTS/legacy components. 
TOGAF addresses interoperability but limits it to the 
communications infrastructure interface and does not address 
the more difficult issue of data interoperability, the 
correct interpretation from one system to another of the 
semantics of the data. 
Of the three architectural frameworks mentioned, TOGAF 
is the most manageable and comes closest in addressing the 
needs of distributed, heterogeneous systems but it also 
lacks the details and the tools necessary for a COTS 
development in this environment. For this thesis, TOGAF is 
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chosen as the architectural framework to enhance to address 
distributed, heterogeneous systems. 
The proposed architectural framework uses TOGAF as a 
basis and seeks to address the interoperability issues 
encountered when building target architectures where 
integrating COTS/GOTS/legacy components to form a 
distributed, heterogeneous system is essential. It builds 
upon the TOGAF foundation and includes additional tools like 
the Object Request Brokers (ORBs), middleware (glue and 
wrapper software) and Extensible Markup Language (XML) to 
assist in the development of interoperable COTS/GOTS/legacy 
systems. 
A. TOGAF UPDATES 
In TOGAF, the Architectural Development Model is 
prescriptive, where detailed guidelines and procedures for 
building a target architecture are provided. The 
guidelines and procedures do not address the building of an 
architecture using COTS/GOTS/Legacy components and 
superficially address interoperability by just stating 
interoperability issues should be listed in the second phase 
of the architectural development cycle, baseline 
description, but does not specifically address how to 
identify or resolve these interoperabilty problems. 
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This thesis will use the existing TOGAF and modify it 
to incorporate the specific guidelines and procedures 
necessary to build and maintain an architecture using 
COTS/GOTS/Legacy components. The bulk of the procedural 
changes are concentrated in TOGAF's Architectural 
Development Model. 
In the first phase of the architectural development 
model, Initiation and Framework, the inputs include the 
business goals, financial constraints, time limits, mission 
statement, strategic plans and current business system 
description. In addition to these inputs, when COTS/GOTS 
products are a consideration, the architectural framework 
also should include a process for conducting a market survey 
to evaluate what is available on the market to meet the 
needs of the system. 
DoD Regulation 5000.2-R, which implements DoD Directive 
5000.1 and provides policies and procedures for Major 
Defense Acquisition Programs (MDAPs) and Major Automated 
Information Systems (MAIS) Acquisition Programs, encourages 
market research [Ref. 22]. 
Market research and analysis shall be conducted to 
determine availability and suitability of existing 
commercial and non-developmental i terns prior to 
the commencement of a development effort, during 
the development effort, and prior to the 
preparation of any product description. 
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The market survey is conducted based on high level 
requirements for the intended system. A market survey 
should be conducted to gather the list of available 
COTS/GOTS candidates for the system. The output of the 
Initiation and Framework phase should include the list of 
candidate COTS/GOTS components. 
The second phase, baseline description, consists of the 
high level description of the characteristics of the current 
system including its architecture. In this phase the 
current system is evaluated to determine if there are any 
existing interoperability issues needed to be addressed, 
lessons to be learned, items to be reused, and serves as a 
starting point for the system requirements and architecture. 
The only change to this phase is the order. This phase 
should precede the Initiation and Framework phase as the 
functions listed for the baseline description phase should 
be performed prior to the start of looking at the 
architectural framework for the target system. 
current system does not exist, this step is skipped. 
When a 
The third phase, Target Architecture, is where the 
target architecture for the system is identified. In this 
phase, a number of architectural views are reviewed to 
ensure all aspects of the system are considered. Unlike 
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newly developed software, the upgrade cycle of COTS/GOTS 
components are not within the system developer's control. 
Thus, when using COTS/GOTS components, an architecture which 
minimizes dependencies between the COTS/GOTS products and 
the components under development to reduce the effect of 
COTS/GOTS product upgrades should be considered. 
Based on the services required of the COTS/GOTS 
components, a tradeoff analysis should be conducted amongst 
the candidate COTS/GOTS components. To aid the tradeoff 
analysis, a COTS/GOTS selection and evaluation plan is 
created in this phase. For specific details on what shoµld 
be addressed in the evaluation/selection process, see 
appendix A. 
Because component-based architecture development is a 
relatively new field, systems integrators still struggle 
with methods to keep abreast of technology advances and ways 
to determine which products best suit their needs. In the 
rush to make a decision, the choice of COTS products is not 
made based on a strong business case or the total ownership 
cost. [Ref. 3] 
By following a formal COTS/GOTS selection process, the 
mistake of blindly rushing to make a decision of which 
COTS/GOTS product to use can be avoided. A formal selection 
process based on system requirements is used to mitigate the 
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risks associated with the acquisition of COTS/GOTS products. 
The COTS/GOTS selection process and the evaluation plan are 
both created during the design phase of a COTS 
development process once the architecture 
software 
is first 
articulated, identifying the use of COTS/GOTS components. 
The system requirements, derived during the requirements 
phase, feed the COTS/GOTS market survey, selection process 
and evaluation plan. When using COTS/GOTS components in a 
software development process, the requirements for a COTS 
software development process should be flexible enough to 
allow maximum leverage of COTS/GOTS components. 
Once the candidate COTS/GOTS components are evaluated 
and a set selected, a model of prospective building blocks, 
including COTS, GOTS, legacy and newly developed components, 
a detailed architecture can be created to show the 
interrelationships of the components. 
Opportunities and Solutions is the fourth phase of the 
Architectural Development Model. In this phase, work 
packages are developed to implement the proposed 
architecture. With COTS/GOTS components in the architecture, 
the work packages must be developed with the COTS/GOTS 
components in mind to ensure that the work packages include 
work to integrate and test the COTS/GOTS components. 
Traditionally, work packages consist of software coding but 
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with a COTS/GOTS development, integration and testing should 
also be included in work packages. Once the individual work 
packages are completed, the individual components will then 





fifth phase of 
In this phase, 
the 
the 
individual work packages are prioritized. Outline plans 
should include how the individual work packages will 
integrate with COTS/GOTS components including standards to 
be used. In the prioritization of the individual work 
packages, testing of each integration piece should be 
performed prior to the integration of the whole system. 
When using COTS and GOTS, integration testing with newly 
developed code and legacy components needs to be 
incorporated early in the development process to identify 
the potential individual interoperability problem. 
Architecture maintenance is the last phase of the 
architecture development cycle. The purpose of this phase 
is to establish a procedure for the ongoing maintenance of 
the architecture. To maintain an architecture consisting of 
COTS, GOTS, and legacy components requires a continuous 
monitoring and analysis of potential candidates available in 
the marketplace to replace the existing COTS, GOTS, and 
legacy components. Some GOTS and legacy components may 
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never be replaced as their functionality may be very 
specialized, but at a minimal, an evaluation of COTS 
components should be regularly conducted. The output from 
this phase should include an up-to-date list of COTS/GOTS 
upgrades. 
Over time and in evaluating these components, a change 
in the existing target architecture may need to be 
considered. If the target architecture requires a change, a 
new architectural evolution cycle is initiated. 
Table 2 summarizes the proposed modifications (in bold, 
italics) required during each phase of the architecture 
development cycle to address the interoperability of 
heteorogeneous systems. 
Phase Inputs Outputs 
Baseline Description • Existing system • Clear description 
Description of the current 
• Existing Architecture system and its functions 
• Assumptions 
• Constraints 
• Lessons Learned 
Initiation and • Business goals • Results 0£ Market 
Framework • Strategic plans Survey 
• Mission statement 
• Financial constraints 
• Schedule constraints 
• Current business 
system description 
• Plan for remaining 
phases 
• Market survey 
Target Architecture • Baseline description • A baseline systems 







• Business requirements 
and architecture 
drivers from Phase 2 
• TOGAF TRM 
• External constrains 
• Organizational 
constraints 
• COTS/GOTS Selection 
and Evaluation 
• Current architecture 
• Analysis of how 
proposed architecture 




• COTS/GOTS product 
in£orma tion 
• Standards information 
• Other specification 
information 
• COTS/GOTS Product 
In:forma tion 
TOGAF terms 
• A full description 
of the baseline 
system and the 
proposed 
architecture from 
all relevant views. 
• A description of 
the services 
selected and a 
detailed 
architecture 
definition of the 
standards used to 
implement these 
services 
• Candidate building 
blocks selected 
(including COTS, 




issues derived from 
di££erent 
architectural views 
• Gap analysis 
• Work packages 
(includes 
integration and 
test, glue and 




• Prioritized work 
packages 
• Updated list 0£ 
COTS/GOTS upgrades 
Table 2 - Proposed Architecture Development Cycle 
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B. TOOLS FOR THE PROPOSED ARCHITECTURAL FRAMEWORK 
Using the TOGAF Resource Base as the basic tool set for 
the proposed architectural framework, additional tools are 
required to address the specific integration issues with 
COTS/GOTS/legacy software components and the 
interoperability of systems composed of these software 
components. 
Interoperability is the ability of systems to provide 
services to and accept services from other systems, and to 
use the services so exchanged to enable them to operate 
effectively together. Many COTS/GOTS systems and products 
are not developed for Joint Operations. Each of these 
systems usually performs only the specific task that drove 
its design. 
The additional tools that this thesis will address 
include object request brokers, wrappers, glue code and the 
Extensible Mark Up Language (XML). Wrapper, and glue code 
are tools to address two different aspects of system 
integration with COTS/GOTS/legacy software components while 
an object request broker is a tool to address system 
interoperability and XML is a tool to address data 
interoperability. 
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1. Object Request Brokers 
The foundation for the changes in TOGAF is the basis 
from which COTS/GOTS/legacy software is integrated and 
interoperable. It consists of a hybrid of ORBs. 
ORBs encapsulate the provided 
integration/interoperation services to make them independent 
of implementation details such as computing hardware, 
operating system, programming language, and data 
representation. ORBs must rely on the surveyed building 
blocks to realize the services they provide. The difference 
in using an ORB and using the building blocks directly is 
that the application programs (such as those in C4ISR 
systems) interact with standardized interfaces rather than 
directly with the building blocks underneath those 
interfaces. This decouples the applications from the 
mechanisms used to realize the needed services, and makes it 
much easier to take advantage of new approaches to realize 
the building blocks as technology improves [Ref. 23]. 
A hybrid is recommended for this architectural 
framework to enable the broadest application amongst the 
various IT target architectures and systems. 
architecture may choose to use a single 
Any one target 
ORB for their 
application. However, for heteorogeneous systems, the ORBs 
currently available in the commercial market today are not 
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-- yet mature enough to carry a wide product line to encompass 
multiple platforms although they each are striving to run on 
multiple platforms. The available ORBs on the marketpla~e 
consist of Microsoft's COM/DCOM, Sun Microsystems's -
Enterprise Java Beans and the Object Management Group's 
(OMG) CORBA. 
a) . COM/DCOM 
COM has its roots in OLE version 1, which was 
created in 1991. It is a proprietary document integration 
and management framework for the Microsoft Off ice suite. 
Microsoft later realized that document integration is just a 
special case of component integration. OLE version 2, was 
later released in 1995 with a major enhancement over its 
predecessor. The foundation of OLE version 2, now called 
COM, provides a general-purpose mechanism for component 
integration on Windows platforms. While this early version 
of COM include some notions of distributed components, more 
complete support for distribution became available with the 
DCOM specifications and implementations for Windows95 and 
Windows NT released in 1996. Beta versions of DCOM for Mac, 
Solaris and other operating systems followed shortly after. 
Microsoft's Distributed Component Object Model 
(DCOM) is an extension of COM to support communication among 
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objects on different computers - on a LAN, a WAN, or the 
Internet. It is based on The Open Group's DCE RPC 
specification and will work with both Java applets and 
ActiveX components through its use of COM. With DCOM, an 
application can be distributed at locations that make the 
most sense to the customer and to the application. 
The DCOM protocol is an application-level protocol 
for object-oriented remote procedure calls useful for 
distributed, component-based systems of all types. It is a 
generic protocol layered on the distributed computing 
environment (DCE) RPC specification and facilitates the 
construction of task-specific 





argument/parameter marshaling format (NOR), the ability for 
objects to support multiple interfaces with a safe, 
interface-level versioning scheme suited to independent 
evolution by multiple parties, the ability to make 
authenticated connections and to choose levels of channel 
security, and a transport-neutral data representation for 
references (including by-value) to objects. 
With DCOM, the following issues are addressed 
[Ref. 24] : 
• Location independence 
647 
• Connection Management 
• Scalability 
• Performance 
• Bandwidth and latency 
• Security 
• Load Balancing 
• Fault tolerance 
• Protocol neutrality 
• Platform neutrality 
• Seamless integration with other Internet 
protocols 
(1) Location Independence. When a 
distributed application is implemented on a real network, 
several conflicting design constraints must be considered: 
with 
• Components that interact more should be 
'closer' together. 
• Some components can only be run on specific 
machines or at specific locations. 
• Smaller components increase flexibility of 
deployment, but they also increase network 
traffic. 
• Larger components reduce network traffic, but 
they also reduce flexibility of deployment. 
These critical design constraints can be overcome 
DCOM relatively easily because the details of 
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deployment are not specified in the source code. DCOM 
completely hides the location of a component, whether it is 
in the same process as the client or on a machine on the 
other end of a network. In all cases, the way the client 
connects to a component and calls the component's method is 
identical. A simple reconfiguration changes the way 
components connect to each other. 
(2) Language Neutrality. As an 
extension of COM, DCOM is completely language independent. 
Virtually any language can be used to create COM components. 
Language independence also enables rapid 
prototyping: components can be first developed in a higher-
level language to show proof of concept and later re-
implemented in a different language that can better take 
advantage of advanced features such as DCOM' s free 
threading, free multithreading and thread pooling. 
(3) Connection Management. Network 
connections are inherently more fragile than connections 
internal to a machine. Components in a distributed 
application need to be notified when a client is no longer 
active. DCOM manages connections to components by 
maintaining a reference count on each component. Each 
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connection to a component increments that component's 
reference count. This is part of DCOM's distributed garbage 
collection mechanism, which functions transparently to the 
application. 
DCOM uses a pinging protocol to detect 
if clients are still active. Client machines send a 
periodic message. DCOM considers the connection broken when 
three consecutive ping periods pass without a response at 
which point DCOM decrements the reference count and releases 
the component when the count has reached zero. Whether the 
connection breaks due to a catastrophic network or hardware 
failure, or a client disconnecting, the same reference 
counting mechanism is used. 
(4) Scalability. It is important that 
distributed applications have the ability to grow with the 
number of users, the required functionality, and the amount 
of data. DCOM provides a couple of features to enhance an 
application's scalability: 
• Symmetric Multiprocessing (SMP) 
• Flexible Deployment 
DCOM takes advantage of Windows NT 
support for multiprocessing. For applications that use a 
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free-threading model, DCOM manages a thread pool for 
incoming requests. On multiprocessor machines, this thread 
pool is optimized to the number of available processors. 
DCOM shields the developer from the details of thread 
management and delivers the optimal performance that only 
costly hand coding of a thread pool manager could provide. 
Flexible deployment allows an 
application to move to another machine as the load on one 
machine increases. DCOM' s location independence makes it 
easy to redistribute components over other computers, 
offering an easier and less expensive route to scalability. 
DCOM's location independent programming 
model makes it easy to change deployment schemes as the 
application grows. Initially a single server machine can 
host all the components. As the demand on the server grows, 
other machines can be added, and the components can be 
distributed among the machines without any code changes. 
Applications also need to scale as new 
features are added and other features modified. DCOM 
provides a versioning scheme (described in COM section), 
which allows clients to dynamically query the functionality 
of a component. Instead of exposing its functionality as a 
single, monolithic group of method and properties, a COM 
component can appear differently to different clients. A 
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client that uses a certain feature needs access only to the 
methods and properties it uses. Clients can also use more 
than one feature of a component simultaneously. If other 
features are added to the component, they do not affect an 
older client that is not aware of them. 
The initial component exposes a core set 
of features as COM interfaces, on which every client can 
rely on. As the component acquires new features, most of 
the core features will still be necessary; new functions and 
properties appear in additional interfaces without changing 
the original interfaces at all. Old clients can still 
access the core set of interfaces while new clients can 
query for the presence of new interfaces and use them when 
available, or they can gracefully degrade to the old 
interfaces. 
( 5) Performance. With any new 
technology, there are tradeoffs. Microsoft's DCOM provides 
a standardized wire-protocol and programming model for the 
developer so that application-specific custom protocols need 
not be developed to interface with local and remote 
applications. However, there is a performance degradation 









excessive number of network round trips between components 
on different machines. On the Internet, each of these round 
trips incurs a delay of approximately 1 second, often 
significantly more. 
DCOM reduces network roundtrips to avoid 
the impact of network latency. A common technique for 
reducing the number of network round trips is to bundle 
multiple method calls into a single method invocation. DCOM 
uses this technique extensively for tasks such as connecting 
to an object or creating a new object and querying its 
functionality. The disadvantage of this technique for 
general components is that the programming model changes 
significantly between the local and the remote case. 
To reduce the number of network round 
trips, DCOM also uses the connectionless UDP subset of the 
TCP/IP protocol suite. This protocol allows DCOM to perform 
several optimizations by merging many low-level acknowledge 
packages with actual data and pinging messages. Advantages 
with DCOM are also obtained when running over connection-
oriented protocols. 
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(7) Security. Using the network raises 
new issues related to security between and among clients and 
components. Since many operations are now physically 
accessible by anyone with access to the network, access to 
these operations has to be restricted at a higher level. 
DCOM can make distributed applications 
secure without any specific security-specific 
design in either the client or the component. 
coding or 
Just as the 
DCOM programming model hides a component's location, it also 
hides the security requirements of a component. The same 
binary code that works in a single-machine environment, 
where security may not be a concern, can be used in a 
distributed environment in a secure fashion. 
DCOM achieves this security transparency 
by letting developers and administrators configure the 
security settings for each component. Just like the Windows 
NT File System lets administrators set access control lists 
(ACL) for files and directories, DCOM stores ACL for 
components and the ACL can be configured using the DCOM 
configuration tool. 
The Windows 2000 will have a Kerberos-
based security provider allowing even more advanced security 
controls like regulating what components can do while 
impersonating clients. This security provider also requires 
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fewer resources for performing authentication than the 
original Windows NT security provider-NTLM. 
Windows 2000 will also include public-
key based security. The public-key security makes it 
possible to decentralize the management of security 
credentials with any Windows NT application, including DCOM 
applications. Authentication with public keys is less 
efficient than with private keys but it allows 
authentication without storing the client's private 
credentials. 
( 8) Load Balancing. 
application becomes more successful, 
As a distributed 
the user demand 
increases for all the components of the application. 
Sometimes, even the fastest hardware is not enough to keep 
up with the user demand. It is at this point that the load 
must be redistributed among multiple machines. 
One method of load balancing is to 
permanently assign certain users to certain servers running 
the same application. This method is called static load 
balance because the load does not change with conditions on 
the network or other factors. DCOM applications can use 
static load balancing by simply changing a registry entry. 
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An alternative flexible approach is to 
use a dedicated referral component, residing on a publicly-
known server machine. Client components connect first to 
this component, requesting a reference to the service 
required. The referral component can use DCOM' s security 
mechanisms to identify the requesting user and choose the 
server depending on who is making the request. The referral 
component can actually establish a connection to this server 
and return it directly to the client. DCOM then 
transparently connects the client directly to the server. 
This mechanism can also be completely hidden from the client 
by implementing a custom class factory in the referral 
component. 
As user demand grows, administrators can 
change the components to transparently choose different 
servers for different users. Client components remain 
entirely unchanged, and the application can migrate from a 
model whose administration is decentralized to a centrally 
administered approach. 
Static load balancing 





requires the intervention of an administrator and works well 
only for predictable loads. 
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The referral component can be used to 
provide more intelligent load balancing. Instead of just 
basing the choice of server on the user ID, the referral 
component can use information about server load, network 
topology between client and available servers, and 
statistics about past demands of a given user. With this 
information, every time a client connects to a component, 
the referral component can assign it to the most appropriate 
server available at the moment. 
dynamic load balancing. 
This method is called 
DCOM does not provide support for 
dynamic reconnection and distribution of method invocations, 
since doing so requires an intimate knowledge of the 
interaction between client and component. The component_ 
typically retains some client-specific status information 
(i.e. the state of the client) between method invocations. 
If DCOM dynamically reconnected the client to a different 
component; this information would be lost. However, DCOM 
makes it easy for application developers to introduce this 
logic explicitly into the protocol between client and 
component. 
( 9) Fault Tolerance. Graceful fail-
over and fault tolerance are vital for mission critical 
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applications that require high availability. DCOM provides 
basic support for fault tolerance at the protocol level 
through the pinging mechanism described in the section, 
Connection Management. 
Also, with the referral component 
described above, clients are able to reconnect to the same 
referral component that established the first connection 
when it detects a failure. The referral component retains 
information about which servers are no longer available and 
automatically provides the client with a new instance of the 
component running on another machine. 
(10) Protocol Neutrality. Many 
distributed applications are integrated into a customer's 
existing network infrastructure. If these applications 
required a specific network protocol, all the client 
applications would need to be upgraded. This would be 
completely unacceptable. Developers of distributed 
applications need to keep the application independent of the 
underlying network infrastructure. 
DCOM provides this abstraction 
transparently. DCOM can use any transport protocol, 
including TCP/IP, UDP, NetBIOS, and IPX/SPX. This feature 
is especially attractive in the Defense community where 
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firewalls prevent certain protocols access. DCOM also 
provides a security framework on all these protocols. 
Developers are able to use these features of DCOM to remain 
network protocol neutral. 
( 11) Platform Neutrality. The DCOM 
architecture allows the integration of platform-neutral 
development frameworks and virtual machine environments 
(Java), as well as high-performance, platform-optimized 
custom components into a single distributed application. 
Internet Protocols. 
( 12) Seamless Integration with Other 
Distributed applications can take 
advantage of the Internet in many different ways. Virtual 
private networks such as the Window NT 4. 0 Point-to-Point 
Tunneling Protocol (PPTP) are one way of using the network 
to securely tunnel private information over the Internet. 
DCOM applications will transparently leverage this 
technology. 
Since DCOM is an inherently secure 
protocol, it can be used without being encapsulated in a 
virtual private network. DCOM applications can use the 
cheap, global TCP/IP network. Most dedicated server 
machines are hidden behind a firewall that typically 
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consists of protocol level and application level filters. 
DCOM is able to work with both classes of firewalls. 
• DCOM uses a single port for initiating 
connections and assigns a configurable range of 
ports to the actual components running on a 
machine. 
• Application level proxies can easily be built. 
They can be either generic (forwarding 
configurable DCOM activation and method calls) 
or application specific. 
• Server administrators can also choose to tunnel 
DCOM through HTTP, effectively bypassing most 
of today's firewalls. 
With this range of options, DCOM 
applications can use the Internet for private connectivity 
locally or with external clients anywhere in the world. 
b) CORBA 
CORBA is the first to bring ORBs to the 
marketplace. CORBA is a set of specifications (not an 
implementation)for the development of ORBS. 
When the CORBA specification was first developed, 
its focus was on interoperability. At this writing, the 
CORBA 3 specification is getting ready to enter the 
marketplace and it will take a while before we see ORBs that 
are CORBA 3 compliant widely available in the marketplace. 
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The specifications follow Object Oriented Design 
(OOD) principles of encapsulation, inheritance, polymorphism 
and instantiation. 
Currently there are about 70 CORBA 2.0/2.1 ORBs 
available in the marketplace. 
The CORBA specification defines seven major ORB 
components: 
• Interface Definition Language (IDL). 
• Interface Repository (IR). 
• Implementation Repository. 
• Dynamic Invocation Interface (DII). 
• Static Invocation Interface (SII). 
• Object adapters. 
• ORB core. 
IDL is a special language used by a developer to 
describe object interfaces (operations names and parameter 
names and types). It provides a programming language-
independent mechanism to define interfaces to objects. 
The Interface Repository stores and manages object 
interface information (a collection of object definitions 
specified in IDL). The Implementation Repository stores and 
manages object implementation information. Object 
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implementations may be hardware and ORB implementation 
dependent. 
The DII allows a client to dynamically invoke 
operations on objects so that a client need not necessarily 
be modified or recompiled as new objects or new operations 
on existing objects are added to the system. 
The SII allows clients to invoke operations on 
objects using a subroutine call interface and stubs 
generated by the IDL compiler. 
Object adapters are used to invoke object 
implementations and to generate and interpret object 
references (unique identifiers for objects). The Basic 
Object Adapter (BOA) is specified by OMG, but vendors may 
provide additional object adapters to support different 
object management mechanisms. 
The ORB core is responsible for delivering a 
request from a client to the appropriate object adapter for 
the target object. 
c) Enterprise JAVA Beans 
The Enterprise JavaBeans (EJB) Specification 
defines a standard model for a Java application server that 
supports complete portability. 
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The Enterprise JavaBeans component model logically 
extends the JavaBeans component model to support server 
components. Server components are reuseable, prepackaged 
pieces of application functionality designed to run on an 
application server and can be combined with other components 
to create customized application systems. Server components 
are similar to development components but they are generally 
larger grained and more complete than development 
components. 
The EJB architecture provides an integrated 
application framework that simplifies the process of 
developing enterprise-class application systems. An EJB 
server automatically manages a number of tricky middleware 
services on behalf of the application components. Because 
EJB component builders can concentrate on writing business 
logic rather than complex middleware, the applications get 
developed more rapidly and the code is of better quality. 
The Enterprise JavaBeans architecture is 
completely independent from any specific platform, protocol, 
or middleware infrastructure. Applications that are 
developed for one platform can be redeployed to another 
platform. EJB applications can scale from a small single-
processor, Intel-based Novell environment to a large 
multiprocessor, SUN UltraSPARC environment to an IBM 
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mainframe environment without any modification to the 
applications. 
JavaBeans component model is the platform-neutral 
architecture for the Java application environment. It's 
advantage lies in developing or assembling network-aware 
solutions for heterogeneous hardware and operating system 
environments--within the enterprise or across the Internet. 
JavaBeans component architecture extends "Write 
Once, Run 
development. 
Anywhere" capability to 
In fact, the JavaBeans 
reusable component 
architecture takes 
interoperability a major step forward-.:..Java code runs on 
every OS and also within any application environment. 
JavaBeans architecture connects via bridges into other 
component models such as ActiveX. Software components that 
use JavaBeans APis are thus portable to containers including 
Internet Explorer, Visual Basic, Microsoft Word, Lotus 
Notes, and others. 
The JavaBeans API makes it possible to write 
component software in the Java programming language. 
Components are self-contained, reusable software units that 
can be visually composed into composite components, applets, 
applications, and servlets using visual application builder 
tools. 
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JavaBean components are known as Beans. 
Components expose their features (for example, public 
methods and events) to builder tools for visual 
manipulation. A Bean's features are exposed because feature 
names adhere to specific design patterns. A "JavaBeans-
enabled" builder tool can then examine the Bean's patterns, 
discern its features, and expose those features for visual 
manipulation. 
or toolbox. 
A builder tool maintains Beans in a palette 
A bean can be selected from the toolbox, 
dropped into a form, it's appearance and behavior modified, 
define its interaction with other Beans, and compose it and 
other Beans into an applet, application, or new Bean. 
this can be done without writing a line of code. 
All 
concepts. 
The following list briefly describes key Bean 
• Builder tools discover a Bean's features (that 
is, its properties, methods, and events) by 
aprocess known as introspection. Beans support 
introspection in two ways: 
• By adhering to specific rules, known as 
design patterns, when naming Bean 
features. The java.beans.Introspector 
class examines Beans for these design 
patterns to discover Bean features. The 
Introspector class relies on the core 
reflection API. The Reflection API trail 
is an excellent place to learn about 
reflection. 
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• By explicity providing property, method, 
and event information with a related Bean 
Information class. A Bean information 
class implements the Beaninfo interface. 
A Beaninfo class explicitly lists those 
Bean features that are to be exposed to 
application builder tools. 
• Properties are a Bean's appearance and behavior 
characteristics that can be changed at design 
time. Builder tools introspect on a Bean to 
discover its properties, and expose those 
properties for manipulation. 
• Beans expose properties so they can be 
customized at design time. Customization is 
supported in two ways: By using property 
editors, or by using more sophisticated Bean 
customizers. 
• Beans use events to communicate with other 
Beans. A Bean that wants to receive events (a 
listener Bean) registers its interest with the 
Bean that fires the event (a source Bean). 
Builder tools can examine a Bean and determine 
which events that Bean can fire (send) and 
which it can handle (receive). 
• Persistence enables Beans to save and restore 
their state. Once you've changed a Bean's 
properties, you can save the state of the Bean 
and restore that Bean at a later time, property 
changes intact. JavaBeans uses Java Object 
Serialization to support persistence. 
• A Bean's methods are no different than Java 
methods, and can be called from other Beans or 
a scripting environment. By default all public 
methods are exported. 
2. Wrappers 
Wrappers are software code developed to add, modify, 
and hide functionality from a COTS, GOTS or legacy software 
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components to align them with the overall system 
requirements and architecture. With this technique, an 
interface is created around an existing piece of software, 
providing a new view of the software to external systems, 
objects, or users. 
Wrapping can be accomplished at multiple levels: around 
data, individual modules, software components, subsystems, 
or entire systems. When access to code is provided, 
wrappers are much more integrated and tightly coupled so 
that one cannot even tell it's a wrapper whereas when 
wrapping software components, subsystems or entire systems, 
the wrapper functions as an interface. This interface can 
be crude depending on accessibility of the system or 
components (i.e. how open the system is and whether public 
APis are available.) 
For legacy software code, object-oriented technology 
(OOT) can be used to wrap and encapsulate the legacy 
software code. The narrow concept of a wrapped object is an 
object with its methods surrounding the legacy software 
representing its encapsulation as a single object. 
OOT is one of the better practices for software 
development by virtue of its efficiencies in development and 
maintenance and its inherent support for reuse. OOT 
consists of a set of methodologies and tools for developing 
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and maintaining software systems using software objects 
composed of encapsulated data and operations as the central 
paradigm. The legacy software code is accessible only 
through the object-defined methods (or operations). Any 
user access to the legacy software would be mediated through 
some of these methods, whether the user interface is a 
complex set of objects constituting a graphical user 
interface (GUI) or simple terminal line command input/output 
(I/0). 
The broader concept of an 00 wrapper is an object model 
consisting of multiple classes and objects. This object 
model is created as part of the wrapper to provide a natural 
00 interface to the princip~l conceptual entities implicit 
in the original system. The new objects and classes of such 
a wrapper can interface with the legacy programs and data in 
different ways. An application programming interface (API) 
may mediate communication between the wrapper object model 
and the legacy program. When the legacy software is a 
database, a database server might provide the functionality 
of an API, with objects accessing the database through SQL 
calls to the server. 
When multiple COTS/GOTS software components are used in 
a system, two of the components may provide duplicate 
functionality. The functionality in both components would 
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have to be evaluated and it may be decided that one is 
superior to the other. In this case, the weaker component's 
functionality may be hidden with the use of a wrapper. In 
another instance, a COTS software component may have been 
selected to fulfill some specific functionality of the 
overall system but one small feature may also be needed. In 
this situation, a wrapper can be written to add this 
feature. This is especially useful when the COTS software 
component supports a set of application program interfaces 
(APis). 
3. Glue Code 
Glue code, as applied in this architectural framework, 
is a tool to aid system developers to integrate software 
components by creating a bridge between two or more software 
components, which otherwise would not communicate with each 
other. The term, glue code, was coined with the onset of 
the use of COTS in software development but can be used with 
GOTS and legacy software that needs to communicate together 












In the situation where the target architecture supports 
a set of APis for a given system, glue code provides the 
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capability for a COTS/GOTS software component to interface 
with other system components using these APis. Using the 
APis provided by the system helps to ensure the system 
architecture is adhered to. 
Sometimes two COTS components may accept the same data 
in the same format but there is no means of passing this 
data from one application to another since they are not 
designed to communicate with each other. In this case, the 
glue code provides the communication path between the two 
applications. 
4. XML 
To attain interoperability in a distributed, 
heterogeneous system, consistent interpretation of data 
between the various applications on the different platforms 
is key. Sharing different formatted data requires a common 
representation of data to interpret, send, and receive any 
data, any format, anywhere. 
XML is the new data interchange format approved by the 
World Wide Web Consortium (W3C) [Ref. 25], an independent 
organization at http://www. w3. org that develops protocols 
for interoperability on the web. Platform and vendor 
independent, XML provides lightweight, flexible, self-
describing text in the form of tags that may be used in 
concert with JAVA, in any system, document, or database. 
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XML format can handle data, data structures and the 
description of data (metadata). 
XML solves the data interoperability problem by 
providing self-describing tags along with the data so that 
the receiving applications can consistently interpret the 
data correctly. These self-describing tags are detailed in 
the Document Type Definition (DTD). 
Another source of XML's unifying strength is its 
reliance on a new standard called Unicode, a 
character-encoding system that supports intermingling of 
text in all the world's major languages. In HTML, as in 
most word processors, a document is generally in one 
particular language, whether that be English or Japanese or 
Arabic. If your software cannot read the 
characters of that language, then you cannot use the 
document. The situation can be even worse: software made 
for use in Taiwan often cannot read mainland-Chinese texts 
because of incompatible encodings. But software that reads 
XML properly can deal with any combination of any of these 
character sets. Thus, XML enables exchange of information 
not only between different computer systems but also across 
national and cultural boundaries. 
It lays down ground rules that clear away a layer of 
programming details so that people with similar interests 
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can concentrate on the hard part--agreeing on how they want 
to represent the information they commonly 
exchange. This is not an easy problem to solve, but it is 
not a new one, either. 
Such agreements will be made, because the proliferation 
of incompatible computer systems has imposed delays, costs 
and confusion on nearly every area of human activity. People 
want to share ideas and do business without all having to 
use the same computers; activity-specific interchange 
languages go a long way toward making that possible. 
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V. NITES CASE STUDY 
A. NITES 
The Naval Integrated Tactical Environmental System 
(NITES) is a DoD system, representative of systems in the 
Automated Information System (AIS) arena, which must 
interoperate with other Command and Control, Communications 
and Computers, and Intelligence, 
Reconnaissance (C 4ISR) systems. 
1. NITES Background 
Surveillance, and 
NITES is the 4th generation evolutionary upgrade to the 
original Tactical Environmental Support System (TESS). 
NITES provides tactical Meteorological and Oceanographic 
(METOC) support to Navy and Marine Corp forces engaged in 
worldwide operations, ashore and afloat. Though NITES is 
able to operate independently, the prime mode of operations 
is through interoperability with C4ISR systems. Sharing of 
information between METOC and C4ISR systems is critical to 
achieving total situational awareness by METOC personnel and 
tactical operators. 
NITES provides a METOC database containing 
climatological data, in-situ environmental data, regional 
observations, forecasts and warnings, and numerical METOC 
forecast models. NITES provides the operator with the 
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,-, 
capability to produce METOC assessments and forecasts, and 
METOC product generation applications to support weather 
briefings that display METOC information to the tactical 
decision maker; and interfaces to co-located METOC sensor 
systems. 
combatant 
NITES integrates METOC data and products with 
sensor data, weapon system and platform 
parameters, and available intelligence to provide tailored 
tactical products to C4ISR systems. 
The basic NITES missions are: 
• to store observed and forecast METOC information 
relevant to ongoing operations. 
• to assess the impacts of present and forecast METOC 
conditions on operations. 
• to provide METOC data to planning and decision 
support systems. 
2. Existing NITES Architecture 
The NITES architecture (figure 2) decouples the 
application from the data enabling true modularity where one 
application can be removed/replaced without requiring a 
total redesign of the system. This is especially crucial 
when using COTS products where there is no control of future 
COTS updates. 
COTS products are designed to run standalone thus they 
have a tendency to maintain their own data and their own 
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database. In systems using multiple COTS products, the 
nature of COTS hinders true system integration. Unless a 
system architecture uses a single database and decouples the 
application from the data, redundant databases must be 
maintained, data files are duplicated, and no value-added 











Figure 2 - NITES Architecture 
This architecture also facilitates the requirement for 
having a central repository for all METOC data. This 
central repository enables internal and external users to 
only go to one place for its data. By having a central 
repository, this architecture also enables the forecaster to 
control what data entered and left the system. Because the 
system receives an immense amount of data from a variety of 
sources and at times may receive the same data from 
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different sources with conflicting information, the 
forecaster is responsible for ensuring the data distributed 
to external users and/or systems is accurate. Maintaining a 
single database greatly eases the forecaster's job. 
3. Data vs. Product 
In the NITES program, the term, data, is distinguished 
from the term, product. Data refers to the raw information 
received. Products refer to finished products the 
aerographer may create. These are usually image products. 
For example, the observation and gridded data can be either 
contoured or plotted on a map background, creating a 
product. 
B. CASE STUDY 
The NITES system, in its current implementation, 
drastically deviates from the envisioned system 
architecture. This case study uses the NITES system to 
demonstrate the use of the recommended features of the 
proposed architectural framework 
COTS/GOTS/legacy components. 
to build systems using 
With the proposed 
architectural· framework, this case study will demonstrate 
the building of the existing NITES architecture using TOGAF 
terms. In addition, a portion of NITES will be modified to 
676 
demonstrate the feasibility of using the proposed tools in 
the new architectural framework. 
1. Definition of Existing Environment in Existing 
Terms 
NITES can be viewed as several subsystems: 
Communications, METOC Application, Tactical Environmental 
Data Server (TEDS), RAID Storage, NITES Workstations, and 
Briefing Display. In the existing system, none of the 
products created on the NITES Workstations are stored back 
to the TEDS database. The functional view of the NITES 
















Figure 3 - Functional View of Existing NITES Environment 
The Communications Subsystem is the primary entry point 
for all METOC data coming into NITES. 
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The RAID Storage Subsystem provides for the storage of 
METOC data on multiple RAID storage devices. These storage 
devices are mirrored to provide redundancy. 
The TEDS Subsystem is the METOC database for the NITES 
system. 
The METOC application subsystem is the application 
server consisting of the forecaster applications and tools 
to manipulate the METOC data. 
The NITES Workstations run the client application, 
providing the ability to view and manipulate the METOC data, 
and create METOC products for briefing purposes. 
The Briefing Display consists of an interface to the 
ship's CCTV via an Appian Graphics video card. Through the 
video card, the brief products are transmitted throughout 
the ship's CCTV system for display. 

























I Workstations I 
Figure 4 - Existing Hardware Topology 
2. Lessons Learned From The Existing System 
.... 
r 
The main lesson learned from the existing NITES system 
is that the forecaster application needs to be more user 
friendly, requiring less operator intervention and more 
automation capability for routine tasks. Also, the 
implemented system did not adhere to the original design 
architecture which prevented the data/products from being 
679 
optimally shared. These lessons learned will be addressed 
further in this case study. 
3 . Market Survey 
The NITES project was tasked to transition from a 
monolithic system with organically generated source code on 
a Unix platform to a COTS/GOTS system on a Windows NT 
platform. The key functionally for the new system would be 
a Forecaster tool that displays and manipulates METOC data, 
and enables the operator to annotate and enhance displays 
for effective presentations. 
A market survey of Forecaster applications was 
conducted as the first step in determining the system 
architecture for the new system. The survey was based on 
the following high-level system requirements: 
• The Forecaster Application must run on a PC. 
• The Forecaster Application must run on the Windows NT 
operating system. 
• The Forecaster Application must have the capability to 
receive and process standard METOC data including: 
• Model Grids 
• WMO encoded observations (ship, surface, synoptic, 
upper air, bathythermograph, salinity profile,) 
• Forecasts 
• Warnings 
• Satellite imagery 
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The initial phase consisted of a preliminary 
engineering analysis to identify the qualifying applications 
for further evaluation. This phase consisted of an 
evaluation of the high level qualifications. Of the over 20 
responses to the request for information submitted on the 
Commerce Business Daily (CBD), five applications (3 COTS and 
2 GOTS) met all the high-level requirements and were 
selected for further analysis. Due to 
nature of this process, neither the 
applications are identified here. 
the proprietary 
vendor nor the 
4. COTS/GOTS Evaluation and Selection 
The five Forecaster applications selected proceeded to 
the second phase, which is the evaluation phase. The 
evaluation process consisted of three major categories 1) 
user evaluation 2) engineering analysis and 3) 
administrative analysis. 
The user evaluation consisted of a vendor demonstration 
of each of the five qualifying applications. This phase 
consisted of an in-depth demonstration of each qualified 
application at the vendor's facility by a team of 'user 
experts'. The expert team consisted of Navy personnel from 
both East and West Coast ships and shore facilities that 
have had extensive experience as Navy Forecasters. In this 
phase, the evaluation consisted of a demonstration of 
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features and capabilities by the vendor using a set of 
canned data. The primary objective of these demonstrations 
was to allow the vendor to demonstrate their application and 
show the expert team how well their application meets the 
high-level requirements as well as demonstrate the detailed 
capabilities of the system. It also allowed the user 
experts to see the application run for the first time. 
The preliminary engineering analysis consisted of a 
technical survey of the vendor's product. The analysis was 
performed by having the 5 vendors fill out sections A 
through C, and G of the COTS Evaluation/Selection form 
enclosed in appendix A. Based on the vendors' responses, a 
preliminary rating of each of the five vendors was 
generated. The vendor responses are proprietary and cannot 
be shown here. However, a brief summary of the results are 
shown in table 3. 
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Vendor 1 2 3 4 5 
A. System Req. Sat Sat Sat Sat Sat 
B. Documentation 3.5 3.5 4 3 3.5 
Operator 4-Good 3-Adequate 4-Good 3-Adequate 4-Good 
Installation 3-Adequate 4-Good 4-Good 3-Adequate 3-Adequate 
Maintenance N/A N/A N/A N/A N/A 
C. Integration 1.3 2.6 2 1. 3 1 
Data Ingest 0- 5-Fully 3-Takes all 2-Does not 1-Very 
Proprietary compatible Navy data handle limited 





Data/Product 4-Good 3-Meets all 3-Meets all 2-limited 2-limited 
Export Product major major due to lack due to lack 
export export export of ocean of data 
requirement requirement data 
s s 
APis 0 0 0 0 0 
G. 4 3.5 3.5 3 2.5 
Supportability 
Vendor Maturity 5 2 3 2 2 
Product Maturity 5 4 3 3 2 
Customer Support 4 3 4 3 3 
Maintenance Cost 2 5 4 4 3 
Table 3 - COTS/GOTS Phase 2 Evaluation Results 
The Administrative analysis consisted of programmatic 
considerations including overall costs of the product, and 
contract availability. This analysis contributed to the 
rating of each of the five vendors and did not specifically 
eliminate any vendor. Preference was given to those vendors 
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who are on the General Schedule Administration and Small 
Business Administration. All COTS vendors had an existing 
contract vehicle so this did not become a problem. 
The user evaluation in conjunction with the preliminary 
engineering analysis resulted in the selection of three 
applications (2 COTS applications and 1 GOTS application). 
In the third phase, the final three applications were 
evaluated at a Navy lab under near live conditions on Navy 
hardware with live data feeds and displays. This phase 
consisted of a detailed engineering analysis on 
compatibility and interoperability. This phase also 
conducted another user evaluation in a typical user 
environment using the following detailed list of 
requirements. 
• The Forecaster Application must have the capability to 
receive, process and display standard METOC data 
including: 
• Model Grids 
• Retrieve grid within 30 seconds for display. 
• Contour at standard intervals based on level of 
data. 
• Display streamlines for wind data. 
• Display wind barbs. 
• Display multiple grid forecasts in looping 
sequence. 
• WMO encoded observations (ship, surface, synoptic, 
upper air, bathythermograph, salinity profile,) 
• Retrieve observation within 30 seconds for display 
on a geographic background. 
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• Display standard METOC station plots. 
• Overlay plots on satellite imagery. 
• Overlay plots on grid contours. 
• Display Skew-T/Log P plot of upper air data. 
• Display BT plot of bathythermograph and salinity 
profile data. 
• Display meteogram (time series) plot of surface 
observations. 
• Display cross-sections. 
• Forecasts 
• Display text message for reading and editing. 
• Warnings 
• Display text message for reading and editing. 
• Plot area of warning on geographical display. 
• Satellite imagery 
• Retrieve and display satellite imagery on a 
geographic background within 60 seconds. 
• Perform gray scale enhancements on satellite image 
data. 
• Operator controlled transparency over geographic 
display. 
• Display satellite loops. 
• Briefing Capability 
• All the above products must be capable of being 
saved and imported into a briefing package for 
presentation. 
In addition the applications were rated on subjective 
usability issues (quality of display, ease of use, enhanced 
functionally). A summary of the results of this evaluation 
are provided in table 4. 
The engineering analysis consisted of evaluating the 
compatibility and interoperability of each of the three 
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applications by loading the application on the target Navy 
platform and analyzing its ability to work within the target 
system's operating environment: 
• loads and runs on target system within sizing & timing 
limitations, 
• operates simultaneously with other applications without 
interference, 
• utilizes existing communication channels and data 
files, 
• utilizes and shares system devices (printers, CDs, tape 
drives, displays), 
• uses/converts to standard data formats and data units 
from available sources, 
• exports data in compatible formats and units with other 
applications and external systems that utilize the 
data. 
The results of all the evaluations were presented to 
the program manager who reviewed the evaluation. A 
selection was made using the relative rankings of both the 
user and engineering analysis. In summary Application 1 had 
the highest overall technical rating but was eliminated due 
to its high cost which resulted in the selection of 











Model Grids App 3 has no streamline 
capability 
Mean time to retrieve & display (single Ss 7s Ss 
data type) 
Contour Surf Pressure ✓ ✓ ✓ 
Contour Surf Air Temperature ✓ ✓ ✓ App 3 default intervals 
incorrect, took operator action 
to correct. 
Plot Surf Wind Barb (from U & V) ✓ ✓ ✓ 
Plot Surf Wind Barb (from speed & ✓ ✓ ✓ 
direction) 
Display Surf Wind as streamlines (from ✓ ✓ 
U & V) 
Display Surf Wind as streamlines (from ✓ ✓ 
speed & direction) 
Display Surf Anal (all of above) on a ✓ ✓ ✓ 
map background 
Loop Surf Anal for 12, 24, 36, 48 hr ✓ ✓ ✓ App 1 & 3 have automatic update 
forecast capability 
Contour 1000MB HT ✓ ✓ ✓ 
Contour 1000MB Temperature ✓ ✓ ✓ 
Plot 1000MB Wind Barb (from U & V) ✓ ✓ ✓ 
Plot 1000MB Wind Barb (from speed & ✓ ✓ ✓ 
direction) 
Display 1000MB Wind as streamlines ✓ ✓ 
(from U & V) 
Display 1000MB Wind as streamlines ✓ ✓ 
(from speed & direction) 
Contour 850MB HT ✓ ✓ ✓ 
Contour 850MB Temperature ✓ ✓ ✓ 
Plot 850MB Wind Barb (from U & V) ✓ ✓ ✓ 
Plot 850MB Wind Barb (from speed & ✓ ✓ ✓ 
direction) 
Display 850MB Wind as streamlines (from ✓ ✓ 
U & V) 
Display 850MB Wind as streamlines (from ✓ ✓ 
speed & direction) 
Contour 500MB HT ✓ ✓ ✓ 
Contour 500MB Temperature ✓ ✓ ✓ 
Plot 500MB Wind Barb (from U & V) ✓ ✓ ✓ 
Plot 500MB Wind Barb (from speed & ✓ ✓ ✓ 
direction) 
Display 500MB Wind as streamlines (from ✓ ✓ 
U & V) 
Display 500MB Wind as streamlines (from ✓ ✓ 
speed & direction) 
Contour Total 12 hr Precipitation ✓ ✓ ✓ 
Contour Frontal Analysis ✓ ✓ ✓ 
Contour Total Cloud Cover ✓ ✓ ✓ 
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Contour Fog ✓ ✓ ✓ 
Contour Sea Water Temperature ✓ ✓ ✓ 
Display Wind Wave as streamlines ✓ ✓ 
Display Primary Wave as streamlines ✓ ✓ 
Display Swell Wave as streamlines ✓ ✓ 
WMO encoded Observations, Ship & 
Surface 
Mean time to retrieve & display 2s 3s App 2 does not do standard 
(station model plot) station model plot 
Station model plots (six selectable ✓ ✓ 
parameters w/wind barbs) 
Contour Surf Pressure ✓ ✓ ✓ 
Contour Surf Air Temperature ✓ ✓ ✓ 
Time series of METOC variables ✓ Apps 2 & 3 do not do time 
at selected points series plots 
WMO encoded Observations, Upper Air 
Calculate & Display Skew-T/Log P plot ✓ ✓ ✓ 
Contour 500MB HT ✓ ✓ ✓ 
Contour 500MB Temperature ✓ ✓ ✓ 
WMO encoded Observations, 
Bathythrmograph & Salinity 
Display BT plot of bathythermograph and ✓ ✓ ✓ Apps do not handle salinity 
salinity profile data. profile data 
Display BT cross-section ✓ ✓ ✓ 
Calculate & Display Sound Speed Profile Apps do not calculate SSP 
Text Message Forecast & Warnings 
Mean time to retrieve & display (single ls ls ls 
message) 
Display text message ✓ ✓ ✓ App3 awkward display 
Message edit ✓ ✓ App 2 has no message edit 
capability 
Message search ✓ ✓ ✓ Appl limited 
Message delete ✓ ✓ ✓ 
Message create Apps do not create message 
Draw area of warning·on geographical ✓ Apps 2 & 3 do not draw area of 
display warning 
Satellite 
Mean time to retrieve & display (single 8s 9s 8s 
satellite pass) 
Display DMSP vis ✓ ✓ ✓ 
Display DMSP IR ✓ ✓ ✓ 
Display NOAA Ch 1 ✓ ✓ ✓ 
Display NOAA Ch 2 ✓ ✓ ✓ 
Display NOAA Ch 3 ✓ ✓ ✓ 
Display NOAA Ch 4 ✓ ✓ ✓ 
Display NOAA Ch 5 ✓ ✓ ✓ 
Satellite gray scale enhancements ✓ ✓ ✓ 
Display GOES WEFAX ✓ ✓ ✓ 
Operator controlled transparency over ✓ ✓ 
geographic display 
Display satellite loops ✓ ✓ ✓ Apps 1 & 3 have automatic 
update of loops 
Annotations & Enhancements App 1 had superior display 
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capabilities 
Add Text ✓ ✓ ✓ 
Draw lines curves & areas ✓ ✓ ✓ 
Draw standard weather boundaries ✓ ✓ ✓ 
Add standard weather symbols ✓ ✓ ✓ 
Modify text, lines, & symbol size, ✓ ✓ ✓ 
color, and orientation 
Display up to 5 layers of variables on ✓ ✓ ✓ 
a plan view map including satellite 
Display 3-D contours of METOC ✓ Apps 2 & 3 do not do 3-D 
variables contour 
Automatic product generation ✓ 
Usability 
Operator actions required to setup, ✓ ✓ ✓ App 1 easiest to .run due to 
operate, and perform tasks are automation. Apps 2 and 3 
reasonable and intuitive with useful require more operator 
displays and procedures interaction. 
Quality of displays ✓ ✓ ✓ App 1 had superior display 
capability 
Other features & enhancements ✓ ✓ ✓ App 1 had best set of features 
and enhancements 
Table 4 - COTS/GOTS Phase 3 Evaluation Results 
5. Restatement of Existing Environment in TOGAF Terms 
The existing NITES environment follows a distributed 
computing architectural model. A client NITES application 
on a workstation communicates with the server application on 
the METOC Applications Server. The Communications 
application parses data as it comes in and passes it to the 
decoder application on the METOC Application Server. The 
decoders decode the data, transfer it to the TEDS Server 
where it is entered into the RAIDS for permanent storage. 
The general diagram for the NITES distributed computing 



























Figure 5 - NITES Distributed Computing Architecture 
The existing environment can be restated in TOGAF terms 
using the following table that maps the existing NITES 
components into the standard application platform services: 
Cornmuni- Briefing TEDS Application RAID Workstation 
cations Storage 
Data Interchange X 
Data Management X X 
Graphics and X X X 
Imaging 
Network X X X X X X 





User Interface X X X 
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Table 5 - Mapping of Services to Existing Architecture 
The standard application platform services provided in 
NITES perform the following functions: 
• Data Interchange - Data entering the system and leaving 
the system are in one of two formats, either WMO or XML. 
Products created on the system are in standard graphics 
formats, i.e. BMP, JPEG, TIFF. All data and products on 
the NITES system can be sent to common data output 
devices like printers and CRT screens. 
• Data Management - These services are satisfied by the 
INFORMIX RDBMS, which resides a layer below TEDS. 
• Graphics and Imaging - Scanners and compression software 
services are used by the NITES system. Drawing services 
are used by each of the NITES workstations. 
• Network - All of the components in NITES use the 
functions provided by the TCP/IP protocol stack working 
over an Ethernet network. 
• Operating System - The Operating System Services are 
found on all of the NITES subsystems. 
• Software Engineering - Although programming language 
compilers and GUI builders are used to develop NITES, no 
Software Engineering Services map into existing NITES 
subsystems. 
• Transaction Processing - The Informix RDBMS used by TEDS 
provides these services. 
• User Interface - These functions are provided at the 
Communications Subsystem, TEDS Subsystem, and at the 
NITES workstations. 
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6. Views, Constraints and Externa1 Environments 
a) Operations View 
In the Operations view, the key operational aspect 
of the system is to store observed and forecast METOC 
information relevant to ongoing operations, and to create 
and manipulate the data and products to assess the impacts 
of present and forecast METOC conditions on operations. 
Products consist of horizontal weather depictions (HWDs), 
satellite image briefs, and outputs from tactical decision 
aids. 
b) Management View 
The management view of the system is dependent 
upon the role a user plays in the system. This view 
partitions the users of the system into the following 
profiles: 
• Database Administrator - controls access to the 
METOC Database. 
• System Administrator - controls the operation 
of the system (installation, system shutdown) 
and assigns privileges to METOC users. 
• METOC Users - creates, views, manipulates, and 
prints data and products on the system. 
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c) Security 
The security view (figure 6) for NI TES has one 
type of security mechanism - access control. Each user has 
a unique user ID, password and group that allows him access~ 
to any of the Graphics Display Workstations and all output 
devices (i.e. printers and scanners). The group determines 
level of access, database, system administrator, or METOC 
user. 
Security 
Layer User ID 
Password 
Group 
Figure 6 - NITES Security View 
d) Constraints 
One of the major constraints of the system is the 
database application suite. This database was developed 
prior to NITES and independent of the system but, because it 
represents a significant investment, it must be retained. 
The system is also constrained due to a decision 
made during the development process. In the fielded NITES 
configuration, the implementation fails to adhere to the 
system architecture. During the development, a decision was 
made to forfeit the architecture to meet the system 
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schedule. The COTS forecaster applications do not 
communicate with the database. Instead, data is distributed 
straight to the 
communications feeds. 
applications directly from the 
Value added products created by the 
forecasters using the COTS applications are manually pushed 
to the briefing utility to be incorporated into existing 
briefs. All this is handled independent of the database, 
violating the original system architecture where all 
communications are supposed to go through the database and 
preventing a sharing of value added data and products 
between applications. 
External systems communicate with the NITES using 
the published database APis to extract the data it needs for 
its application. Without the capability for the forecaster 
to store his value added data into the database, the 
external systems extracting data from the database is not 
using the data the forecaster intends for them to use since 
that data is not in the database. 
e) External Environments 
The network used at each NITES site is part of the 
local environment and, as such, the existing NITES coexists 
with other networked systems. The new target architecture 





7. Target Architecture 
of the site's other 
The target architecture for the new NITES software 
follows the goals and requirements outlined in the Software 
Requirements Specification outlined in Appendix B. The 
NITES program has an existing performance specification used 
to build the 4th generation system, which we also used for 
this case study. The SRS written for this case study lists 
requirements above and beyond those in the NITES Performance 
Specification to satisfy the architectural requirements. 
The NITES currently consists of COTS, GOTS, newly 
developed source code, and legacy software residing on NT 
and UNIX platforms, all of which must interact together in a 
seamless fashion to enable the user (aerographer) to 
analyze, create and brief METOC products. 
This case study prototypes a portion of the NITES 
system to redesign it to adhere to the original system 
architecture. The main goal was to bring the system back to 
conform to the original system architecture consisting of a 
central database residing on a UNIX computer, which is 
shared amongst the various NITES components as depicted in 
figure 7. In this topology, there is no direct interaction 
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between the components. All interactions are through the 
central database. This topology allows ease of integration 
of COTS components as it minimizes the integration effort as 











Figure 7 - NITES Functional Architecture 
The Rational Rose tool is used to document the design. 
The Universal Modeling Language (UML) is used to describe 
the design as shown in the Software Design Specification in 
Appendix C. 
In order for the COTS, GOTS and legacy components to 
interact seamlessly, wrappers and glue code are implemented. 
Wrappers are used to add/hide functionality of the COTS, 
GOTS and legacy software where access to source code is not 




add functionality to 
to automatically update 
the COTS 
a brief as 
briefing 
new data 
comes into the system and is stored in the database. [Refs. 
26, 27] 
The NITES database supports a set of public APis. The 
glue code written for this prototype connects to the NITES 
database, retrieves data from the database using the APis 
and, feeds the products and enhanced data to the database 
APis to store back to the database. 
Slides for the briefing package are generated by the 
operator using an external COTS/GOTS application. As each 
of these slides is generated, it is saved to a directory by 
the COTS/GOTS application. The system monitor polls the 
directory and when a file is found, notifies the controller. 
When the controller receives notification from the 
monitor that a new file exists, the controller will create 
an instance of the glue component, which will connect to the 
database and store the file. 
Once the products are stored in the database, the 
briefing utility (Microsoft Powerpoint) needs to extract 
this data to incorporate into a brief. Using the APis 
provided with the Microsoft products, a wrapper was written 
to interface the Microsoft APis with the database APis to 
extract the data from the database and automatically 
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populate the brief. The full source code is provided in 
Appendix D. 
8. Constraints of Case Study 
Limitations of this case study include budget and 
schedule. The NITES project is evolutionary and the first 
evolution took many engineers and developers over 2.5 years 
to build the system. The team in this case study consists 
of 4 people and we had a 6 month schedule. Cost for this is 
out of pocket so we borrowed almost everything we needed. 
In order to get the best performance out of the ORB, an 
evaluation process would have needed to be conducted to 
select the ORB best suited for our purposes. Because we are 
constrained by schedule and costs, we are not able to obtain 
the best ORBs, etc. so in certain areas, the performance is 
sacrificed to demonstrate the utility. 
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VI. CONCLUSION AND RECOMMENDATIONS 
A. CONCLUSION 
An architectural framework is critical in the 
development of a target architecture. With DoD's mandate to 
incorporate COTS in system architectures, existing 
architectural frameworks do not sufficiently address the 
development of target architectures using COTS. 
This thesis proposes an architectural framework, which 
addresses heteorogeneous, interoperable systems built upon 
COTS/GOTS/Legacy components. The proposed architectural 
framework incorporates a methodology for integrating COTS 
components into a system architecture as well as provide the 
tools necessary to build interoperable systems using 
COTS/GOTS/Legacy components. These tools include ORBs, 
wrapper and glue code technology, and XML. 
The methodology provides a structured approach for 
integrating COTS components into a system architecture. It 
includes a market survey, the evaluation and selection of 
COTS components, and identifies interface and 
interoperability characteristics and deficiencies. This 
methodology enables the system developer to successfully 
design a target architecture and head off problems early in 
the system development using COTS/GOTS/Legacy components. 
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The tools in the proposed architectural framework 
enables a system developer to integrate standalone COTS 
applications into a cohesive, integrated system where 
software components interoperate and share data. 
B. RECOMMENDATIONS 
Conduct a study of the existing CORBA ORBs to evaluate 
the features and what percentage supports COM/DCOM and EJB. 
Publish this information so that users can more easily 
select between the different ORBs on the market. 
The wrapper and glue code technologies have been widely 
discussed but need to be formalized into a specification 
that can be used as guidance for integrating 
COTS/GOTS/legacy components. 
The separation of data and application in an 
architecture is very important in creating an integrated, 
heteorogeneous system using COTS/GOTS/legacy components. 
This was lightly touched upon in this thesis but could be 
expanded . upon. Separating the data from the application 
introduces interoperability issues. Data and its meaning 
and interpretation between various COTS, GOTS, and legacy 
applications is an important factor to interoperability and 
a solution should be further explored. 
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APPENDIX A. SAMPLE COTS/GOT$ SELECTION/EVALUATION FORM 
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Name ofCOTS/GOTS Package 
Target system Platform 
Initial Cost Multiple License cost 
RAM Disk Storage 
1/0 Device(s) Video Resolution 
Document Title 
Type - Indicate document type (Operator, installation, maintenance, etc.) 
Rating - Scale from 1 to 5 where 1 =poor 3=adequate 5=excellent 
Cost - Enter Unit cost per license 
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Type Rating Cost 
Data Requirements of COTS Application 
Dat'1 Type Format units Exchange Method 1 
Data/Product Export 
Data Type Format units Exchange Method 1 
Supported Application Program Interfaces (API) 
API Functional Description 




Use additional sheets as required 
1. 0 to 5 where 
0 = not satisfied 
1-2 = poorly satisfied (below threshold for quantitative measurement) 
3 = Adequate (meets threshold for quantitative measurement) 
4-5 = Superior (exceeds threshold for quantitative measurement) 
Enter value for quantitative measurement in comment field 
2. Independent = independently tested on target system 
Lab= independently tested on non-target system 
Demo = observed on demonstration system 
Vendor = vendor verified 




Evaluate operator actions required to setup, operate, an 
useful displays? 
Product Maturity (How long has the COTS/GOTS package been in the market? What is the market share?): 
Customer Support (Will the vendor support trouble calls? How responsive is vendor in providing resolution?): 
Update/ Maintenance Cost (update cycle & cost per platform): 
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DoD COTS/GOTS/Legacy System 
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COTS/LEGACY ARCHITECTURAL FRAMEWORK SRS 
1. SCOPE 
1.1 Introduction 
The trend towards using Commercial Off-The-Shelf (COTS) software within Department 
of Defense (DoD) has become the accepted way to build systems. Twenty years ago, 
almost all DoD software-intensive systems were built by awarding large multimillion-
dollar contracts to defense contractors to build these systems from scratch. In the 90's, 
with a constantly dwindling budget, the focus has shifted to building software-intensive 
systems by integrating COTS software components. 
Building software systems from COTS components is quite different. The black box 
nature of the COTS software components along with the uncontrollable evolution process 
requires a different architectural approach in developing systems with COTS. 
1.2 Purpose 
The purpose of this requirements specification is to analyze and document the 
requirements in developing an architectural framework for COTS/GOTS/Legacy systems 
within the DoD. To focus the requirements of the architectural framework, a DoD 
Meteorological and Oceanographic (METOC) system, the Naval Integrated Tactical 
Environmental System I (NITES I), which is very representative of today's DoD 
COTS/GOTS/Legacy systems, will be used. ---
1.3 Background 
The NITES I project is a Space and Naval Warfare (SPAW AR) sponsored project within 
DoD. Like most other projects within DoD, the NITES I project is being developed in an 
environment that emphasizes the use of personal computers and COTS components. 
NITES I acquires and assimilates various METOC data for use by US Navy and Marine 
Corps forecasters. The purpose ofNITES I is to provide the METOC community (Users) 
with the tools necessary to support the warfighter (Customers). 
The NITES I is the primary METOC data fusion platform and principal METOC analysis 
workstation, intended to be operated on both a classified and unclassified network 
environment by METOC personnel. This system receives, processes, stores and 
disseminates METOC data and provides analysis tools to render products for application 
to military and tactical operations. NITES I data and information/products are stored in a 
unified METOC database on the C4ISR network and available to local and remote 
planners and warfighters. 
1.4 References 
Performance Specification (PS) for the Tactical Environmental Support System I Next 
Century TESS(NC) (ANflIMK-3) (NITES version I and II) 
Security Guidelines for Space and Naval Warfare Systems Command (SPAW AR) 
Program Software Developers (DRAFT), October 1999. 
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Horizontal Integration: Windows NT Developer's Guidelines (DRAFT), Version 0.1. 
2 GENERAL DESCRIPTION 
2.1 Architecture Goals 
Integration 
COTS/GOTS/legacy components are usually created as standalone products. When these 
components are targeted for integration into a system, the architecture shall provide 
seamless integration of these COTS/GOTS/legacy components. 
The architecture shall support middleware approaches to bind data, information and 
COTS/GOTS/legacy components. 
Because evolution and upgrade of COTS/GOTS components are outside the control of 
the system integrators, the architecture of the COTS/GOTS/legacy system shall have an 
adaptable component configuration to reduce the effort of testing and reintegration when 
upgrades or new COTS/GOTS packages are introduced to the system. 
Interoperability 
COTS/GOTS and legacy systems reside on multiple platforms. This architecture shall 
address distributed, heterogeneous systems consisting of both UNIX and PC-based 
platforms. 
In order to achieve and maintain information superiority on the battlefield, the 
architectural framework for DoD COTS/GOTS/legacy systems shall have the capability 
to share, receive and transmit on heterogeneous networks and hardware devices. 
The exchange of data between two systems shall be in such a way that interpretation of 
the data is precisely the same. The data displayed on two different systems shall remain 
consistent. The architectural framework shall include standard application program 
interfaces (APis). APis specify a complete interface between the application software 
and the platform across which all services are provided. A rigorous definition of the 
interface results in application portability provided the platform supports the API as 
specified, and the application uses the specified APL The API definitions shall include 
the syntax and semantics of the programmatic interface as well as the necessary protocol 
and data structure definitions. 
Adopted Framework Technology 
Java/C++, web technologies, open systems, application program interfaces, common 
operating environment, object and component technology, commercial products and 
standards are all important to the COTS/GOTS/legacy system architecture. 
The COTS/GOTS/legacy system shall adopt the Interface Definition Language (IDL) as 
the language for expressing the syntax of the framework services. 
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The COTS/GOTS/legacy system architecture shall be expressed as UML class and 
package diagrams, with detailed component descriptions using IDL with English 
narrative to provide semantics. 
Security 
DoD tactical systems are normally classified to some security level. In buiding this 
architectural framework, the architecture shall address the DoD Trusted Computer 
System Evaluation Criteria (TCSEC) to at least the C2 security level. 
The architecture shall include discretionary access control (DAC). 
Only single level classification systems shall be supported in this architecture (i.e. no 
multi-level security (MLS). 
Assembled components shall not require modification to add security services. 
The se~urity mechanisms shall be protected from unauthorized access. 
The following security services shall be available to the component assembler: 
1. Single login for users 
The single login for users means the user needs to identify himself once per 
session. It is the responsibility of the security services to protect and 
distribute the authentication information of a user. 
2. Mutual authentication 
Mutual authentication ensures proper identification of the user to the system 
and the system to the user. 
3. Auditing 
Auditing means significant security events are recorded for later analysis. 
Significant security events shall include logon and logoff, security policy 
changes, user and group management, and access to specified objects. 
4. Secure key distribution 
Key distribution provides a secure transport mechanism for encryption keys. 
5. Role based Access Control 
Role based access control assigns roles to users and privileges to roles, 
thereby simplifying access control if the number ofroles is less than the 
number of users. 
6. Data confidentiality 
Data confidentiality means data is disclosed according to a policy. 
7. Data integrity 
Data integrity means the recipient gets the intended data. 
8. Non-repudiation and authenticity 
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Non-repudiation means the sender of a message can not later deny he sent the 
message. 
Network Security 
The trend in DoD is for networked systems vice standalone monolithic systems and 
because most systems have some level of classification, this architecture shall address 
network security. 
The architectural framework shall support a secure network. 
The architectural framework shall support the network security mechanisms specific to 
the target architecture, including firewalls, routers, encryption, and proxy services. 
Network Communications 
The architectural framework shall support different network protocols (i.e. TCP/IP) and 
topologies dependent on the target architecture. 
The application layer shall be able to execute a variety of data management commands 
without having knowledge of the data location, database, file type, operating system, 
network protocol, or platform location. 
-- Development Language 
The architectural framework shall support any development language that is supported by 
the legacy system as well as any development language that supports platform 
independence for newly developed code in the target architecture. 
2.2 Assumptions and Dependencies 
Assumption 1 : Legacy systems are monolithic and not modifiable. 
Assumption 2: Legacy systems have some existing mechanism for interaction. 
Assumption 3: There are varying degrees of COTS. To be considered COTS, the 
component cannot be modified. 
Assumption 4: Reliability, performance, safety and security must be weighed in the 
target architecture. 
Assumption 5: Multilevel security systems are beyond the scope of this effort. 
3. TARGET ARCHITECTURE FUNCTIONS 
Database 
COTS software applications which handle data tend to have their own mechanism and 
structure for the storage of the data internal to the COTS application. When the target 
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architecture includes a master database to store its data, the architectural framework shall 
support the target architecture's central storage of data. The architecture shall support 
remote access to the database. 
Security 
The target architecture shall support Discretionary Access Control (DAC). 
Access to information controlled by an application shall be based on an access control list 
(ACL) of a parameter that can be used to distinguish between authorized and non-
authorized entities. Entities include users, devices, and other applications. 
The target architecture shall support non-repudiation. 
a. The data recipient shall be assured of the originator's identify. 
b. The data originator shall be provided with proof of delivery. 
c. The algorithm used to digitally sign data entries and receipts shall be either the 
Digital Signature Standard (DSS) PIPS 186 or RSA (1024 bit). 
d. The original transmitted data signed by the sender and the requested receipt 
signed by the recipient shall be time-stamped by a trusted third party. 
Graphical User Interface (GUI) 
The target architecture shall include a GUI style guide. If a GUI style guide does not 
exist for the target architecture, UNIX platforms shall adhere to the MOTIF standard and 
X-Windows standard, and PC platforms shall adhere to the Windows NT standard. 
External System Interfaces 
Because the target architecture exists in a network environment where it shares data with 
other external systems, the external system interfaces where information is exchanged 
shall be well defined to support interoperability. 
Middleware Technology 
The COTS/GOTS/legacy architecture shall support new component integration 
technologies (i.e. COM/DCOM) to broker between components that by themselves 
normally do not communicate to form an integrated system. 
The target architecture shall support wrappers to enable COTS/GOTS applications to 
interface with each other. 
The wrappers shall support the METOC data (listed in Table 6 ofreference 1) and its 
various formats within NITES. The architecture shall ensure when an application 
updates a set of data, the update is consistently made throughout the rest of the database. 
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4. ARCHITECTURE ATTRIBUTES 
4.1 Performance Requirements 
The performance requirements for the target system are contained in Table 6B of the 
NITES Performance Specification. In addition to those performance requirements, the 
following requirements shall also be addressed in the target architecture. 
The architecture shall optimize the database access over a network. 
The architecture shall allow concurrent access of the database to multiple users. 
The component technology shall not degrade the system performance by more 
than 10% of the target system's current performance requirements. Refer to 
Table 6B of the NITES Performance Specification. 
4.2 Reliability Requirements 
The target architecture shall use standard fault-tolerant technologies (i.e. Replication to 
maintain the reliability and availability requirements ofDoD systems.) 
While the data traverses throughout various applications, to different platforms, through 
the network and to/from database, it must remain consistent and not suffer any 
degradation. 
4.3 Design Constraints 
Because many existing legacy systems reside on UNIX platforms and the DoD has made 
a commitment to move towards a PC architecture, the architectural framework shall 
support both UNIX and PC platforms with the goal of moving towards a pure PC 
architecture. It is not required that all COTS/GOTS/legacy system components be 
executable on both platforms but the data must be able to be shared by components on 
different platforms. 
Newly developed DoD systems must use COTS products to the greatest extent possible. 
As most COTS/GOTS applications are designed to be standalone, these applications will 
usually have their own way ofretrieving and storing data. When these applications are 
integrated into a system, the internals of the application of how it retrieves and stores data 
will not be modified. 
There are varying degrees of COTS products. Depending on whether the COTS product 
is an opaque or a black box will drive the wrapper design and implementation. 
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The system defined by this document is the Naval Integrated Tactical Environmental System (NITES). 
This document establishes the system design for the NITES. The requirements are stated in the 
Performance Specification (PS) for the Tactical Environmental Support System I Next Century 
TESS(3)/NC (A/N UMK.-3) (NITES version I and 11) and the Software Requirements Specifications for An 
Architectural Framework ofDoD COTS/GOTS/Legacy System. The requirements for the architectural 
framework as well as the target architecture are documented in the SRS. The SRS lists requirements above 
and beyond those in the NITES Performance Specification to satisfy the architectural requirements. 
2. APPLICABLE DOCUMENTS 
Performance Specification (PS) for the Tactical Environmental Support System/ Next Century TESS{NC) 
(AN/UMK-3) (NITES version I and II) 
Software Requirements Specifications for An Architectural Framework ofDoD COTS/GOTS/Legacy 
System 
3. SYSTEM ARCHITECTURE 
3.1 System Architecture Diagram 
The Naval Integrated Tactical Environmental System (NITES) software is designed to run in a distributed, 
heterogeneous environment on standard commercial-off-the-shelf(COTS) personal computers (PCs) and 
TAC-4 UNIX computers. 
The NITES architecture consists of a central database residing on a UNIX computer, which is shared 
amongst the various NITES components (most of which reside on PCs with the exception of the tactical 
applications which reside on a TAC-4 UNIX computer) as depicted in figure 1. In this topology, there is 
no direct interaction between the components. All interactions are through the central database. This 
topology allows ease of integration of COTS components as it minimizes the integration effort as each 











Figure I - NITES Architecture Diagram 
Serial 
Communications 
Forecaster applications (COTS/GOTS) - Manipulate METOC data to easily plot, analyze, display on a 
common geographical reference. 
Serial Communications (Legacy code) - Handles the ingest and dissemination ofMETOC data through 
existing legacy communication channels. 
Briefing (COTS) - Briefing utility used to brief tactical commanders, flight operators the environmental 
conditions that they will be operating in. 
Tactical applications (Legacy code and newly developed code) - Tactical applications take in METOC data 
to predict the affects of the environmental conditions on the environment, tactical equipment, etc. 
Database (GOTS) - The database is the central repository for all METOC data. 
Network communications (GOTS) - Handles the ingest and dissemination ofMETOC data through 
SIPRNET. 
The deployment diagram, as depicted in figure 2, consists of a NITES Server, a NITES Database Server, 
and NITES workstations with a communications package, an applications package, a database package, a 
system controller package, a security package and a briefer package residing on multiple hardware 
platforms. 
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Figure 2 - Deployment Diagram 
In the NITES architecture, all interactions are through the NITES database. However, in the initial delivery 
of the NITES software, this architecture was violated since none of the COTS applications were able to 
communicate with the NITES database to retrieve and/or store data and products. 
A prototype of a portion of the NITES system will be developed to demonstrate the NITES architecture 
using the architectural design pattern as depicted in figure 3. A system controller package, wrapper and the 
glue packages are newly developed for the NITES. The COTS applications packages and the briefer 
package will be modified to use wrapper and glue technology to enable it to communicate with the database 
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package. These packages will be designed and developed to move the system in the direction of 
conforming to the existing NITES architecture. 
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Figure 3 - Architectural Design Pattern 
__ ... -.. _ 
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3.2 Inter-task Communication 
The tasks on the NITES will be implemented to run asynchronously. Communications are broken down 
between the following tasks: 
• Monitor/Controller 
• Controller/Glue Component 
• CBWrapper/Glue Component 
• CBWrapper/Controller 
The Application Wrapper is responsible for making the object available to a COTS viewer application. 
Monitor/Controller 
Slides for the briefing package are generated by the operator using an external COTS/GOTS application. 
As each of these slides is generated, it is saved to a directory by the COTS/GOTS application. The system 
monitor polls the directory and when a file is found, notifies the controller. 
Controller/Glue Component 
When the controller receives notification from the monitor that a new file exists, the controller will create 
an instance of the glue component. 
CBWrapper/Controller 
CBWrapper registers interest in new products with the controller. 
When the controller is notified by the glue component that a file is successfully stored in the database, it 
will broadcast the information to all the wrappers running on client workstations. It is the responsibility of 
the CBWrapper to ignore image types not appropriate for the current brief. This assumes there is at least 
one wrapper running. 
CBWrapper/Glue Component 
The CBWrapper requests an image product from the glue code, which will use the existing database APis 
to connect to the database, retrieves the product and returns it to the CBWrapper. The request mechanism 
is used to initialize and update the brief. 
3.3 Subsystem Description 
The object diagram and sequence diagram depicts objects required to design the update of a briefing 
package and the scenarios of initializing and updating a briefing package, and storing data to the database 
are shown in figures 4, 5, 6 and 7 respectively. 
Monitor 
The Monitor component is responsible for detecting the presence of a new object. 
Controller 
The controller component is handled by the Distributed Component Object Model (DCOM) and is 
responsible for coordinating multiple concurrent asynchronous activities. The controller runs on the 
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application server. It serves two functions within the system, handling notifications from the monitor and 
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Figure 6 - Continuous Brief Update Sequence Diagram 
726 
,, 
I System Monitor I System Controller I A1212lication I Storage Directort I Glue Com12onent I Database I 
I I 
Saves obiect to directorv 
I .. 
I r 
Polls directorv for new obiect 
... 
r 
Notifies c ntroller if there's ne IV object .. 
~ 
Requests for storing object to database 
... 
r 
Makes the connecti n 
... 
~ 
Stores obiect to database 
I •, 
Terminates the connection 
~ ... 
Figure 7 - Store Object Into Database Sequence Diagram 
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Glue Component 
The glue component is responsible for connecting, storing and retrieving objects from an ODBC compliant 
relational database. 
CBWrapper· 
Wrappers are software code developed to add, modify, and hide functionality from COTS, GOTS or legacy 
software components to align them with the overall system requirements and architecture. In the design, 
wrapper and glue code technology is being implemented to enable the COTS applications to adhere to the 
existing NITES architecture. 
The briefmg package consists of Microsoft PowerPoint, a COTS application package. The PowerPoint 
application contains APis, which can be used by CBWrapper to create the added functionality of 
automatically creating and updating the briefmg package in the background. 








The Initialization GUI is used to initialize each component with the number of images, starting from the 
most current; the image type; the display duration of each image in seconds; and the height and width of the 
display area. Default values are 24 images, 0 second duration, and display area equal to the workstation's 
screen size. 
Configuration GUI 
The Configuration GUI defines the set of image types available for the brief. Associated with each image 
type is the working directory containing the current set of brief images and a web server virtual directory 
corresponding to the working directory. The CBWrapper uses the configuration file to initialize the image 
type options available to the briefer. The monitor uses the configuration file to build a list of directories to 
poll. 
The Configuration GUI is not restricted to the image types settings. It can be used for defming various sets 
of key values. For instance, we can use this Configuration GUI to defme the key set values for network 
configuration, or application's initial default settings. This provides the extensibility for future development 
of applications. 
Naming Convention 
The filename associated with each image type consists of the fields representing the created date and time, 
the file format (i.e., gif, jpeg, etc.), and other information for a particular image (i.e., the channel, the 
location, etc.) 
The filename begins with the date and time, followed by other information. For instance, a file named 
"20000523.1331.gms5.IR.MODEL_ OVERLAY.S00HT.NOGAPS" indicates that the file was created on 
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May 23, 2000, at 13:31. The CBWrapper uses the date and time embedded in the filename for updating the 
continuous brief. 
The other information of the filename is used by the Glue component for storing and retrieving images to 
and from the database. 
Thin Client Technology 
CBWrapper is implemented using modem thin client technology. When a user opens an HITP page from a 
browser, the CBWrapper is then automatically downloaded and installed on the client machine. Once the 
CB Wrapper is up and running, all images needed for creating the brief are dynamically downloaded from 
the server using the Open URL method. Open URL uses the current open HITP connection to transfer 
image files. The continuous brief is created on the client machine using the PowerPoint APis. PowerPoint 
is used to display the brief. 
Push Technology 
The advantage of using this technique is that the client needs not poll the server periodically for new data. 
The server notifies its clients (CBWrapper) when new data (images) arrives. The CBWrapper receives the 
notification and compares the image type with the type being shown. If the image types match, the 
CB Wrapper downloads a new set of images from the server and updates the brief. 
OMF 
Sharing different formatted data requires a common representation of data to interpret, send, and receive 
any data, any format, anywhere. Within NITES, meteorological and oceanographic observations, and 
certain types of bulletins (SIGMETS, JOTS warnings, and Tropical Cyclone Warnings, for example) are 
received and transmitted in an Extensible Markup Language (XML)-based format called Weather 
Observation Markup Format (OMF). OMF preserves the original text of each observation or bulletin, and 
also includes information decoded from the observation/bulletin and other metadata concerning the 
message. 
OMF solves the data interoperability problem by providing self-describing tags along with the data so that 
the receiving applications can consistently interpret the data correctly. These self-describing tags are 
detailed in the Document Type Definition (DTD). When drafting the NITES data into OMF, three things 
must be agreed on: which tags will be allowed, how tagged elements may nest within one another and how 
they should be processed. The first two, the language's vocabulary and structure, are codified in the DTD. 
OMF is an application of XML, and by its virtue, an application of SGML. SGML is used extensively 
within DoD for documenting of various types of information (military standards, procurement materials, 
service manuals). OMF brings weather observations into the same fold. Thus, the design goals ofOMF 
are: 
• Mark up (annotate) raw observation reports with additional description and derived, computed 
quantities. 
• The raw report data must not be modified in any way, and should be conveniently extractable (by 
simply stripping all the tags away). 
• OMF must be concise. While providing useful annotations to a client, OMF markup should not 
impose undue overhead on communication channels. 
• It should be possible to extend the markup with additional annotations, without affecting 
applications that do not use this information. 
The OMF contains the following elements: 
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• Reports - defines a group of weather observation reports 
• MET AR for a single MET AR report 
• SPEC! for a single SPECI report 
• UAR for a combined· Rawinsonde and Pibal Observation report 
• BTSC for ocean profile data (temperature, salinity, current) 
• SYN for a surface synoptic report from a land or sea station 
• Advisories - defines a collection of weather hazard warnings 
• SIGMET - SIGnificant METeorological Information 
• Forecasts - defines a set of weather forecasts 
• TAF -Terminal Aerodrome Forecasts 
• Messages - defines a set of plain-text bulletins. 
The following sections define the major elements along with the minor elements that are relevant to them. 
In each section, XML DTD declarations are provided for precise definition of elements and attributes. The 
collection of XML DTD declarations found in this specification can be arbitrarily extended to add new 
elements and attributes for new enhancements. Some of the element attributes are common. For 











Specification of a 
point on the globe 
Specification of a 
sequence of 




a string of form 
"aaa, bbb", 
where aaa and bbb 
are unsigned integer 
numbers specifying 
the beginning and 
the end timestamps 
of the interval. 
A string of a form 
"aaa.bbb, 
ccc. ddd 11 , where 
aaa.bbb and 
ccc. ddd are signed 
floating point 
numbers 
a string of a form 
11 latl, lonl, 
lat2, lon2, 
latn, lonn" 
where each pair 
(lat1, lon1, etc.) 




UTC time in seconds since the 
Epoch,00:00:00 Jan 1, 1970 
UTC. This is the value returned by a 
POSIX function time (2). 
Example: 
Tstamp='937507702' 
Timestamps are in seconds since the 
Epoch,00:00:00 Jan 1, 1970 
UTC. These are the values returned 
by a POSIX function time (2). 
Example: 
Trange='937832400, 937915200' 
The latitude and. longitude, 
respectively, of a point on the globe, 
in whole and fractional degrees. The 
numbers are positive for Northern 
latitudes and Eastern longitudes, and 
negative for Southern latitudes and 
Western longitudes. 
The range of the numbers is [-90.0, 




A sequence of pairs of numbers, 
each pair giving the latitude and 
longitude of a single point in the 
sequence, in whole and fractional 
degrees. 
See the LatLon attribute above for 
more details. 
Example: 
Latlons='38.420, -111.125, 36.286, -
111.492, 36.307, -112.630, 37.700, -








which tells the 
latitudal and the 
longitudal spans of 





Call sign and full 




A string of a form 
"lat-N, lon-W, 
lat-S, lon-E", 
where the lats 
and lons are signed 
floating-point 
numbers, in degrees 
Unsigned integer 
A string of the form 
11 ccccc, name", 
where ccccc are 
the call letters of the 
station ( I CAO 
station 
id: 4 or 5 upper-case 
letters, may be 









Specification of the bounding box for 
an area of interest. Here lat -N is 
the latitude of the Northern-most 
point of the area, lat-s is the 
latitude of the Southern-most point, 
lon-w is the longitude of the 
Western-most point of the area, and 
lon-E is the Eastern-most 
longitude. 
It is required that lat-N >= lat-S. 
The left-Ion (lon-W} may however 
be greater than the right-Ion ( lon-
E). 
For example, a range of 
longitudes [ -1 7 o , 1 7 o] specifies 
the entire world but Indonesia. On 
the other end, the range [170, 
-170] includes Indonesia only. By 
the same token, [-10, 10] pertains 
to a 21-degree longitude strip along 
the Greenwich meridian, while 
[ 1 o , -1 o] specifies the whole 
globe 
except for that strip. 
Example: 
Bbox='60.0, -120.0, 20.0, -100.0' 
WMO Block Station ID, or other 
identifier for buoy or ship 
The observing stations ICAO, 
aircraft, or ship call sign, plus a plain-
text 
station name (e.g. "KMRY, 
Monterey CA Airport" 
Example: 
Sname='KYNL, YUMA (MCAS)' 
Station elevation relative to sea 
level, 
in meters. This attribute may specify 
a surface elevation of an observation 
station, or an upper-air elevation for 
an upper-air report. 
Example: Elev='16' 
Table 1-2. OMF Attributes for MET AR and SPECI Reports 
Attribute Brief Description Format Description - Req'd? 
TStamp Time Stamp < See Table 1-1 > Yes 
LatLon Station latitude and < See Table 1-1-------------> Yes 
longitude 
Bid Station Unsigned integer WMO Block Station ID Yes 
Identification 
Group 




Elev Station elevation <- See Table 1-1 > No 
Vis Visibility a number of meters, Horizontal visibility in No 
omitted, or a special meters 
token "INF" 
Ceiling Ceiling a number of feet, Ceiling in feet No 
omitted, or a special 
token "INF" 
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Table 1-3. OMF Attributes for the SYN Element 
Attribute Brief Description Format Description Req'd? 
TStamp Time Stamp < See Table 1-1 > Yes 
LatLon Station latitude and < See Table 1-1 > Yes 
longitude 
Bld WMO Block Station String For a buoy or other Yes 
Number observation platform, this 
id is a combination of a 
WMO region number, 
subarea number (per 
WMO Code Table 0161 ), 
and the buoy type and 
serial number. This 
information is reported in 
Section O of a synoptic 
report. 
If Section O contains a call 
sign rather than a 
numerical id (as typical 
with FM 13 SHIP reports), 
the Bid attribute is 
computed as 
itoa(l000009 + he) 
% 2"'30, where he is a 
numerical representation 
of the call letters 
considered as a number in 
radix 36 notation. For 
example, 11 0000" hashes 
to 0, and II zzzz" hashes to 
1,679,615. · Note this 
formula makes the Bid 
attribute a unique numeric 
identifier for the station .. 
SName Call sign and full < See Table 1-1 > Yes 
name 
of an observing 
station 
Elev Station elevation < See Table 1-1 > No 
Title Report title String Title defining type of Yes 
report: AAXX (FM-12), 
BBXX (FM-13), or ZZYY 
(FM-18) 
Stype Station type String Type of station: automated No 
(AUTO) or manned 
(MANN); defaults to 
MANN 
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Table 1-4. OMF Attributes for the SYG Element 
Attribute Brief Description Format Description Req'd? 
T Air positive, zero, or Air temperature in degrees No 
Temperature negative number Celsius 
TD Dew point positive, zero, or Dew point temperature in No 
Temperature negative number degrees 
Celsius 
Hum Relative non-negative Relative humidity in per cent No 
humidity number 
Tmm Extreme a string of a form Minimum and maximum No 
temperatures "mmmm, MMMM" or temperatures ( degrees Celsius) 
over the last omitted over the last 24 hours 
24 hours 
p Station positive number Atmospheric pressure at station No 
pressure level, in hectoPascals 
PO Sea level positive number Atmospheric pressure at No 
pressure station, 
reduced to sea level, in hPa 
Pd Pressure String of form Pressure tendency during the 3 No 
tendency "dddd", or omitted hours preceding the 
observation 
Vis Visibility Number of Horizontal visibility in Horizontal visibility in meters No 
meters, meters 
omitted, or a 
special token 
"INF" 
Ceiling Ceiling Number of feet, Ceiling in feet No 
Ceiling omitted, or a 
special token II INF" 
Wind Wind speed and String of form nnn is a true direction from No 
direction "nnn, mm"or which 
omitted the wind is blowing, in degrees, 
or 
VAR if" the wind is variable, or 
all 
directions or unknown or waves 
confused, direction 
indeterminate." This is an 
integer 
number within [ o, 3 6 o ), with o 
meaning the wind is blowing 
from 
true North, 210 stands for the 
wind blowing from due West. 
Normally this number has a 
precision of 1 O degrees. 
mm is the wind speed in meters 
per second. 
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Table 1-4. OMF Attributes for the SYG Element (Cont.) 
Attribute Brief Description Format Description Req'd? 
Wx Past and String of four digits, See WMO-306, Code tables No 
present "NOSIG", or 4677 
weather omitted and 4561 for the meaning of the 
conditions and four digits. This attribute is 
phenomena coded 
as 11 NOSIG 11 inhere is no 
significant phenomenon to 
report. 
The attribute is omitted if not 
observed or data is not 
available 
(see ix indicator, Code table 
1860). 
Pree Precipitation String of form nnn is the amount of No 
amount "nnn, hh" or 1111 or precipitation 
omitted which has fallen during the 
period 
preceding the time of 
observation. 
The precipitation amount is a 
non-negative 
decimal number, in mm. 
hh is the duration of the period 
in 
which the reported precipitation 
occurred, in whole hours. This 
attribute is encoded as 11 11 if no 
precipitation was observed. The 
attribute is omitted if unknown 
or 
not available (see iR indicator, 
Code table 1819). Sea stations 
typically never report 
precipitation. 
Clouds Amounts and String of five The first digit is the total cloud No 
types of cloud symbols II tplmh 11 cover in octas (Code table 
cover or omitted 2700). 
The second digit is the cloud 
cover of the lowest clouds, in 
octas. The other three symbols 
are types of low, middle, and 
high 
clouds, resp. See WMO-306 
Code tables for more details. 
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Table 1-5. OMF Attributes for the SYSEA Element 
Attribute Brief Description Format Description Req'd? 
T Sea surface Positive, zero, or Sea surface temperature in No 
temperature negative number degrees Celsius 
Wave Sea wave period String of form No 
and height "pp, hh" or pp is the period of wind waves 
omitted in seconds. 
hh is the height of wind waves, 
in meters. 
If a report carries both 
estimated and measured wind 
wave data, the instrumented 
information is preferred. 
SDir Ship's course String of form nnn is a true direction of No 
and speed "nnn, mm" or resultant displacement of the 
omitted. ship during the three hours 
preceding the time of 
observation. The number is in 
degrees, or VAR if "variable, or 
all directions or unknown or 
waves confused, direction 
indeterminate." This is an 
integer number within 
[ o, 3 6 o }, with o meaning the 
ship has moved towards the 
true North; 2 7 o means the ship 
has moved to the West. 
Normally this number has a 
precision of 45 degrees. 
mm is the average speed made 
good during the three hours 
preceding the time of 
observation, in meters per 
second. 
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Table 1-6. OMF Attributes for the UALEVEL Element 
Attribute Brief Description Format Description Req'd? 
Ref Reference to String - "TTAA", Reference to the part of the Yes 
sounding Part "TTBB", etc. sounding from which the level 
data were derived 
p Pressure positive number Atmospheric pressure at Yes 
sounding level, in hectoPascals 
H Geopotential Non-negative number Geopotential height of the No 
height of geopotential reported level, or a special 
meters, or 'SURF' for height indicator 
surface, 'TROP' for 
tropopause, 'Mf:v<W' 
for level of maximum 
winds, 'MPv<WTOP' 
for maximum wind 
level at the top of the 
sounding, or omitted 
T Air positive, zero, or Air temperature in degrees No 
Temperature negative number Celsius at the reported level 
DP Dew point positive, zero, or Dew point temperature in No 
temperature negative number degrees Celsius at the reported 
level 
Wind Wind speed String of form "nnn, nnn is a true direction from No 
and direction mm" or "nnn, mm which the wind is blowing, in 
bbb" or "nnn, mm degrees, or VAR if" the wind is 
, aaa" or "nnn, mm variable, or all directions or 
bbb, aaa" or unknown or waves confused, 
direction indeterminate." This is 
omitted an integer number within 
[ o , 3 6 o ), with o meaning the 
wind is blowing from true North, 
2 7 o stands for the wind 
blowing 
from due West. Normally this 
number has a precision of 10 
degrees. 
mm is the wind speed in meters 
per second. 
If specified, bbb stands for the 
absolute value of the vector 
difference between the wind at 
a given level, and the wind 1 
km below that level, in meters 
per second. The number aaa if 
given is the absolute value of 
the vector difference between 
the wind at a given level, and 
the wind 1 km above that level, 
in meters per second. 
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Table 1-7. OMF Attributes for the BTSC Element 
Attribute Brief Description Format Description Req'd? 
TStamp Time Stamp < See Table 1-1 ---------> Yes 
LatLon Latitude and <---------- See Table 1-1 ---------> Yes 
Longitude of 
observation 
Bid Station positive integer For a buoy or other observation Yes 
identifier platform, this ID is a combination of a 
group WMO region number, subarea 
number (per WMO-306 Code Table 
0161 ), and the buoy type and serial 
number. This information is reported 
in Section 4 of a BTSC report. 
If Section 4 contains a call sign rather 
than a numerical id, the Bid attribute 
is computed as itoa {1000009 + 
he), where he is a numerical 
representation of the call letters 
considered as a number in radix 36 
notation. For example, 11 0000" 
hashes 
to 0, and JI zzzz" hashes to 
1,679,615. 
Note this formula makes the Bid 
attribute a unique numeric identifier 
for the station. 
SName Call sign string Ship's call sign, if reported Yes 
Title Report type. string 11 J JYY" - FM 63 X Ext. BA THY report Yes 
JI KKXX" - FM 64 IX TESAC report 
"NNXX" - FM 62 TRACKOB report 
Depth Water depth positive Total water depth at point of No 
number observation 
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Table 1-8. OMF Attributes for the BTID Element 
Attribute Brief Description Format Description Req'd? 
DZ Indicator for "7" or "8" or Indicator for method of digitization No 
digitization omitted used in the report (k1 field). See 
WMO-306 Code Table 2262. 
Required for BATHYand TESAC 
reports 
Rec Instrument 5-digit code Code for expendable No 
type code bathythermograph (XBT) instrument 
type and fall rate (WMO-306 Code 
Table 1770) 
WS Wind speed "O", "1 ", "2", "3", Indicator for units of wind speed No 
units code or omitted and 
type of instrumentation (;u field). See 
WMO-306, Code Table 1853. 
Curr-s Method of "2", "3", "4", or Indicator for the method of current No 
current speed omitted measurement (ks field}. See WMO-
measurement 306 
Code Table 2266. 
Curr-d Indicators for 3-digit Indicators for the method of No 
the method of numerical code subsurface current measurement 
subsurface (K6k4k3Codes). See WMO-306, 
current Code 
measurement Tables 2267, 2265, and 2264. 
AV-T Averaging "O", "1", "2", "3", Code for the averaging period for No 
period for sea or omitted (if no sea 
temperature sea temperature (mrcode). See WMO-
temperature 306, 
data are Code Table 2604 
reported) 
AV-SAL Averaging "O", "1'', "2'', "3", Code for the averaging period for No 
period for or omitted (if no sea 
salinity. salinity data are salinity (ms code). See WMO-306, 
reported} Code Table 2604 
AB-Curr Averaging "O", "1", "2", "3", Code for the averaging period for No 
period for or omitted (if no surface current direction and speed 
surface current data (me code). See WMO-306, Code 
current are reported) Table 2604 
direction and 
speed 
Sal Method of "1", "2", "3", or Code for the method of No 
salinity/depth omitted (if no salinity/depth 
measurement salinity data are measurement (1<2code). See WMO-
reported) 306, Code Table 2263. 
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Table 1-9. OMF Attributes for the BTAIR Element 
Attribute Brief Description Format Description Req'd? 
T Air Positive, zero, Air temperature just above the sea No 
temperature or negative surface, in degrees Celsius. 
number, or 
omitted 
Wind Wind vector String of form Here nnn is a true direction from No 
"nnn, mm", or which the wind is blowing, in 
omitted degrees, 
or VAR if " the wind is variable, or 
all 
directions or unknown or waves 
confused, direction indeterminate." 
This is an integer number within 
[ o , 3 6 o ), with o meaning the wind 
is 
blowing from the true North;, 270 
means the wind is blowing from the 
West. Normally this number has a 
precision of 10 degrees. 
mm is the wind speed in meters per 
second. 
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Table 1-10. OMF Attributes for the BTLEVEL Element 
Attribute Brief Description Format Description Req'd? 
D Depth Non-negative Depth of the level in meters. Yes 
number 
T Water Positive, zero, Water temperature at the reported No 
temperature or negative level. 
number, or 
omitted 
s Salinity Positive Salinity at the reported level, in No 
number, or parts 
omitted per thousand. 
C Current vector "nnn, mm", or nnn is the true direction toward No 
String of form omitted which 
the sea current is moving, in 
degrees, 
or VAR if "the current is variable, or 
all 
directions or unknown, direction 
indeterminate." This is an integer 
number within [O, 360), with o 
meaning the current flows toward 
true 
North; 2 7 o means the current is 
flowing toward the West. Normally 
this number has a precision of 10 
degrees. 
mm is the speed of current in 
meters 
per second. 
Table 1-11. OMF Attributes for the TAF Element 
Attribute Brief Description Format Description Req'd? 
TStamp Time Stamp < See Table 1-1 ---------> Yes 
LatLon Latitude and <---------- See Table 1-1 ---------> Yes 
Longitude of 
observation 
Bid Block Station positive integer WMO Block Station ID of the Yes 
ID reporting station 
SName Call sign string Ship's call sign, if reported Yes 
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Table 1-12. OMF Attributes for the SIGMET Element 
Attribute Brief Description Format Description Req'd? 






id Identifier for a String Identifier for the advisory; value Yes 
particular depends on the advisory class. 
advisory 
TStamp Time Stamp < See Table 1-1 --> Yes 
BBox Bounding box < See Table 1-1 ---------> Yes 
for advisory 
area 
Table 1-13. OMF Attributes for the EXTENT Element 
Attribute Brief Description Format Description Req'd? 
Shape Type of area "AREA", "LINE", Type of area shape specified Yes 
specification "POINT" 
Latlons List of Positive, zero, or Control points (vertices) for a Yes 
latitudes and negative polygon/polyline representing the 
longitudes numbers in lat/Ion affected area 
defining the pairs 
area 
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Table 1-14. OMF Attributes for the MSG Element 
Attribute Brief Description Format Description Req'd? 
id Message A NMT0KEN,a Designator for the message type Yes 
identifier four-to-six- and subtype (r1T2), area (A1A2), 
character and sequence code (ii) of the ., 
string message, as described in WMO-
of a form 386. 
TlT2AlA2ii 
Type Message type 2-letter string Designator for the message type Yes 
(T1T2 ) and subtype (r1T2) as specified in 
WMO-386, Tables A and B1 
through B6 
TStamp Time Stamp <---------- See Table 1-1 ---------> Yes 
SName Originating String String containing the identification Yes 
station name of the station that originated the 
message (normally its ICAO call 
sign) 
BBB Annotation 3-character string So-called "BBB groups" from the No 
group abbreviated message line. They 
indicate that the message has been 
delayed, corrected or amended. A 
BBB group can also be used for 
segmentation. See the WMO-386 
for more detail. 
Descr Description String Keywords and other information No 
describing the message. 
BBox Bounding box < See Table 1-1 ---------> No 
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Table 1-15 Layer Parameter Codes 
layer Description Example 
adiabatic-cond Adiabatic condensation level (layer adiabatic-cond) 
(parcel lifted from surface) 
atm-top Level of the top of the (layer atrn-top) 
atmosphere 
cloud-base Cloud base level (layer cloud-base) 
cloud-top Cloud top level (layer cloud-top) 
conv-cld-base Level of bases of convective (layer conv-cld-base) 
clouds 
conv-cld-top Level of tops of convective (layer conv-cld-top) 
clouds 
entire-atm Entire atmosphere (layer entire-atrn) 
entire-ocean Entire ocean (layer entire-ocean) 
height Height above ground (meters) (layer height 1500) 
height-between Layer between two heights (layer height-between 50 
above ground in hundreds 30) 
meters (followed by top and for layer between 5000 and 3000 
bottom level values) meters above ground 
height-between-ft Layer between two heights (layer height-between-ft 
above ground, in feet 15000 10000) 
(followed by top and bottom 
level values) 
height-ft Height above ground (feet) (layer height-ft 50) 
high-cld-base Level of high cloud bases (layer high-cld-base) --
high-cld-top Level of high cloud tops (layer high-cld-top) 
hybrid Hybrid level (followed by level (layer hybrid 1) 
number) 
hybrid-between Layer between two hybrid (layer hybrid 2 1) 
levels (followed by top and 
bottom level numbers) 
isobar Level of an isobaric surface (layer isobar 500) 
(followed by the isobar value 
of the surface in 




00,250,200, 150,100, 70, 50, 
30, 20,10) 
isobar-between Layer between two isobaric (layer isobar-between 50 
surfaces (followed by top and 100) 
bottom isobar values in kPa, for layer between 500 and 1000 
separated by a space) hPa 
isobar-between-mp Layer between two isobaric (layer isobar-between-mp 
surfaces, mixed precision 50 100) 
(followed by pressure of top for layer between 500 and 1000 
in kPa and 1100 minus hPa 
pressure of bottom in hPa) 
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Table 1-15 Layer Parameter Codes (Cont.) 
Layer Description Example 
isobar-between-xp Layer between two isobaric {layer isobar-between 600 
surfaces, extra precision 100) 
(followed by top and bottom for layer between 500 and 1000 
isobar values expressed as hPa 
1100 hPa-isobar level, 
separated by a space) 
isotherm-a Level of the zero-degree {layer isotherm-0) 
(Celsius) isotherm (or 
freezing level) 
land-depth Depth below land surface in {layer land-depth 5.0) 
centimeters 
land-depth-between Layer between two depths in (layer land-depth-between 
ground (followed by the depth 0 30) 
of the top of the layer and the for layer from ground surface to 30 
depth of the bottom of the cm depth 
layer centimeters) 
land-height-cm Height level above ground {layer land-height-cm SO) 
(high precision) (followed by 
height in centimeters) 
land-isobar Pressure above ground level (layer land-isobar 500) 
in hPa 
land-isobar-between Layer between two isobars (layer land-isobar-between 
abive levels (followed by top 500 1000) 
and bottom isobaric levels in 
hPa) 
low-cld-base Level of low cloud bases {layer low-cld-base) 
low-cld-top Level of low cloud tops {layer low-cld-top) 
max-wind Level of maximum wind (layer max-wind) 
mid-cld-base Level of middle cloud bases {layer mid-cld-base) 
mid-cld-top Level of middle cloud tops {layer mid-cld-top) 
msl Mean sea level {layer msl) 
ms I-height Height above mean sea level {layer msl-height SO) 
(in meters) 
msl-height-between Layer between two heights {layer msl-height-between 
above mean sea level in 10 5) 
hundreds of meters (followed for layer between 1000 and 500 
by top and bottom height meters above ground 
values) 
msl-height-ft Height above mean sea level {layer msl-height-ft 5000) 
(in feet) ' 
sea-bottom Bottom of the ocean {layer sea-bottom) 
sea-depth Depth below the sea surface (layer sea-depth 50) 
(meters) 
sigma Sigma level in 1/10000 {layer sigma 9950) for sigma 
level .995 
sigma-between Layer between two sigma {layer sigma-between 99.5 
surfaces (followed by top and 100.0) 
bottom sigma values for layer between .995 and 1.0 
expressed in 1/100, 
separated by a space) 
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Table 1-15 Layer Parameter Codes (Cont.) 
Layer Description Example 
sigma-between-xp Layer between two sigma {layer sigma-between-xp 
levels (followed by top and .105 .100) 
bottom sigma values for layer between .995 and 1.0 
expressed as 1.1-sigma) 
surface Earth's surface {layer surface) 
theta lsentropic (theta) level (layer theta 300) 
(followed by potential 
temperature in degrees K) 
theta-between Layer between two isentropic (layer theta-between 150 
surfaces (followed by top and 200) 
bottom values expressed as 
475-theta in degrees K) 
tropopause Level of tropopause (top of (layer tropopause) 
troposphere) 
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PowerPoint API Function Description Table 
Method Description Example 
Application Represents the entire Microsoft MyPath - Application.Path 
PowerPoint application. 
-
ActivePresentation Returns a Presentation object Application .ActivePresentation.SaveAs MyPath 
that represents the presentation 
open in the active window. 
(Read-only) 
Presentations Returns a Presentation object firstPresSlides = Windows( 1 ).Presentation.Slides.Count 
that represents the presentation Windows(2).Presentation.PageSetup _ 
in which the specified document .FirstSlideNumber = firstPresSlides + 1 
window or slide show window 
was created. (Read-only) 
Presentations.Add Creates a presentation. Returns a This example creates a presentation, adds a slide to it, 
Presentation object that and then saves the presentation. 
represents the new presentation. With Presentations.Add 
.Slides.Add 1, ppLayoutTitle 
.SaveAs "Sample" 
End With 
Slides A collection of all the Slide Use the Slides property to return a Slides collection: 
objects in the specified ActivePresentation.Slides.Add 2, ppLayoutBlank 
presentation. 
Slides.Add Creates a new slide and adds it This example adds a blank slide at the end of the active 
to the collection of slides in the presentation. 
specified presentation. Returns a With ActivePresentation.Slides 
Slide object that represents the .Add .Count+ 1, ppLayoutBlank 
new slide. End With 
Shapes A collection of all the Shape Use the Shapes property to return the Shapes collection. 
objects on the specified slide. The following example selects all the shapes on 
Each Shape object represents an my Document. 
object in the drawing layer, such Set myDocument = 
as an AutoShape, freeform, OLE ActivePresentation.Slides( 1) 
object, or picture. 
myDocument.Shapes.SelectAll 
Shapes.AddPicture Creates a picture from an Set myDocument = ActivePresentation.Slides(l) 
existing file. Returns a Shape myDocument.Shapes.AddPicture "c:\microsoft office\" 
object that represents the new & -
picture. "clipart\music.bmp", True, True, 100, 100, 70, 70 
Shapes.PictureFormat Contains properties and methods Set myDocument = 
that apply to pictures and OLE ActivePresentation.Slides(l) 
objects. The LinkFormat object With myDocument.Shapes(l ).PictureFonnat 
contains properties and methods 
that apply to linked OLE objects .Brightness = 0.3 
only. The OLEFormat object .Contrast= 0.7 
contains properties and methods .ColorType = msoPictureGrayScale 
that apply to OLE objects .CropBottom = 18 
whether or not they're linked. End With 
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Power Point API Function Description Table (Cont.} 
Method Description Example 
SlideShowTransition Contains information about how With 
the specified slide advances ActivePresentation.Slides(l).SlideShowTransit 
during a slide show. 
lOil 
.Speed = ppTransitionSpeedFast 
End With 
SlideShowSetting Represents the slide show setup With ActivePresentation.SlideShowSettings 







Application Application (n) 
t 



















I 1 · connects I 
1 
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~ notifies when it's done storing data Y 
PPTWrapper 
4: connects ,:a database 
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Figure 5 - Continuous Brief Update Sequence Diagram 
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APPENDIX D. SOURCE CODE 
752 
1. Configuration GUI (CBcfg) 
VERSION 5.00 
Begin VB.Form CBform 
BackColor = &H80000004& 
Caption = "CBcfg" 
ClientHeight = 9195 
ClientLeft = 60 
ClientTop = 345 
ClientWidth = 8490 
LinkTopic = "Forml" 
ScaleHeight = 9195 







Left = 1080 
Tabindex = 3 
Tag = 113 II 
Top = 7320 
Width = 6375 
End 
Begin VB.TextBox TypeText 
Height = 375 
Left = 1080 
Tab Index = 1 
Top = 5160 
Width = 6375 
End 
Begin VB.CommandButton Delete 
Caption = "Delete 11 
Default 












Tab Index = 
Top = 
= 




= O 'False 
= O 'False 








Begin VB.CommandButton Add 
Caption = "Set" 































Begin VB.CommandButton Cancel 





















































= 0 'False 
= 0 'False 












Begin VB.TextBox LocationText 
Height = 375 











Begin VB.ListBox dataList 












































the key used 
Top 
= "A virtual directory associated 
with by the Web server." 
= 6840 
Width = 2775 
End 
Begin VB.Label Label4 
Caption = "Key:" 
BeginProperty Font 
Name = "MS Sans Serif" 
Size = 9.75 
Charset = 0 
Weight 700 
Underline = 0 'False 
Italic = 0 'False 




















= "An image type 
4680 
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or any other 
ToolTipText 
with the key. 11 
Top 
= "An actual directory associated 
= 5760 
Width = 1095 
End 
Begin VB.Label Labell 
Caption = "Current configuration: 11 
BeginProperty Font 
Name = "MS Sans Serif" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 255 
Left = 1080 
Tabindex = 8 
ToolTipText = "The current setting for 
Continuous Brief application." 
Top = 240 
Width = 2295 
End 
End 
Attribute VB Name= "CBform" 
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Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= False 
Attribute VB_Predeclaredid = True 
Attribute VB_Exposed = False 
'######################################################### 
'# 








'# CBcfg is an utility application that provides a 
'# Graphical User Interface (GUI) for setting the image 
'# type and its location. This application supports the 




' String variables that hold the locations where to find 
' the configuation file (cbdata.cfg), and the temporary 
' directory for this application during run time. 
'******************************************************** 
Private cfgfile As String 
Private cfgtmp As String 
'******************************************************** 
'Unload the CBcfg form when the Cancel button is clicked. 
'******************************************************** 




1 Display information for each record selected from the 
' current configuration list box. 
'******************************************************** 
Private Sub dataList_Click() 
Dim listStr As String 
Dim typeStr As String 
Dim locationStr As String 
Dim virtualStr As String 
listStr = dataList.Text 
Call lineinfo(listStr, typeStr, locationStr, virtualStr) 
1 Display the key name in the Key text box. 
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TypeText.Text = typeStr 
'Display the directory associated with the key in the 
'Directory text box. 
LocationText.Text = locationStr 
'Display the virtual directory associated with the key 
' in the Virtual Directory text box 





' Tasks done when deleting an item from the list. 
' First, copy all lines from the cfgfile to the cfgtmp 
' file except the line that's being deleted. Then copy 
'back to the cfgfile from the cfgtmp. 
'******************************************************** 
Private Sub Delete_Click(} 
Open cfgfile For Input As #1 
Open cfgtmp For Output As #2 
Do While Not EOF(l) 
Line Input #1, inputStr 
If Not (InStr(l, inputStr, 
vbTextCompare) > 0) Then 





' Copy the cfgtmp to the cfgfile 
Open cfgtmp For Input As #1 
Open cfgfile For Output As #2 
Do While Not EOF(l) 
Loop 
Line Input #1, inputStr 




TypeText.Text & "-" I 
End Sub 
'******************************************************** 
1 Tasks done when the application is load. 
1 This requires two system environment variables set, 
1 which are CB_HOME, where the cbdata.cfg is located, and 
1 CB_TMP, where the temporary file is created. 
'******************************************************** 
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Private Sub Form_Load() 
cfgfile = Environ("CB_HOME") & 11 \cbdata.cfg" 




'Activate the Add button if new value is enterred from 
' the Image type box. 
'******************************************************** 




' Save the changes (if any), and close the CBcfg form 
' when the OK button is clicked 
'******************************************************** 
Private Sub OK_Click() 
If (Add.Enabled) Then 





' The lineinfo subroutine parses a line input from the 
' configuration file (cbdata.cfg). It separates information 
' of the key, the directory, and the virtual directory 




searchStr - the string is being parsed. 
in/out: 
K - a variable that holds the key string 
D - a variable that holds the directory string 
V - a variable that holds the virtual directory 
'******************************************************** 
Private Sub lineinfo(searchStr As String, K As String, D As 
String, V As String) 
istart = 1 
istop = O 
istop = InStr(istart, searchStr, "=", vbTextCompare) 
' Get the key string 
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K = Mid(searchStr, istart, istop - 1) 
istart = istop + 1 
istop = InStr(istart, searchStr, "I", vbTextCompare) 
1 Get the directory string 
If istop > istart Then 
Else 
D = Mid(searchStr, istart, istop - istart) 
istart = istop + 1 
1 Get the location string 
V = Mid(searchStr, istart) 
D = Mid(searchStr, istart) 




1 Tasks done when adding an item to the list. First, check 
1 if there is any line from cfgfile that has the same key 
1 value as the added item. Then update it with the new 
1 value. Otherwise, add a new line (item) to the cfgfile. 
'******************************************************** 
Private Sub Add_Click() 
Add.Enabled= False 
Open cfgfile For Input As #1 
Open cfgtmp For Output As #2 
1 Check for whether or not the image type exists. 
Do While Not EOF(l) 
Line Input #1, inputStr 
If Not (InStr(l, inputStr, TypeText.Text & 
vbTextCompare) > 0) Then 
Loop 
1 Write to a temporary file 
Print #2, inputStr 
End If 
"-" I 
If (StrComp("", VirtualDirText.Text, vbTextCompare) = O) 
Then 
Print #2, TypeText.Text & "=" & LocationText.Text 
Else 
Print #2, TypeText.Text & "=" & LocationText.Text & 




1 Copy the cfgtmp to the cfgfile 
Open cfgtmp For Input As #1 
Open cfgfile For Output As #2 
Do While Not EOF(l) 
Line Input #1, inputStr 
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'Activate the Add button if new value is enterred from 
' the Key text box. 
'******************************************************** 




'Activate the Add button if new value is enterred from 
1 the Directory text box. 
'******************************************************** 




1 Refresh the GUI after adding or deleting an item from 
1 the list. 
'******************************************************** 
Private Sub updateList() 
Dim intFile As Integer 
dataList.Clear 
intFile = FreeFile() 
Open cfgfile For Input As #intFile 
Do While Not EOF(intFile) ' Check for end of file. 




TypeText.Text = 1111 
LocationText.Text = 1111 
VirtualDirText.Text = 1111 
Add.Enabled= False 
Delete.Enabled= False 




'Activate the Add button if new value is enterred from 
' the Virtual Directory text box. 
'******************************************************** 
Private Sub VirtualDirText_Change() 
Add.Enabled= True 
End Sub 




Begin VB.UserControl Weblnterface 
BackColor = &H80000001& 
ClientHeight = 5475 
ClientLeft = 0 
Client Top = 0 
ClientWidth = 8430 
ScaleHeight = 5475 
ScaleWidth = 8430 
Begin InetCtlsObjects.Inet Inetl 
End 









Begin VB.TextBox ImagesText 
BeginProperty Font 

















































































































































Begin VB.CommandButton Start 







Name = 11Arial 11 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 495 
Left = 720 
Tabindex = 3 
Top = 2400 
Width = 1215 
End 
Begin VB.CommandButton Default 
Caption = "Default" 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 
Italic = 0 
Strikethrough = 0 
EndProperty 
Height = 495 
Left = 720 
Tabindex 2 
Top = 4080 
Width = 1215 
End 






Size = 9.75 
Chars et = o 
Weight = 700 
Underline = o 'False 
Italic = 0 'False 
Strikethrough = o 'False 
EndProperty 
Height = 360 













Begin VB.CommandButton Stop 
BackColor = &HOOCOCOCO& 
Caption = "Stop" 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 495 
Left 720 
MaskColor = &H80000004& 
Tabindex = 0 
Top = 3240 
Width = 1215 
End 
Begin VB.Label images 
BackColor = &H80000001& 
Caption "Images:" 
BeginProperty Font 
Name = "Arial" ;-
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
ForeColor = &H8000000E& 
Height = 255 
Left = 4800 
Tabindex = 14 
Top = 1680 
Width = 855 
End 
Begin VB.Label Labell 
BackColor = &H80000001& 
Caption = "Height:" 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 











































































































































































































Height = 255 
Left = 720 
Tabindex = 8 
Top = 1200 
Width = 1215 
End 
End 
Attribute VB Name= "Webinterface" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'######################################################## 
'# File: Webinterface.ctl 
'# Date Author History 




'The Continuous Brief wrapper (CBWrapper) is an ActiveX 
' Control that represents the Graphical User Interface 
' (GUI) via the Web browser (Internet Explorer). It allows 
' an user to select the type of images that he/she wants 
' to view. Also, it allows the user to set the number of 
' images, the size, and the duration for the display. 
'******************************************************* 
Private mControllerConnector As ControllerConnector 
Private mMonitor As Monitor 
Private mMonitorConnector As MonitorConnector 
Private WithEvents mcontroller As Controller 
Attribute mController.VB_VarHelpID = -1 
' Get reference to Application object from the PowerPoint 
API. 
Public myPPT As PowerPoint.Application 
Public AppRunning As Boolean 
Private BriefStarted As Boolean 
Private downloadFolder As String 
Private cfgFolder As String 
Private ServerURL As String 
'******************************************************* 
1 Reset the Continuous Brief GUI to its default values. 
1 Set slide show to fullscreen size. 
' Set number of images to 24 
1 Set duration of the slide show too. 
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'******************************************************** 
Private Sub Default_Click() 
ImageType.Text = "Select an image type" 
ImagesText.Text = 11 24" 
HeightText.Text = 11 540" 
WidthText.Text = "720" 
DurationText.Text = 11 0 11 
End Sub 
'******************************************************** 
' Update the brief. 
' Use the GetimageDir method from the Controller object 
' to get the location of the files. 
' Use the Controller_UpdateBrief method to update the brief. 
'******************************************************** 
Private Sub Start_Click() 
Dim imageloc As String 




' Stop the slide show. 
' Terminate the background running PowerPoint application. 
' Free up the un-used object. 
' Reset the AppRunning flag to false. 
'******************************************************** 
Private Sub Stop_Click() 
If AppRunning Then 
myPPT.ActivePresentation.Close 
myPPT.Quit 
Set myPPT = Nothing 
AppRunning = False 




Initialize references to the Monitor and Controller 
objects. 
'******************************************************** 
Private Sub UserControl_Initialize() 
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-- Set mControllerConnector = New ControllerConnector 
Set mController = mControllerConnector.Controller 
Set mMonitorConnector = New Monitorconnector 
Set mMonitor = mMonitorConnector.Monitor 
AppRunning = False 
BriefStarted = False 
' Add image types to the drop-box in the Continuous 
Brief GUI 
Dim intFile As Integer ' FreeFile variable 
Dim inputstr As String 
Dim cfgFile As String 
Dim typeStr As String 
Dim locationStr As String 
Dim virtualDirStr As String 
Dim tmpFolderStr As String 
Dim tmpFileStr As String 
Dim downloadFileStr As String 
Set values for the URL, download folder, and a 
temporary filename 
I %%%%%%%%%%%%%%%%%%%%%% 
' Change config here: 
ServerURL = 11 http://tampc.spawar.navy.mil/ 11 
I %%%%%%%%%%%%%%%%%%%%%% 
cfgFile = "cbdata.cfg" 
downloadFolder = Environ("TEMP") & 11 \cbdownload" 
cfgFolder = downloadFolder & 11 \cbdata" 
tmpFileStr = cfgFolder & 11 \ 11 & cfgFile 
' Download the "cbdata.cfg" file 
downloadFileStr = ServerURL & "/" & cfgFile 
' Create a temporary directory for downloading data 
Call createFolder(downloadFolder) 
Call createFolder(cfgFolder) 
Call downloadFile(downloadFileStr, tmpFileStr) 
intFile = FreeFile() 
Open tmpFileStr For Input As #intFile 
Do While Not EOF(intFile) 
Line Input #intFile, inputstr 









' Receive Controller event to do the update for the brief. 
' Parameters: 
in: DataType - the data (images} type 
in: imageDir - the directory where to find the 
images. 
'******************************************************** 
Private Sub mController_UpdateBrief(DataType As String} 
' Check for the right type of data that the CBWrapper is 
showing. 
If (StrComp(ImageType.Text, DataType, vbTextCompare} = 
O} And BriefStarted Then 
Dim virtualDir As String 
Dim fileListName As String 
Dim tmpFileStr As String 




' Local variables declarations 
Dim myArray (} As String 
Dim myPres As Presentation 
Dim fs, f, fc, fl, i, j, K 
Dims As Slide 
Dim LeftVal As Long 
Dim TopVal As Long 
Dim imageW As Long 
Dim imageH As Long 
Dim ImgFile As String 
Dim intFile As Integer 
Dim inputstr As String 
virtualDir, 
' Download the list of image filenames from server 
tmpURLStr = ServerURL & virtualDir & 11 /CB_listfile/ 11 
& fileListName 
tmpFileStr = cfgFolder & 11 \ 11 & fileListName 
Call downloadFile(tmpURLStr, tmpFileStr} 
' Download image files from server 
intFile = FreeFile(} 
Open tmpFileStr For Input As #intFile 
Do While Not EOF(intFile} 
Line Input #intFile, inputStr 





tmpFileStr = downloadFolder & 11 \ 11 & inputStr 
Call downloadFile(tmpURLStr, tmpFileStr) 
Loop 
Close #intFile 
Get reference to the PowerPoint Application 
On Error Resume Next 
Set myPPT = GetObject(, "PowerPoint.application") 
If Err.Number<> O Then 
Set myPPT = 
CreateObject("PowerPoint.application") 
End If 
' Set the AppRunning flag so that it will be 
' checked when the STOP button is clicked. 
AppRunning = True 
' Stop the current running slide show (if any) 
If myPPT.Presentations.Count <> O Then 
myPPT.ActivePresentation.Close 
End If 
1 Create new presentation with the new update data 
Set myPres = myPPT.Presentations.Add(True) 
Create a FileSystemObj ect for manipulating the 
file system 
images. 
Set fs = CreateObject("Scripting.FileSystemObject") 
Set f = fs.GetFolder(downloadFolder) 
Set fc = f.Files 
i = 1 
K = 1 
' Store all filenames from the image directory 
' to an array for sorting purpose. 
ReDim myArray(l To fc.Count) 
For Each fl In fc 
myArray(i) = fl.Name 
i = i + 1 
Next 
, Sort the array. 
Call mMonitor.dhBubbleSort(myArray) 
Calculate the positions and dimensions for the 
Call GetDimensions(LeftVal, TopVal, imageW, imageH) 
'Add the images to the PowerPoint presentation. 
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For j = (fc.Count - ImagesText.Text + 1) To fc.Count 
ImgFile = downloadFolder & 11 \ 11 & myArray(j) 
myPres.Slides.Add K, ppLayoutBlank 
myPres.Slides.Item(K) .Shapes.AddPicture 
ImgFile, True, True, 
LeftVal, TopVal, imageW, imageH 
show 
K = K + 1 
Next 
'Free up the FileSystemObject when done 
Set fs = Nothing 
Set f = Nothing 
Set fc = Nothing 
' Configure the slide show properties and run the 
For Each s In myPPT.ActivePresentation.Slides 
With s.SlideShowTransition 
.AdvanceOnTime = True 




.StartingSlide = 1 
.EndingSlide = ImagesText.Text 
.AdvanceMode = ppSlideShowUseSlideTimings 
.LoopUntilStopped = True 
.Run 
End With 
' Delete the images when done creating the brief 
For i = 1 To fc.Count 
If fs.FileExists(downloadFolder & 11 \ 11 & myArray(i)) 
Then 







1 The GetDimensions subroutine calculates the positions 
1 (Left, Top), and the dimensions (Height, Width) 
' for the images. 
' Parameters: 
in/out: L - the Left value 
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T - the Top value 
W - the Width value 
H - the Height value 
'******************************************************** 
Private Sub GetDimensions{L As Long, T As Long, W As Long, H 
As Long) 
' Local variables declarations 
Dim DeltaX As Long 
Dim DeltaY As Long 
DeltaX = myPPT.ActivePresentation.PageSetup.SlideWidth -
WidthText.Text 
DeltaY = myPPT.ActivePresentation.PageSetup.SlideHeight 
- HeightText.Text 
End 
If DeltaX <= 0 Then 
L 0 
Else 
L = DeltaX / 2 
End If 
If DeltaY <= 0 Then 
T = 0 
Else 
T = DeltaY I 2 
End If 
w = WidthText.Text 
H = HeightText.Text 
If W > 720 Then W = 





' The lineinfo subroutine parses a line input from the 
' configuration file {cbdata.cfg). It separates information 
' of the key, the directory, and the virtual directory 




searchStr - the string is being parsed. 
in/out: 
K - a variable that holds the key string 
D - a variable that holds the directory string 
V - a variable that holds the virtual directory 
'******************************************************** 
Private Sub lineinfo{searchStr As String, K As String, D As 
String, V As String) 
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Dim istart As Integer 
Dim istop As Integer 
istart = 1 
istop = O 
istop = InStr(istart, searchStr, "=", vbTextCompare) 
'Get the key string 
K = Mid(searchStr, istart, istop - 1) 
istart = istop + 1 
istop = InStr(istart, searchStr, "I", vbTextCompare) 
' Get the directory string 
If istop > istart Then 
D = Mid(searchStr, istart, istop - istart) 
istart = istop + 1 
'Get the location string 
V = Mid(searchStr, istart) 
Else 
D = Mid(searchStr, istart) 




' The downloadFile subroutine uses the OpenURL method to 
' download a file from the current open connection using 
' HTTP protocol. 
' Parameters: 
in: 
URLStr - the URL for download the file from. 
saveFile - the filename for storing the 
downloaded file on the client machine. 
'******************************************************** 
Private Sub downloadFile(URLStr As String, saveFile As 
String) 
Dim bData() As Byte 
Dim intFile As Integer 
int File = FreeFile () 
file. 
'Data variable 
' FreeFile variable 
' Set intFile to an unused 
' The result of the OpenURL method goes into the Byte 
' array, and the Byte array is then saved to disk. 
bData() = Inetl.OpenURL(URLStr, icByteArray) 
Open saveFile For Binary Access Write As #intFile 








in: path - a qualify name of the folder being 
created. 
'******************************************************** 
Private Sub createFolder(path As String) 
Dim fs, f 
Set fs = CreateObject("Scripting.FileSystemObject") 
If Not fs.FolderExists(path) Then 
Set f = fs.createFolder(path) 
End If 
Set fs = Nothing 
Set f = Nothing 
End Sub 
'******************************************************** 
' Deleting a folder on a client machine. 
' Parameter: 
in: path - a qualify name of the folder being 
deleted. 
'******************************************************** 
Private Sub deleteFolder(path As String) 
Dim fs, f 
Set fs = CreateObject("Scripting.FileSystemObject") 
If fs.FolderExists(path) Then 
fs.deleteFolder path, True 
End If 
Set fs = Nothing 
End Sub 
'******************************************************** 
' Clean up all temporary folder created when exiting. 
'******************************************************** 
Private Sub UserControl_Terminate() 
' Delete the download folder 
deleteFolder downloadFolder 
End sub 
3. Object Components (Continuous Brief) 
a) Global Variable Declarations 
Attribute VB Name= "GlobalDeclarations" 
'######################################################## 
'# File: GlobalDeclarations.bas 
'# Date Author 







1 The cfginfo type is a record that stores the information 
' that read from the cvdata.cfg file (i.e., Key, Directory, 
'Virtual Directory, and the stamped date, which is the last 
1 time the data is checked.) 
'******************************************************** 
Public Type cfginfo 
key As String 
path As String 
vir_path As String 
stampdate As Date 
End Type 
'******************************************************** 
'Global variables used by the ControllerConnector 
'******************************************************** 
Public gController As Controller Reference to 
controller object 
Public gControllerUseCount As Long I Global reference count 
'******************************************************** 
1 Global variables used by the MonitorConnector 
'******************************************************** 
Public gMonitor As Monitor 
object 
Public gMonitorUseCount As Long 
'Reference to monitor 
'Global reference count 
'******************************************************** 
Global variables used by the Monitor and Controller 
objects. 
'******************************************************** 
Public gCfgArray() As cfginfo 
b) Timer 
VERSION 5.00 
Begin VB.Form Timing 
Caption = "Forml" 
777 
ClientHeight = 3195 
ClientLeft = 60 
Client Top = 345 
ClientWidth = 4680 
LinkTopic "Forml" 
ScaleHeight = 3195 
ScaleWidth = 4680 
StartUpPosition 3 'Windows Default 
Begin VB.Timer Clock 




Attribute VB_Name = "Timing" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= False 
Attribute VB Predeclaredid = True 
Attribute VB_Exposed = False 
'######################################################## 
'# File: Timing.frm 
'# Date Author History 
'# 5/31/2000 Tam Tran Created. 
'######################################################## 
'******************************************************** 
' Set the clock interval to 5 second. 
' The Monitor component uses this timer event to poll the 
' storage directory for new data (images). 
'******************************************************** 




VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 'True 
Persistable = o 'NotPersistable 
DataBindingBehavior = O 'vbNone 
DataSourceBehavior = o 'vbNone 
MTSTransactionMode = O 'NotAnMTSObject 
END 
Attribute VB Name= "Controller" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
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'######################################################## 
'# File: Controller.els 
'# Date Author History 




' The Controller component uses this UpdateBrief event to 
' notify the Continuous Brief wrapper (CBWrapper) for 
' updating the brief. 
' Event's parameters: 
imageType: the type of images 
imageLoc: the location where to find the images. 
' The Glue component will raise the event to notify the 
' Controller when it's done with storing data. 
' The Monitor component will raise the event to notify the 
' Controller when the new data come in. 
WithEvents causes the component(s) which raise the 
event(s) 
' to run asynchronously. 
' MonitorConnector component allows multiple connections to 
' single Monitor object. 
'******************************************************** 
Event UpdateBrief(imageType As String) 
Public WithEvents mGlue As Glue 
Attribute mGlue.VB_VarHelpID = -1 
Private WithEvents mMonitor As Monitor ' Get Monitor events 
Attribute mMonitor.VB_VarHelpID = -1 
Private mMonitorConnector As MonitorConnector 
'******************************************************** 
' Connect to the Monitor component 
'******************************************************** 
Private Sub Class_Initialize() 
Set mMonitorConnector = New MonitorConnector 





' Receive the notification from the Monitor component 
The Controller passes the information to the Glue 
component 
' for storing data to the database. 
' Event's paramenter: 
DataType: the data (images) type 
'******************************************************** 
Private Sub mMonitor_NewData(DataType As String) 




' Receive the notification from the Glue component that 
'Asynchronous glue component is done. 
' The Controller notifies the CBWrapper(s) and passes the 
' information for the wrapper(s) to update the brief(s). 
' Event's paramenter: 
DataType: the data (images) type 
'******************************************************** 
Private Sub mGlue_GlueDone(DataType As String) 
Set mGlue = Nothing ' Free the Glue object 




' Get all the image's filenames, which is being requested 
' from the CBWrapper, and make the makeFileList function 
' call to store the filenames to the CB DATA.LST file. 
' Parameters: 
in: 
ImageID - the image type 
fileCounts - the number of images requested. 
virtualDir - the virtural directory associated 
with the images' directory. 
in/out: 
fileListName - a variable that holds the 
filename, 




Public Sub Get Image Info ( Image ID As String, fileCounts As 
Inte·ger, _ 
virtualDir As String, fileListName 
As String) 
Dim i As Integer 
For i = 1 To UBound(gCfgArray) 
If (StrComp(ImageID, gCfgArray(i) .key, 
vbTextCompare) = 0) Then 
virtualDir = gCfgArray(i) .vir_path 
fileListName = "CB DATA.LST" 






'Write all filenames from a specified directory to a file. 
' This subroutine is called by Getimageinfo() 
' Parameters: 
in: 
fileCounts - number of files is being read. 
path - a specified directory for getting the 
filenames. 
filename - the file used for storing the 
filenames. 
'******************************************************** 
Private Sub makeFileList(fileCounts As Integer, path As 
String, 
Dim fs, f, fc, fl, i, j, a 
Dim mycount As Integer 
Dim listfileStr As String 
Dim myArray () As String 
filename As String) 
1 Create a FileSystemObj ect for manipulating the file 
system. 
Set fs = CreateObject("Scripting.FileSystemObject") 
Set f = fs.GetFolder(path) 
Set fc = f.Files 
myCount = fc.Count 
i = 1 
1 Store the name of the files to an array for sorting 
purpose 
ReDim myArray(l To myCount) 
For Each fl In fc 
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Next 
myArray(i) = fl.Name 
i = i + l 
' Sort the array 
Call mMonitor.dhBubbleSort(myArray) 
listfileStr = path & "\" & "CB_listfile" 
createFolder listfileStr 
Set a= fs.CreateTextFile(listfileStr & 11 \ 11 & filename, 
True) 




' Free up the objects, which are no longer be used. 
Set fs = Nothing 
Set f = Nothing 
Set fc = Nothing 
Set a= Nothing 
End Sub 
'******************************************************** 
' This createFolder is used for creating a specified folder. 
' Parameter: 
in: path - the qualified name of the folder being 
created. 
'******************************************************** 
Private Sub createFolder(path As String) 
Dim fs, f 
Set fs = CreateObject("Scripting.FileSystemObject") 
If Not fs.FolderExists(path) Then 
Set f = fs.createFolder(path) 
End If 
Set fs = Nothing 
Set f = Nothing 
End Sub 
d) Controller Connector 
VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 'True 
Persistable = O 'NotPersistable 
DataBindingBehavior = o 'vbNone 
DataSourceBehavior = 0 'vbNone 
MTSTransactionMode = O 'NotAnMTSObject 
END 
Attribute VB Name= "ControllerConnector" 
Attribute VB_GlobalNameSpace = False 
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Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'######################################################## 
'# File: ControllerConnector.cls 
'# Date Author History 




' This property allows other components to get reference 
' to the Controller object. 
'******************************************************** 
Public Property Get Controller() As Controller 
Set Controller= gController 
End Property 
'******************************************************** 
' Initilize Controller and reference count. 
'******************************************************** 
Private Sub Class_Initialize() 
If gController Is Nothing Then 
Set gController = New Controller 
End If 
gControllerUseCount = gControllerUseCount + 1 
End Sub 
'******************************************************** 
' Terminate controller when reference count= O 
'******************************************************** 
Private Sub Class_Terminate() 
gControllerUseCount = gControllerUseCount - 1 
If gControllerUseCount = O Then 
'Set gList = Nothing 




VERSION 1.0 CLASS 
BEGIN 
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MultiUse = -1 'True 
Persistable = 0 'NotPersistable 
DataBindingBehavior = 0 'vbNone 
DataSourceBehavior = O 'vbNone 
MTSTransactionMode = 0 'NotAnMTSObject 
END 
Attribute VB Name= "Monitor" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'######################################################## 
'# File: Monitor.els 
'# Date Author History 




I The VISStamDate, IRStampDate, and VAPORStampDate variables 
' store the created date of the latest stored data. 
WithEvents causes the component(s) which raise the 
event(s) 
' to run asynchronously. 
' Event's parameter: 
DataType: the data (images) type 
' The Monitor component will raise the event to notify the 
' Controller when the new data come in. 
'******************************************************** 
Private VISStampDate As Date 
Private IRStampDate As Date 
Private VAPORStampDate As Date 
Private mTiming As Timing 
Private WithEvents mClock As Timer 
Attribute mClock.VB_VarHelpID = -1 
Event NewData(DataType As String) 
'******************************************************** 
' The tasks done when a new Monitor object is created. 
'******************************************************** 
Private Sub Class_Initialize() 
1 Start Monitor Timer and create instance of form 
Set mTiming = New Timing 
Load mTiming 
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' Connect timers' events to associated event procedures 
in Monitor 
Set mClock = mTiming.Clock 




' The tasks done when the Monitor object is terminated. 
'******************************************************** 
Private Sub Class_Terminate() 
' Free up the timer object. 
Set mClock = Nothing 
' Terminate Monitor 
'Unload and free up the form. 
Unload mTiming 
Set mTiming = Nothing 
End Sub 
'******************************************************** 
' Process Timer Event. 
' This timer event causes the Monitor to poll the storage 
' directories for new data. 
The Monitor will raise the event (s) if it found a new 
data. 
'******************************************************** 
Private Sub mClock_Timer() 
Dim i As Integer 
For i = 1 To UBound(gCfgArray) 
Next 
End Sub 
If IsNewFile(gCfgArray(i) .path, i) Then 
RaiseEvent NewData(gCfgArray(i) .key) 
End If 
'******************************************************** 
' The IsNewFile function is used to determine whether or 
' not a new data exists. 
' Paramenters: 
in: StrDir - the directory where to check for 
new data. 
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in: StampDate - the created date of the latest 
data from the previous checked. 
'Return: 
TRUE if there's new data, and FALSE otherwise. 
'******************************************************** 
Private Function IsNewFile(StrDir As String, arrayindex As 
Integer) As Boolean 
' Local variables declarations. 
Dim fs, f, fc, fl, i 
Dim myStamp As Date 
Dim myArray() As String 
' Create a FileSystemObj ect for manipulating the file 
system. 
Set fs = CreateObject("Scripting.FileSystemObject") 
Set f = fs.GetFolder(StrDir) 
Set fc = f.Files 
i = 1 
' Store the name of the files to an array for sorting 
purpose 
ReDim myArray(l To fc.Count) 
For Each fl In fc 
myArray(i) = fl.Name 
i = i + 1 
Next 
' Sort the array 
Call dhBubbleSort(myArray) 
' Check for new file based on the file's created date. 
myStamp = fs.GetFile(StrDir & "\" & 
myArray(fc.Count)) .DateCreated 
If (DateDiff("s", gCfgArray(arrayindex) .stampdate, 
myStamp) <> 0) Then 
gCfgArray(arrayindex) .stampdate = myStamp 
IsNewFile = True 
Else 
IsNewFile = False 
End If 
1 Free up the objects, which are no longer be used. 
Set fs = Nothing 
Set f = Nothing 




' Standard bubblesort. 
'DON'T USE THIS unless you know the data is already 
' almost sorted! It's incredibly slow for 
' randomly sorted data. 
' There are many variants on this algorithm. 
' There may even be better ones than this. 
' But it's not even going to win any 
' speed prizes for random sorts. 
' From "Visual Basic Language Developer's Handbook" 
'by Ken Getz and Mike Gilbert 
' Copyright 2000; Sybex, Inc. All rights reserved. 
' In: 
varitems: 
Array of items to be sorted. 
' Out: 
Varitems will be sorted. 
'******************************************************** 
Public Sub dhBubbleSort(varitems As Variant) 
Dim blnSorted As Boolean 
Dim lngI As Long 
Dim lngJ As Long 
Dim lngitems As Long 
Dim varTemp As Variant 
Dim lngLBound As Long 
lngitems = UBound(varitems) 
lngLBound = LBound(varitems) 
' Set lngI one lower than the lower bound. 
lngI = lngLBound - 1 
Do While (lngI < lngitems) And Not blnSorted 
blnSorted = True 
lngI = lngI + 1 
For lngJ = lngLBound To lngitems - lngI 
If varitems(lngJ) > varitems(lngJ + 1) Then 
varTemp = varitems(lngJ) 
varitems(lngJ) = varitems(lngJ + 1) 
varitems(lngJ + 1) = varTemp 







' The lineinfo subroutine parses a line input from the 
' configuration file (cbdata.cfg). It separates information 
' of the key, the directory, and the virtual directory 
' from the line string input. 
' Parameters: 
in: 
searchStr - the string is being parsed. 
in/out: 
K - a variable that holds the key string 
D - a variable that holds the directory string 
V - a variable that holds the virtual directory 
string 
'******************************************************** 
Private Sub lineinfo(searchStr As String, K As String, D As 
String, V As String) 
Dim istart As Integer 
Dim istop As Integer 
istart = 1 
istop = o 
istop = InStr(istart, searchStr, "=", vbTextCompare) 
1 Get the key string 
K = Mid(searchStr, istart, istop - 1) 
istart = istop + 1 
istop = InStr(istart, searchStr, "1 11 , vbTextCompare) 
1 Get the directory string 
If istop > istart Then 
D = Mid(searchStr, istart, istop - istart) 
istart = istop + 1 
'Get the location string 
V = Mid(searchStr, istart) 
Else 
D = Mid(searchStr, istart) 




1 The GetDateArrayindex function returns an index of the 
1 dateArray, where the specified image type (ID) is stored. 
'******************************************************** 
Public Function GetArrayindex(key As String) As Integer 
Dim tmpinfo As cfginfo 
Dim bFound As Boolean 
Dim i As Integer 
bFound = False 
i = 1 
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Do While Not bFound 
tmpinfo = gCfgArray(i) 
If (StrComp(tmpinfo.key, key) = 0) Then 
GetArrayindex = i 
bFound = True 
End If 




' The Getconfig subroutine reads information stored in 
' the configuration file, and adds them to the link list. 
'******************************************************** 
Private Sub GetConfig () 
Dim cfgpath As String 
Dim inputStr As String 
Dim keyStr As String 
Dim dirStr As String 
Dim virDirStr As String 
Dim intFile As Integer 
Dim tmpinfo As cfginfo 
' Initialize the size the gCfgArray 
ReDim gCfgArray(0) 
' Get the path for the configuration file 
cfgpath = Environ("CB_HOME") & "\cbdata.cfg" 
' Store the configured info to the array 
intFile = FreeFile() 
Open cfgpath For Input As #intFile 
Do While Not EOF(intFile) 
Line Input #intFile, inputstr 




.vir_path = virDirStr 
. stampdate = -1 ' initialize the date to 
before Dec. 30, 1899 
End With 
ReDim Preserve gCfgArray(UBound(gCfgArray) + 1) 






f) Monitor Connector 
VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 'True 
Persistable = 0 'NotPersistable 
DataBindingBehavior = O 'vbNone 
DataSourceBehavior = 0 'vbNone 
MTSTransactionMode = o 'NotAnMTSObject 
END 
Attribute VB Name= "MonitorConnector" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'######################################################## 
'# File: MonitorConnector.cls 
'# Date Author History 




' This property allows other components to get reference 
' to the Monitor object. 
'******************************************************** 
Public Property Get Monitor() As Monitor 
Set Monitor= gMonitor 
End Property 
'******************************************************** 
' Initialize Monitor and reference count. 
'******************************************************** 
Private Sub Class_Initialize() 
If gMonitor Is Nothing Then 
Creates a new link 
configuration info. 
Set gMonitor = New Monitor 
End If 
list for 








Private Sub Class_Terminate{) 
gMonitorUseCount = gMonitorUseCount - 1 
If gMonitorUseCount = O Then 




VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 'True 
Persistable = 0 'NotPersistable 
DataBindingBehavior = 0 'vbNone 
DataSourceBehavior = 0 'vbNone 
MTSTransactionMode = 0 'NotAnMTSObject 
END 
Attribute VB Name= "Glue" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'######################################################## 
'# File: Glue.els 
'# Date Author History 




' The Glue component uses this event to notify the 
' Controller when done with its task. 
' Event's parameter: 
DataType: the data (images) type. 
'******************************************************** 
Event GlueDone(DataType As String) 
'******************************************************** 
' Notify the Controller when done storing data. 
'******************************************************** 
Public Sub StoreData(DataType As String) 




' start glue task 
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component integration problem and proposes an application framework that supports 
application wrappers and a uniform security policy external to the components. This --. 
application framework adopts an Object Request Broker (ORB) standard based on 
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architectures are used to make components conform to the ORB standard. The 
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used as a case study to demonstrate the utility of this distributed component integration 
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There is a need for Commercial-off-the-shelf (COTS), Government-
off-the-shelf (GOTS) and legacy components to inter-operate in a secure 
distributed computing environment in order to facilitate the 
development of evolving applications. 
This thesis researches existing open standards solutions to the 
distributed component integration problem and proposes an application 
framework that supports application wrappers and a uniform security 
policy external to the components. This application framework adopts an 
Object Request Broker (ORB) standard based on Microsoft Distributed 
Component Object Model (DCOM) . Application wrapper architectures are 
used to make components conform to the ORB standard. The application 
framework is shown to operate in a common network architecture. 
A portion of the Naval Integrated Tactical Environmental System I 
(NITES I) is used as a case study to demonstrate the utility of this 
distributed component integration methodology (DCIM). The System 
Requirement Specification (SRS), System Design Specification (SDS) and 
Visual Basic Implementation, found in the appendices, are the results 
of a collaborative effort with graduate students Karen Gee and Thomas 
Nguyen. 
Unified Modeling Language (UML) methodology is used in the formal 
specification of the system. 
The Joint C4ISR Battle Center (JBC) Study considered several 
approaches to solving the interoperability problem, including wrappers, 
messaging, data mediators, data replicators, data translators, and 
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ORBs, and evaluated each approach using the following criteria: 
performance, reliability, speed to field, cost, extendibility, COTS 
support, security and standards. The empirical scores for each 
criterion of each approach are plotted on a Kiviat graph. The JBC 
Study, published at the Naval Post Graduate School in 1999, recommends 
a solution in the context of ORBs, but with caveats. Re-evaluation is 
needed, as new products are available. Background and training of 
personnel is an important consideration in selecting a solution. [Ref. 
1) This thesis also recommends the ORB approach and focuses on 
Microsoft Distributed Component Object Model (DCOM) with emphasis on 
setting security policy external to the component. Legacy applications 
are made DCOM compliant by wrapping the application within a DCOM 
component. Custom applications wrappers need to be designed, which is 
consistent with the findings of the JBC study. 
This thesis is organized into the following chapters: 
• Chapter II researches existing solutions to the distributed 
component integration problem. 
• Chapter III proposes a methodology that can be used to 
transform desktop legacy applications into distributed web 
based applications. 
• Chapter IV presents a design pattern application framework 
encompassing security and wrappers that is applied to the 
case study. 
• Chapter V discusses the portion of the NITES system used as 




• Chapter VI presents the lessons learned and conclusions 
from the case study. 
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II. EXISTING SOLUTIONS TO THE INTEROPERABILITY PROBLEM 
A. GENERIC SECURITY SERVICE APPLICATION PROGRAM INTERFACE (GSS-API) 
GSS-API is emerging as an Internet standard for securing 
applications. 
Architecture 
GSS-API is embedded in Common Object Request Broker 
(CORBA), Kerberos, Distributed Computing 
Environment/Remote Procedure Call (DCE/RPC), Sequence Packet Exchange 
(SPX), KryptoKnight, and SOCKS [Ref. 2]. GSS-API is popular because it 
is an interface specification that is independent of implementation 
mechanism, independent of placement, and independent of communication 
protocol. The interface specification is a product of the IETF Common 
Authentication Technology Working Group. Version 2 of GSS-API has 37 
function calls broken down into 4 categories: 
context-level, per-message and support. 
Credential Management, 
GSS-API assumes the application establishes a connection to a 
service, messages are transferred to and from the service, and the 
service will not request another external service on behalf of the 
user. [Ref. 2] 
B. KERBEROS 
Kerberos was developed in the 1980's at MIT to provide additional 
security for the Athena system. The primary goals were to provide 
single logon to a network of application servers and protect 
authentication from masquerading attacks. Kerberos is an implementation 
mechanism for GSS-API. Kerberos assumes the client, network and server 
cannot be trusted and that a third party key distribution center (KDC) 
is needed to store secret keys. The KDC is composed of two logical 
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entities, the authentication server (AS) and the ticket-granting server 
(TGS). The AS is responsible for authenticating the user and providing 
the user a ticket to access the TGS. The user sends its identity, 
server and nonce. A nonce is a randomly generated one-time value that 
is used to counter a replay attack. The AS responds with a session 
key, server and nonce encrypted using the user's secret key and a 
ticket encrypted with the server's secret key. The TGS is responsible 
for granting the user a ticket to access the requested server for a 
limited period of time. The user sends to the server an authenticator 
encrypted with the session key and the ticket obtained from TGS. The 
server decrypts the ticket to obtain the session key which in turn is 
used to decrypt the authenticator. Typically the authenticator has a 
timestamp that must be within 5 minutes of the current time. To 
provide mutual authentication the server returns the authenticator 
encrypted with the session key. Strong authentication is achieved 
because secret keys were never passed in the clear. [Ref. 3] 
Kerberos has several weaknesses. The user's secret key is stored 
in the host' s memory during AS exchange. Kerberos is vulnerable to 
password guessing attacks. Registering each service with the KDC does 
not scale. 
Kerberos. 
Applications must be modified to take advantage of 
C. A SECURE EUROPEAN SYSTEM FOR APPLICATIONS IN A MULTI-VENDOR 
ENVIRONMENT (SESAME) 
Sesame is the European substitute for Kerberos. Sesame 
implements all the specified security services. Sesame architecture 
can be divided into 4 major entities: client, security server, 
application server and support components. GSS-API calls need to be 
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added to the client and application server entities in places where 
messages are being sent and received. The C source code for Sesame V4 
for Redhat Linux vs is available at 
www.cosic.east.kuleuven.ac.be/sesame. There is a project underway to 
convert Sesame to Java in order to improve portability. [Ref. 2] 
D. DISTRIBUTED COMPUTING ENVIRONMENT (DCE) 
The Open Systems Foundation (OSF) specification for DCE includes 
facilities for security, directory services, time services, threads and 
remote procedure calls. 
DCE 1.2 is compatible with Kerberos VS so single logon and mutual 
authentication services are available. DCE uses Access Control Lists 
(ACLs) for authorization. Role based authorization is not available. 
Like Kerberos, DCE/RPC uses a session key to provide secure 
communication services between the client and server. A rich set of 
APis, including GSS-API is available to the programmer. 
provide data confidentiality and integrity services. [Ref. 2] 
The DCE web site is www.camb.opengroup.org/tech/dce. 
E. KRYPTOKNIGHT 
These APis 
KryptoKnight has been under development at IBM since 1992. 
Kerberos influenced the design of this system. Similar security 
services include single logon per user, mutual authentication, key 
distribution and data integrity and confidentiality. Role based 
authorization is not provided. The 2-party, 3-party and inter-domain 
protocols are designed to minimize network usage and computer 
processing. [Ref. 2) 
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The KryptoKnight web page is www.zurich.ibm.com/-sti/g-
kk/extern/krvotoknight 
F. WINDOWS NT SECURITY MODEL 
The goal of any multitasking and networked operating system 
security is to ensure that system resources such as memory, files, 
devices and CPUs cannot be accessed without authorization. 
The NT security model has three major components: the logon 
process, the security reference monitor, and other security subsystems. 
1. Local User Logon Process 
Each user has an account on a local machine that is managed by 
administrators using the Security Accounts Manager (SAM). In a NT 
server environment, each user may also have a domain account. 
The Primary Domain Controller (PDC) and the Backup Domain 
Controller (BDC) are responsible for authenticating the user. 
Once authenticated, the user has access to any machine on the 
network that allows access to domain users. The trusted domain 
relationship is one-way and not transitive. 
Each user may be assigned to one or more groups. If the number 
of users exceeds the number of groups, assigning users to groups 
and privileges and permissions to groups reduces the 
administrator's task of managing security policy. 
2. Security Reference Monitor 
The reference monitor is responsible for authorizing access to 
any NT object and audit generation. The reference monitor 
accesses all NT objects consistently and uniformly. User mode 
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processes pass an object handle to system services operating in 
kernel mode. 
There are 23 NT object types: adapter, controller, desktop, 
device, directory, driver, event, eventPair, file, IOCompletion, 
key, mutant, port, process, profile, section, semaphore, 
symbolicLink, thread, timer, token, type, and windowStation. 
Each object type has a set of attributes that are common to all 
object types and a set of attributes specific to the object type. 
The object manager uses the common attributes to provide the 
following services: close, duplicate, query object, query 
security, set security, wait for single object, wait for multiple 
objects. 
Each NT object has a security descriptor attribute which defines 
the permissions, auditing and ownership of an object. The 
corresponding structures are named Discretionary Access Control 
List (DACL), System Access Control List (SACL), and Owner 
Security Ids (OwnerSID) . 
Access Control Entry (ACE). 
Each entry in the list is named an 
The owner controls a DACL ACE. The 
security administrator controls a SACL ACE. An ACE can contain a 
collection of access rights that may be generic, standard or 
specific. Generic access rights are read, write, execute and all 
(read, write, execute). Generic access rights can be mapped to 
standard access rights that are delete access, read access to 
security descriptor, read, write, execute, synchronize, write 
DAC, write Owner, required, and all. 
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In summary a user access token includes a Security ID (SID), a 
list of privileges and a list of group SIDs. An object security 
descriptor includes an owner SID, DACL, and SACL. (Ref. 4] 
3. Audit Security Subsystem 
The following table describes the types of events that can be 
audited in Windows NT. [Ref. 5] 
Type of event Description 
Logan and A user logged on or off or made a network 
Logoff connection. 
File and Object A user opened a directory or a file that is set for 
Access auditing in File Manager, or a user sent a print job 
to a printer that is set for auditing in Print 
Manager. 
Use of User A user used a user right (except those rights 
Rights related to logon and logoff). 
User and Group A user account or group was created, changed, or 
Management deleted. A user account was renamed, disabled, or 
enabled; or a password was set or changed. 
Security Policy A change was made to the User Rights, Audit, or 
Changes Trust Relationships policies. 
Restart, A user restarted or shut down the computer, or an 
Shutdown, and event has occurred that affects system security or 
System the security log. 
Process These events provided detailed tracking information 
Tracking for things like program activation, some forms of 
handle duplication, indirect object accesses, and 
process exit. 
Table 1.1 Windows NT Event Types for Audit 
The Event Viewer utility formats and displays audit event 
records. 
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Audit event records include header information that is present in 
all event records. The following list describes this common 
information. 
• The time the event was generated. 
• The SID of the subject that caused the event to be 
generated. If possible, Event Viewer translates this SID to 
an account name for display. The SID is the impersonation 
ID if the subject is impersonating a client, or the primary 
ID if the subject is not impersonating. 
• The name of the system component or module that submitted 
the event. For security audits this is always Security. 
• The module-specific ID of the specific event. 
• The event type, either Success Audit or Failure Audit. 
• The event category, used to group related events such as 
logon audits, object access audits, and policy change 
audits. [Ref. 5) 
G. DCOM 
Figure 1.1 shows the overall DCOM architecture. The client uses 
an interface, represented by a lollipop, to access a service provided 
by a remote component. Using DCE RPC and common security providers 
makes DCOM available on other platforms including Apple Macintosh, Sun 










Provider DCE RPC 
Protocol Stack 
Figure 1.1. Overall DCOM Architecture [Ref. 5] 
Component 
DCOM can provide security services for COTS components externally 
by using the DCOM configuration tool or by embedding security API calls 
within components. The primary DCOM security services fall into three 
categories: access, launch and call. Access security checks for 
privilege to connect to a running object. Launch security checks for 
privilege to create an object. 
access a component interface. 
Call security checks for privilege to 
Each client has a security context that encapsulates security 
services. Security features, such as mutual authentication, can be 
selected just by setting a property value. 
DCOM can impersonate the client on a server machine to allow 
nested client-server architecture. Impersonation can also be used to 
control access to individual properties and methods of components. 
DCOM is layered on Object Remote Procedure Call (ORPC) which is 
an extension of DCE RPC. These services are accessible through the 
WIN32 Security Support Provider Interface (SSPI). DCOM can also 
accommodate multiple third party security providers. 
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DCOM uses Windows NT NTLM, Kerberos VS or Distributed Password 
Authentication (DPA) authentication protocols. 
DCOM uses SSL/PCT protocols to provide integrity and 
confidentiality services for communication connections. 
DCOM uses the Windows Registry and the ACL facilities of the 
Windows NT operating system. DCOM is also available on Macintosh and 
UNIX platforms. [Ref. 4] 
H. JAVA 
Java 1.1 applets run in a virtual machine on a host machine. The 
assumption is that all applets are un-trusted unless accompanied by a 
digital signature. The virtual machine protects the host from un-
trusted applets utilizing the "sandbox" approach. This means the 
capabilities of Java applications that are potentially harmful to the 
host are restricted in applets. 
the host file system. 
For example, an applet may not access 
The java.lang.SecurityManager class implements the applet 
security restrictions. A security policy is created by instantiating 
and registering a security manager object. A potentially harmful 
operation causes an exception that is handled by a security manager 
method. 
I. COREA 
The Common Object Services specification (CORBASec) describes 
security related tasks and requirements needed for COREA. 
A COREA ORB, ORBacus, from Object Oriented Concept Inc. has been 
used to implement some specified security services. ORBacus currently 
provides the Security Level 1 functionality of CORBASec. Security Level 
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1 provides security services for applications that are unaware of 
security 
integrity. 
including mutual authentication, confidentiality and 
The messages exchanged are encapsulated in the Secure Inter:..ORB 
Protocol (SECIOP) message format. SECIOP provides a standard for 
maintaining security and interoperability between ORBs. Each end 
maintains its state following the rules of the SECIOP Context 
Management finite state machine. 
The security functionality underneath is that of Kerberos VS and 
is accessed through a Java binding of the GSS-API. 
J. SECURE SOCKETS LAYER (SSL) 
SSL is positioned between the TCP/IP application and connections 
layers enabling multiple services such as Telnet, HTTP and FTP to 
establish secure connections without modification to the services. SSL 
utilizes RSA Public/Private key architecture. The server identity is 
validated to the client by x.509 digital certificates. Optionally the 
client identity can also be validated to the server. The server has 
access to an LDAP compliant key directory server. [Ref. 6) 
K. SECURE HYPERTEXT TRANSFER PROTOCOL (S-HTTP) 
S-HTTP permits parties to negotiate symmetric or asymmetric keys, 
key management technique, message formats, and cryptographic strength. 
S-HTTP allows for multiple trust models to be negotiated between client 
and server. Security features are specific to the HTTP protocol.[Ref. 
3) 
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L. IP SECURITY (IPSEC) 
IPSec provides for secure transfer of IP packets across an 
untrusted network. IPSec resides at the network layer of the OSI 
model. IPSec is transparent to protocols at higher layers in the OSI 
model. IPSec is an open standard for encryption on an IP network. 
Two one-way security associations (SA) between hosts or gateways 
store security parameters (Source IP, cryptographic algorithm, 
cryptographic keys, user or gateway name, data sensitivity level, 
transport layer protocol, source and destination ports). Unique SA key 
includes security parameter index (SPI), IP destination, and security 
protocol, either Association Header (AH) or Encapsulated Security 
Payload (ESP) . With ESP, the enclosed packet(tunneling) is encrypted, 
so original source and destination addresses could be 
unregistered. [Ref. 7] 
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III. GENERIC WRAPPER FOR SYSTEM COMPONENTS 
A. REQUIREMENTS OF THE GENERIC WRAPPER FOR SYSTEM COMPONENTS 
1. General Description 
The security services designed for commercial applications often 
focus on data integrity while military applications focus on data 
confidentiality. In order for COTS components to operate in a 
military environment, the commercial security services must be 
carefully selected to achieve military security requirements. The 
next section contains a list of security services applicable to 
the military environment that are also available in various 
combinations within commercial products. A methodology shall be 
developed to transform classes of legacy modules into reusable 
components using the wrapper architecture. 
Components shall pass messages transparently across language, 
operating systems and network boundaries. 
A common set of security services across operating systems will 
simplify implementation of a security policy. 
The following security services shall be available to the 
customer: 
• Single logon for users 
• Mutual authentication 
• Auditing 
• Key distribution 
• Role based Access Control 
• Data confidentiality 
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• Data integrity 
• Data availability 
• Non-repudiation 
The single logon for users means the user needs to identify him 
once per session. It is the responsibility of the security 
services to protect and distributed the authentication 
information of a user. 
Mutual authentication ensures proper identification of the user 
to the system and the system to the user. 
Auditing means significant security events are recorded for later 
analysis. Significant security events shall include login, 
logout, password change, and access validation. 
Key distribution provides a secure transport mechanism for 
encryption keys. 
Role based access control assigns roles to users and privileges 
to roles, thereby simplifying access control if the number of 
roles is less than the number of users. 
Data confidentiality means data is disclosed according to a 
policy. 
Data integrity means the recipient gets the intended data. 
Data availability means the user has access to the data when 
needed. 
Non-repudiation means the sender of a message cannot later deny 
he sent the message. 
2. Environment 
The classes of projects targeted by this thesis typically operate 
in an environment with the following conditions: 
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• Components pass messages synchronously or 
asynchronously. 
• Components may have real-time constraints. 
• A hierarchy of interacting COTS, GOTS and custom 
components may be assembled to form an application. 
• Implementation will be dependent 
services of the host operating systems. 
on the 
• Security policies need to evolve and 
security 
policy 
implementations need to be manageable in a distributed 
computing environment. 
• Some components may be in binary executable form where 
compile or link is not possible. Other components may 
be re-linked but not recompiled. Other components may 
not be re-linked but substitution of dynamic load 
libraries (DLL) is possible. Other components may be 
modified at the source code level and recompiled. 
• The security services will not be exported outside of 
the United States. 
• Attacks can come from inside or outside an organization. 
• This security system must be adaptable to counter new 
kinds of security attacks. 
• The target systems will operate at a single level of 
security at no higher than the discretionary access 
control level (C2). 
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B. SPECIFICATION OF THE GENERIC WRAPPER FOR SYSTEM COMPONENTS 
Wrappers that need to exchange self-describing content over a 
network can use XML. Utilization of XML within wrappers makes data 
transport mechanism independent of language or operating system. 
Following is a description of the XML standard. 
1. XML Standard 
XML is an emerging standard for transferring data among 
distributed components in web applications. Industry has been 
quick to agree on XML vocabularies. NITES has developed a 
nationally recognized vocabulary for meteorological data. See 
Appendix E for XML meteorological vocabulary and sources for 
other vocabularies. 
XML offers the following desirable features: 
• XML describes data that can be specified in a lexical tree 
structure. Unlike directed graphs, trees can be 
efficiently traversed. 
• XML and HTML share the same level in the WEB architecture. 
Both can use the secure HTML mechanism and the digital 
signature mechanism. 
• XML specification is the product of the World Wide Web 
Consortium (W3C) and is recognized as a standard for 
distribution of data over the Internet. 
• All content is encoded in the specified Unicode character 
set. There is no need to wrap vendor specific data 
formats. 
• Industry specific XML vocabularies make content available 
to any compliant application. 
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• XML vocabularies are extensible without affecting earlier 
versions. 
Any DoD joint application should consider evolving to 
XML. Some common steps to gradually incorporate XML into an 
existing project include: 
• Categorize the types on information the system handles. 
Examples are personnel, weather, tactical, and logistics. 
• Search for existing XML standards in categories. 
• If there are no XML standards within a category, organize a 
standards committee, and produce an industry wide standard. 
• Develop components to transform existing messages, records, 
etc. into XML entities. A one-time transformation is 
usually preferable to repeated run-time transformations. 
• Use existing tools to provide additional transformations 
such as record set to XML. 
• Use security zones of the browser to implement security 
policy. Use XML parser imbedded in browser to extract 
information for presentation. 
a) Security 
The security zone features have been extended in Internet 
Explorer 5 {IE5) to provide security services for the embedded 
XML parser. The zones include local, Internet, local intranet, 
trusted site, and restricted site in order of trustworthiness. 
The originating zone may access a zone that is equal or less 
trustworthy. [Ref. 5] 
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b) Namespaces 
XML name space specification developed by World Wide Web 
Consortium (W3C) is implemented on IES. This allows developers to 
define unique element names using a registered qualifier. 
c) Document Type Definitions (DTDs) 
DTDs utilize XML to describe rules to validate an XML document. 
DTDs are an optional section of the XML document. 
d) Document Object Model (DOM) 
The DOM provides a standard way to programmatically construct and 
traverse any XML document. The XML document is composed of 
objects with attributes and methods. DOM can be applied to the 
task of transforming an ActiveX Data Object (ADO) record set into 
an XML document. 
objects. 
Interfaces are defined for the DOM and all XML 
e) XML Specification 
The XML specification is on the Web at URL www.w3.org/xml. 
Production rules are in the Extended Backus-Naur Format (EBNF) . 
An annotated version is 
www.xml.com/xml/pub/axml/axmlintro.html. 
The design goals for XML are: 
at Web 
• XML shall be straightforwardly usable over the Internet. 
• XML shall support a wide variety of applications. 
• XML shall be compatible with SGML. 
site 
• It shall be easy to write programs which process XML 
documents. 
• The number of optional features in XML is to be kept to the 










XML documents should be human-legible and reasonably clear . 
The XML design should be prepared quickly . 
The design of XML shall be formal and concise . 
XML documents shall be easy to create . 
Terseness in XML markup is of minimal importance. [Ref. 8] 
COTS Application exposes API 
DCOM and COREA use an Interface Definition Language (IDL) to name 
and describe an interface containing public attributes, methods 
and events. There is a many-to-many relationship between 
interfaces and components. A component may implement one or more 
interfaces. The interface serves as a contract between the 
component developer and user. 
How do you ensure each interface has a unique name when many 
independent activities are creating interfaces? One solution is 
to use a routine that will always generate a different name each 
time it is called. DCOM uses this solution to generate unique 
class and interface names. Once an interface has been assigned a 
name it will never change. There is no way to modify an 
interface and use its original name. This guarantees that all 
legacy code will never need to be changed because an interface 
has been modified. 
DCOM interfaces are language and platform independent. For 
example, a component written in Visual Basic and running on a 
Windows NT platform can use a component written in C++ and 
running on a Unix platform. 
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DCOM and COREA require each component to implement the Unknown 
interface. From this interface, all interfaces implemented by 
the component can be dynamically discovered. 
Dynamic discovery and use of an interface is known as late 
binding. Use of a priori knowledge of implemented interfaces is 
known as early binding. DCOM and COREA both support early and 
late binding. 
binding. 
There is a performance penalty for using late 
Microsoft Visual Basic hides many interface details. The 
development environment generates the IDL from the class 
implementation. The unique IDL name is automatically generated. 
The clause "with events" will enable receipt of events. The 
Unknown interface is automatically generated. 
Microsoft Word, Excel and Powerpoint are examples of COTS 
components that expose an API. In the case study the Powerpoint 
API is used by the application wrapper. 
3. Standard file naming and directory conventions for 
component determination 
On Windows NT there is a many-to-one relationship between a file 
type and an application. For example, the file type PPT is 
associated with the PowerPoint application. 
NITES imagery applications generate TIF, GIF, and MIF file types. 
PowerPoint is capable of processing the above file types. 
Middleware wrappers can take advantage of standard file naming 
conventions and directory conventions to integrate components. 
For example, if a COTS application periodically generates an 
imagery file to a known directory, middleware can poll the 
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directory for new files with a file type of interest and pass the 
file to a consumer of the file type. 
4. Command line input support for COTS COMPONENTS Invocation 
UNIX and DOS have popularized starting an application and passing 
switches and parameters on a command line. This same mechanism 
can be used from within a program to start another program. A 
wrapper can use this mechanism to integrate independent COTS 
applications. 
A chaining model is used when the calling program terminates 
after execution. An asynchronous model is used when the calling 
and called programs operate in parallel. A synchronous model is 
used when the calling program waits for completion of the called 
program. 
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Figure 3.1. Wrapper calling models 
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IV. ARCHITECTURAL DESIGN PATTERN 
A. ARCHITECTURAL DESIGN 
The architectural design pattern represented in Figure 4 .1 is 
common to many IT systems including NITES and USCG National Distress 
Response System Modernization Program (NDRSMP}. 
Application 
~ 
Controller Monitor ... 











Figure 4.1. Architectural Design Pattern 
The realization of this architecture on a network of Windows NT 
machines running DCOM, IIS, Internet Explorer and optionally a UNIX 
relational database server machine, satisfies the requirements of the 
previous section. 
In NITES, the object is a TIF file containing a satellite image. 
In NDRSMP, the object is a WAV file containing a voice segment. The 
Monitor component is responsible for detecting the presence of a new 
object. The controller component is responsible for coordinating 
multiple concurrent asynchronous activities. The glue component is 
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responsible for storing and retrieving objects from a ODBC compliant 
relational database. The Application Wrapper is responsible for making 
the object available to a COTS viewer application. 
B. NITES IMPLEMENTATION 
l. Using Architectural Design Pattern 
A Windows NT DCOM solution in Visual Basic (VB) was used in NITES 
to implement the architectural design pattern. See Appendix D for 
the skeleton VB code. The launch, access and permission security 
features were set external to each component using DCOMCNFG 
utility. The DCOMCNFG utility was also used to set the location 
of each component and user account assigned to the component. 
The automation data types were used to make marshaling and un-
marshaling of data transparent to each component. Migration 
from a desktop application to an Internet Explorer 5 (IE) was 
performed to reduce maintenance. Client components can be 
maintained on the server and automatically downloaded to the 
client. Migration is accomplished by converting the project type 
from standard executable to an ActiveX control using Microsoft 
Visual Studio. 
The key to generic wrapper design is to use standard objects. 
Standard objects include widely used file extensions such as 
Tagged Image File Format (TIFF) and WAV, XML meta data, and 
record sets. There are COTS plug-in viewers for each of the above 
standard object types. 
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-, 2. Thin Client Technology 
The web based application wrapper is implemented using modern 
thin client technology. When a user opens a HTTP page from a 
browser, the wrapper is then automatically downloaded and 
installed on the client machine. Once the wrapper is up and 
running, all images needed for creating the brief are dynamically 
downloaded from the server using the OpenURL method. OpenURL 
uses the current open HTTP connection to transfer image files. 
The continuous brief is created on the client machine using the 
PowerPoint APis. The PowerPoint is used to display the brief. 
3. Push Technology 
The advantage of using push technology is that the client does 
not need to poll the server periodically for new data. The server 
notifies its clients (wrapper) when new data (images) arrive. The 
wrapper receives the notification and compares the image type 
with the type being showed. If the image types match, the wrapper 
downloads a new set of images from the server and updates the 
brief. 
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C. NETWORK ARCHITECTURE 
Figure 4. 2 depicts network architecture similar to many systems 
including NITES. The network is composed of an intranet divided into 
four sub-nets, a router connecting the four sub-nets and providing a 
connection to the internet service provider, and a dial-in access 
server. Two sub-nets separate the traffic of two user groups. Security 
and packet wrapper options within this network architecture are 
characterized. The components in the architectural design pattern are 
typically deployed on the web server and user computers. 
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1. Intranet Security 
A hierarchical network architecture formed with routers offers 
traffic isolation and additional security. Using ACLs and IP 
filters on the router Ethernet interfaces can control traffic 
flow across subnets. Some routers, including the popular Cisco 
router, are capable of protecting against IP spoofing. 
2. Internet Security 
Standard security mechanisms are available at different layers of 
the OSI Network Model. Point-to-point tunneling protocol (PPTP}, 
Layer 2 tunneling protocol (L2TP}, Frame Relay, and Asynchronous 
transfer mode (ATM} are available at the Data link layer. IP 
security (IPSec} and Generic routing encapsulation (GRE} are 
available at the Network layer. SOCKSvS, SSL and TLS are 
available at the session layer. 
3.. Dial-in Security 
Some authentication schemes, such as password authentication 
protocol (PAP}, transfer passwords in the clear and are 
vulnerable to snooping. 
available. 
Stronger authentication schemes are 
The dial-in access server is a convenient place to host 
authentication schemes for mobile users. Remote Authentication 
Dial-in User Service (RADIUS} is a draft standard that covers 
protocols for a centralized access server. RADIUS allows for one-
time token authentication schemes. 
Windows NT provides Challenge Handshake Authentication Protocol 
(CHAP}. Client and server share a common secret key. A unique 
session key is negotiated without transferring the secret key in 
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the clear. A unique session key limits the usefulness of replay 
attacks to the current session. 
,.--
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V. CASE STUDY 
A. CASE STUDY OVERVIEW 
study. 
A subset of the operational NITES system was chosen for the case 
This subset is representative of the issues involved in the 
integration of COTS software components where only the executables are 
available. 
The case study covers the wrapper and security aspects of 
component integration. 
The wrapper transforms COTS applications into a COM/DCOM 
component enabling interfaces with infrastructure components as shown 
in Figure 5.2. 
1. App 
The App is the COTS application that provides the APis used by 
the App Wrapper to integrate with other components. 
2 . App Wrapper 
The App Wrapper is the software code developed to add, modify, 
and hide functionality from COTS, GOTS or legacy software 
components to align them with the overall system requirements and 
architecture. In the design, wrapper and glue code technology is 
being implemented to enable the COTS applications to adhere to 
the existing NITES architecture. 
3. System Monitor 
The Monitor component is responsible for detecting the presence 
of a new object. 
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4. System Controller 
The controller component is responsible for coordinating multiple 
concurrent asynchronous activities. The controller runs on the 
application server. It serves two functions within the system, 
handling notifications from the monitor and the glue component. 
5. Storage Directory 
The Storage Directory is a target directory that is accessed by 
the IMGEDT application and the Glue component. This is the 
location for the data temporarily stored before being updated to, 
or retrieved from the database. 
6. Application (IMGEDT) 
IMGEDT is a COTS application that generates the satellite images. 
7. Glue Component 
The glue component is responsible for storing and retrieving 
objects from an ODBC compliant relational database. 
8. Database 
The Database is an OBDC compliant relational database that is 
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Figure 5.2 Component Integration DCOM Wrappers 
Component security is based on external DCOM security features. 
External DCOM security provides the following advantages over internal 
DCOM security: 
• Source code, object code or DLLs are not required. 
External security can be used when only executables are 
available. 
• Since security policy is not embedded within components, 
components may be reused in security environments. 
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• Security policy can be implemented without writing any code 
or understanding component internals. 
The case study focuses on two COTS applications within the 
operational NITES system. The first application, called image editor,-
produces a product. The second application, called continuous brief, 
presents a product. The image editor creates a file in a known 
directory. The file extension identifies the file type. The file is 
saved in a central relational database. This conforms to a design 
philosophy of NITES that each application interfaces with the database 
and not with each other. 
The continuous brief loops through a set of the latest weather 
satellite images. The satellite images are extracted from the database. 
Continuous brief parameters include the number of images, viewing 
duration of each image, and image viewing dimensions. 
Each application fits the three-tiered architecture of 
presentation, logic, and database. The presentation and logic tiers 
run on a PC with Windows NT. The database tier runs on Sun Solaris. 
COM/DCOM is used to interface logic components on the PC. ADO/ODBC is 
used to interface to the relational database. 
The Extensible Markup Language (XML) is used to wrap the data 
products in the relational database. 
B. PRODUCE PRODUCTS TO DIRECTORY: IMAGE EDITOR (IMGEDT) 
IMGEDT is a legacy NITES application that will be used to 
demonstrate the effectiveness of the design pattern produce products to 
directory. It is assumed only the executable is available, dynamic 
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link library (DLL) substitution is not an option, and driver chaining 
will not be used. 
IMGEDT is a Windows NT desktop application with no network or 
database connectivity. IMGEDT is capable of opening an image file, 
editing an image file and saving an image file to the local directory 
system. 
The user signs on locally using id and password. The user has 
system privileges and object permissions to execute IMGEDT, read an 
image file and store an image file to a directory. Windows NT provides 
authentication and access control services. 
Figure 5.3 shows the product producer sequence diagram. It is the 
responsibility of the System Monitor to poll the IMGEDT target 
directory for new or updated image files. It is assumed the IMGEDT 
target directory is located on a shared drive within an intranet and 
that the shared drive is accessible to the System Monitor. When a file 
is detected, the System Monitor initiates the sequence to store the 
image on a remote relational database. 
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I System Monitor I System Control!§r I Application I Storage Directory I Glue Component I Database I 
I I 
Saves obiect to directorv 
I .... 
I ,... 
Polls directorv for new obiect 
.... 
Notifies c ntroller if there's ne v object 
.. 
Requests for storing object to database 
.. 
Makes the connecti n 
,... 
Retrieves object from directory 
I 
l 
Stores object to database 
•I 
Terminates the connection 
.... ,... 
Figure 5.3 Store object into Database 
Following is a detailed explanation of each step in the sequence 
diagram. 
1. The application saves an object to the storage directory. 
2. Concurrent to step 1, the system monitor periodically polls 
the storage directory for a new or updated object. 
3. Access to the object is allowed only if the system monitor 
4. 
has read permission. 
The system monitor notifies the system controller if there 
is new object. 
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5. The glue component establishes a remote connection to the 
relational database. 
6. The glue component updates the database. 
7. The relational database commits the object to the database 
after the command is successfully processed. 
8. The glue component terminates the remote connection to the 
relational database. 
C. DISPLAY PRODUCTS: CONTINUOUS BRIEF 
The goals of the continuous brief case study are: 
1. Prove that the presented wrapper and security architecture 
is feasible in the context of an existing system. 
2. Measure performance impact due to security and wrappers. 
3. Formalize the case study into a pattern for future 
projects. 
The continuous brief is composed of the following objects: 
1. Web Browser 
2. PowerPoint as an ActiveX Document embedded within a 
browser. 
3. PowerPoint Application wrapper that utilizes PowerPoint 
API. 
4. Control that coordinates activities within the system 
5. Communications 
facilities. 
that provide inter-component messaging 
6. Database that provides storage and retrieval of row sets 
using SQL. 
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7. IMGNT application that interfaces with the database for 
storing and retrieving images. 
1. Continuous Brief Initialization 
Figure 5.4 shows the sequence of actions performed by cooperating 
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ligure 5.4. Contini ous Brief Initialization Sequerce Diagram 
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Following is a description of the diagram: 
1. 
2. 
User registers to the web server. User authentication 
scheme will depend on user role and user location. 
If user is authenticated, the web server sends the 
Initialization GUI home page containing parameters to be 
filled in. 
3. The user fills in the number of images starting from the 
most current, the display duration of each image in seconds 
4. 
5. 
and the height and width of the display area. Default 
values are 24 images, O second duration, and display area 
equal to the screen size. 
The web Server initiates the application wrapper and passes 
input parameters. 
The application wrapper registers interest in new satellite 
images with the controller. The controller will notify all 
registered application wrappers when a new satellite image 
has been stored into the database. 
6. The application wrapper requests the latest requested 
number of images from the database. 
7. The glue component transforms the request into an 
asynchronous database query. 
a. The database returns the requested images in a tif, jpeg or 
mif file format. The time the satellite image was 
photographed is part of the file name. 
9. The glue component saves the requested images to the 
storage directory. 
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10. The application wrapper downloads the images via the 
current HTTP connection. 
11. The application wrapper uses the PPT API to generate and 
show a continuous brief. 
2. Continuous Brief Update 
Figure 5.5 shows the sequence of actions performed by cooperating 
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It is assumed that the App wrapper is embedded in the browser on 
the client machine. Following is a description of the diagram: 
1. The Application saves new object to the storage directory. 
2. The system monitor notifies system controller there is new 
object. 
3. Controller forwards request to Glue component. 
4. Glue component marshals request for database query and 
sends request using ODBC protocol. 
s. Database processes request and stores the new object. 
6. Glue component notifies controller that a new object has 
been inserted into the database. 
7. System controller requests Glue component for objects. 
8. Glue component initiates retrieval of objects from 
database. 
9. Glue component notifies system controller when retrieval is 
completed. 
10. Controller notifies registered App wrappers that new 
objects are available. 
11. App wrapper updates presentation with new objects. 
The Observer Pattern, as described in Design Patterns, also 
classifies this type of application. The subject is the 
satellite image section of the database and the observer is the 
application wrapper. The loose coupling between the database and 
the wrapper allows multiple wrappers to receive notification of a 
new satellite image. 
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3. User Interface 
Before the brief is started, the user is prompted for the 
following parameters: 
• The type of brief. Default is visual. 
• Number of images in brief (1-99). Default 24 
• Duration of each image (0-20 seconds). Default o. 
• Image display dimensions (height and width in twips) . 
Default is window size. 
These parameters initialize the brief via the brief interfaces. 
Buttons are used to start and stop the brief. 
restores input parameters to default values. 
4. Brief Interfaces 
a) Image Interface 
A reset button 
The image interface is mapped to the PowerPoint shape object 
interface. 
properties: 
Each image in the brief share the following 
SetWidth (twips width); 
Sets the width of the display area in twips for the 
image. 
SetHeight (twips height); 
Sets the height of the display area in twips for the 
image. 
Each image is sized to fit the display area. 
b) Images Interface 
The images interface is mapped to the PowerPoint slides object 
interface. The interface manages the images in the brief. 
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SetNumberOfimages (integer nimages); 
Sets the number of images in the brief. 
Addimage (picture image); 
Adds the given image to the end of the brief. The 
images should be added in time sequence from the 
oldest to the newest. 
c) Show Interface 
The show interface is mapped to the PowerPoint show object 
interface. The interface manages the sequential display of each 
image in the brief. 
SetimageDuration (integer seconds); 
Sets the number of seconds that each slide is 
diplayed. 
StartShow (); 
Display images from first to last and repeat image 
sequence until show is stopped. 
StopShow (); 
Stop continuous brief. 
D. DCOM DEPLOYMENT INSTRUCTIONS 
The Visual Basic development environment provides tools to create 
a deployment package for ActiveX Exe remote servers. The remote server 
check box inside the project/properties/component section needs to be 
checked. Making the project using Files/Make creates an executable 
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file (EXE), assigns a globally unique class ids and interfaces ids, and 
registers the component on the local machine. To avoid creation of new 
global identifiers each time the component is made, set the version 
compatibility to binary compatibility using the 
projects/properties/component pane. New global identifiers are only 
necessary when the interface definition changes. The package and 
deployment wizard steps you through the process of creating a 
deployment package. Since the target machine does not usually contain 
a development environment, the Visual Basic run time environment must 
be included in the deployment package. If the remote server component 
creates other components, the Visual Basic Reference file (VBR) and 
Type Library (TLB) must also be included in the deployment package. 
Transfer the deployment package to the target machine and execute 
the setup application. Setup will register the component in the 
registry, copy dependent files to the appropriate system directory and 
update the programs folder. 
Run DCOMCNFG on the server machine. The DCOM server check box needs to 
be checked in order for the DCOM server to run. Find the application 
name from the list of applications, and select properties. The 
location is local machine. The security setting controls user roles 
that have privileges to launch, attach or change ownership of the 
remote server. The identification section is used to enter the user 
account and user password that will be used to launch the component. 
The protocol section is used to list the protocols to use in priority 
sequence. 
Run DCONCNFG on the client machine. The DCOM server check box 
needs to be checked in order for the DCOM server to run. Find the 
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server application name from the list of applications, and select 
properties. The location is the name of the remote server machine. The 
security setting controls user roles that have privileges to launch, 
attach or change ownership of the client component. The identification 
section is used to enter the user account and user password that will 
be used to launch the component. The protocol section is used to list 
the protocols to use in priority sequence. 
The client is now ready to launch or attach to the remote server 
component. There is no need to manually start the server component. 
When the client creates a new the server component, the server 
component is launched on the remote machine. 
Use the internet package option of the Package and Deployment 
Wizard to deploy an ActiveX control to the Web Server. 
CAB file containing the control and its dependencies. 
This creates a 
The CAB file is 
compressed to reduce download time. During the initial download, the 
ActiveX control is saved and registered on the client. 






The following conclusions are based on application of the 
distributed component integration methodology (DCIM) to the case study. 
A. DCOM SOLUTION 
DCOM is a natural choice for this implementation. The host 
machine is a PC running Windows NT and DCOM is bundled with the OS. 
There is familiarity with DCOM from prior projects. Visual Basic 
development environment 
Security policy can 
hides low-level plumbing from the 
be defined external to the 
developer. 
component 
implementation. The existing design pattern template fit the design of 
the continuous brief application. 
DCOM proved to be a quick and efficient way to implement a robust 
continuous brief application. Components were tested in the VB debug 
environment. Then executables were tested on a single machine. 
Finally, the system was distributed to the Web server machine. No 
source code changes were made to execute in these three configurations. 
B. ARCHITECTURAL DESIGN 
The architectural design with accompanying VB application 
framework skeleton code proved to simplify implementation. The details 
of object creation, push technology, client registration for service, 
event processing, browser based components, asynchronous object 
execution, and polling were provided by the framework. 
The framework was extended to poll a directory, make asynchronous 
database queries, add arguments to events, wrap PowerPoint and add a 
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user interface. The developer is able to focus on the application 
without being distracted by plumbing details. 
C. WRAPPERS 
Three types of wrappers were used in the implementation of the 
continuous brief: file type in directory, object, and COTS API. The 
monitor component of the architectural design was extended to 
periodically check for a new satellite image file in a directory 
specified by the configuration utility. The object wrapper used the 
file name structure to extract image time, type and location. The 
PowerPoint API was used show the continuous brief. Even though the 
show could have been easily implemented using a Java applet, PowerPoint 
could simplify future extensions such as image cropping and image 
titling. 
To eliminate the need for PowerPoint on each client, the show 
could have been generated on the server and sent to the client for 
viewing. 
charge. 
Microsoft provides a web based PowerPoint viewer free of 
D. SECURITY 
The external security features of DCOM proved to simplify 
implementation of security policy; however Windows NT Service Pack 5 
does not expose DCE encryption to external DCOM security. Single user 




Administrative problems precluded the use of ImgNT to retrieve 
selected images from a database and store in a directory. The system 
had not been installed on an unclassified system, Visual Basic was not 
available, and ImgNT patches had not been made. It is assumed that 
ImgNT had already stored requested images to a directory. 
F. FUTURE TRENDS 
The value of the results of this thesis is time sensitive. 
Research on this thesis began in April 1999. Since that time Microsoft 
has released Windows 2000, SPAWAR has unveiled a public key 
infrastructure for e-mail, SPAWAR has a draft security policy, a 
network centric architecture has been deployed to the USS Coronado, 
CORBA has a wider selection of commercial ORBs, new standards for 
wireless communications have been developed, Linux is gaining support 
from many communities, security measures are receiving higher priority 
and many other innovations. 
The distributed component integration methodology described in 
the thesis will remain in the mainstream for the foreseeable future. 
Independently designed components will need custom integration using 
some form of wrapper. Network administrators will require 
implementation of security policy using tools external to the 
application. 
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GSS Release cred 
CONTEXT-LEVEL CALLS 
GSS Init sec context 
GSS_Accept_sec_context 
GSS Delete sec context 
GSS Process context token 





acquire credentials for use. 
display information about 
credentials. 
release credentials after use. 
initiate outbound security 
context. 
accept inbound security 
context 
flush context. 
process received control 
token on context. 
indicate validity time 
remaining in context. 
apply signature, receive as 
token separate from message. 
validate signature token along 
with message. 








GSS Release name 
GSS Release buffer 
GSS Release oid set 
encapsulate. 
decapsulate, decrypt if 
needed, validate signature. 
translate status codes to 
printable form. 
compare two names for equality 
translate name to printable 
form. 
convert printable name to 
normalized form. 
free storage of normalized-
form name. 
free storage of printable name 
free storage of OID set object 
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APPENDIX B. SESAME CRYPTOGRAPHIC SUPPORT FACILITY (CSF) APIS 
INITIALIZATION APIS 
csf_get_qos () 
Returns the list of allowed pairs of algorithms with associated 
key length, for a given quality of service, within a given CSF domain 
such as "quality of service". The first algorithm and key length pair 
represent the default. 
A quality of service is 
• A service (integrity or confidentiality), 
• A strength (weak, medium or strong), 
• A class of algorithms (symmetric or asymmetric) 
csf_begin () 
Starts CSF up for a given algorithm. This API is used to 
initialize internal data for a software algorithm, or to set-up a 
hardware device. 
csf_end() 
Turns off CSF for a given algorithm. This API is used to free 
internal data for a software algorithm, or to shut down a hardware 
device. 
Key generation APis 
A key handle is generated by these APis. 
csf_gen_asym_key_pair() 
Generates an asymmetric key pair with the key length, key data 
and the reversible cryptographic algorithm as parameters. 
csf_gen_sym_key() 
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Generates a symmetric key with the key length, key data and the 
reversible cryptographic algorithm as parameters. 
csf_derive_secret_key() 
This API is used to derive a secret key of a given key length 
from a string or a basic key, using an irreversible encryption 
algorithm and a seed. 
Key handling 
csf_init_key() 
Initializes the key to be used by the CSF module. An indication 
on the way the key is stored (hardware, software, smart card ... ), on 
the way the key is used (encryption, decryption, signature key or a key 
to check a signature) and the key itself or a reference of that key is 
given in input. It returns an opaque key handle to be used by 
subsequent calls to CSF APis. 
csf_release_key() 
Releases an opaque key handle. 
csf_read_key_info() 
Allows to retrieve a key or a key reference from a key handle. 
csf_get_key_data() 
Allows to retrieve key data (key usage and optionally key 
validity time, initial vector) from a key handle. 
Crypto context APis 
csf_init_context() 
Initializes a crypto context from a CSF key handle and a pair of 
algorithms (reversible or irreversible) and associated key length. This 
context contains elements (hardware or software) to be used in data 
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protection operations. It returns an opaque context handle to be used 
by subsequent data protection CSF APis. 
If the crypto context already exists, it is modified according to 
the input parameters. 
csf_create_owf_context() 
Creates a CSF context, only usable for an irreversible encryption 
algorithm which does not use any key, such as MD4 or MDS. No key handle 
is needed to use this interface. 
csf_release_context() 
Releases an opaque CSF context handle. 
csf_duplicate_context() 
Duplicates an existing crypto context. A new context handle is 
generated. The new context can then be modified by a call to 
csf_init_context(). 
csf_retrieve_key_from_context() 
Returns the key handle attached to a crypto context. 
csf_query_context() 
Returns the pair of algorithms (irreversible + reversible) with 
associated key length and the quality of service attached to a crypto 
context. 
Data protection APis 
csf_encrypt () 
Generates an encrypted text from a clear text and a crypto 




Generates a clear text from an encrypted text using a crypto 
context (including a key and a reversible algorithm). 
csf_generate_check_value() 
Generates a signature from a clear text using a crypto context 
(including a key (private or secret), an irreversible algorithm and a 
reversible one). 
csf_verify_check_value() 
Checks the signature of a clear text using a crypto context 
(including a key (public or secret), an irreversible algorithm and a 
reversible one). 
csf_owf (} 
Generates an irreversibly encrypted text from a clear text using 
a crypto context (including an irreversible algorithm). 
Import/export APis 
csf_extract_key() 
Packs the key and all data relative to the key (key usage, key 
validity) into an exportable format. This package has to be sent to the 
remote machine. csf_restore_key() has then to be called on this machine 
to restore the key information. 
csf_restore_key() 
Creates a key handle from a package obtained by an earlier call 
to csf_extract_key(), usually on another machine. 
csf_extract_context() 
Packs the key and all data relative to the crypto context (key 
usage, key validity, pair of algorithms) into an exportable format. 
This package has to be sent to the remote machine. 
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csf_restore_context() has then to be called on this machine to restore 
the context information. 
csf restore_context() 
Creates a key handle from a package obtained by an earlier call 
to csf_extract_key(), usually on another machine. 
RANDOM NUMBER GENERATION API 
csf_gen_rand_num() 
Generates a random number of a given length. 
Free routines 
free_ key_ info () 
Free a key (A key_info_t structure). 
free_key_data() 
Free key data (a.key_data_t structure). 
free_algo_id () 
Free an algorithm (an algo_identifier_t structure). 
free_algo_id_pair() 
Free a pair of algorithms (an algo_id_pair_t structure). 
free_algo_id_pair_list () 
Free a list of algorithms (an algo_id_pair_list_t structure). 
free_algo_list_except_one() 
Free a list of algorithms, except one pair in the list. 
SET-UP AND CONFIGURATION 
Set-up and configuration of the CSF module is done by a control 
program called csfcp. 
The CSF administrator is the only person authorized to run this 
program. 
csfcp is be used to: 
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• Configure the quality of 
A list of allowed 
service, 
pairs of 
within the local domain . 
algorithm identifiers 
(irreversible or reversible) is to be associated to each 
qos. 
• Configure the quality of service which is to be used to 
communicate between two CSF domains. A subset of the local 
qos configuration can be chosen and then sent to the second 
domain. 
• Set-up all the algorithms available under CSF. For all 
available algorithms, the choice between hardware and 
software is made, for key storage and algorithm 
implementation. 
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APPENDIX C. SESAME ARCHITECTURE 
A. PROTOCOL NOTATIONS 
A Authentication Server 
P Privilege Attribute Server 
U User Sponsor 
R User 
X Client Application 
Y Server Application 
z Server Application accesses by delegate 
V PAC validation facility of application server Y 
w PAC validation facility of application server z 
KAB Long term key shared between A an4 B 
kAB Session key shared between A and B 
PKA Public key of A 
PKA-i Private key of A 
ReQPrivR Requested privileges by user R sealed by kup 
Certi X.509 certificate for the public key Pk1 
RLx Requested lifetime for x 
Ts, Te Start and end time 
ri Nonce generated by i 
ni Message sequence number 
h () Hash function 
KeyPKi-j-k = ENC(PKj) (kjk, Ts, Te, data) 
KeyPKj-k = ENC (PKk) (kjk, Ts, Te, data) 
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AuthSKi-j = ENC(kij) (j, ti, data) 
AuthPKi-j = SIGN(Pki-1 ) (j, ti, KeyPKi-j) 
B. USER SPONSOR FUNCTIONS 
• Sends an authenticator 
Authentication Server. 
to the 
• Decrypts the incoming key package from AS using the user's private 
key. 
• Sends a request for a PAC to the privilege attribute server. The 
request contains the requested lifetime of the PAC, TGT, session 
key authenticator ENC (ku-p) (P, tu, data) . 
C. AUTHENTICATION PRIVILEGE ATTRIBUTE CLIENT (APA) 
The APA is developed by a programmer using the GSS-API. The User 
Sponsor uses this API to communicate with the authentication server and 
privilege attribute server to obtain authentication and credentials. 
See Appendix A for a description of GSS-API. 
D. APPLICATION CLIENT 
Every application client needs to be modified to include GSS-API. 
1. Authentication Server (AS) Functions 
Checks the X.509 certificate for the public key of user (CertR). 
Verifies the authenticator portions of CertR. 
Returns an authentication which includes the Primary Principal 
Identifier (PPID) as part of the ticket granting ticket (TGT), 
and an authenticator containing the public key of the privilege 
attribute server (PAS) 
TGTR = ENC(K;,.p) (R, U, Ts, Te, kup) 
85$ 
PACR = SIGN(PKp-1 ) (user role attributes, PPIDR, PVR, DTQR, 
data) 
E. PRIVILEGE ATTRIBUTE SERVER (PAS) FUNCTIONS 
Supplies PAC as specified in ECMA 219 Security in Open Systems, 
2nd edition, March 1996. European Computer Manufactures Association 
F. KEY DISTRIBUTION SERVER (KDS) 
• For the intra-domain case use Kerberos VS model. 
• For the inter-domain case use X.509 certificates. 
G. PRIVILEGE ACCOUNT CERTIFICATE (PAC) VALIDATION FACILITY (PVF) 
FUNCTIONS 
• Validate PAC 
• Key Management 
Support Components 
• Audit 
• Record security 
identities. 
relevant 
H. PUBLIC KEY MANAGEMENT (PKM) FUNCTIONS 
events using 
• Manage public and private keys using PGP solution 
appropriate 
• Establish symmetric keys between parties i and j using public-
key standard X.509. 
i sends a session key to j encrypted with j's public key. i sends 
an authenticator using its private key. J authenticates the message 
signature by applying i's public key and comparing the message with the 
message signature. The session key is now available to both parties. 
859 
APPENDIX D. SKELETON VB CODE FOR DESIGN PATTERN 
A. MONITOR COMPONENT 
1. Modules 
a. Module 1 
Option Explicit 
Public gMonitor As Monitor 
Public glngUseCount As Long 
'Reference to monitor 




Private mFormForTimer As FormForTimer 
Private WithEvents mTimerForMonitor As Timer 
Public Enum Enumeration 
enuml = 1 
enum2 2 
enum3 = 3 
End Enum 
' Event that passes all automation data types supported by 
'proxy and stub 
Event MonitorActivity( _ 
bool As Boolean, 
chr As Byte,_ 
sfloat As Single,_ 
dfloat As Double, 
sint As Integer,_ 
lint As Long,_ 
enuml23 As Enumeration, 
str As String,_ 
money As Currency, 
datetime As Date) 
Private Sub Class_Initialize() ' Start Monitor Timer 
' Create instance of form 
Set mFormForTimer = New FormForTimer 
Load mFormForTimer 
' Connect timers' events to associated event procedures 
' in Monitor 
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Set mTimerForMonitor mFormForTimer.TimerForMonitor 
End Sub 
Private Sub Class_Terminate() 'Terminate Monitor 
Set mTimerForMonitor = Nothing 
Unload mFormForTimer 
Set mFormForTimer = Nothing 
End Sub 
Private Sub mTimerForMonitor_Timer() 
Dim bool As Boolean 
Dim chr As Byte 
Dim sfloat As Single 
Dim dfloat As Double 
Dim sint As Integer 
Dim lint As Long 
Dim enuml23 As Enumeration 
Dim str As String 
Dim money As Currency 
Dim datetime As Date 
'<insert monitor task> 
' Process Timer Event 
' Signal clients that monitor has detected activity 











b. Monitor Connector 
Option Explicit 
Public Property Get Monitor{) As Monitor' Get reference to 
'monitor 
Set Monitor= gMonitor 
End Property 
Private Sub Class Initialize{) ' Create Monitor and 
'reference count 
If gMonitor Is Nothing Then 
Set gMonitor = New Monitor 
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End If 
glngUseCount = glngUseCount + 1 
End Sub 
Private Sub Class_Terminate() ' Terminate Monitor when 
'reference count= O 
glngUseCount = glngUseCount - 1 
If glngUseCount = O Then 
Set gMonitor = Nothing 
End If 
End Sub 
B. CONTROLLER COMPONENT 
l. Modules 
a. Module l 
Option Explicit 
Public gController As Controller 





' Reference to controller 
' Global reference count 
' Sent to AppWrapper(s) 
Public WithEvents mglue As Glue ' WithEvents causes glue to 
'run asynchronously 
Private WithEvents mMonitor As Monitor ' Get Monitor events 
'Multiple connections to single monitor 
Private mMonitorConnector As MonitorConnector 
Private Sub Class_Initialize() ' Connect to Monitor 
Set mMonitorConnector = New MonitorConnector 
Set mMonitor = mMonitorConnector.Monitor 
End Sub 
'Receive event from Monitor 
Private Sub mMonitor_MonitorActivity( 
bool As Boolean, 
chr As Byte,_ 
sfloat As Single,_ 
dfloat As Double, 
sint As Integer,_ 
lint As Long,_ 
enum123 As Enumeration, 
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str As String,_ 
money As Currency, 
datetime As Date) 
Set mglue = New Glue 
Call mglue.StartGlue 
End Sub 
'Glue runs asynchronously 
Private Sub mglue_glueDone() 
Set mglue = Nothing 
RaiseEvent ControllerEvent 
End Sub 
'Asynchronous glue component is done 
b. Controller Connector 
Option Explicit 
Public Property Get Controller() As Controller 
Set Controller= gController 
End Property 
Private Sub Class_Initialize() 
If gController Is Nothing Then 
' Initialize Controller 
'and reference count 
Set gController = New Controller 
End If 
glngUseCount = glngUseCount + 1 
End Sub 
Private Sub Class_Terminate() 'Terminate controller when reference 
count= O 
glngUseCount = glngUseCount - 1 
If glngUseCount = 0 Then 
Set gController = Nothing 
End If 
End Sub 





Public Sub StartGlue() 
' Sent when glue task done 
1 Start glue task 




D. APPLICATION WRAPPER COMPONENT 
l. Forms 
Option Explicit 
Private WithEvents mController As Controller 
Private mControllerConnector As ControllerConnector 
Private Sub Form_Load() ' Connect to controller 
Set mControllerConnector = New ControllerConnector 
Set mController = mControllerConnector.Controller 
End Sub 
' Receive Controller event 
Private Sub mController_ControllerEvent() 
Textl.Text = "Received Controller No~ification" 
' <insert interface with COTS application> 
End Sub 
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APPENDIX E. XML VOCABULARIES 
The following list contains sources for some existing XML 
vocabularies: 
Mathematical Markup Language (MathML) can be found at URL 
www.w3.org/Math 
Web Interface Definition Language (WIDL) can be found at URL 
www.webmethods.com/technology/widl description.html 
The Nites I Meteorological Vocabulary Observation Markup Format(OMF): 
<!-- <!DOCTYPE OMF SYSTEM "OMF.dtd" [ --> 
<!-- Weather Observation Definition Format DTD --> 
<!-- This is the OMF XML DTD. It can be referred to using the 
formal public identifier 
-//METNET//OMF 1.0//EN 
For description, see OMF.html 
$Id: OMF.dtd,v 3.8 1999/10/25 18:18:31 oleg Exp oleg $ 
--> 
<!-- Weather Observation Definition Format--> 
<!-- Basic attributes--> 






















TStamp "TStamp %TStamp-type; #REQUIRED"> 
TRange "TRange %TRange-type; #REQUIRED"> 
LatLon "LatLon CDATA #REQUIRED"> 
LatLons "LatLons CDATA #REQUIRED"> 
BBox-REQD "BBox CDATA #REQUIRED"> 
BBox-OPT "BBox CDATA #IMPLIED"> 
Bid "Bid NMTOKEN #REQUIRED"> 
SName "SName CDATA #REQUIRED"> 
Elev "Elev NMTOKEN #IMPLIED"> 
<.-- Basic elements--> 
<!ELEMENT VALID (#PCDATA)> 
<!ATTLIST VALID %TRange;> 
<!-- A collection of weather observation reports--> 
<!ELEMENT Reports ( METAR I SPECI I UAR I BTSC I SYN)*> 
<!ATTLIST Reports %TStamp;> 
<!-- Common report attributes--> 
<!ENTITY% ReportAttrs 
"%TStamp; %LatLon; %Bid; %SName; %Elev; 
Vis NMTOKEN #IMPLIED 
Ceiling NMTOKEN #IMPLIED 
"> 
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<!-- METAR and SPECI reports--> 
<!ELEMENT METAR (#PCDATA)> 
<!ATTLIST METAR %ReportAttrs;> 
<!ELEMENT SPECI (#PCDATA)> 
<!ATTLIST SPECI %ReportAttrs;> 
<!-- A collection of weather hazard advisories--> 
<!ELEMENT Advisories ( SIGMET I AIRMET I WW)*> 
<!ATTLIST Advisories %TStamp;> 
<!-- A SIGMET advisory--> 
<!ELEMENT SIGMET (VALID, AFFECTING?, EXTENT, BODY) > 
<!ATTLIST SIGMET 
class (CONVECTIVEj HOTELj INDIAj UNIFORMj VICTORj WHISKEY) #REQUIRED 




<!ELEMENT AFFECTING (#PCDATA)> 
<!ELEMENT EXTENT (#PCDATA)> 
<!ATTLIST EXTENT 
Shape (AREAj LINEj POINT) #REQUIRED 
%LatLons; 
> 
<!ELEMENT BODY (#PCDATA)> 
<!-- A collection of weather forecasts--> 
<!ELEMENT Forecasts ( TAF )* > 
<!ATTLIST Forecasts %TStamp;> 
<!-- A Terminal Aerodrome Forecast--> 
<!ELEMENT TAF ( VALID, PERIOD+) > 
<!ATTLIST TAF 
%TStamp; %LatLon; %Bid; %SName; 
> 
<!ELEMENT PERIOD ( PREVAILING, VAR*)> 
<!ATTLIST PERIOD 
%TRange; 
Title NMTOKEN #IMPLIED 
> 
<!ELEMENT PREVAILING (#PCDATA)> 
<!ELEMENT VAR (#PCDATA)> 
<!ATTLIST VAR 
%TRange; 
Title CDATA #REQUIRED 
> 
<!-- Rawinsonde and Pibal Observation reports--> 
<!ELEMENT UAR ( UAPART+, UAID*, UACODE*, UALEVELS) > 
<!ATTLIST UAR 
%TStamp; %LatLon; %Bid; %SName; %Elev; 
> 
<!ELEMENT UAPART (#PCDATA)> 
<!ATTLIST UAPART 
id NMTOKEN #REQUIRED 
> 
<!ENTITY% UARef "Ref NMTOKEN #REQUIRED"> 
<!ELEMENT UAID (#PCDATA)> 
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<!ATTLIST UAID %UARef; > 
<!ELEMENT UACODE (#PCDATA)> 
<!ATTLIST UACODE %UARef; > 
<!ELEMENT UALEVELS (UALEVEL)*> 
<!ELEMENT UALEVEL (#PCDATA)> 
<!ATTLIST UALEVEL 
%UARef; 
P NMTOKEN #REQUIRED 
H NMTOKEN #IMPLIED 
T NMTOKEN #IMPLIED 
DP NMTOKEN #IMPLIED 
Wind CDATA #IMPLIED 
> 
<!-- Bathythermal, Salinity and Ocean Currents Observations--> 
<!ELEMENT BTSC ( BTID, BTCODE?, BTLEVELS) > 
<!ATTLIST BTSC 
%TStamp; %LatLon; %Bid; %SName; 
Title (JJYY I KKXX I NNXX) #REQUIRED 
Depth NMTOKEN #IMPLIED 
> 
<!ELEMENT BTID (#PCDATA)> 
<!ATTLIST BTID 
DZ (718) #IMPLIED 
Rec NMTOKEN #IMPLIED 
WS (0111213) #IMPLIED 
Curr-s (21314) #IMPLIED 
Curr-d NMTOKEN #IMPLIED 
AV-T (0111213) #IMPLIED 
AV-Sal (0111213) #IMPLIED 
AV-Curr (0111213) #IMPLIED 
Sal (11213) #IMPLIED 
> 
<!ELEMENT BTCODE (#PCDATA)> 
<!ELEMENT BTLEVELS (BTAIR?, (BTLEVEL)*)> 
<!ELEMENT BTAIR (#PCDATA)> 
<!ATTLIST BTAIR 
T NMTOKEN #IMPLIED 
Wind CDATA #IMPLIED 
> 
<!ELEMENT BTLEVEL (#PCDATA)> 
<!ATTLIST BTLEVEL 
D NMTOKEN #REQUIRED 
T NMTOKEN #IMPLIED 
S NMTOKEN #IMPLIED 
CUrr CDATA #IMPLIED 
> 
<!-- Surface Synoptic Reports from land and sea stations--> 
<!ELEMENT SYN ( SYID, SYCODE?, SYG?, SYSEA?) > 
<!ATTLIST SYN 
%TStamp; %LatLon; %Bid; %SName; %Elev; 
Title (AAXX I BBXX I ZZYY) #REQUIRED 
SType {AUTO I MANN) "MANN" 
> 




WS (0111314) #IMPLIED 
> 
<!ELEMENT SYCODE (#PCDATA)> 
<!ELEMENT SYG (#PCDATA)> 
<!ATTLIST SYG 
T NMTOKEN #IMPLIED 
TD NMTOKEN #IMPLIED 
Hum NMTOKEN #IMPLIED 
Tmm CDATA #IMPLIED 
P NMTOKEN #IMPLIED 
PO NMTOKEN #IMPLIED 
Pd NMTOKENS #IMPLIED 
Vis NMTOKEN #IMPLIED 
Ceiling NMTOKEN #IMPLIED 
Wind CDATA #IMPLIED 
WX CDATA #IMPLIED 
Pree CDATA #IMPLIED 
Clouds CDATA #IMPLIED 
> 
<!ELEMENT SYSEA (#PCDATA)> 
<!ATTLIST SYSEA 
T NMTOKEN #IMPLIED 
Wave CDATA #IMPLIED 
SDir CDATA #IMPLIED 
> 
<!-- Plain-text WMO Meteorological messages--> 
<!ELEMENT Messages (MSG)*> 
<!ATTLIST Messages %TStamp;> 
<!ELEMENT MSG ANY> 
<!ATTLIST MSG 
id NMTOKEN #REQUIRED 




BBB CDATA #IMPLIED 
Descr CDATA #IMPLIED 
> 
<!-- ]> --> 
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The trend towards using Commercial Off-The-Shelf (COTS) software 
within Department of Defense (DoD) has become the accepted way to build 
systems. Twenty years ago, almost all DoD software-intensive systems 
were built by awarding large multimillion-dollar contracts to defense 
contractors to build these systems from scratch. In ~he 90's, with a 
constantly dwindling budget, the focus has shifted to building 
software-intensive systems by integrating COTS software components. 
Building software systems from COTS components is quite 
different. The black box nature of the COTS software components along 
with the uncontrollable evolution process requires a different 
architectural approach in developing systems with COTS. 
1.2 PURPOSE 
The purpose of this requirements specification is to analyze and 
document the requirements in developing an architectural framework for 
COTS/Legacy systems within the DoD. To focus the requirements of the 
architectural framework, a DoD Meteorological and Oceanographic (METOC) 
system, the Naval Integrated Tactical Environmental System I (NITES I), 





The NITES I project is a Space and Naval Warfare (SPAWAR) 
sponsored project within DoD. Like most other projects within DoD, the 
NITES I project is being developed in an environment that emphasizes 
the use of personal computers and COTS components. 
NITES I acquires and assimilates various METOC data for use by US 
Navy and Marine Corps forecasters. The purpose of NITES I is to 
provide the METOC community (Users) with the tools necessary to support 
the warfighter (Customers). 
The NITES I is the primary METOC data fusion platform and principal 
METOC analysis workstation, intended to be operated on both a 
classified and unclassified network environment by METOC personnel. 
This system receives, processes, stores and disseminates METOC data and 
provides analysis tools to render products for application to military 
and tactical operations. NITES I data and information/products are 
stored in a unified METOC database on the C4ISR network and available 
to local and remote planners and warfighters. 
1.4 REFERENCES 
Performance Specification (PS) for the Tactical Environmental Support 
System/ Next Century TESS(NC)" (AN/UMK-3) (NITES version I and II) 
Security Guidelines for Space and Naval Warfare Systems Command 
(SPAWAR) Program Software Developers (DRAFT), October 1999. 
Horizontal Integration: Windows NT Developer's Guidelines (DRAFT), 
Version 0.1. 
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2. GENERAL DESCRIPTION 
2.1 ARCHITECTURE GOALS 
Integration 
COTS/GOTS/legacy components are usually created as standalone 
products. When these components are targeted for integration into a 
system, the architecture shall provide seamless integration of these 
COTS/GOTS/legacy components. 
The architecture shall support middleware approaches to bind data, 
information and COTS/GOTS/legacy components. 
Because evolution and upgrade of COTS/GOTS components are outside 
the control of the system integrators, the architecture of the 
COTS/GOTS/legacy system shall have an adaptable component configuration 
to reduce the effort of testing and reintegration when upgrades or new 
COTS/GOTS packages are introduced to the system. 
INTEROPERABILITY 
COTS/GOTS and legacy systems reside on multiple platforms. This 
architecture shall address distributed, heterogeneous systems 
consisting of both UNIX and PC-based platforms. 
In order to achieve and maintain information superiority on the 
battlefield, the architectural framework for DoD COTS/GOTS/legacy 
systems shall have the capability to share, receive and transmit on 
heterogeneous networks and hardware devices. 
The exchange of data between two systems shall be in such a way 
that interpretation of the data is precisely the same. The data 
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displayed on two different systems shall remain consistent. The 
architectural framework shall include standard application program 
interfaces {APis). APis specify a complete interface between the 
application software and the platform across which all services are 
provided. A rigorous definition of the interface results in 
application portability provided the platform supports the API as 
specified, and the application uses the specified API. The API 
definitions shall include the syntax and semantics of the programmatic 
interface as well as the necessary protocol and data structure 
definitions. 
ADOPTED FRAMEWORK TECHNOLOGY 
Java/C++, web 
interfaces, common 
technologies, open systems, application program 
operating environment, object and component 
technology, commercial products and standards are all important to the 
COTS/GOTS/legacy system architecture. 
The COTS/GOTS/legacy system shall adopt ,the Interface Definition 
Language {IDL) as the language for expressing the syntax of the 
framework services. 
The COTS/GOTS/legacy system architecture shall be expressed as 
UML class and package diagrams, with detailed component descriptions 




DoD tactical systems are normally classified to some security 
In building this architectural framework, the architecture 
shall address the DoD Trusted Computer System Evaluation Criteria 
(TCSEC) to at least the C2 security level. 
The architecture shall include discretionary access control 
(DAC). 
Only single level classification systems shall be supported in 
this architecture (i.e. no multi-level security (MLS). 
Assembled components shall not require modification to add 
security services. 
The security mechanisms shall be protected from unauthorized 
access. 
The following security services shall be available to the 
component assembler: 
1. Single login for users 
The single login for users means the user needs to 
identify himself once per session. It is the 
responsibility of the security services to protect 
and distribute the authentication information of a 
user. 
2. Mutual authentication 
Mutual authentication ensures proper identification 




Auditing means significant security events are recorded for 
later analysis. Significant security events shall include 
logon and logoff, security policy changes, user and group 
management, and access to specified objects. 
4. Secure key distribution 
Key distribution provides a secure transport mechanism for 
encryption keys. 
5. Role based Access Control 
Role based access control assigns roles to users and 
privileges to roles, thereby simplifying access control if the 
number of roles is less than the number of users. 
6. Data confidentiality 
Data confidentiality means data is disclosed according to a 
policy. 
7. Data integrity 
Data integrity means the recipient gets the intended data. 
8. Non-repudiation and authenticity 
Non-repudiation means the sender of a message can not later 
deny he sent the message. 
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NETWORK SECURITY 
The trend in DoD is for networked systems vice standalone 
monolithic systems and because most systems have some level of 
classification, this architecture shall address network security. 
The architectural framework shall support a secure network. 
The architectural framework shall support the network security 
mechanisms specific to the target architecture, including firewalls, 
routers, encryption, and proxy services. 
NETWORK COMMUNICATIONS 
The architectural framework shall support different network 
protocols (i.e. TCP/IP) and topologies dependent on the target 
architecture. 
The application layer shall be able to execute a variety of data 
management commands without having knowledge of the data location, 
database, file type, operating system, network protocol, or platform 
location. 
DEVELOPMENT LANGUAGE 
The architectural framework 
language that is supported by the 




as well as any 
platform independence for newly 
developed code in the target architecture. 
2.2 ASSUMPTIONS AND DEPENDENCIES 
Assumption 1: Legacy systems are monolithic and not modifiable. 
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Assumption 2: Legacy systems have 
interaction. 
some existing mechanism for 
Assumption 3: There are varying degrees of COTS. To be 
considered COTS, the component cannot be modified. 
Assumption 4: Reliability, performance, safety and 
security must be weighed in the target architecture. 
Assumption 5: Multilevel security systems are beyond the 
scope of this effort. 
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3. TARGET ARCHITECTURE FUNCTIONS 
DATABASE 
COTS software applications which handle data tend to have their 
own mechanism and structure for the storage of the data internal to the 
COTS application. When the target architecture includes a master 
database to store its data, the architectural framework shall support 
the target architecture's central storage of data. The architecture 
shall support remote access to the database. 
SECURITY 
The target architecture shall support Discretionary Access 
Control (DAC). 
Access to information controlled by an application shall be based 
on an access control list (ACL) of a parameter that can be used to 
distinguish between authorized and non-authorized entities. Entities 
include users, devices, and other applications. 
The target architecture shall support non-repudiation. 
a. The data recipient shall be assured of the originator's 
identify. 
b. The data originator shall be provided with proof of delivery. 
c. The algorithm used to digitally sign data entries and 
receipts shall be either the Digital Signature Standard (DSS) 
FIPS 186 or RSA (1024 bit). 
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d. The original transmitted data signed by the sender and the 
requested receipt signed by the recipient shall be time-stamped 
by a trusted third party. 
GRAPHICAL USER INTERFACE {GUI) 
The target architecture shall include a GUI style guide. If a 
GUI style guide does not exist for the target architecture, UNIX 
platforms shall adhere to the MOTIF standard and X-Windows standard, 
and PC platforms shall adhere to the Windows NT standard. 
EXTERNAL SYSTEM INTERFACES 
Because the target architecture exists in a network environment 
where it shares data with other external systems, the external system 
interfaces where information is exchanged shall be well defined to 
support interoperability. 
MIDDLEWARE TECHNOLOGY 
The COTS/GOTS/legacy architecture shall support new component 
integration technologies (i.e. COM/DCOM) to broker between components 
that by themselves normally do not communicate to form an integrated 
system. 
The target architecture shall support wrappers to enable 
COTS/GOTS applications to interface with each other. 
The wrappers shall support the METOC data (listed in Table 6 of 
reference 1) and its various formats within NITES. The architecture 
shall ensure when an application updates a set of data, the update is 
consistently made throughout the rest of the database. 
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4. ARCHITECTURE ATTRIBUTES 
4.1 PERFORMANCE REQUIREMENTS 
The performance requirements for the target system are contained 
in Table 6B of the NITES Performance Specification. In addition to 
those performance requirements, the following requirements shall also 
be addressed in the target architecture. 
The architecture shall optimize the database access over a 
network. 
The architecture shall allow concurrent access of the database to 
multiple users. 
The component technology shall not degrade the system performance 
by more than 10% of the target system's current performance 
requirement~. Refer to Table 6B of the NITES Performance 
Specification. 
4.2 RELIABILITY REQUIREMENTS 
The target architecture shall use standard fault-tolerant 
technologies (i.e. Replication to maintain the reliability and 
availability requirements of DoD systems.) 
While the data traverses throughout various applications, to different 
platforms, through the network and to/from database, it must remain 
consistent and not suffer any degradation. 
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4.3 DESIGN CONSTRAINTS 
Because many existing legacy systems reside on UNIX platforms and 
the DoD has made a commitment to move towards a PC architecture, the 
architectural framework shall support both UNIX and PC platforms with 
the goal of moving towards a pure PC architecture. It is not required 
that all COTS/GOTS/legacy system components be executable on both 
platforms but the data must be able to be shared by components on 
different platforms. 
Newly developed DoD systems must use COTS products to the 
greatest extent possible. 
As most COTS/GOTS applications are designed to be standalone, 
these applications will usually have their own way of retrieving and 
storing data. When these applications are integrated into a . system, 
the internals of the application of how it retrieves and stores data 
will not be modified. 
There are varying degrees of COTS products. Depending on whether 
the COTS product is an opaque or a black box will drive the wrapper 
design and implementation. 
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1. SYSTEM ARCHITECTURE 
l.lSYSTEM ARCHITECTURE DIAGRAM 
The Naval Integrated Tactical Environmental System (NITES) 
software runs in a distributed, heterogeneous environment on standard 
commercial-off-the-shelf (COTS) personal computers (PCs) and TAC-4 UNIX 
computers. 
The NITES architecture consists of a central database residing on 
a UNIX computer, which is shared amongst the various NITES components 
(most of which reside on PCs with the exception of the tactical 
applications which reside on a TAC-4 UNIX computer) as depicted in 
figure 1. In this topology, there is no direct interaction between 
the components . All interactions are through the central database. 
This topology allows ease of integration of COTS components as it 















Figure 1 - NITES Architecture Diagram 
Forecaster applications (COTS/GOTS) - Manipulate METOC data to 
easily plot, analyze, display on a common geographical reference. 
Serial Communications (Legacy code) - Handles the ingest and 
dissemination of METOC data through existing legacy communication 
channels. 
Briefing (COTS) Briefing utility used to brief tactical 
commanders, flight operators the environmental conditions that they 
will be operating in. 
Tactical applications (Legacy code and newly developed code) 
Tactical applications take in METOC data to predict the affects of the 
environmental conditions on the environment, tactical equipment, etc. 
Database (GOTS) - The database is the central repository for all 
METOC data. 
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Network communications (GOTS) Handles the ingest and 
dissemination of METOC data through SIPRNET. 
The deployment diagram, as depicted in figure 2, consists of a 
NITES Server, a NI TES Database Server, and NI TES workstations with a-
communications package, an applications package, a database package, a 
system controller package, a security package and a briefer package 
residing on multiple hardware platforms. 
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In the NITES architecture, all interactions are through the NITES 
database. However, in the initial delivery of the NITES software, this 
architecture was violated since none of the COTS applications were able 
to communicate with the NITES database to retrieve and/or store data 
and products. 
A prototype of a portion of the NITES system will be developed to 
demonstrate the NITES architecture where a COTS application can 
communicate with the NITES database to retrieve and store data and 
products. A system controller package and the security package are 
newly developed for the NITES. The COTS applications packages and the 
briefer package will be modified to use wrapper and glue technology to 
enable it to communicate with the database package. These packages 
will be designed and developed to move the system in the direction of 
conforming to the existing architecture. 
This prototype will use an object request broker (ORB) to marshal 
events/notifications in a distributed environment. Because this 
prototype is being developed under the Windows NT environment, and DCOM 
is freely available with Windows NT, we have chosen to use DCOM as our 
ORB. 
DCOM components can communicate three ways: within the same 
process, out of process and between network nodes. The component 
internals do not need to be changed regardless of the deployment 
decision. The DCOMCNFG and dynamic link library (DLL) packaging are 
used to implement the deployment decision. 
Deployment flexibility affords alternative performance solutions 
in a distributed network environment. For example, the Monitor 
component could be deployed on a different network node than the 
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Controller component to reduce CPU load. This solution assumes the 
sampling rate is higher than the notification rate. 
1.2 INTER-TASK COMMUNICATION 
The tasks on the NITES will be implemented to run asynchronously. 
Communications are broken down between the following tasks: 
• Monitor/Controller 
• Controller/Glue Component 
• CBWrapper/Glue Component 
• CBWrapper/Controller 
The Application Wrapper is responsible for making the object 
available to a COTS viewer application. 
MONITOR/CONTROLLER 
Slides for the briefing package are generated by the operator 
using an external COTS/GOTS application. As each of these slides is 
generated, it is saved to a directory by the COTS/GOTS application. 
The system monitor polls the directory and when a file is found, 
notifies the controller. 
CONTROLLER/GLUE COMPONENT 
When the controller receives notification from the monitor that a 
new file exists, the controller will create an instance of the glue 
component. 
CBWRAPPER/CONTROLLER 
CBWrapper registers interest in new products with the controller. 
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When the controller is notified by the glue component that a file 
is successfully stored in the database, it will broadcast the 
information to all the wrappers running on client workstations. It is 
the responsibility of the CBWrapper to ignore image types not 
appropriate for the current brief. This assumes there is at least one 
wrapper running. 
CBWRAPPER/GLUE COMPONENT 
The CBWrapper requests an image product from the glue code, which 
will use the existing database APis to connect to the database, 
retrieves the product and returns it to the CBWrapper. 
mechanism i~ used to initialize and update the brief. 
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The request 
2. SUBSYSTEM DESCRIPTION 
The object diagram and sequence diagram depicts objects required 
to design the update of a briefing package and the scenario of updating 
a briefing package in figures 3 and 4 respectively. 
MONITOR 
The Monitor component is responsible for detecting the presence 
of a new object. 
CONTROLLER 
The controller component is responsible for coordinating multiple 
concurrent asynchronous activities. The controller runs on the 
application server. It serves two functions within the system, 
handling notifications from the monitor and the glue component. 
GLUE COMPONENT 
The glue component is responsible for storing and retrieving 
objects from an ODBC compliant relational database. 
CBWRAPPER 
Wrappers are software code developed to add, modify, and hide 
functionality from COTS, GOTS or legacy software components to align 
them with the overall system requirements and architecture. In the 
design, wrapper and glue code technology is being implemented to enable 
the COTS applications to adhere to the existing NITES architecture. 
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The briefing package consists of Microsoft PowerPoint, a COTS 
application package. The PowerPoint application contains APis, which 
can be used by CBWrapper to create the added functionality of 
automatically creating and updating the briefing package in the 
background. 
The PPT APis used for the wrapper interface include: 
• Presentations.Add 






The Initialization GUI is used to initialize each component with 
the number of images, starting from the most current; the image type; 
the display duration of each image in seconds; and the height and width 
of the display area. Default values are 24 images, O second duration, 
and display area equal to the workstation's screen size. 
CONFIGURATION GUI 
The Configuration GUI defines the set of image types available 
for the brief. Associated with each image type is the working 
directory containing the current set of brief images and a web server 
virtual directory corresponding to the working directory. The 
CBWrapper uses the configuration file to initialize the image type 
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options available to the briefer. The monitor uses the configuration 
file to build a list of directories to poll. 
The Configuration GUI is not restricted to the image types 
settings. It can be used for defining various sets of key values. For 
instance, we can use this Configuration GUI to define the key set 
values for network configuration, or application's initial default 
settings. This provides the extensibility for future development of 
applications. 
NAMING CONVENTION 
The filename associated with each image type consists 
of the fields represented the created date and time, the 
file format (i.e., gif, jpeg, etc.), and other information 
for a particular image (i.e., the channel, the location, 
etc.) 
The filename begins with the date and time, followed 
by other information. For instance, a file named 
11 20000523.1331.gms5.IR.MODEL_OVERLAY.500HT.NOGAPS 11 
indicates that the file was created on May 23, 2000, at 
13:31. The CBWrapper uses the date and time embedded in the 
filename for updating the continuous brief. 
The other information of the filename is used by the 
Glue component for storing and retrieving images to and 
from the database. 
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THIN CLIENT TECHNOLOGY 
CBWrapper is implemented using modern thin client technology. 
When a user opens a HTTP page from a browser, the CBWrapper is then 
automatically downloaded and installed on the client machine. Once the 
CBWrapper is up and running, all images needed for creating the brief 
are dynamically downloaded from the server using the OpenURL method. 
OpenURL uses the current open HTTP connection to transfer image files. 
The continuous brief is created on the client machine using the 
PowerPoint APis. The PowerPoint is used to display the brief. 
PUSH TECHNOLOGY 
The advantage of using this technique is that the client needs 
not to poll the server periodically for new data. The server notifies 
its clients (CBWrapper) when new data (images) arrive. The CBWrapper 
receives the notification and compares the image type with the type 
being showed. If the image types match, the CBWrapper downloads a new 
set of images from the server and updates the brief. 
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Sharing different formatted data requires a common representation 
of data to interpret, send, and receive any data, any format, anywhere. 
Within NITES, meteorological and oceanographic observations, and 
certain types of bulletins (SIGMETS, JOTS warnings, and Tropical 
Cyclone Warnings, for example) are received and transmitted in an 
Extensible Markup Language (XML)-based format called Weather 
Observation Markup Format (OMF). OMF preserves the original text of 
each observation or bulletin, and also includes information decoded 
from the observation/bulletin and other metadata concerning the 
message. 
OMF solves the data interoperability problem by providing self-
describing tags along with the data so that the receiving applications 
can consistently interpret the data correctly. These self-describing 
tags are detailed in the Document Type Definition (DTD). When drafting 
the NITES data into OMF, three things must be agreed on: which tags 
will be allowed, how tagged elements may nest within one another and 
how they should be processed. The first two, the language's vocabulary 
and structure, are codified in the DTD. 
OMF is an application of XML, and by its virtue, an application 
of SGML. SGML is used extensively within DoD for documenting of various 
types of information (military standards, procurement materials, 
service manuals). OMF brings weather observations into the same fold. 
Thus, the design goals of OMF are: 
• Mark up (annotate) raw observation reports with additional 
description and derived, computed quantities. 
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• The raw report data must not be modified in any way, and 
should be conveniently extractable (by simply stripping all 
the tags away). 
• OMF must be concise. While providing useful annotations to 
a client, OMF markup should not impose undue overhead on 
communication channels. 
• It should b~ possible to extend the markup with additional 
annotations, without affecting applications that do not use 
this information. 
The OMF contains the following elements: 
• Reports - defines a group of weather observation reports 
• METAR for a single METAR report 
• SPECI for a single SPECI report 
• UAR for a combined Rawinsonde and Pibal Observation report 
• BTSC for ocean profile data (temperature, salinity, 
current) 
• SYN for a surface synoptic report from a land or sea 
station 
• Advisories - defines a collection of weather hazard 
warnings 
• SIGMET - SIGnificant METeorological Information 
• Forecasts - defines a set of weather forecasts 
• TAF - Terminal Aerodrome Forecasts 
• Messages - defines a set of plain-text bulletins. 
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The following sections define the major elements along with the 
minor elements that are relevant to them. In each section, XML DTD 
declarations are provided for precise definition of elements and 
attributes. The collection of XML DTD declarations found in.this 
specification can be arbitrarily extended to add new elements and 
attributes for new enhancements. Some of the element attributes are 

















a string of form 
"aaa, bbb", 










of the interval. 











UTC time in seconds since 
the Epoch, 00:00:00 Jan 
l, 1970 UTC. This is the 
value returned by a 
POSIX function time(2). 
Example: 
Tstamp='937507702' 
Timestamps are in seconds 
since the 
Epoch, 00:00:00 Jan l, 
1970 UTC. These are the 
values returned 
by a POSIX function 




The latitude and. 
longitude, 
respectively, of a point 
on the globe, 
in whole and fractional 
degrees. The 
numbers are positive for 
Northern 
latitudes and Eastern 
longitudes, and 
negative for Southern 
latitudes and 
Western longitudes. 
The range of the numbers 
is [-90.0, 
90.0] for latitudes, (-







Points on the 
Globe 
a string of a 
form 
11 latl, lonl, 
lat2, lon2, 
latn, lonn" 







A sequence of pairs of 
numbers, 
each pair giving the 
latitude and 
longitude of a single 
point in the 
sequence, in whole and 
fractional 
degrees. 






























Call sign and 
full 
name of an 
observing 
Format 
A string of a 
form 
11 lat-N, lon-W, 
lat-s, lon-E", 
where the lats 













Specification of the 
bounding box for 
an area of interest. Here 
lat-N is 
the latitude of the 
Northern-most 
point of the area, lat-S 
is the 
latitude of the Southern-
most point, 
lon-W is the longitude of 
the 
Western-most point of the 
area, and 
lon-E is the Eastern-most 
longitude. 
It is required that lat-N 
>= lat-S. 
The left-lon {lon-W) may 
however 
be greater than the 
right-lon (lon-E). 
For example, a range of 
longitudes [-170,170] 
specifies the entire 
world but Indonesia. On 
the other end, the range 
[170, -170] includes 
Indonesia only. By the 
same token, [-10, 10] 
pertains to a 21-degree 
longitude strip along the 
Greenwich meridian, while 
[10,-10] specifies the 
whole globe except for 
that strip. 
Example: 
BbOX='60.0, -120.0, 20.0, 
-100.0' 
WMO Block Station ID, or 
other 
identifier for buoy or 
ship 
The observing stations 
ICAO, aircraft, or ship 
call sign, plus a plain-





the call Monterey CA Airport" 
letters of the 
station ( ICAO Example: 
station Sname='KYNL, YUMA (MCAS)' 















relative to sea level, in 
meters. This attribute 
may specify a surface 
elevation of an 
observation station, or 
an upper-air elevation 
for an upper-air report. 
Example: 
Elev=' 16' 
Table 1-2. OMF Attributes for METAR and SPECI Reports 
Attribute Brief Format Description Req'd? 
Description 
TStamp Time Stamp <-------------See Table 1-1-------- Yes 
-----> 
LatLon Station <-------------See Table 1-1-------- Yes 
latitude and -----> 
longitude 
Bid Station Unsigned integer WMO Block Station Yes 
Identificatio ID 
n Group 
SName Call sign and <-------------See Table 1-1-------- Yes 
full -----> 
name of an 
observing 
station 
Elev Station <-------------see Table 1-1-------- No 
elevation -----> 
Vis Visibility a number of Horizontal No 
meters, visibility in 
omitted, or a meters 
special token 
"INF" 
Ceiling Ceiling a number of Ceiling in feet No 
feet, 



































<-------------See Table 1-1---------- Yes 
String 
---> 
For a buoy or other 
observation platform, 
this 
id is a combination of 
a 
WMO region number, 
subarea number (per 
WMO Code Table 0161), 
and the buoy type and 
serial number. This 
information is 
reported in Section O 
of a synoptic report. 
If Section O contains 
a call 
sign rather than a 
numerical id (as 
typical with FM 13 
SHIP reports), the Bid 
attribute is computed 
as 
itoa(l000009 + he) % 
2A30, where he is a 
numerical 
representation of the 
call letters 
considered as a number 
in radix 36 notation. 
For example, 11 0000 11 
hashes 
to 0, and "ZZZZ" 
hashes to 1,679,615. 
Note this formula 
makes the Bid 
attribute a unique 
numeric identifier for 
the station. 
Yes 
<-------------See Table 1-1---------- Yes 
---> 
<-------------See Table 1-1---------- No 
---> 
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Title Report title String Title defining Yes 
type of report: 
AAXX (FM-12), BBXX 
(FM-13), or ZZYY 
(FM-18) 
Stype Station type String Type of station: No 
automated 




Table 1-4. OMF Attributes for the SYG Element 
Attribute Brief Format Description Req' 
Description d? 
T Air positive, zero, Air temperature in No 
Temperature or degrees 
negative number Celsius 
TD Dew point positive, zero, Dew point temperature No 
Temperature or in degrees 
negative number Celsius 
Hum Relative non-negative Relative humidity in No 
humidity number per cent 
Tmm Extreme a string of a Minimum and maximum No 
temperatures form temperatures (degrees 
over the last "mmmm, MMMM" or Celsius) 
24 hours omitted over the last 24 hours 
p Station positive number Atmospheric pressure No 
pressure at station 
level, in hectoPascals 
PO Sea level positive number Atmospheric pressure No 
pressure at station, 
reduced to sea level, 
in hPa 
Pd Pressure String of form Pressure tendency No 
Tendency 11 dddd 11 , or during the 3 
omitted hours preceding the 
observation 
Vis Visibility Horizontal Horizontal visibility No 
Number of visibility in in meters 
meters, meters 
omitted, or a 
special token 
"INF" 
Ceiling Ceiling Number of feet, Ceiling in feet No 
omitted, or a 
special token 
"INF" 
Wind Wind speed String of form nnn is a true No 
and direction "nnn, mm" or direction from which 
omitted the wind is blowing, 
in degrees, or VAR if 
II the wind is 
variable, or all 
directions or unknown 
or waves confused, 
direction 
indeterminate." This 
is an integer number 
within (0,360) I with 0 
meaning the wind is 
blowing from true 
North, 270 stands fo·r 
the wind blowing from 
906 
due West. 
Normally this number 
has a 
precision of 10 
degrees. 
mm is the wind speed 
in meters 
per second. 














11 NOSIG 11 , or 
omitted 
Precipitation String of 
amount form 





See WMO-306, Code 
tables 4677 and 4561 
for the meaning of the 
four digits. This 
attribute is coded as 
11 NOSIG 11 if there is no 
significant phenomenon 
to report. The 
attribute is omitted if 
not observed or data is 
not available (see~ 





nnn is the amount of No 
precipitation which has 
fallen during the 
period preceding the 
time of observation. 
The precipitation 
amount is a non-
negative decimal 
number, in mm. hh is 
the duration of the 
period in which the 
reported precipitation 
occurred, in whole 
hours. This attribute 
is encoded as 1111 if no 
precipitation was 
observed. The attribute 
is omitted if unknown 
or not available (see iR 
indicator, 
Code table 1819). Sea 
stations 
























"pp, hh" or 
omitted 
precipitation. 
The first digit is the 
total cloud 
cover in octas (Code 
table 2700). The second 
digit is the cloud 
cover of the lowest 
clouds, in octas. The 
other three symbols are 
types of low, middle, 
and high clouds, resp. 
See WMO-306 Code tables 
for more details. 
No 
Sea surface temperature No 
in 
degrees Celsius 
pp is the period of 
wind waves 
in seconds. hh is the 
height of wind waves, 
in meters. 
If a report carries 
both estimated and 
measured wind 





Table 1-4. OMF Attributes for the SYG Element (Cont.) 
Attribute Brief Format Description Reg' 
Description d? 
SDir Ship's course String of form nnn is a true No 
and speed "nnn, mm" or direction of resultant 
omitted. displacement of the 
ship during the three 
hours 
preceding the time of 
observation. The 
number is in 









is an integer number 
within [0,360), with 0 
meaning the ship has 
moved towards the true 
North; 270 means the 
ship has moved to the 
West. Normally this 
number has a precision 
of 45 degrees. 
mm is the average 
speed made 
good during the three 
hours 
preceding the time of 




































for level of 
maximum 
winds, 'MAXWTOP' 
for maximum wind 










String of form 
"nnn, 
mm" or "nnn, mm 
bbb" or 11 nnn, mm 
,aaa" or "nnn, 
mm 




Reference to the part 
of the 
sounding from which 
the level 
data were derived 
Atmospheric pressure 
at 






Geopotential height of No 
the 
reported level, or a 
special 
height indicator 
Air temperature in 
degrees 
Celsius at the 
reported level 
Dew point temperature 
in 
degrees Celsius at the 
reported 
level 
nnn is a true 
direction from 
which the wind is 
blowing, in 
degrees, or VAR if 11 
the wind is 
variable, or all 
directions or 










within (0,360), with 0 
meaning the 
wind is blowing from 
true North, 
270 stands for the 
wind blowing from due 
West. Normally this 
number has a precision 
of 10 degrees. 
mm is the wind speed 
in meters 
per second. 
If specified, bbb 
stands for the 
absolute value of the 
vector 
difference between the 
wind at 
a given level, and the 
wind 1 
km below that level, 
in meters 
per second. The number 
aaa if 
given is the absolute 
value of 
the vector difference 
between 
the wind at a given 
level, and 
the wind 1 km above 
that level, 

































See Table 1-1 ---------> 
See Table 1-1 ---------> 
For a buoy or other 
observation 
platform, this ID is a 
combination of a 
WMO region number, subarea 
number (per WMO-306 Code 
Table 
0161), and the buoy type 
and serial 
number. This information 
is reported 
in Section 4 of a BTSC 
report. 
If Section 4 contains a 
call sign rather 
than a numerical id, the 
Bid attribute 
is computed as 
itoa(l000009 + 
he), where he is a 
numerical 
representation of the call 
letters 
considered as a number in 
radix 36 
notation. For example, 
"0000" hashes to 0, and 
"ZZZZ" hashes to 
1,679,615. Note this 
formula makes the Bid 
attribute a unique numeric 
identifier for the 
station. 
Ship's call sign, if 
reported 
11 JJYY 11 - FM 63 X Ext. 
BATHY report 
"KKXX" - FM 64 IX TESAC 
report 









Total water depth at point No 
of 
observation 
Table 1-8. OMF Attributes for the BTID Element 
Attribute Brief Format Description Req' 
Description d? 
DZ Indicator for 11711 or 11811 Indicator for method of No 
digitization or digitization 
omitted used in the report (kl 
field). See 
WMO-306 Code Table 2262. 
Required for BATHY and 
TESAC 
reports 
Rec Instrument 5-digit code Code for expendable No 
type code bathythermograph (XBT) 
instrument 
type and fall rate (WMO-
306 Code 
Table 1770) 
ws Wind speed IIOII I 11111, Indicator for units of No 
units code 11211, 11311, wind speed and 
or omitted type of instrumentation 
(iu field) . See 
WMO-306, Code Table 1853. 
Curr-s Method of 11211, 113 II 1 Indicator for the method No 
current speed 11411, or of current 
measurement omitted measurement (ks field) . 
See WMO-306 
Code Table 2266. 
Curr-d Indicators 3-digit Indicators for the method No 
for the numerical of 
method of code subsurface current 
subsurface measurement 
Current (K6k4k3 codes) . See WMO-
measurement 306, Code Tables 2267, 
2265, and 2264. 
AV-T Averaging 11011, 11111, Code for the averaging No 
period for 11211, ll3 II I period for sea 
sea or omitted temperature (mT code). See 





AV-SAL Averaging 11011, 11111' Code for the averaging No 
period for 11211 / 11311, period for sea salinity 
salinity. or omitted (ms code). See WMO-306, 




AB-Curr Averaging 11011, 11111, Code for the averaging No 
period for 11211 I 11311, period for 
surface or omitted surface current direction 
913 
Current (if no and speed 
direction and current data (me code) . See WMO-306, 
speed are Code 
reported) Table 2604 
Sal Method of "l" I 11211 I Code for the method of No 
salinity/dept 11 3 II I or salinity/depth 
h omitted (if measurement (k2 code) . See 
measurement no salinity WMO- 306, Code Table 




























Air temperature just 
above the sea 
surface, in degrees 
Celsius. 
Here nnn is a true 
direction from which the 
wind is blowing, in 
degrees, or VAR if II the 
wind is variable, or all 
directions or unknown or 
waves confused, direction 
indeterminate." This is 
an integer number within 
[0,360), with 0 meaning 
the wind is blowing from 
the true North;, 270 
means the wind is blowing 
from the West. Normally 
this number has a 
precision of 10 degrees. 
mm is the wind speed in 
meters per 
second. 
Table 1-10. OMF Attributes for the BTLEVEL Element 
Brief Format Description 
Description 
Depth Non-negative Depth of the level in 
number meters. 
Water Positive, Water temperature at the 




Salinity Positive Salinity at the reported 
number, or level, in parts per 
omitted thousand. 
Current "nnn,mm", or nnn is the true direction 
vector String omitted toward which the sea 
of form current is moving, in 
degrees, or VAR if "the 
current is variable, or 
all directions or 
unknown, direction 













an integer number within 
[0,360), with O meaning 
the current flows toward 
true North; 270 means the 
current is flowing toward 
the West. Normally this 
number has a precision of 
10 degrees. 
mm is the speed of 
current ·in meters per 
second. 
Table 1-11. OMF Attributes for the TAF Element 
Attribute Brief Format Description 
Description 
TStamp Time Stamp <---------- See Table 1-1 ---------> 
LatLon Latitude and <---------- See Table 1-1 ---------> 
Longitude of 
observation 
Bid Block Station positive WMO Block Station ID of 
ID integer the reporting station 
SName Call sign string Ship's call sign, if 
reported 
Table 1-12. OMF Attributes for the SIGMET Element 
Attribute Brief Format Description 
Description 
class SIGMET type "CONVECTIVE", Identifier for the type 





id Identifier String Identifier for the 
for a advisory; value 
particular depends on the advisory 
advisory class. 
TStamp Time Stamp <---------- See Table 1-1 ---------> 
BBox Bounding box <---------- See Table 1-1 ---------> 
for advisory 
area 
Table 1-13. OMF Attributes for the EXTENT Element 
















Shape Type of area 11 AREA 11 , Type of area shape Yes 
specification "LINE", specified 
"POINT" 
LatLons List of Positive, Control points (vertices) Yes 
latitudes and zero, or for a 
Longitudes Negative polygon/polyline 
defining the numbers in representing the 
area lat/lon affected area 
pairs 
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Table 1-14. OMF Attributes for the MSG Element 
Attribute Brief Format Description Req' 
Description d? 
id Message A NMTOKEN, a Designator for the Yes 
identifier four-to-six- message type 
character and subtype (T1T2) 1 area 
string (AlA2), 
of a form and sequence code (ii) of 
TlT2AlA2ii the message, as described 
in WMO- 386: 
Type Message type 2-letter Designator for the Yes 
string message type 
(T1T2) and subtype (TlT2) as 
specified in 
WM0-386, Tables A and Bl 
through B6 
TStamp Time Stamp <---------- See Table 1-1 ---------> Yes 
SName Originating String String containing the Yes 
station name identification 
of the station that 
originated the 
message (normally its 
ICAO call 
sign) 
BBB Annotation 3-character So-called "BBB groups" No 
group string from the 
abbreviated message line. 
They 
indicate that the message 
has been 
delayed, corrected or 
amended. A 
BBB group can also be 
used for 
segmentation. See the 
WM0-386 
for more detail. 
Descr Description String Keywords and other No 
information 
describing the message. 
BBox Bounding box <---------- See Table 1-1 ---------> No 
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Table 1-15 Layer Parameter Codes 
layer Description Example 
adiabatic-cond Adiabatic condensation (layer adiabatic-cond) 
level 
(parcel lifted from 
surface) 
atm-top Level of the top of the (layer atm-top) 
atmosphere 
cloud-base Cloud base level (layer cloud-base) 
cloud-top Cloud top level (layer cloud-top) 
conv-cld-base Level of bases of (layer conv-cld-base) 
convective 
clouds 
conv-cld-top Level of tops of (layer conv-cld-top) 
convective 
clouds 
entire-atm Entire atmosphere (layer entire-atm) 
entire-ocean Entire ocean (layer entire-ocean) 
height Height above ground (layer height 1500) 
(meters) 
height-between Layer between two heights (layer height-between 50 
above ground in hundreds 30) 
meters (followed by top for layer between 5000 
and bottom level values) and 3000 
meters above ground 
height-between-ft Layer between two heights (layer height-between-ft 
above ground, in feet 15000 10000) 
(followed by top and 
bottom level values) 
height-ft Height above ground (layer height-ft 50) 
(feet) 
high-cld-base Level of high cloud bases (layer high-cld-base) 
high-cld-top Level of high cloud tops (layer high-cld-top) 
hybrid Hybrid level (followed by (layer hybrid 1) 
level 
number) 
hybrid-between Layer between two hybrid (layer hybrid 2 1) 
levels (followed by top 
and bottom level numbers) 
isobar Level of an isobaric (layer isobar 500) 
surface 
(followed by the isobar 
value 
of the surface in 






00,250,200, 150,100, 70, 
9l9 
50, 
30, 20, 10) 
isobar-between Layer between two (layer isobar-between 50 
isobaric surfaces 100) for layer between 
(followed by top and 500 and 1000 hPa 
bottom isobar values in 
kPa, separated by a 
space) 
isobar-between-mp Layer between two (layer isobar-between-mp 
isobaric 50 100) for layer 
surfaces, mixed precision between 500 and 1000 hPa 
(followed by pressure of 
top in kPa and 1100 minus 
pressure of bottom in .. 
hPa) 
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Table 1-15 Layer Parameter Codes (Cont.) 
Layer Description Example 
isobar-between-xp Layer between two (layer isobar-between 
isobaric surfaces, extra 600 
precision (followed by 100) for layer between 
top and bottom isobar 500 and 1000 hPa 
values expressed as 1100 
hPa-isobar level, 
separated by a space) 
isotherm-0 Level of the zero-degree (layer isotherm-0) 
(Celsius) isotherm (or 
freezing level) 
land-depth Depth below land surface (layer land-depth 5.0) 
in centimeters 
land-depth-between Layer between two depths (layer land-depth-
in between 
ground (followed by the 0 30) for layer from 
depth of the top of the ground surface to 30 cm 
layer and the depth of depth 
the bottom of the layer 
centimeters) 
land-height-cm Height level above ground (layer land-height-cm 
(high precision) 50) 
( followed by 
height in centimeters) 
land-isobar Pressure above ground (layer land-isobar 500) 
level in hPa 
land-isobar-between Layer between two isobars (layer land-isobar-
abive levels ( followed by between 
top and bottom isobaric 500 1000) 
levels in hPa) 
low-cld-base Level of low cloud bases (layer low-cld-base) 
low-cld-top Level of low cloud tops (layer low-cld-top) 
max-wind Level of maximum wind (layer max-wind) 
mid-cld-base Level of middle cloud (layer mid-cld-base) 
bases 
mid-cld-top Level of middle cloud (layer mid-cld-top) 
tops 
msl Mean sea level (layer msl) 
msl-height Height above mean sea (layer msl-height 50) 
level 
(in meters) 
msl-height-between Layer between two heights (layer msl-height-
above mean sea level in between 
hundreds of meters 10 5) for layer between 
(followed by top and 1000 and 500 meters 
bottom height values) above ground 
msl-height-ft Height above mean sea (layer msl-height-ft 
level 5000) 
(in feet) 
sea-bottom Bottom of the ocean (layer sea-bottom) 




sigma Sigma level in 1/10000 (layer sigma 9950) for 
sigma 
level .995 
sigma-between Layer between two sigma (layer sigma-between 
surfaces (followed by top 99.5 
and 100.0) for layer 
bottom sigma values between .995 and 1.0 
expressed in 1/100, 
separated by a space) 
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Table 1-15 Layer Parameter Codes (Cont.} 
Layer Description Example 
sigma-between-xp Layer between two sigma (layer sigma-between-xp 
levels (followed by top .105 .100) for layer 
and bottom sigma values between .995 and 1.0 
expressed as 1.1-sigma) 
surface Earth's surface (layer surface) 
theta Is entropic (theta) level (layer theta 300) 
(followed by potential 
temperature in degrees K) 
theta-between Layer between two (layer theta-between 150 
isentropic surfaces 200) 
(followed by top and 
bottom values expressed 
as 475-theta in degrees 
K) 










PowerPoint API Function Description Table 
Description 
Represents the entire 
Microsoft PowerPoint 
application. 
Returns a Presentation 
object that represents 
the presentation open 
in the active window. 
(Read-only) 
Returns a Presentation 
object that represents 
the presentation in 
which the specified 
document window or 




a Presentation object 
that represents the 
new presentation. 
A collection of all 
the Slide objects in 
the specified 
presentation. 
Creates a new slide 
and adds it to the 
collection of slides 
in the specified 
presentation. Returns 
a Slide object that 














firstPresSlides + 1 
This example creates a 
presentation, adds a slide 







Use the Slides property to 
return a Slides collection: 
ActivePresentation.Slides.Ad 
d 2, ppLayoutBlank 
This example adds a blank 













A collection of all 
the Shape objects on 
the specified slide. 
Each Shape object 
represents an object 
in the drawing layer, 
such as an AutoShape, 
freeform, OLE object, 
or picture. 
Creates a picture from 
an existing file. 
Returns a Shape object 
that represents the 
new picture. 
Contains properties 
and methods that apply 




and methods that apply 
to linked OLE objects 
only. The OLEFormat 
object contains 
properties and methods 
that apply to OLE 
objects whether or not 
they're linked. 
Contains information 
about how the 
specified slide 
advances during a 
slide show. 
Represents the slide 
show setup for a 
presentation. 
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Use the Shapes property to 
return the Shapes 
collection. The following 
example selects all the 
shapes on myDocument. 
Set myDocument = 
ActivePresentation.Slides(l) 
myDocument.Shapes.SelectAll 
Set myDocument = 
ActivePresentation.Slides(l) 
myDocument.Shapes.AddPicture 
"c:\midrosoft office\" & 
"clipart\music.bmp", 
True, True, 100, 100, 70, 70 























APPENDIX H. VISUAL BASIC IMPLEMENTATION 
1. Configuration GUI (CBcfg) 
VERSION 5.00 
Begin VB.Form CBform 
BackColor = &H80000004& 
Caption = "CBcfg" 
ClientHeight = 9195 
ClientLeft = 60 
Client Top = 345 
ClientWidth = 8490 
LinkTopic = "Forml" 
ScaleHeight = 9195 
8490 
StartUpPosition = 3 'Windows Default 
Begin VB.TextBox VirtualDirText 
ScaleWidth = 

















Begin VB.TextBox TypeText 
Height = 375 











Begin VB.CommandButton Delete 
End 
Caption = "Delete" 












Tab Index = 
Top = 
Width = 




= 0 1 False 
= 0 'False 






























Strikethrough = o 
EndProperty 
'False 
Height = 375 








Begin VB.CommandButton Cancel 
Caption = "Cancel" 
BeginProperty Font 
Name = "MS Sans Serif" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 375 
Left = 2760 
Tabindex = 5 
Top = 8160 

































Begin VB.TextBox LocationText 
927 
Height = 375 
Left = 1080 
Tabindex = 2 
Tag = 113 II 
Top = 6240 
Width = 6375 
End 
Begin VB.ListBox dataList 
Height = 3570 
Left = 1080 
Tabindex = 0 
Top = 720 
Width = 6375 
End 
Begin VB.Label Label2 
with 
































= "A virtual directory associated 




Begin VB.Label Label4 




= "MS Sans Serif" 
= 9.75 
Charset = 0 
= 700 Weight 
Underline = 0 'False 
Italic = o 
Strikethrough = o 
EndProperty 
Height = 255 
















Begin VB.Label Label3 
Caption = "Directory: " 
BeginProperty Font 





















Left = 1080 





with the key." 




Begin VB.Label Labell 
5760 
1095 

















= 0 'False 
= 0 'False 




ToolTipText = "The current setting for 
Continuous Brief application." 
End 
End 
Top = 240 
Width = 2295 
Attribute VB Name= 11 CBform 11 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= False 
Attribute VB Predeclaredid = True 
















CBcfg is an utility application that provides a 




type and its location. This application supports the 




' String variables that hold the locations where to find 
' the configuation file (cbdata.cfg), and the temporary 
' directory for this application during run time. 
'******************************************************** 
Private cfgfile As String 
Private cfgtmp As String 
'******************************************************** 
' Unload the CBcfg form when the Cancel button is clicked. 
'******************************************************** 




' Display information for each record selected from the 
' current configuration list box. 
'******************************************************** 
Private Sub dataList_Click() 
Dim listStr As String 
Dim typeStr As String 
Dim locationStr As String 
Dim virtualStr As String 
listStr = dataList.Text 
Call lineinfo(listStr, typeStr, locationStr, 
virtualStr) 
'Display the key name in the Key text box. 
TypeText.Text = typeStr 
'Display the directory associated with the key in the 
'Directory text box. 
LocationText.Text = locationStr 
'Display the virtual directory associated with the key 
' in the Virtual Directory text box 





' Tasks done when deleting an item from the list. 
' First, copy all lines from the cfgfile to the cfgtmp 
930 
' file except the line that's being deleted. Then copy 
'back to the cfgfile from the cfgtmp. 
'******************************************************** 
Private Sub Delete_Click{) 
Open cfgfile For Input As #1 
Open cfgtmp For Output As #2 
Do While Not EOF{l) 
Line Input #1, inputStr 
If Not (InStr(l, inputStr, 
vbTextCompare) > 0) Then 






' Copy the cfgtmp to the cfgfile 
Open cfgtmp For Input As #1 
Open cfgfile For Output As #2 
Do While Not EOF(l) 
Loop 
Line Input #1, inputStr 







' Tasks done when the application is load. 
' This requires two system environment variables set, 
' which are CB_HOME, where the cbdata.cfg is located, and 
' CB_TMP, where the temporary file is created. 
'******************************************************** 
Private Sub Form Load{) 
cfgfile = En~iron("CB_HOME") & 11 \cbdata.cfg" 




'Activate the Add button if new value is enterred from 
' the Image type box. 
'******************************************************** 





1 Save the changes (if any), and close the CBcfg form 
1 when the OK button is clicked 
'******************************************************** 
Private Sub OK_Click() 
If (Add.Enabled) Then 





1 The lineinfo subroutine parses a line input from the 
1 configuration file (cbdata.cfg). It separates information 
1 of the key, the directory, and the virtual directory 




searchStr - the string is being parsed. 
in/out: 
K - a variable that holds the key string 
D - a variable that holds the directory string 
V - a variable that holds the virtual directory 
'******************************************************** 
Private Sub lineinfo(searchStr As String, K As String, D As 
String, V As String) 
istart = 1 
istop = 0 
istop = InStr(istart, searchStr, 11 =11 , vbTextCompare) 
1 Get the key string 
K = Mid(searchStr, istart, istop - 1) 
istart = istop + 1 
istop = InStr(istart, searchStr, 11 1 11 , vbTextCompare) 
1 Get the directory string 
If istop > istart Then 
Else 
D = Mid(searchStr, istart, istop - istart) 
istart = istop + 1 
'Get the location string 
V = Mid(searchStr, istart) 
D = Mid(searchStr, istart) 




1 Tasks done when adding an item to the list. First, check 
1 if there is any line from cfgfile that has the same key 
1 value as the added item. Then update it with the new 
1 value. Otherwise, add a new line (item) to the cfgfile. 
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'******************************************************** 
Private Sub Add_Click() 
Add.Enabled= False 
Open cfgfile For Input As #1 
Open cfgtmp For Output As #2 
' Check for whether or not the image type exists. 
Do While Not EOF(l) 
Line Input #1, inputStr 
If Not (InStr(l, inputStr, TypeText.Text & 
vbTextCompare) > O) Then 
Loop 
1 Write to a temporary file 
Print #2, inputStr 
End If 
"-" , 
If (StrComp("", VirtualDirText.Text, vbTextCompare) = 
0) Then 
Print #2, TypeText.Text & "=" & LocationText.Text 
Else 
Print #2, TypeText.Text & "=" & LocationText.Text & 




1 Copy the cfgtmp to the cfgfile 
Open cfgtmp For Input As #1 
Open cfgfile For Output As #2 
Do While Not EOF(l) 
Line Input #1, inputStr 







1 Activate the Add button if new value is enterred from 
1 the Key text box. 
'******************************************************** 




'Activate the Add button if new value is enterred from 
1 the Directory text box. 
'******************************************************** 





' Refresh the GUI after adding or deleting an item from 
' the list. 
'******************************************************** 
Private Sub updateList() 
Dim intFile As Integer 
dataList.Clear 
intFile = FreeFile() 
Open cfgfile For Input As #intFile 
Do While Not EOF(intFile) ' Check for end of file. 




TypeText.Text = "" 
LocationText.Text = "" 
VirtualDirText.Text = "" 
Add.Enabled= False 
Delete.Enabled= False 
' Read line of data. 
End Sub 
'******************************************************** 
'Activate the Add button if new value is enterred from 
' the Virtual Directory text box. 
'******************************************************** 
Private Sub VirtualDirText_Change() 
Add.Enabled= True 
End Sub 




Begin VB.UserControl Webinterface 
BackColor = &H80000001& 
ClientHeight = 5475 
ClientLeft = 0 
ClientTop = 0 
ClientWidth = 8430 
scaleHeight = 5475 
ScaleWidth = 8430 
Begin InetCtlsObjects.Inet Inetl 










Version = 393216 
End 
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Begin VB.TextBox DurationText 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 375 
Left = 5880 
Tabindex = 4 
Text = "0" 
Top = 4200 
Width = 735 
End 
Begin VB.CommandButton Start 
Caption = "Start" 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
,,.-..._ Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 495 
Left = 720 
Tabindex = 3 
Top = 2400 
Width = 1215 
End 
Begin VB.CommandButton Default 
Caption = "Default" 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 495 
Left = 720 
Tabindex = 2 
Top = 4080 
Width = 1215 
End 
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Begin VB.ComboBox ImageType 
BeginProperty Font 
Name = 11Arial 11 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 360 
Left = 720 
Tabindex = 1 
Text = "Select an image 
Top = 1680 
Width = 2895 
End 
Begin VB.CommandButton Stop 
BackColor = &H0OC0COC0& 
Caption = 11 Stop 11 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Height = 495 
Left = 720 
MaskColor = &H80000004& 
Tabindex = 0 
Top = 3240 
Width = 1215 
End 
Begin VB.Label images 
BackColor = &H80000001& 
Caption = "Images: 11 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
ForeColor = &H8000000E& 
Height = 255 
Left = 4800 
Tabindex = 14 
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type" 
Top = 1680 
Width = 855 
End 
Begin VB.Label Labell 
BackColor = &H80000001& 
Caption = "Height:" 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
Fore Color = &HB000000E& 
Height = 255 
Left = 4800 
Tabindex = 13 
Top = 2520 
Width = 735 
End 
Begin VB.Label Label2 
BackColor = &H80000001& 
Caption = "Width: II 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
ForeColor = &HB000000E& 
Height = 255 
Left = 4800 
Tabindex = 12 
Top = 3360 
Width = 735 
End 
Begin VB.Label Label3 
BackColor = &H80000001& 
Caption = "Duration:" 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
938 
EndProperty 
ForeColor = &H8000000E& 
Height = 255 
Left = 4800 
Tabindex = 11 
Top = 4200 
Width = 855 
End 
Begin VB.Label Label4 
BackColor = &H80000001& 
Caption = "Second{s)" 
BeginProperty Font 
Name = "Arial" 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
ForeColor = &H8000000E& 
Height = 255 
Left = 6840 
Tabindex = 10 
Top = 4200 
Width = 975 
End 
Begin VB.Label Labels 
Alignment = 2 'Center 
BackColor = &H80000001& 
Caption = "CONTINUOUS BRIEF" 
BeginProperty Font 
Name = "MS Sans Serif" 
Size = 18 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 
ForeColor = &H8000000E& 
Height = 495 
Left = 2280 
Tabindex = 9 
Top = 360 
Width = 3975 
End 
Begin VB.Label type 
BackColor = &H80000001& 
Caption = "Image type: II 
BeginProperty Font 
Name = "Arial" 
939 
API. 
Size = 9.75 
Charset = 0 
Weight = 700 
Underline = 0 'False 
Italic = 0 'False 
Strikethrough = 0 'False 
EndProperty 













Attribute VB Name= 11 Webinterface 11 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'######################################################## 
'# File: Webinterface.ctl 
'# Date Author History 




' The Continuous Brief wrapper (CBWrapper) is an ActiveX 
' Control that represents the Graphical User Interface 
' (GUI) via the Web browser (Internet Explorer). It allows 
' an user to select the type of images that he/she wants 
' to view. Also, it allows the user to set the number of 
' images, the size, and the duration for the display. 
'******************************************************* 
Private mControllerConnector As ControllerConnector 
Private mMonitor As Monitor 
Private mMonitorConnector As MonitorConnector 
Private WithEvents mController As Controller 
Attribute mController.VB_VarHelpID = -1 
' Get reference to Application object from the PowerPoint 
Public myPPT As PowerPoint.Application 
Public AppRunning As Boolean 
Private BriefStarted As Boolean 
Private downloadFolder As String 
Private cfgFolder As String 
Private ServerURL As String 
'******************************************************* 
940 
' Reset the Continuous Brief GUI to its default values. 
' Set slide show to fullscreen size. 
' Set number of images to 24 
' Set duration of the slide show too. 
'******************************************************** 
Private Sub Default_Click() 
ImageType.Text = "Select an image type" 
ImagesText.Text = 11 24 11 
HeightText.Text = 11 540 11 
WidthText.Text = 11 720" 




'Update the brief. 
'Use the GetimageDir method from the Controller object 
' to get the location of the files. 
'Use the Controller_UpdateBrief method to update the 
'******************************************************** 
Private Sub Start_Click() 
Dim imageloc As String 




' Stop the slide show. 
'Terminate the background running PowerPoint application. 
' Free up the un-used object. 
' Reset the AppRunning flag to false. 
'******************************************************** 
Private Sub Stop_Click() 
If AppRunning Then 
myPPT.ActivePresentation.Close 
myPPT.Quit 
Set myPPT = Nothing 
AppRunning = False 









Private Sub UserControl_Initialize() 
Brief GUI 
Set mControllerConnector = New ControllerConnector 
Set mController = mControllerConnector.Controller 
Set mMonitorConnector = New MonitorConnector 
Set mMonitor = mMonitorConnector.Monitor 
AppRunning = False 
BriefStarted = False 
'Add image types to the drop-box in the Continuous 
Dim intFile As Integer ' FreeFile variable 
Dim inputStr As String 
Dim cfgFile As String 
Dim typeStr As String 
Dim locationStr As String 
Dim virtualDirStr As String 
Dim tmpFolderStr As String 
Dim tmpFileStr As String 
Dim downloadFileStr As String 
' Set values for the URL, download folder, and a 
temporary filename 
I %%%%%%%%%%%%%%%%%%%%%% 
'Change config here: 
ServerURL = 11 http://tampc.spawar.navy.mil/ 11 
I %%%%%%%%%%%%%%%%%%%%%% 
cfgFile = 11 cbdata.cfg 11 
downloadFolder = Environ("TEMP") & "\cbdownload" 
cfgFolder = downloadFolder & "\cbdata" 
tmpFileStr = cfgFolder & "\" & cfgFile 
'Download the "cbdata.cfg" file 
downloadFileStr = ServerURL & 11 / 11 & cfgFile 
' Create a temporary directory for downloading data 
Call createFolder(downloadFolder) 
Call createFolder(cfgFolder) 
Call downloadFile(downloadFileStr, tmpFileStr) 
intFile = FreeFile() 
Open tmpFileStr For Input As #intFile 
Do While Not EOF(intFile) 
Line Input #intFile, inputStr 








' Receive Controller event to do the update for the brief. 
1 Parameters: 
in: DataType - the data (images) type 
in: imageDir - the directory where to find the 
images. 
'******************************************************** 
Private Sub mController_UpdateBrief(DataType As String) 
' Check for the right type of data that the CBWrapper 
is showing. 
If (StrComp(ImageType.Text, DataType, vbTextCompare) = 
0) And BriefStarted Then 
Dim virtualDir As String 
Dim fileListName As String 
Dim tmpFileStr As String 




' Local variables declarations 
Dim myArray () As String 
Dim myPres As Presentation 
Dim fs, f, fc, fl, i, j, K 
Dims As Slide 
Dim LeftVal As Long 
Dim TopVal As Long 
Dim imageW As Long 
Dim imageH As Long 
Dim ImgFile As String 
Dim intFile As Integer 
Dim inputStr As String 
virtualDir, 
'Download the list of image filenames from server 
tmpURLStr = ServerURL & virtualDir & 
"/CB listfile/" & fileListName 
- tmpFileStr = cfgFolder & "\" & fileListName 
Call downloadFile(tmpURLStr, tmpFileStr) 
inputStr 
'Download image files from server 
intFile = FreeFile() 
Open tmpFileStr For Input As #intFile 
Do While Not EOF(intFile) 
Loop 
Line Input #intFile, inputstr 
tmpURLStr = ServerURL & virtualDir & "/" & 
tmpFileStr = downloadFolder & "\" & inputStr 




'Get reference to the PowerPoint Application 
On Error Resume Next 
Set myPPT = GetObject(, "PowerPoint.application") 
If Err.Number<> 0 Then 






' Set the AppRunning flag so that it will be 
' checked when the STOP button is clicked. 
AppRunning = True 
' Stop the current running slide show (if any) 
If myPPT.Presentations.Count <> O Then 
myPPT.ActivePresentation.Close 
End If 
'Create new presentation with the new update data 
Set myPres = myPPT.Presentations.Add(True) 
' Create a FileSystemObject for manipulating the 
Set fs = CreateObject("Scripting.FileSystemObject") 
Set f = fs.GetFolder(downloadFolder) 
Set fc = f.Files 
i = 1 
K = 1 
' Store all filenames from the image directory 
' to an array for sorting purpose. 
ReDim myArray(l To fc.Count) 
For Each fl In fc 
Next 
myArray(i) = fl.Name 
i = i + 1 
' Sort the array. 
Call mMonitor.dhBubbleSort(myArray) 
' Calculate the positions and dimensions for the 
Call GetDimensions(LeftVal, TopVal, imageW, imageH) 
1 Add the images to the PowerPoint presentation. 
For j = (fc.Count - ImagesText.Text + 1) To 
ImgFile = downloadFolder & 11 \ 11 & myArray(j) 
myPres.Slides.Add K, ppLayoutBlank 
myPres.Slides.Item(K) .Shapes.AddPicture 
ImgFile, True, True, 
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LeftVal, TopVal, imageW, imageH 
K = K + 1 
Next 
'Free up the FileSystemObject when done 
Set fs = Nothing 
Set f = Nothing 
Set fc = Nothing 
1 Configure the slide show properties and run the 
show 
Then 
For Each s In myPPT.ActivePresentation.Slides 
With s.SlideShowTransition 
.AdvanceOnTime = True 




.StartingSlide = 1 
.EndingSlide = ImagesText.Text 
.AdvanceMode = ppSlideShowUseSlideTimings 
.LoopUntilStopped = True 
.Run 
End With 
1 Delete the images when done creating the brief 
For i = 1 To fc.Count 
If fs.FileExists(downloadFolder & 11 \ 11 & myArray(i)) 







' The GetDimensions subroutine calculates the positions 
' (Left, Top), and the dimensions (Height, Width) 
1 for the images. 
' Parameters: 
in/out: L - the Left value 
T - the Top value 
W - the Width value 
H - the Height value 
'******************************************************** 
Private Sub GetDimensions(L As Long, T As Long, W As Long, 
H As Long) 
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' Local variables declarations 
Dim DeltaX As Long 
Dim DeltaY As Long 
DeltaX = myPPT.ActivePresentation.PageSetup.SlideWidth 
- WidthText.Text 
DeltaY = myPPT.ActivePresentation.PageSetup.SlideHeight 
- HeightText.Text 
If DeltaX <= 0 Then 
L = 0 
Else 
L = DeltaX / 2 
End If 
If DeltaY <= 0 Then 
T = 0 
Else 
T = DeltaY / 2 
End If 
W = WidthText.Text 
H = HeightText.Text 
If W > 720 Then W = 720 
If H > 540 Then H = 540 
End Sub 
'******************************************************** 
' The lineinfo subroutine parses a line input from the 
' configuration file (cbdata.cfg). It separates information 
' of the key, the directory, and the virtual directory 




searchStr - the string is being parsed. 
in/out: 
K - a variable that holds the key string 
D - a variable that holds the directory string 
V - a variable that holds the virtual directory 
'******************************************************** 
Private Sub lineinfo(searchStr As String, K As String, D As 
String, V As String) 
Dim istart As Integer 
Dim istop As Integer 
istart = 1 
istop = 0 
istop = InStr(istart, searchStr, "=", vbTextCompare) 
'Get the key string 
K = Mid(searchStr, istart, istop - 1) 
r-. istart = istop + 1 
istop = InStr(istart, searchStr, "I", vbTextCompare) 
1 Get the directory string 





D = Mid(searchStr, istart, istop - istart) 
istart = istop + 1 
'Get the location string 
V = Mid(searchStr, istart) 
D = Mid(searchStr, istart) 
V = 1111 
If 
'******************************************************** 
' The downloadFile subrout'ine uses the OpenURL method to 
' download a file from the current open connection using 
1 HTTP protocol. 
' Parameters: 
in: 
URLStr - the URL for download the file from. 
saveFile - the filename for storing the 
downloaded file on the client machine. 
'******************************************************** 
Private Sub downloadFile(URLStr As String, saveFile As 
String) 
file. 
Dim bData () As Byte 
Dim intFile As Integer 
intFile = FreeFile() 
' Data variable 
' FreeFile variable 
1 Set intFile to an unused 
1 The result of the OpenURL method goes into the Byte 
1 array, and the Byte array is then saved to disk. 
bData() = Inetl.OpenURL(URLStr, icByteArray) 
Open saveFile For Binary Access Write As #intFile 




' Creating a folder on client machine. 
1 Parameter: 
in: path - a qualify name of the folder being 
created. 
'******************************************************** 
Private Sub createFolder(path As String) 
Dim fs, f 
Set fs = CreateObject( 11 Scripting.FileSystemObject 11 ) 
If Not fs.FolderExists(path) Then 
Set f = fs.createFolder(path) 
End If 
Set fs = Nothing 




1 Deleting a folder on a client machine. 
1 Parameter: 
in: path - a qualify name of the folder being 
deleted. 
'******************************************************** 
Private Sub deleteFolder(path As String) 
Dim fs, f 
Set fs = CreateObject( 11 Scripting.FileSystemObject 11 ) 
If fs.FolderExists(path) Then 
fs.deleteFolder path, True 
End If 
Set fs = Nothing 
End Sub 
'******************************************************** 
' Clean up all temporary folder created when exiting. 
'******************************************************** 
Private Sub UserControl_Terminate() 
1 Delete the download folder 
deleteFolder downloadFolder 
End sub 
3. Object Components (Continuous Brief) 




Attribute VB Name= 11 GlobalDeclarations 11 
'##################################################### 
'# File: GlobalDeclarations.bas 
'# Date Author History 




1 The cfginfo type is a record that stores the 
information 
1 that read from the cvdata.cfg file (i.e., Key, 
Directory, 
1 Virtual Directory, and the stamped date, which is 
the last 




Public Type cfglnfo 
key As String 
path As String 
vir_path As String 




'Global variables used by the ControllerConnector 
'***************************************************** 
*** 
Public gController As Controller 
controller object 
Public gControllerUseCount As Long 
count 




'Global variables used by the MonitorConnector 
'***************************************************** 
*** 
Public gMonitor As Monitor 
monitor object 










Public gCfgArray() As cfglnfo 
b) Timer 
VERSION 5.00 
Begin VB.Form Timing 
Caption = "Forml" 
ClientHeight = 3195 
ClientLeft = 60 
Client Top = 345 
Client Width = 4680 














StartUpPosition = 3 'Windows Default 
Begin VB.Timer Clock 





Attribute VB_Name = "Timing" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= False 
Attribute VB Predeclaredid = True 
Attribute VB_Exposed = False 
'##################################################### 
'# File: Timing.frm 
'# Date Author History 
'# 5/31/2000 Tam Tran Created. 
'##################################################### 
'***************************************************** 
' Set the clock interval to 5 second. 
' The Monitor component uses this timer event to poll 
' storage directory for new data (images). 
'***************************************************** 





VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 'True 
Persistable = 0 'NotPersistable 
DataBindingBehavior = 0 'vbNone 
DataSourceBehavior = 0 'vbNone 
MTSTransactionMode = 0 'NotAnMTSObject 
END 
Attribute VB Name= "Controller" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB Exposed= True 
'##################################################### 





'# Date Author History 




' The Controller component uses this UpdateBrief event 
' notify the Continuous Brief wrapper (CBWrapper) for 
1 updating the brief. 
' Event's parameters: 
imageType: the type of images 
imageLoc: the location where to find the 
images. 
' The Glue component will raise the event to notify 
the 
' Controller when it's done with storing data. 
' The Monitor component will raise the event to notify 
the 
' Controller when the new data come in. 
'WithEvents causes the component(s) which raise the 
event(s) 
' to run asynchronously. 
'MonitorConnector component allows multiple 
connections to 
*** 
' single Monitor object. 
'***************************************************** 
Event UpdateBrief(imageType As String) 
Public WithEvents mGlue As Glue 
Attribute mGlue.VB_VarHelpID = -1 
Private WithEvents mMonitor As Monitor 'Get Monitor 
events 
Attribute mMonitor.VB_VarHelpID = -1 
Private mMonitorConnector As MonitorConnector 
'***************************************************** 
*** 
1 Connect to the Monitor component 
'***************************************************** 
*** 
Private Sub Class_Initialize() 
951 
*** 
Set mMonitorConnector = New MonitorConnector 
Set mMonitor = mMonitorConnector.Monitor 
End Sub 
'***************************************************** 
1 Receive the notification from the Monitor component 






1 for storing data to the database. 
1 Event's paramenter: 
DataType: the data (images) type 
'***************************************************** 
Private Sub mMonitor_NewData(DataType As String) 




1 Receive the notification from the Glue component 
1 Asynchronous glue component is done. 
1 The Controller notifies the CBWrapper(s) and passes 




1 Event's paramenter: 
DataType: the data (images) type 
'***************************************************** 
Private Sub mGlue_GlueDone(DataType As String) 
Set mGlue = Nothing I Free the Glue object 




'Get all the image's filenames, which is being 
requested 
1 from the CBWrapper, and make the makeFileList 
function 




ImageID - the image type 
fileCounts the number of images 
requested. 
associated 
virtualDir - the virtural directory 
with the images' directory. 
in/out: 
fileListName - a variable that holds the 
filename, 




Public Sub Getimageinfo(ImageID As String, fileCounts 
As Integer,_ 
virtualDir As String, 
fileListName As String) 
Dim i As Integer 
For i = 1 To UBound(gCfgArray) 
If (StrComp(ImageID, gCfgArray(i) .key, 
vbTextCompare) = 0) Then 
virtualDir = gCfgArray(i) .vir_path 
fileListName = "CB DATA.LST" 
Call makeFileList(fileCounts, 








'Write all filenames from a specified directory to a 
' This subroutine is called by Getimageinfo() 
1 Parameters: 
in: 
fileCounts - number of files is being 
path - a specified directory for getting 
the filenames. 
filenames. 
filename - the file used for storing the 
'***************************************************** 
*** 





Dim fs, f, fc, fl, i, j, a 
Dim myCount As Integer 
Dim listfileStr As String 
Dim myArray{) As String 
' Create a FileSystemObject for manipulating the 
file system. 
Set fs = 
CreateObject{"Scripting.FileSystemObject") 
Set f = fs.GetFolder{path) 
Set fc = f.Files 
myCount = fc.Count 
i = 1 
' Store the name of the files to an array for 
sorting purpose 
ReDim myArray{l To myCount) 
For Each fl In fc 
myArray{i) = fl.Name 
i = i + 1 
Next 
' Sort the array 
Call mMonitor.dhBubbleSort{myArray) 
listfileStr = path & 11 \ 11 & "CB_listfile" 
createFolder listfileStr 
Set a= fs.CreateTextFile{listfileStr & 11 \ 11 & 
filename, True) 
used. 




' Free up the objects, which are no longer be 
Set fs = Nothing 
Set f = Nothing 
Set fc = Nothing 




' This createFolder is used for creating a specified 
folder. 
' Parameter: 





Private Sub createFolder(path As String) 
Dim fs, f 
Set fs = 
CreateObject("Scripting.FileSystemObject") 
If Not fs.FolderExists(path) Then 
Set f = fs.createFolder(path) 
End If 
Set fs = Nothing 
Set f = Nothing 
End Sub 




VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 1 True 
Persistable = 0 'NotPersistable 
DataBindingBehavior = O 'vbNone 
DataSourceBehavior = 0 'vbNone 
MTSTransactionMode = O 'NotAnMTSObject 
END 
Attribute VB Name= "Controllerconnector" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'##################################################### 
'# File: ControllerConnector.cls 
'# Date Author History 








' to the Controller object. 
'***************************************************** 
Public Property Get Controller() As Controller 
Set Controller= gController 
End Property 
'***************************************************** 






Private Sub Class_Initialize() 
If gController Is Nothing Then 
Set gController = New Controller 
End If 
gControllerUseCount = gControllerUseCount + 1 
End Sub 
'***************************************************** 
'Terminate controller when reference count= o 
'***************************************************** 
*** 
Private Sub Class_Terminate(} 
gControllerUseCount = gControllerUseCount - 1 
If gControllerUseCount = O Then 
'Set gList = Nothing 






VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 'True 
Persistable = 0 'NotPersistable 
DataBindingBehavior = O 1 vbNone 
DataSourceBehavior = 0 'vbNone 
MTSTransactionMode = 0 'NotAnMTSObject 
END 
Attribute VB Name= "Monitor" 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'##################################################### 
'# File: Monitor.els 
'# Date Author History 





1 The VISStamDate, IRStampDate, and VAPORStampDate 
variables 
1 store the created date of the latest stored data. 
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1 to run asynchronously. 
1 Event's parameter: 
DataType: the data {images) type 
1 The Monitor component will raise the event to notify 
1 Controller when the new data come in. 
'***************************************************** 
Private VISStampDate As Date 
Private IRStampDate As Date 
Private VAPORStampDate As Date 
Private mTiming As Timing 
Private WithEvents mClock As Timer 
Attribute mClock.VB_VarHelpID = -1 
Event NewData{DataType As String) 
'***************************************************** 
1 The tasks done when a new Monitor object is created. 
'***************************************************** 
*** 
Private Sub Class_Initialize() 
1 Start Monitor Timer and create instance of form 
Set mTiming = New Timing 
Load mTiming 
' Connect timers' events to associated event 
procedures in Monitor 
Set mClock = mTiming.Clock 










Private Sub Class_Terminate{) 1 Terminate Monitor 
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*** 
1 Free up the timer object. 
Set mClock = Nothing 
' Unload and free up the form. 
Unload mTiming 
Set mTiming = Nothing 
End Sub 
'***************************************************** 
' Process Timer Event. 
' This timer event causes the Monitor to poll the 
storage 
' directories for new data. 






Private Sub mClock_Timer() 
Dim i As Integer 
For i = 1 To UBound(gCfgArray) 
Next 
End Sub 
If IsNewFile(gCfgArray(i) .path, i) Then 
RaiseEvent NewData(gCfgArray(i) .key) 
End If 
'***************************************************** 
' The IsNewFile function is used to determine whether 
' not a new data exists. 
' Paramenters.: 
in: StrDir - the directory where to check for 
new data. 
in: StampDate - the created date of the latest 
data from the previous 
checked. 
'Return: 
TRUE if there's new data, and FALSE otherwise. 
'***************************************************** 
*** 
Private Function IsNewFile(StrDir As String, 
arrayindex As Integer) As Boolean 
1 Local variables declarations. 
Dim fs, f, fc, fl, i · 
Dim myStamp As Date 
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Dim myArray () As String 
' Create a FileSystemObject for manipulating the 
file system. 
Set fs = 
CreateObject("Scripting.File$ystemObject") 
Set f = fs.GetFolder(StrDir) 
Set fc = f.Files 
i = 1 
' Store the name of the files to an array for 
sorting purpose 
ReDim myArray(l To fc.Count) 
For Each fl In fc 
myArray(i) = fl.Name 
i = i + 1 
Next 
'Sort the array 
Call dhBubbleSort(myArray) 
' Check for new file based on the file's created 
date. 
myStamp = fs.GetFile(StrDir & 11 \ 11 & 
myArray(fc.Count)) .DateCreated 
If (DateDiff("s", gCfgArray(arrayindex) .stampdate, 
myStamp) <> 0) Then 
used. 
*** 
gCfgArray(arrayindex) .stampdate = myStamp 
IsNewFile = True 
Else 
IsNewFile = False 
End If 
' Free up the objects, which are no longer be 
Set fs = Nothing 
Set f = Nothing 




1 DON'T USE THIS unless you know the data is already 
1 almost sorted! It's incredibly slow for 
'randomly sorted data. 
1 There are many variants on this algorithm. 
1 There may even be better ones than this. 
1 But it's not even going to win any 






' From "Visual Basic Language Developer's Handbook" 
'by Ken Getz and Mike Gilbert 
' Copyright 2000; Sybex, Inc. All rights reserved. 
' In: 
varitems: 
Array of items to be sorted. 
'Out: 
Varitems will be sorted. 
'***************************************************** 
Public Sub dhBubbleSort(varitems As Variant) 
Dim blnSorted As Boolean 
Dim lngI As Long 
Dim lngJ As Long 
Dim lngitems As Long 
Dim varTemp As Variant 
Dim lngLBound As Long 
lngitems = UBound(varitems) 
lngLBound = LBound(varitems) 
1 Set lngI one lower than the lower bound. 
lngI = lngLBound - 1 
Do While (lngI < lngitems) And Not blnSorted 
blnSorted = True 
Loop 
lngI = lngI + 1 
For lngJ = lngLBound To lngitems - lngI 
If varitems(lngJ) > varitems(lngJ + 1) 
varTemp = varitems(lngJ) 
varitems(lngJ) = varitems(lngJ + 1) 
varitems(lngJ + 1) = varTemp 





1 The lineinfo subroutine parses a line input from the 
' configuration file (cbdata.cfg). It separates 
information 
1 of the key, the directory, and the virtual directory 
1 from the line string input. 
1 Parameters: 
in: 
searchStr - the string is being parsed. 
in/out: 
K - a variable that holds the key string 
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string 
D - a variable that holds the directory 




Private Sub lineinfo(searchStr As String, K As String, 
D As String, V As String) 
Dim istart As Integer 
Dim istop As Integer 
istart = 1 
istop = 0 
istop = InStr(istart, searchStr, "=", 
vbTextCompare) 
1 Get the key string 
K = Mid(searchStr, istart, istop - 1) 
istart = istop + 1 
istop = InStr(istart, searchStr, "I", 
vbTextCompare) 
'Get the directory string 
If istop > istart Then 
Else 
D = Mid(searchStr, istart, istop - istart) 
istart = istop + 1 
'Get the location string 
V = Mid(searchStr, istart) 
D = Mid(searchStr, istart) 





'The GetDateArrayindex function returns an index of 
the 




Public Function GetArrayindex(key As String) As 
Integer 
Dim tmpinfo As cfginfo 
Dim bFound As Boolean 
Dim i As Integer 
bFound = False 
i = 1 
Do While Not bFound 
tmpinfo = gCfgArray(i) 





GetArrayindex = i 
bFound = True 
End If 




' The GetConfig subroutine reads information stored in 
' the configuration file, and adds them to the link 
'***************************************************** 
Private Sub GetConfig() 
Dim cfgpath As String 
Dim inputStr As String 
Dim keyStr As String 
Dim dirStr As String 
Dim virDirStr As String 
Dim intFile As Integer 
Dim tmpinfo As cfginfo 
' Initialize the size the gCfgArray 
ReDim gCfgArray(0) 
'Get the path for the configuration file 
cfgpath = Environ("CB_HOME") & 11 \cbdata.cfg" 
' Store the configured info to the array 
intFile = FreeFile() 
Open cfgpath For Input As #intFile 
Do While Not EOF(intFile) 
Line Input #intFile, inputStr 





.vir_path = virDirStr 
.stampdate = -1 ' initialize the date 
to before Dec. 30, 1899 
End With 
ReDim Preserve gCfgArray(UBound(gCfgArray) + 
1) 








f) Monitor Connector 
VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 'True 
Persistable = O 'NotPersistable 
DataBindingBehavior = O 'vbNone 
DataSourceBehavior = O 'vbNone 
MTSTransactionMode = 0 'NotAnMTSObject 
END 
Attribute VB_Name = 11 MonitorConnector 11 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'##################################################### 
'# File: MonitorConnector.cls 
'# Date Author History 









' to the Monitor object. 
'***************************************************** 
Public Property Get Monitor() As Monitor 
Set Monitor= gMonitor 
End Property 
'***************************************************** 
' Initialize Monitor and reference count. 
'***************************************************** 
Private Sub Class_Initialize() 
If gMonitor Is Nothing Then 
Creates a new link list for holding the 
configuration info. 
Set gMonitor = New Monitor 
End If 





1 Terminate Monitor when reference count= o 
'***************************************************** 
*** 
Private Sub Class_Terminate(} 
gMonitorUseCount = gMonitorUseCount - 1 
If gMonitorUseCount = 0 Then 









VERSION 1.0 CLASS 
BEGIN 
MultiUse = -1 'True 
Persistable = O 'NotPersistable 
DataBindingBehavior = O 1 vbNone 
DataSourceBehavior = O 1 vbNone 
MTSTransactionMode = 0 1 NotAnMTSObject 
END 
Attribute VB Name= 11 Glue 11 
Attribute VB_GlobalNameSpace = False 
Attribute VB Creatable= True 
Attribute VB Predeclaredid = False 
Attribute VB_Exposed = True 
'##################################################### 
'# File: Glue.els 
'# Date Author History 




'The Glue component uses this event to notify the 
1 Controller when done with its task. 
1 Event's parameter: 
DataType: the data (images) type. 
'***************************************************** 





'Notify the Controller when done storing data. 
'***************************************************** 
Public Sub StoreData(DataType As String) 




' Start glue 
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The nature of COTS products often falls short of 
achieving the unique requirements of the Department of 
Defense(DoD). The focus of this thesis is on the use of 
distributed component middleware technology within the 
framework of integrating COTS/Legacy system architecture. 
One of the main problems facing distributed comput"ing is 
software component integration. There is no single, 
standardized framework for achieving component integration. 
However, technologies such as Common Object Request Broker 
Architecture (COREA) and Microsoft's Component Object Model 
(COM) are emerging as solutions to component integration. 
These methodologies provide a sort of software 
communications bus for components, supporting platform and 
language independency. A case study developed within the 
Navy Integrated Tactical Environmental System I (NITES I) 
architecture was used to show the integration and 
communication of COTS/Legacy software components using 
distributed component technology. This resulted in a 
distributed object architecture supporting location, 
platform, and programming language transparencies. 
DoD KEY TECHNOLOGY AREA: Computing and Software 
KEYWORDS: Commercial-Off-The-Shelf(COTS), Legacy System, 





Traditional hierarchical organizational structures are 
being replaced by networked organizations with emphasis on 
personal and organizational communication, flexibility, 
responsiveness, decentralized decision-making, and 
interoperability. Many systems developed for the 
Department of Defense (DoD) in the past were not designed 
for joint operation and interoperability. As organizations 
within the DoD work towards migrating to a distributed 
computing environment, communications services and decision 
support systems are becoming important aspects of the 
information technology infrastructure. The objective of 
this thesis is to identify and analyze the distributed 
software components and object middleware technology, which 
can be used to integrate computing systems and applications 
together in a distributed computing architecture. 
B. SCOPE AND ORGANIZATION 
The scope of this thesis is to develop and analyze 
distributed software component technology in researching 
how to achieve interoperability between software systems. 
The overall goal in respect to the DoD is interoperability 
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throughout the Department of Defense as well as with our 
international allies. This thesis is the result of a joint 
group effort in researching and designing an architectural 
framework, which integrates Commercial-Off-The-Shelf (COTS) 
component and application technology with aging legacy 
systems. It focuses on the distributed components and 
middleware technology within the architectural framework. 
Topics such as security, wrappers, and overall framework 
are outside the scope of this thesis and they are covered 
elsewhere in conjunction to this report [Gee] [Tran]. 
We will start with an overview of the Distributed 
Computing Architecture, and then discuss component Object 
Request Broker (ORB) technology and how to achieve 
interoperability among objects. Chapter IV identifies the 
Communications Requirements and Specifications in reference 
to the Legacy Systems Integration's Architectural Framework 
Analysis and Design. Chapter V describes how we applied 
distributed computing concepts covered in this research to 
solve problems associated with integrating a current 
Department of Defense (DoD) legacy integration project 
called the Navy Integrated Tactical Environmental Support 
System I (NITES I). 
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II. DISTRIBUTED COMPUTING ARCHITECTURE OVERVIEW 
A. CLIENT/SERVER COMPUTING 
The basic concept for communication between a client 
and server consists of a request from a client to a server 
and a response from the server back to the client. One way 
to implement this is by utilizing Interprocess 
Communications (IPC) such as messaging and Remote Procedure 
Call (RPC). The client/server applications provide a 
method to transparently and most efficiently access the 
information the user needs from a network of resources. 
Various application components or tasks are distributed 
between client and server platforms, which cooperate to 
perform the desired application functions. Communications 
between the client and server can be viewed as interactions 
between interconnected components of the client/server 
architecture. Each component provides an interface through 
which it communicates with other components. Two distinct 
classes of components can be defined as: 
• Process components: Typically, these are software 
components that actively perform some functions. 
• Resource components: These provide the services 
requested by process components. 
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Client/server interactions can be separated from the 
interprocess communications and network protocols by 
utilizing a set of common interfaces and run-time 
facilities, which will allow client/server interaction to 
be developed and performed totally transparent to the 
programmers and end users. Since these common interfaces 
and run-time facilities are architecturally layered between 
clients and servers, they are widely known as middleware. 
Designing an efficient client/server application can be 
challenging, the goal is to evenly distribute execution of 
tasks between processors while making optimal use of 
available resources. 
1. Database Protocols 
The X/Open Call Level Interface (CLI) specification 
provides an interface to Relational Database Management 
Systems (RDBMS) using Structured Query Language (SQL). 
Microsoft's Open Database Connectivity (ODBC) Application 
Programming Interface (API) is the best known 
implementation of the CLI standard. Sun Microsystems' Java 
Database Connectivity (JDBC) API is a new implementation of 
the CLI standard specifically for Java applications. 
The CLI architecture are perhaps the most commonly 
envisioned usage of client/server computing, in most cases, 
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allowing applications written using the standard to operate 
independent of the database to which they are connected. 
The drawback is that it does not provide access to some of 
the more advanced features that differentiate RDBMS 
products. 
The API presented by the specification varies in 
appearance from a thinly-veiled messaging interface to an 
RPC interface. The message-like components of the 
interface expose a hybrid synchronous/asynchronous mode of 
operation wherein initial results are returned 
synchronously while processing may continue asynchronously 
at the server. This allows the client to continue 
processing as soon as the server is able to provide an 
initial set of results; further results are queued by the 
server and returned to the client as they are requested. 
The RPC components are used for control purposes and 
operate synchronously. 
B. MIDDLEWARE 
Although middleware comes in many different forms, its 
basic function is to enable interprocess communication. 
Conceptually, it is the glue that holds together the 
disparate systems in a distributed computing environment. 
Architecturally, middleware functions as a layer of the 
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client/server architecture that resides between the client 
and the server. In addition, it supports multiple 
communication and data access protocols and interfaces, and 
enables run-time client/server interactions. Middleware 
integrates application programs and other software 
components in a distributed environment which can be 
characterized by: 
• Distribution of processing among multiple systems 
• Interactions between dissimilar systems 
• Ability to share resources between individual 
interconnected systems 
• Multiple specialized and heterogeneous nodes and 
networks [Berson] 
As a software layer~ middleware designed to be a 
common software component that sits between clients and 
servers on top of the communication protocols and frees 
client applications from the need to know low-level 
communication protocols. 
communication protocols. 
It is not designed to replace 
In order to integrate 
applications in a distributed environment and to take 
advantage of the functionality provided by communication 
networks, middleware provides an abstraction layer that, at 
a minimum, should enable: 
• Node, service, and data location transparency 
• Seamless interactions between application components 
via a set of common APis 
• Scalability and Extensibility 
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• Reliability and Availability 
• Vendor, platform, operating system, and networking 
protocol independence. [Berson] 
1. Database Middleware 
Most two-tier client/server applications are built 
using proprietary database middleware supplied by a DBMS 
vendor. The middleware ships SQL requests over the network 
to a relational DMBS and returns data to the client 
application. The database gateway represents another 
example of database middleware. This database system 
supports remote database access to more than one database 
engine using an ODBC API. 
2. Application Middleware 
Application middleware differs from database 
middleware in a significant way. Database middleware lets 
user-written components talk to supplied database engines 
or web browsers. The developer has very little design 
flexibility, because the software vendor has already 
defined most of the rules for the communication. 
Application middleware, in contrast, is more like a 
general-purpose programming language. It allows two user-
written components to communicate in any way that suits the 
application designer and developer. The choice of 
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communication style is a key application design decision, 
particularly with regards to the question of whether to 
implement synchronous or asynchronous connections. 
3. Message-Oriented Middleware 
Message-oriented middleware hides the network from 
applications and programmers. In addition, it supports 
asynchronous communications. Message-queuing software has 
traditionally been used in transaction processing. For 
this purpose, message-queuing software has transactional 
functionality such as database commits and roll backs, 
where the stored messages are persistent. The difference 
between traditional and modern client/server message-
queuing software is that traditional message-queuing 
software had proprietary interfaces and was tied to 
proprietary network, operating systems, and hardware. In 
contrast, modern message-queuing software is network, 
operating-system, and hardware independent. In addition, 
the interfaces are published and available to other vendors 
for use with their applications. 
c. DISTRIBUTED-TRANSACTION PROCESSING 
Distibuted-transaction processing (DTP) allows an 
organization to distribute transactions and transaction 
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data across multiple, geographically dispersed, autonomous 
nodes in such a way that a node anywhere in a network can 
initiate or process a transaction on any one or more 
network nodes. The location of the transaction manager 
that manages a transaction, and the data required for the 
transaction, are transparent to users and applications. 
DTP requires specialized standardized transaction 
processing interfaces, protocols, and formats to allow the 
different parts of the DTP system to communicate with one 
another. DTP in the form of Transaction Processing 
Manager/Monitor (TPM) will be discussed in more detail in 
the next section. 
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III. DISTRIBUTED OBJECTS COMPUTING 
A. COMPONENTS AND DISTRIBUTED OBJECTS 
Distributed object technology is extremely well-
suited for creating flexible client/server 
systems because the business logic are 
encapsulated within objects, allowing them to be 
located anywhere within a distributed system. 
[Orfali] 
Orfali contends that objects and components are 
revolutionizing the way we assemble our client systems. 
Because distributed objects such as Common Object Request 
Broker Architecture (CORBA), Java, and Component Object 
Model (COM) provide information about themselves, 
applications and visual tools are able to know the object's 
interfaces, events and property instantaneously. Thus 
distributed objects are able to: 
1. Allow granular components to interoperate across 
networks. 
2. Run on different platforms. 
3. Coexist with legacy applications through object 
wrappers. 
4. Manage themselves and the resources they control. 
Like well-designed procedural APis, implementation 
details are hidden from the user of the object. Unlike 
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traditional APis, however, object architectures limit 
access to the invocation of methods defined for the object. 
In addition, methods are invoked on the objects indirectly, 
via references to the objects, eliminating the need for 
local instances of the objects. This near-complete 
implementation hiding allows distributed object 
architectures to support location, platform, and 
programming language transparency. These transparencies 
come at a price (e.g. cost of extra overhead and ease of 
use). 
One of the main problems facing distributed computing 
is software component integration. There is no single, 
commercially available, widely recognized, and standardized 
approach and framework for achieving this integration. Two 
infrastructures (also referred to as Object Request Broker 
(ORB) technology) are competing to provide a communications 
software bus for components: CORBA/JavaBeans and COM. 
B. COMPONENT OBJECT MODEL/DISTRIBUTED COM (COM/DCOM) 
Microsoft's solution to distributed middleware 
technology is the Component Object Model (COM). It 
originated as a document structuring technology called 
Object Linking and Embedding (OLE), and was later evolved 
into an object-oriented architecture. COM, also known as 
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ActiveX, is referred to as an object-based programming 
model and a set of related system services designed to 
provide software interoperability. The primary goal of COM 
is to provide a means for client objects to make use of 
server objects, regardless of programming languages or who 
developed the objects. In order to achieve 
interoperability, COM defines a binary standard, which 
specifies how an object is laid out in memory. A COM 
object, like other objects, is an instantiation of a 
particular defining class at run-time. The difference is 
that instead of using a man-readable name to identify 
itself, a COM object uses a unique Class Identifier (CLSID) 
to uniquely identify the object classes. CLSIDs are part 
of a special group of identifiers called Globally Unique 
Identifiers (GUIDs). GUIDs are 128-bit values that are 
statistically guaranteed to be unique across time and 
space. 
A COM object is defined in terms of the individual 
interfaces that it supports. Interfaces are essential to 
COM programming because they are the only way to interact 
with a COM object. An interface is identified by a unique 
identifier, usually called an Interface Identifier (IID). 
A COM client obtains a pointer to a particular interface to 
gain access to the functions defined as part of that 
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particular interface. To support interface navigation, 
every interface uses a special Queryinterface and IUnknown 
interface function call. Queryinterface contains two 
parameters, one to specify the desired interface's IID, and 
the other to receive the interface pointer. The defining 
factors of an interface are: 
• The number of supported functions 
• The function prototypes of each supported function 
• The order in which the function prototypes are listed 
Because the interfaces are the only way to access a 
COM object, changing any of these factors effectively 
changes the interface. Architecturally, an interface is a 
pointer to a virtual function table (VTBL). The VTBL 
contains pointers to functions that provide that actual 
implementation defined by the interface. Figure 1 shows 
that an interface is actually a pointer to a VTBL of 
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Figure 1: COM Interface to Function Pointers 
1. Distributed Component Object Model {DCOM) 
DCOM expands Microsoft's COM architecture to support 
communication of distributed objects in a networking 
environment. Microsoft based its DCOM protocol on Remote 
Procedure Call (RPC) standards developed for the 
Distributed Computing Environment (DCE) standards. Called 
Object RPC (ORPC), it can use Transmission Control Protocol 
(TCP) for guaranteed connectivity or User Datagram Protocol 
(UDP) for connectionless transfer. [Carr] 
DCOM enables clients to transparently communicate with 
server objects, regardless of where these objects are 
running. Clients are not aware of where the server objects 
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are located. To a client, all server objects are accessed 
through interface pointers. 
2. COM Server Access 
A COM server provides the necessary structure around 
an object to make it available to clients. It is usually a 
block of code in the form of a Dynamically Linked Library 
(DLL) or an executable (EXE). COM servers implemented as 
DLLs, also known as in-process servers, loads a copy of the 
server code directly into each client application's own 
address space. This is because DLLs do not maintain their 
own address space, so the server creates an instance of a 
class using the IclassFactory interface. A copy of all 
global resources is created on the client. COM servers 
created as stand-alone EXEs maintain their own address 
space and are also known as out-of-process servers. Out-
of-process servers that execute on the same machine with a 
client are referred to as Local Servers. A client process 
uses DCOM's Lightweight RPC (LRPC) to access a local 
server. COM Servers running on a separate machine from its 
client are called remote servers. Figure 2 shows COM'S 





Local Server Process 
Figure 2: COM's Transparent LPC and RPC Mechanism 
As mentioned earlier, DCOM allows clients to access 
server objects transparently through the use of interface 
pointers. Any call to an interface function must first go 
to an in-process piece of code referred to as a proxy. 
Clients of local out-of-process objects communicate with an 
in-process proxy, which communicates with a stub loaded 
into the address space of the object via LRPCs. Clients of 
remote objects communicate with an in-process proxy, which 
communicates with a remote stub via RPCs. The DCOM proxy 
and stub mechanism uses similar concepts to that of CORBA's 
implementation of static stubs on the client side and 
interface skeletons on the server side. 
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In a report sponsored by the Defense Information 
System Agency (DISA), the following were their 
recomendations for using COM/DCOM: 
• Consider DCOM mostly for experimental use aimed at 
pure Windows 2000 networks. Any impact that DCOM has 
on the middleware market is most likely to appear 
first in pure Windows 2000 networks, which will 
provide stronger DCOM support and also make more 
extensive use of DCOM within the operating system 
itself. DCOM will also benefit greatly when Active 
Directory technology in Windows 2000 becomes widely 
available. Using DCOM thus may be appropriate for 
projects that will run only Windows 2000 when it 
becomes available. 
• Avoid DCOM as the only middleware product for 
heterogeneous networks. Current levels of support for 
DCOM on non-Windows operating systems do not easily 
justify the use of DCOM for heterogeneous networks. 
The current (early 1998) relative immaturity of the 
:·; distributed communication features of DCOM also works 
against it for use in complex network environments 
that require multi-vendor support and a high level of 
adaptability to unique circumstances. (Note: This is 
a rapidly-changing area, and new products and changes 
to DCOM may make heterogeneous use of DCOM or its 
future incarnations such as COM+ easier in the future 
- e.g., sometime in 1999 or 2000. At present, 
however, both pure CORBA and bridging between 
middleware products appear to be more viable 
middleware approaches for heterogeneous networks that 
require the use of both Unix and Windows.) 
• Avoid using DCOM to integrate legacy systems (except 
for DCE legacy systems). As of early 1998, DCOM does 
not have the flexibility or range of platform 
implementations needed to make it appropriate for 
integrating legacy (e.g., Cobol, Ada, or C++) software 
into new network applications. In contrast, COREA is 
a much better choice for such integration activities 
because of its broad platform and vendor support, and 
because of its cleaner and more understandable object 
model. One important exception to this general rule 
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is that when the legacy system already uses DCE and 
the new portion of the network application consists of 
Windows-based PCs, DCOM may provide easier integration 
of the DCE components into the new Windows-based 
platforms than would CORBA in the same situation. 
This is possible because DCOM uses a communication 
protocol that is very close to that of DCE, so that a 
minimum of new software development should be needed 
to bridge between the two. Even in this case the 
tradeoffs of using CORBA versus DCOM for the 
integration should be carefully considered, however, 
especially if the new components of the system include 
both Unix and Windows operating systems. 
• Consider bridging in heterogeneous networks that 
require the use of DCOM. When DCOM is required for 
the NT portions of a heterogeneous network, the 
possibility of using a middleware bridge should be 
considered strongly. The alternative of attempting to 
use DCOM across a heterogeneous network is much less 
attractive and in many cases may simply not be 
feasible. Also, the trend of CORBA vendors towards 
providing good bridges to COM has accelerated .. with 
many new products likely in 1998. [DISA] 
C. COMMON OBJECT REQUEST BROKER ARCHITECTURE (CORBA) 
The Common Object Request Broker Architecture 
(CORBA) is a distributed object architectural 
framework developed by the Object Management Group 
(OMG) in 1989. CORBA allows applications to 
communicate with one another no matter where they are 
located or who designs them. The OMG approach to 
distributed computing are: 
To adopt interface and protocol specifications 
that define an object management architecture 
supporting interoperable applications based on 
distributed interoperable objects. 
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The specifications are to be based on existing 
technology that can be demonstrated to satisfy 
OMG's Technical Objectives. [Bloor] 
COREA objects are components that can be anywhere on a 
network, that clients can access via method invocations. 
Both the language and location used to create server 
objects are totally transparent to the clients. It can be 
in the same process or on a different machine on a network. 
1. OMA-Object Management Architecture 
The OMG has developed a conceptual model, know as the 
core object model, and a reference architecture, called the 
Object Management Architecture (OMA) upon which 
applications can be constructed. [Yang] 
The OMA consists of four components: Object Request 
Broker (ORB), Object Services (OS), Common Facilities (CF), 
and Applications Objects (AO) as shown in Figure 3. 
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Figure 3: Object Management Architecture (OMA) 
2. Object Request Broker (ORB) 
ORB is the fundamental part of the Common Object 
Request Broker Architecture. The primary responsibility of 
the ORB is to resolve requests for object references, 
enabling application components to establish connectivity 
with each other. When an application component wants to 
use the services of another application component, it sends 
a request call to the ORB. The ORB interprets the call and 
tries to find references to an object that can perform the 
service. The ORB then passes the parameters along to the 
object where the component can call the methods of the 
application and return the result. 
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3. Object Services (OS) 
Object services provide fundamental object interfaces 
necessary for building object-oriented distributed 
applications. The operations provided by Object Services 
are specified in the Interface Definition Language (IDL). 
These are domain-independent interfaces that are used by 
many distributed object programs. For example a service 
providing for the discovery of other available services is 
almost always necessary regardless of the application 
domain. Two examples of Object Services that fulfill this 
role are: 
--
• The Naming Service - which allows clients to find ,,........., 
objects based on names. 
• The Trading Service - which allows clients to 
find objects based on their properties. 
4. Common Facilities (CF) 
Common Facilities provide standardized interfaces to 
common application services. Like Object Service 
interfaces, these interfaces are also horizontally-
oriented, but unlike Object Services they are oriented 
towards end-user applications. An example of a common 
facility is the Distributed Document Component Facility 
(DDCF), a compound document Common Facility based on 
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OpenDoc. DDCF allows for the presentation and interchange 
of objects based on a document model, for example, 
facilitating the linking of a spreadsheet object into a 
report document. 
5. Application Object (AO) 
Application Objects are interfaces developed 
specifically for a given application. AOs are not 
standardized because they are application specific, and 
because the OMG does not develop applications, only 
specifications. 
6. Interface Definition Language (IDL) 
Another fundamental part of the COREA architecture is 
the Interface Definition Language (IDL). IDL is a standard 
language used to specify the interfaces used between COREA 
objects. IDL specification is responsible for ensuring 
that data is properly exchanged between dissimilar 
languages. Because interfaces described in IDL can be 
mapped to any programming language, COREA applications and 
components are independent of the languages used to 
implement them. For example, a client written in C++ can 
communicate with a server written in Java, which in turn 
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can communicate with another server written in COBOL, and 
so on. 
Because IDL is not an implementation language, you can 
not write applications in IDL. The main purpose for IDL is 
to define interfaces, implementating the interfaces is 
performed using some other language. 
7. CORBA Connnunications Model 
When a component of an application wants to access a 
CORBA object, it first obtains an Interoperable Object 
Reference (IOR) for that object. Using the IOR, the 
component (called a client of that object) can then invoke 
methods on the object (called the server in this instance). 
In CORBA, a client is simply any application that uses 
the services of a CORBA object; that is, an application 
that invokes a method or methods on other objects. 
Likewise, a server is an application that creates CORBA 
objects and makes the services provided by those objects 
available to other applications. As previously mentioned, 
CORBA ORBs usually communicate using the Internet Inter-ORB 
Protocol (IIOP). Other protocols for inter-ORB 
communication exist, but IIOP is fast becoming the most 
popular, first of all because it is the standard, and 
second because of the popularity of Transmission Control 
~89 
Protocol/Internet Protocol (TCP/IP) (the networking 
protocols used by the Internet), a layer that IIOP sits on 
top of. COREA is independent of networking protocols, 
however, and could (at least theoretically) run over any 
type of network protocols. 
8. CORBA Object Model 
In COREA, all communication between objects is done 
through object references, these are known as Interoperable 
Object References(IORs). Visibility to objects is provided 
only through passing references to those objects, this 
means that remote objects in COREA remain remote, there is 
currently no way for an object to move or copy itself to 
another location. Another aspect of the COREA object model 
is the Basic Object Adapter (BOA), a BOA provides the 
common services available to all COREA objects. In COREA, 
a component can act as both a client and as a server. A 
component is considered a server if it contains COREA 
objects whose services are accessible to other objects. 
Likewise, a component is considered a client if it accesses 
services from some other COREA object. [Rosenberger] 
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9. Stubs and Skeletons 
A client stub is a small piece of code that allows a 
client component to access a server component. This piece 
of code is compiled along with the client portion of the 
application. Similarly, server skeletons are pieces of 
code that is provided when you implement a server. The 
client stubs and server skeletons are generated when you 
compile IDL interface definitions. 
10. CORBA Interface Architecture 
The CORBA specification defines an architecture of 
interfaces consisting of three specific components: client-
side interface, object implementation side interfaces, and 
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11. Client Interface 
Looking at the structure of the CORBA interface, the 
Client Interface may either use the Dynamic Invocation 
Interface {DII), or call a statically defined IDL Stub to 
make a request to the object. 
12. IDL Stubs 
An IDL stub includes functions generated from IDL 
interface definitions and linked into the client program. 
This is the static invocation interface, representing a 
language mapping between the client language and the ORB 
implementation, providing the static interfaces to object 
services. The stub contains code that encodes and decodes 
the operation and its parameters into message formats that 
can be sent to the server. This process is called 
marshaling. 
time. 
13. Dynamic Invocation Interface (DII) 
Dynamic Invocation Interface {DII) is generated at run 
It is used when the object interface is not known at 
compile time. Using DII, an object is accessed by a call 
to the ORB or by a series of calls to the ORB in which the 
object, method, and parameters are specified. The client 
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has the responsibility of specifying the types of 
parameters and expected results. 
14. ORB Interface 
The ORB Interface is the interface that goes directly 
to the ORB which is the same for all ORBs and does not 
depend on the object's interface or object adapter. 
Because most of the functionality of the ORB is provided 
through the object adapter, stubs, skeleton, or dynamic 
invocation, there are only a few operations that are common 
across all objects. These operations are useful to both 
clients and implementetation of objects. 
15. IDL Skeleton 
The IDL Skeleton, also referred as Server IDL Stub, is 
created using an IDL compiler and resides on the server 
side. 
16. Dynamic Skeleton Interface (DSI) 
DSI provides a run time binding mechanism for servers 
to deliver request from an ORB to an object implementation 
that does not have compile-time knowledge of the type of 
the object. The dynamic skeleton inspects the parameters 
of an incoming request to determine a target object and 
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method. When a client on one ORB calls a server on another 
ORB, the DSI transmits the request to the target ORB, and 
then the bridge uses the dynamic invocation interface to 
invoke the target object on that ORB. The DSI can receive 
either dynamic or static invocation from clients. 
17. Generic InterORB Protocol (GIOP} 
The Generic InterORB Protocol (GIOP) is the base 
protocol (in terms of messages) for official interORB 
communication. This can include vendor-specific 
proprietary communic~tion, so GIOP must be able to map to 
any connection-'-oriented medium. The OMG specifies three 
parts to GIOP: 
• The Common Data Representation (CDR) 
• The various GIOP message formats 
• The message transport assumptions 
The CDR is essentially a low-level transfer syntax 
that maps between OMG IDL types and low-level raw data 
types for use between network agents and processes. 
18. Object Adapter (OA} 
The Object Adapter sits on top of the ORB Core 
communication services, accepting requests for service to 
the requested objects. The object implementation accesses 
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has the responsibility of specifying the types of 
parameters and expected results. 
14. ORB Interface 
The ORB Interface is the interface that goes directly 
to the ORB which is the same for all ORBs and does not 
depend on the object's interface or object adapter. 
Because most of the functionality of the ORB is provided 
through the object adapter, stubs, skeleton, or dynamic 
invocation, there are only a few operations that are common 
across all objects. These operations are useful to both 
clients and implementetation of objects. 
15. IDL Skeleton 
The IDL Skeleton, also referred as Server IDL Stub, is 
created using an IDL compiler and resides on the server 
side. 
16. Dynamic Skeleton Interface (DSI) 
DSI provides a run time binding mechanism for servers 
to deliver request from an ORB to an object implementation 
that does not have compile-time knowledge of the type of 
the object. The dynamic skeleton inspects the parameters 
of an incoming request to determine a target object and 
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for run time retrieval of information from the repository. 
Using an interface repository, a client should be able to 
locate an object unknown at compile time, enquire about its 
interface, and then build a request to be forwarded through 
the ORB. The interface repository allow you to obtain the 
interface and modify the descriptions of all the component 
interfaces during initialization. In addition, using the 
information in the Interface Repository, it is possible for 
a program to come across an object which is unknown at 
compiled time, but still be able to dynamically determine 
what operations are valid on the object and make an · 
invocation on it. 
The implementation repository contains information 
that allows the ORB to locate and activate implementations 
of objects. Although most of the information in the 
Implementation Repository is specific to an ORB or server 
object, the Implementation Repository is where all the 
information about the classes a server support is stored. 
In COREA version 1.1, interoperable object applications was 
not totally achieved because the OMG left the 
implementation of the ORB core to vendor preferences. This 
only resulted in some level of component portability, but 
not interoperability. COREA 2.0 fixed the interoperability 
problem by specifying a mandatory Internet Inter-ORB 
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Protocol (IIOP). IIOP specifies how ORBs communicate over 
TCP/IP, using the internet as the backbone through which 
other ORBs can bridge to. 
21. Performance 
There are three main factors that reduces throughput 
when using CORBA in comparison to TCP sockets. The first 
factor is increased message overhead caused by Generic 
InterORB Protocol (GIOP) and Common Data Representation 
(CDR). CDR adds padding into data structures to maintain 
alignment. GIOP header can add to the message size. The 
header begins with a 12-byte field providing version and 
message type information. 
The second cause of CORBA overhead is marshaling. For 
data structures, the sending ORB must collect the data from 
different location in memory and copy it into a transmit 
buffer. If a parameter is declared with the generic type 
in IDL, the sending ORB must include specific type data 
whenever the parameter is marshaled. 
The third cause is reduced throughput via dispatching. 
The sending application calls the client-side stub, which 
calls the ORB to perform the remote operation. On the 
receiver, the ORB calls an adapter interface, which 
performs an up call to the server. Overhead can be 
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significant if the stubs are implemented inefficiently, or 
cause unnecessary copying. 
The general rule is; for distributed applications 
where bandwidth and latency requirements are below what is 
available at the transport layer, CORBA is the ideal 
solution. However, for applications requiring high 
performance, developers should carefully consider the 
tradeoffs before committing to CORBA development. 
The following are recommendations from DISA for using 
CORBA to build applications: 
• Use CORBA. The de facto position of CORBA as the most 
widely distrbuted and used middleware product for 
Internet-connected PCs makes it an excellent choice 
for low end Windows platforms. Furthermore, its broad 
availability and support on other platforms such as 
Unix makes it useful for integrating legacy software 
is further enhanced by its clear, well-defined, and 
internationally standardized interface description 
language for specifying the interfaces to software 
components. The maturity of the object-oriented 
features of CORBA also make it well-suited to the 
current trend towards more dynamic distributed 
software that whose relationship to the underlying 
network can change in real time. 
• Use only one CORBA vendor unless interoperability can 
be verified. The greatest current weakness of CORBA 
is the slow pace of its efforts to make CORBA products 
from different vendors interoperate with each other. 
There has been significant progress in this area in 
the last couple of years, but at present the safest 
strategy for using CORBA is still to pick a single 
vendor and use that vendor consistenly for a given 
application. 
• Use "gang of three" (CORBA/Internet/Java) CORBA 
products whenever possible. At present, the most 
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promising overall path for broad integration of 
applications using the Internet appears to be joint 
use of COREA (especially IIOP), Internet technologies, 
and Java. COREA provides integration of legacy 
systems, broad platform interoperability, object-
oriented interfaces, and a well-defined path (the ORB) 
for implementing various forms of network 
transparency. This support is likely to become 
increasingly important as part of an overall industry 
thrust to make distributed applications more scalable, 
robust, and portable. The Internet provides a robust 
universal network for hosting distributed 
applications, and Java provides a dynamic programming 
"glue" that can be used to develop new interfaces into 
older legacy systems more rapidly and more 
effectively. While all COREA 2.0 and 2.1 products are 
required to support IIOP, the way in which IIOP is 
supported can vary significantly from vendor to 
vendor. The best implementations make good use of 
features that increase efficiency and reduce needless 
overhead for operations such as communication with 
Java objects. 
c • For networks that include NT, use CORBA with good COM 
bridges. DCOM will be an important force in the 
upcoming release of Windows NT 5.0. However, for now 
(early 1998) an approach that relies on COREA for the 
network side of distributed applications and CORBA-TO-
COM bridges for the Windows NT and Windows 95 side is 
more likely to product robust, reliable distributed 
applications. Support for COREA-to-COM bridges should 
increase in 1998, as demonstrated by the early 1998 
release of products such as the IONA OrbixCOMnet 
Desktop. [DISA] 
D. JAVABEANS 
JavaBeans is the most recent of the three 
specifications of component architecture for building 
applications as reusable components. The JavaBeans 
architecture is where Java extends from a simple 
development language to component model technology like 
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COREA and COM. JavaBeans allows Java developers to create 
replaceable code within applications, and applications can 
be componentized so that the individual elements can be 
reused within other application systems without re-coding. 
These components are designed to work within any Java 
application builder tool and execute within anything that 
has a Java Virtual Machine (JVM), including web browsers. 
Beans can be manipulated and customized through their 
property tables and customization methods. In addition, 
multiple beans can be combined to create more sophisticated 
applets, applications, or other JavaBeans. 
1~ Enterprise Ja~aBeans {EJB} 
Extending behind the client-side based JavaBeans 
model, Enterprise JavaBeans is a Java-based cross-platform 
component architecture for the development and deployment 
of multi-tier, distributed, scalable, server-based, object-
oriented Java applications. EJB simplifies writing 
business applications as components by providing a set of 
automatic services to support scalable transactional 
application server components. 
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2. Java RMI 
Java Remote Method Invocation (RMI) is a set of 
packages included in the JDK which allow for Java-to-Java 
communication between distributed application components. 
The following are Java RMI goals: 
• Support remote invocation on distributed Java objects. 
• Support callbacks from servers to applets. 
• Distributed object model integration into Java. 
• To differentiate between the distributed object model 
and local Java object model. 
• Simplify writing reliable distributed applications. 
~ • Preserve the security attributes in the Java runtime 
environment. 
Java/RMI uses a protocol called the Java Remote Method 
Protocol (JRMP), which relies on Java Object Serialization, 
allowing objects to be distributed as a stream. Each 
Java/RMI Server object defines an interface which can be 
used to access the server object outside of the current 
Java Virtual Machine (JVM) and on the other machine's JVM. 




E. EXTENSIBLE MARKUP LANGUAGE {XML) 
Another increasing popular trend is web-based 
applications. The Extensible Markup Language (XML), an 
extension to the Hypertext Markup Language (HTML), has 
become a powerful tool for web development. Both HTML and 
XML may appear the same in a browser, but the XML data is 
"smart" data. HTML tells how the data should look to the 
browser, but XML tells the browser what it means. With 
XML, the developer can create their own tags to describe 
what they want the data to mean. This essentially makes it 
a smart document. XML is used to put data in a format that 
is computer-readable code so that we can use the computer 
to process or store the data. 
XML documents are composed of markup and content. 
There are six kinds of markup that can occur in an XML 
document: elements, entity references, comments, processing 
instructions, marked sections, and document type 
declarations. The following sections introduce each of 
these markup concepts. 
1. Elements 
Elements are the most common form of markup. Delimited 
by angle brackets, most elements identify the nature of the 
content they surround. Some elements may be empty, as seen 
above, in which case they have no content. If an element 
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is not empty, it begins with a start-tag, <element>, and 
ends with an end-tag, </element>. 
2. Attributes 
Attributes are name-value pairs that occur inside 
start-tags after the element name. For example, 
<div class="preface"> is a div element with the attribute 
class having the value preface. In XML, all attribute 
values must be quoted. 
3. Entity References 
In order to introduce markup into a document, some 
characters have been reserved to identify the start of 
markup. The left angle bracket, <, for instance, 
identifies the beginning of an element start- or end-tag. 
In order to insert these characters into your document as 
content, there must be an alternative way to represent 
them. In XML, entities are used to represent these special 
characters. Entities are also used to refer to often 
repeated or varying text and to include the content of 
external files. Every entity must have a unique name. In 
order to use an entity, you simply reference it by name. 
Entity references begin with the ampersand and end with a 
semicolon. For example, the lt entity inserts a literal< 
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into a document. So the string <element> can be 
represented in an XML document as &lt; element>. 
A special form of entity reference, called a character 
reference can be used to insert arbitrary Unicode 
characters into your document. This is a mechanism for 
inserting characters that cannot be typed directly on your 
keyboard. Character references take one of two forms: 
decimal references, &#8478;, and hexadecimal references, 
&#x211E;. Both of these refer to character number U+211E 
from Unicode. 
4. Comments 
Comments begin with<!-- and end with-->. Comments 
can contain any data except the literal string--. Comments 
can be placed between markup anywhere in a documen~. 
Comments are not part of the textual content of an XML 
document. An XML processor is not required to pass them 
along to an application. 
S. Processing Instructions 
Processing instructions (Pis) are an escape hatch to 
provide information to an application. Like comments, they 
are not textually part of the XML document, but the XML 
processor is required to pass them to an application. 
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Processing instructions have the form: <?name pidata?>. 
The name, called the PI target, identifies the PI to the 
application. Applications should process only the targets 
they recognize and ignore all other Pis. Any data that 
follows the PI target is optional, it is for the 
application that recognizes the target. The names used in 
Pis may be declared as notations in order to formally 
identify them. PI names beginning with XML are reserved 
for XML standardization. 
6. CDATA Sections 
In a document, a CDATA section instructs the parser to 
ignore most markup characters. Consider a source code 
listing in an XML document. It might contain characters 
that the _XML parser would ordinarily recognize as markup (< 
and&, for example). In order to prevent this, a CDATA 
section can be used. 
< ! [CDATA [ 
*p = &q; 
b = (i <= 3); 
] ] > 
Between the start of the section, <! [CDATA[ and the 
end of the section, ]]>, all character data is passed 
directly to the application, without interpretation. 
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Elements, entity references, comments, and processing 
instructions are all unrecognized and the characters that 
comprise them are passed literally to the application. 
The only string that cannot occur in a CDATA section is 
] ] >. 
7. Document Type Declarations 
A document type definition (DTD) is a series of 
deinitions for element types, attributes, entities and 
notations. It declares which of these are legal within the 
document and in what places they are legal. A large 
percentage of the XML specification deals with various 
sorts of declarations that are allowed in XML. One of the 
greatest strengths of XML is that it allows you to create 
your own tag names. But for any given application, it is 
probably not meaningful for tags to occur in a completely 
arbitrary order. So, if the document is to have meaning, 
there must be some constraint on the sequence and nesting 
of tags. Declarations are where these constraints can be 
expressed. 
Additionally, declarations allow a document to 
communicate meta-information to the parser about its 
content. Meta-information includes the allowed sequence 
and nesting of tags, attribute values and their types and 
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defaults, the names of external files that may be 
referenced and whether or not they contain XML, the formats 
of some external (non-XML) data that may be referenced, and 
the entities that may be encountered. 
8. Benefits of XML 
The following are benefits of XML: 
• Simplicity - Information coded in XML is easy to read 
and understand, plus it can be processed easily by 
computers. 
• Openness - XML is a W3C standard, endorsed by software 
industry market leaders. 
• Extensibility - There is no fixed set of tags. New 
tags can be created as they are needed. 
• Self-description - In traditional databases, data 
records require schemas set up by the database 
administrator. XML documents can be stored without 
such definitions, because they contain meta data in 
the form of tags and attributes. XML Provides a basis 
for author identification and versioning at the 
element level - Any XML tag can possess an unlimited 
number of attributes such as author or version. 
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• Contains machine readable context information - Tags, 
attributes and element structure provide context 
information that can be used to interpret the meaning 
of content, opening up new possibilities for highly 
efficient search engines, intelligent data mining, 
agents, etc. This is a major advantage over HTML or 
plain text, where context information is difficult or 
impossible to evaluate. 
• Separates content from presentation - XML tags 
describe meaning not presentation. The look and feel 
of an XML document can be controlled by XSL style 
sheets, allowing the look of a document (or of a 
complete Web site) to be. changed without touching the 
content of the document. Multiple views or 
presentations of the same content are easily rendered. 
• Supports multilingual documents and Unicode - This is 
important for the internationalization of 
applications. 
• Facilitates the comparison and aggregation of data -
The tree structure of XML documents allows documents 
to be compared and aggregated efficiently element by 
element. 
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• Can embed multiple data types - XML documents can 
contain many data types - from multimedia data (image, 
sound, video) to active components (Java applets, 
ActiveX). 
• Can embed existing data - Mapping existing data 
structures like file systems or relational databases 
to XML is simple. XML supports multiple data formats 
and can cover all existing data structures. 
• Provides a •one-server view' for distributed data -
XML documents can consist of nested elements that are 
distributed over multiple remote servers. XML is 
currently the most sophisticated format for 
distributed data - the World Wide Web can be seen as 
one huge XML database. 
• Rapid adoption by industry - Software AG, IBM, Sun, 
Microsoft, Netscape, DataChannel, SAP and many others 
have already announced support for XML. Microsoft 
will use XML as the exchange format for its Office 
product line, while both Microsoft's and Netscape's 
Web browsers support XML. SAP has announced support 
of XML through the SAP Business Connector with R/3. 
Software AG supports XML in its Bolero and Natural 
product lines and provides Tamino, a native XML 
database. [Software AG] 
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F. TRANSACTION PROCESSING MONITORS {TPM} 
Transaction Processing Monitors (TPM) used as 
middleware solutions can support transaction routing, 
execution of remote functions, and transparent access to 
remote data, transaction integrity, manageability, and 
recoverability. TP monitors first appeared on mainframes 
to provide run-time environments that could support large-
scale On-Line-Transaction-Processing (OLTP) applications 
such as airline reservations, banking and stock-brokerage 
systems. Since then, TPM have been combined with ORBs into 
Object Transaction Monitors (OTMs) to better manage COREA 
and DCOM object::.s. Most TPMs now provide C++ class 
libraries to access their services. TPMs like Encina, 
CICS, Tuxedo, and Top End, allow COREA clients to call 
their services using COREA IDL interfaces and IIOP. OTM 
are capable of managing millions of objects, coordinating 
their interactions across the network. Figure 5 
illustrates the use of OTMs to manage various ORB 
components. Instead of coordinating procedural services, 
an OTM manages server-side components such as COREA Beans 
and Enterprise JavaBeans. Microsoft's version of an OTM is 
the Microsoft Transaction Server (MTS), which is an 
ActiveX-based component coordinator. OTMs provide an open 
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Figure 5: Integrating TP Monitors with ORBs 
1. Microsoft Transaction Server (MTS) 
Microsoft Transaction Server (MTS) provides a server-
centric environment for developing and deploying three-
tiered applications based on Microsoft's COM technologies. 
As shown in Figure 6, the MTS architecture allows 
application logic components to run under the control of 





Data and Resources 
Figure 6: MTS Application Architecture 
MTS applications are invoked by the presentation-
centric components running on clients via COM technologies. 
Application logic components can access a number of 
different databases, message queuing servers, CICS and IMS 
applications. Access to databases and resources is done 
through MTS Resource Dispensers that perform services such 
as connection pooling automatically. MTS also supports 
automatic transactions so that access to data and resources 
is done with all-or-nothing protection. A simple MTS 
application might consist of three processes running on the 
same computer: an Excel spreadsheet, which is calling 
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methods in an MTS component, which in-turn accesses a SQL 
Server database. 
Within the MTS architecture, programmers build 
presentation and application logic components with any tool 
or programming language that can generate COM-compliant 
DLLs. Microsoft specifies the following rules for 
components to work with MTS: 
• Components must create a reference to their MTS 
Context Object by making a simple API call. Creating 
the reference enables the component to take advantage 
of MTS services such as transaction and security 
support. 
• Do not save state information across transaction 
boundaries within components (e.g., in local or global 
variables). Components that save state are less 
scalable, because MTS cannot recycle their resources 
when they finish executing. State should be kept in 
databases or in the Shared Property Manager (SPM) in 
MTS and retrieved by components when needed. 
• When a component completes execution successfully, it 
must call the SetComplete method on the MTS Context 
Object. This tells MTS that this component wishes to 
commit any work it has performed when all components 
involved in the transaction finish executing. Calling 
SetComplete also tells MTS that it can recycle any 
resources held by the component. 
• If a component cannot complete executing successfully, 
it must call the SetAbort method on the MTS Context 
Object. This tells MTS that it should abort the 
current transaction and roll back all changes made by 
components involved in the transaction. Calling 
SetAbort also tells MTS that it can recycle any 
resources held by the component. [Microsoft] 
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When components follow the rules listed, applications 
can take advantage of MTS benefits such as enhanced 
scalability, performance, and management with no additional 
development. 
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IV. NITES INTEGRATION DESIGN AND SPECIFICATIONS 
A. INTRODUCTION 
In developing an architectural framework for 
Commercial Of-The-Shelf (COTS)/Legacy Systems Integration, 
we developed the Software Requirements Specification (SRS) 
referenced in Appendix A. The Naval Integrated Tactical 
Environmental System I (NITES I) was used as a basis of the 
requirements for the architectural framework. The Client 
workstations were developed under Windows NT platform. 
Because of this constraint, we chosed to used DCOM. We 
found that DCOM was more suited for Microsoft-centric 
environment. 
This section focuses on a high-level design of a 
distributed components architecture for COTS/Legacy Systems 
Integration. 
B. NITES I SYSTEM OVERVIEW 
The NITES I project is a Space and Naval Warfare 
(SPAWAR) sponsored project within the DoD. The driving 
force of the NITES I project is the integration of existing 
legacy systems with the latest industry-based COTS and 
Government-Off-the-Shelf (GOTS) technology. This includes 
the use of personal computers and COTS components. 
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The purpose of NITES I system is to provide 
integration of METOC data with the necessary tools to 
support the war fighter in the field. Basically, NITES I 
acquire and assimilate various METOC data for access by the 
US Navy and Marine Corps. The NITES I system is the 
primary METOC data fusion platform and principal METOC 
analysis workstation, intended to be operated on both a 
classified and unclassified network environment by METOC 
personnel. The system receives, processes, stores, and 
disseminates METOC data and provides analysis tools to 
render products for application to military operations. 
Data and information are stored in a unified METOC database 
on the Joint Command, Control, Communications, Computers, 
Information, Surveillance and Reconnaissance (C4ISR) 
network and are available to local and remote users. 
Figure 7 displays an overview of the components of the 

































Figure 7: NITES I System Architecture Diagram 
These components are grouped by functionality into: 
1) Data Acquisition: 
The NITES I system has to be able to receive 
various data from many different sources. Data 
types include point data, line data, surface or 
level data, volume data, imagery data, and text 
data. 
2) Data Assimilation: 
The NITES I system has to be able to process the 
data received and store them in the METOC 
database. 
3) Data Application: 
The METOC database can be accessed by 
applications software. Additionally, the User 
has visualization tools and a briefing package 
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4) Data/Product Dissemination: 
Numerical analysis and forecast model products 
and data, and forecaster generated METOC products 
and data are made available to Customers via Web 
technology, Closed-Circuit Television (CCTV), 
















Figure 8: NITES I Data Flow 
NITES I is intended to provide the user with METOC 
data required to access and forecast the environment. Its 
backbone is the seamless transfer of METOC information from 
raw data through regional centers to the warrior. One of 
the functions is to turn METOC data into useful products. 
Table 1 shows the NITES data formats. 
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Table 1: NITES I Data Descriptions 
., 
Point Data 
Data Description Data Size Data Retention Data Source Data Format Comm Path Data Frequency Processing 
Surface 0.l-3KB 24 hr+ 72 hr Regional WMO/BUFR Fleet Multichannel 100-300/hr Station plot, contour, 
Observations for selected Broadcast time series display and 
Global stations High Speed Fleet Broadcast 300-800/hr trends display for a given 
(IO MIN) Regional, WMO/BUFR SIPRnet, NIPRnet, 800-2000/hr stations, 
FNMOC, JMCOMS Clipboard display 
International WMO/BUFR RATT 50/hr 
Surface 0.2KB I week+ SMOOS, WMO/BUFR LAN Every 30-60 min 
Observations archive MORIAH, 
Local METMF 
Manual GUI Keyboard Entry I/hr 
TAF 0.3KB 24hr Regional WMO/BUFR Fleet Multichannel 50-100/hr Plot, overlay, 
Broadcast Clipboard display -0 -: High Speed Fleet Broadcast 100-300/hr '° ) International WMO/BUFR RATT 50/hr 
PIREP 0.1KB 24hr Regional WMO/BUFR Fleet Multichannel 50-100/hr Plot 
Broadcast Clipboard display 
High Speed Fleet Broadcast 100-300/hr 
International WMO/BUFR RATT 50/hr 
Cloud Drift 0.2KB 24hr Regional WMO/BUFR Fleet Multichannel 50-100/hr Plot, contour, calculate 
Broadcast 
High Speed Fleet Broadcast 100-300/hr 
International WMO/BUFR RATT 50/hr 
Navigation 4KB Current SMQ-11 c-element LAN I/second Used by SMOOS and 
Data Position (NAVSSI) SMQ-11 
) ) ) 
C. DISTRIBUTED COMPONENTS ARCHITECTURE DESIGN 
The distributed components architectural design is 
based on a three-tiered architecture consisting of the 
presentation layer, logic layer, and database. In order to 
integrate COTS/Legacy systems with the existing 
architecture, we used wrappers. Wrappers allow next-
generation systems to interact with wrapped legacy systems 
by modifying its interface. Once wrapped, legacy systems 
can participate in distributed object environment using 
object request brokers (ORBs). The following is a generic 
architecture containing the following: an Application 
object, Controller component, Application Wrapper 
component, Glue component, and the Database. The 
Application Wrapper transforms each COTS application into 
COM component interfaces, which may reside on external NT 
machines. Each application requires a wrapper object to 
handle the specific type of file that the application uses. 
The controller object monitors the application startup and 
references the appropriate wrapper component. The wrapper 
component will then translate the data accordingly so that 
the "glue" component may be able to store/retrieve data 
















Figure 9: Component Integration Architectural Diagram 
The following are generic functional descriptions of the 
various components: 
Application 
This is the COTS/Legacy Application to be wrapped to 
be able to interact with the rest of the components within 
the system. 
System Controller 
It manages the communications between the wrapper 
component and glue component. It signals events to all 
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components within the system. 
Application Wrapper 
This is the front-end proxy component, which provides 
the methods interface of a particular application. It 
reads data specific to application and formats data to be 
stored to database. Wrappers are unique to specific 
application based on the data types and how they are 
referenced to the database. Remote legacy components are 
encapsulated using their APis (if available) to interact 
with other components. 
Glue Component 
This is the data type management layer, which stores 
and retrieves data to/from database using the provided 
database APis. It hides all the communications management 
from the programmer. 
In the next section we will adapt our generic design 
to integrate an application with the NITES I system 
architecture. 
1022 
V. NITES INTEGRATION CASE STUDY 
Our goal in this section is to utilize the basis of 
the design presented in the previous section to integrate 
COTS/Legacy applications within the NITES subsystem 
architecture. The purpose is to interface with the 
application and distribute data to and from a relational 
database. The prototype developed for this case study 
focuses on distribution of imagery data (i.e., Jpg, Mif, 
Nif file formats). Our goal is to integrate the Continuous 
Brief Application to the NITES database architecture. The 
continuous brief application is in PowerPoint Slide Show 
format, presenting images on a continual basis. Figure 10 
shows the diagram of the following objects: Continuous 





CB App CB App(n) 
CBWrapper 





















Figure 10: Continuous Brief Component Integration Diagram 
1024 
Image Editor 
Image Editor is an application which edits and saves 
an imagery file to the local image directory. 
Local Image Directory 
The local image directory was created to hold imagery 
files, which could be added by other external components. 
Continuous Brief Wrapper (CBWrapper) 
The Continuous Brief wrapper (CBWrapper) is an ActiveX 
component t_hat accepts user inputs such as image type, 
images size, number of images, and display time interval. 
The CBWrapper registers with the system controller so that 
it will be notified of imagery updates. The Controller 
component uses the UpdateBrief event to notify the 
CBWrapper when to update the image brief. The CBWrapper 
uses the following PowerPoint APis to display and update 
imagery data in a slide show fashion: 
• Presentations.Add - Creates a presentation. Returns a 
Presentation object that represents the new 
presentation. 
• Slides.Add - Creates a new slide and adds it to the 
collection of slides in the specified presentation. 
Returns a Slide object that represents the new slide. 
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• SlideShowTransition - Contains information about how 
the specified slide advances during a slide show. 
• SlideShowSetting - Represents the slide show setup for 
a presentation. 
• Shapes.AddPicture - Creates a picture from an existing 
file. Returns a Shape object that represents the new 
picture. 
• Shapes.PictureFormat - Contains properties and methods 
that apply to pictures and OLE objects. The LinkFormat 
object contains properties and methods that apply to 
linked OLE objects only. The OLEFormat object contains 
properties and methods that apply to OLE objects 
whether or not they are linked. 
System Controller 
The System Controller consist of a Controller object 
and a Monitor object. The Controller is a COM object 
programmed to notify the CBWrapper and signals the 
wrapper(s) to update the brief(s). The Controller also 
passes information (image type) to the Glue component for 
storing data to the database. The Monitor object polls the 
local image directory for new imagery files. The Monitor 
object will raise an event to notify the controller object 
when new imagery files (by image type) arrive at the local 
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image directory. The controller object will then notify 
all wrapper objects registered for updates to update their 
briefs from the database. In the case where the components 
are on separate machines, the DCOMCNFG utility is used to 
set the location of each of these COM-based components and 
user account assigned to the components. The automation 
data types are used to make marshaling and un-marshaling of 
data transparent to each component, thus supporting a 
distributed objects environment. 
Glue Component 
The glue component, also referred to as the image 
wrapper, is a type of data wrapper when triggered, stores 
and retrieves imagery data from the database using 
appropriate database ActiveX Data Objects (ADO) calls. ADO 
2.0 supports events, which are notifications that certain 
operations are about to occur or have occurred. There are 
two families of events: ConnectionEvent and RecordsetEvent. 
The Connection object issues ConnectionEvent events, and 
the Recordset object issues RecordsetEvent events. Events 
are processed by event handler routines, which are called 
before certain operations start or after such operations 




Dim WithEvent connEvent as Connection 
Dim conn as New Connection 
set connEvent = conn 
conn.Open( ... ) 
set connEvent = Nothing 
'Turn on event support. 
'Turn off event support. 
Private Sub connEvent_ConnectComplete(ByVal err as ADODB.Error, 
adStatus as ADODB.EventStatus, ByVal pConnectionas 
ADODB.Connection) 
'Check the error object only if adStatus equals 
adStatusErrorsOccurred. 
End Sub 
ADO creates a connection object, but does not assign that 
object to an object variable. If multiple Recordset 
objects are created over the same connection, each 
connection object should be created and opened; this 
assigns the Connection object to an object variable. If 
the object variable is not used when opening the Recordset 
objects, ADO will create a new Connection object for each 
new Recordset, even the same connection string is passed. 
Once the data is committed to the database, the glue 
component disconnects and terminates the remote connection 
to the database. The Glue component will then raise the 
event to notify the Controller that it is done with the 
data storage. 
Figure 11 shows the sequences of events when a new 
image file arrives in the image directory. 
1. When a new imagery file arrives in the imagery 
directory. 
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2. The system controller notifies the glue 
component. 
3. The glue Component stores the imagery data to the 
database. 
4. The glue component notifies the system controller 
when the data is added to the database. 
5. The controller notifies the CBWrapper of the 
update. 
6. The CBWrapper sends a request to the glue 
component for the data. 
7. The glue component retrieves the data from the 
database and passes it to the CBWrapper, 
8. The CBWrapper automatically updates the 
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from database ... ... 
Figure 11: Imagery Updates Sequence Diagram 
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For non imagery data, the glue component uses XML-
based format called Weather Observation Markup Format (OMF) 
for database storage and retrieval. METOC has developed 
APis for automatic data storage and retrieval to support 
XML-based formats. [SPAWAR PMW-185] 
The OMF contains the following elements: 
• Reports - defines a group of weather observation 
reports 
o METAR for a single METAR report 
o SPECI for single SPECI report 
o UAR for a combined Rawinsonde and Pibal 
Observation report 
o BTSC for ocan profile data (temperature, 
salinity, current) 
o SYN for a surface synoptic report from a land 
or sea station 
• Advisories - defines a collection of weather hazard 
warnings 
o SIGMET - SIGnificant METeorological Information 
• Forecasts - defines a set of weather forecasts 
o TAF - Terminal Aerodrome Forecasts 
• Messages - defines a set of plain-text bulletins. 
The OMF data descriptions are shown in Appendix B tables 1-





A. RESULTS OF THE CASE STUDY 
The integration of the Continuous Brief Application 
demonstrated the use of Microsoft's COM/DCOM to communicate 
between components, the use of wrappers to support 
COTS/Legacy components, and database access via API calls 
in COTS/Legacy systems integration. The user was able to 
select the number of images to be displayed in PowerPoint 
Slideshow format. In addition, new imagery files arriving 
in the image directory were updated in the Continuous 
Briefing display. 
We found that DCOM was more suited for Microsoft-
centric environments. Although a third party vendor, 
Software AG, has released a version of DCOM for Solaris 
UNIX, DCOM is best implemented as a solution where the 
environment is based on Microsoft products. Since the 
implementation was done under Windows NT this was not an 
issue. 
B. SUMMARY OF THE THESIS RESEARCH 
The Software Requirements Specifications and Software 
Design Specification were developed to support integration 
of COTS/Legacy software. Various distributed computing 
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technologies were researched to identify their capabilities 
and limitations. Because ORBs are relatively new, and 
considering the rapid evolution of software development, 
developers should determine whether the added cost of using 
ORB is acceptable for the given application, and whether 
the difficulty of learning and using ORBs is offset by the 
development time saved by not having to implement a subset 
of its features. This was a significant reason why we 
chose to use DCOM over CORBA, in addition to the 
realization that DCOM was better suited for the Microsoft 
platform environment. 
C. CONCLUSIONS 
The Information Technology for the 21st Century (IT-21) 
directive will continue to be the driving force for the 
Navy and DoD to transition monolithic legacy systems to 
heterogeneous distributed systems. Distributed ORB 
technology such as COM/DCOM, and CORBA/JavaBeans are new 
solutions based on distributed objects which will provide 
software engineers and developers a method to manage 
communication and data exchange between objects. ORBs 
promote interoperability of distributed objects systems 
because they allow developers to build systems based on 
objects from different vendors independent of how it is 
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implemented. However, due to the unique requirements of 
the DoD, developers should have a thorough understanding of 
the ever-increasing industry-accepted solutions to 
distributed computing before implementing its architecture. 
As time goes by, and as the competition between different 
ORB technology increases, the shortcomings (i.e., 
performance and ease of use) of each methodology will be 
improved upon. This will allow developers to work towards 
reaching the goal of interoperability and global data 
distribution, so that war fighters in the theater can 
access mission-critical data anywhere around the world and 
with different platforms. 
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APPENDIX A: SOFTWARE REQUIREMENTS SPECIFICATION FOR 
AN ARCHITECTURAL FRAMEWORK OF DOD COTS/LEGACY 
SYSTEM 
GENERAL DESCRIPTION 
This appendix contains the Software Requirements 
Specification extracted from the SRS for An Architectural 
Framework of the COTS/Legacy System, which was developed as 




The architecture shall provide seamless integration of 
COTS components. 
The architecture shall support middleware approach to 
bind data, information and COTS components. 
Because evolution and upgrade of COTS components are 
outside the control of the system integrators, the 
architecture of the COTS/Legacy system shall have an 
adaptable component configuration to reduce the effort of 
testing and reintegration when upgrades or new COTS 
packages are introduced to the system. 
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Interoperability 
COTS and legacy systems reside on multiple platforms. 
This architecture shall address both UNIX and PC-based 
platforms. 
In order to achieve and maintain information 
superiority on the battlefield, the architectural framework 
for DoD COTS/Legacy systems shall have the capability to 
share, receive and transmit on heterogeneous networks and 
hardware devices. 
The data displayed on each desktop must have a common 
view. 
The exchange of data between two systems shall be with 
no loss of precision or other attributes, in an unambiguous 
manner, in a format understood by both systems, and in such 
a way that interpretation of the data is precisely the 
same. 
The architecture shall support standard application 
program interfaces (APis) to communicate. 
Adopted Framework Technology 
Java/C++, web technologies, open systems, application 
program interfaces, common operating environment, object 
and component technology, commercial products and standards 
are all important to the COTS/Legacy system architecture. 
The COTS/Legacy system architecture shall adopt the Object 
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Management Group (OMG) object model as well as OMG 
standards for object and distribution management. 
The COTS/Legacy system shall adopt Interface 
Definition Language (IDL) as the language for expressing 
the syntax of the framework services. 
The COTS/Legacy system architecture shall be expressed 
as UML class and package diagrams, with detailed component 
descriptions using IDL with English narrative to provide 
semantics. 
Security 
DoD tactical systems are normally classified to some 
_s_ecurity level. In building this architectural framework, 
the architecture shall address the DoD Trusted Computer 
System Evaluation Criteria (TCSEC) to at least the B2 
security level. 
The architecture shall include discretionary access 
control (DAC). Only single level classification systems 
shall be supported in this architecture (i.e. no multi-
level security). 
Network Security 
The trend in DoD is for networked systems vice 
standalone monolithic systems and because most systems have 
some level of classification, this architecture shall 
address network security. 
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The architectural framework shall support a secure 
network. 
The architectural framework shall support the network 
security mechanisms specific to the target architecture, 
including firewalls, routers, encryption, and proxy 
services. 
Network Communications 
The architectural framework shall support different 
network protocols (e.g. TCP/IP) and topologies dependent on 
the target architecture. 
The application layer shall be able to execute a 
variety of data management commands without having 
knowledge of the data location, database, file type, 
operating system, network protocol, or platform location. 
Development Language 
The architectural framework shall support any 
development language that is supported by the legacy system 
as well as any development language that supports platform 
independence for newly developed code in the target 
architecture. 
Assumptions and Dependencies 
Assumption 1: Legacy systems are monolithic and not 
modifiable. 
1038 
Assumption 2: Legacy systems have some existing mechanism 
for interaction. 
Assumption 3: There are varying degrees of COTS. To be 
considered COTS, the component cannot be modified. 
Assumption 4: Reliability, performance, safety and 
security must be weighed in the target architecture. 
TARGET ARCHITECTURE FUNCTIONS 
Database 
COTS software applications, which handle data, tend to 
have their own mechanism and structure for the storage of 
the data internal to the COTS application. The 
architectural framework shall support the central storage 
of data vice allowing each COTS application to store its 
own data. 
The architecture shall support remote access to the 
database. 
The COTS/Legacy architecture shall support a 
distribution mechanism (i.e. Common Object Request Broker 
Architecture (COREA)) to store and share data in a 
distributed environment. 
The architecture shall ensure updates in one set of 




Discretionary Access Control (DAC) COTS applications 
for the commercial market do not normally address security. 
Because this architecture applies to DoD software systems, 
in accordance with DoD security standards, the architecture 
shall support the display of the system's security 
classification (up to and including SECRET classification) 
on each of the display monitors as well as on all 
printouts. 
The displayed classification shall be editable by the 
operator. 
Graphical User,Interface (GUI} 
The target architecture shall, include a GUI style 
guide. If a GUI style guide does not exist for the target 
architecture, UNIX platforms shall adhere to the MOTIF 




The architecture shall optimize the database access 
over a network. The architecture shall allow concurrent 
access of the database to multiple users. 
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Reliability Requirements 
The target architecture shall use standard fault-
tolerance technologies. COTS components shall be 
replicated to maintain the reliability and availability 
requirements of DoD systems. 
While the data traverses throughout various 
applications, to different platforms, through the network 
and to/from database, it must remain consistent and not 
suffer any degradation. 
Design Constraints 
Because many existing legacy systems reside on UNIX 
platforms and the DoD has made a commitment to move towards 
PC architecture, the architectural framework shall be 
platform independent, supporting both UNIX and PC platforms 
with the goal of moving towards a pure PC architecture. It 
is not required that all COTS/Legacy system components be 
executable on both platforms but the data must be able to 
be shared by components on different platforms. 
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APPENDIX B OMF DATA AND DOCUMENT TYPE DEFINITIONS 
Table 1-1. Basic Attributes of an Observation in OMF 
Attribute Brief 
Description 





of a point on 
the globe 
Format Description 
unsigned integer UTC time in seconds since 
the Epoch, 00:00:00 Jan 1, 
1970 UTC. This is the value 
returned by a POSIX 
function time(2). 
a string of form 
"aaa, bbb", 
where aaa and 

















Timestamps are in seconds 
since the Epoch, 00:00:00 
Jan 1, 1970 UTC. These are 
the values returned by a 




The latitude and. 
longitude, respectiv~ly, of 
a point on the globe, in 
whole and fractional 
degrees. The numbers are 
positive for Northern 
latitudes and Eastern 
longitudes, and negative 
for Southern latitudes and 
Western longitudes. 
The range of the numbers is 
[-90.0, 90.0] for 












of a sequence 







spans of an 





















the lats and 







A sequence of pairs of 
numbers, each pair giving 
the latitude and longitude 
of a single point in the 
sequence, in whole and 
fractional degrees. 
See the LatLon attribute 
above for more details. 
Example: 
LatLons='38.420, -111.125, 
36.286, -111.492, 36.307, -
112.630, 37.700, -113.223, 
38.420, -111.125' 
Specification of the 
bounding box for an area of 
interest. Here lat-N is the 
latitude of the Northern-
most point of the area, 
lat-Sis the latitude of 
the Southern-most point, 
lon-W is the longitude of 
the Western-most point of 
the area, and lon-E is the 
Eastern-most longitude. 
It is required that lat-N 
>= lat-s. The left-lon 
(lon-W) may however be 
greater than the right-lon 
lon-E). For example, a 
range of longitudes [-
170,170] specifies the 
entire world but Indonesia. 
On the other end, the range 
[170, -170] includes 
Indonesia only. By the same 
token, [-10,10] pertains to 
a 21-degree longitude strip 
along the Greenwich 
meridian, while [10,-10] 
specifies the whole globe 
except for that strip. 
Example: 
Bbox='60.0, -120.0, 20.0, -
100.0' 
WMO Block Station ID, or 
other identifier for buoy 
or ship 






Call sign and 






A string of the 
form "ccccc, 
name", where 
ccccc are the 
call letters of 
the station 
(ICAO station 
id: 4 or 5 
upper-case 
letters, may be 
omitted), name 










The observing stations 
ICAO, aircraft, or ship 
call sign, plus a plain-
text station name (e.g. 
"KMRY, Monterey CA Airport" 
Example: 
Sname='KYNL, YUMA (MCAS)' 
Station elevation relative 
to sea level, in meters. 
This attribute may specify 
a surface elevation of an 
observation station, or an 
upper-air elevation for 
an upper-air report. 
Example: 
Elev='l6' 
Table 1-2. OMF Attributes for METAR and SPECI Reports 
Attribute Brief Format Description Req'd 
Description ? 
TStamp Time Stamp <-------------See Table 1-1-------------> Yes 
LatLon Station <-------------see Table 1-1-------------> Yes 
latitude and 
longitude 
Bid Station Unsigned integer WMO Block Station Yes 
Identification ID 
Group 
SName Call sign and <-------------See Table 1-1-------------> Yes 
full 
name of an 
observing 
station 
Elev Station <-------------See Table 1-1-------------> No 
elevation 
Vis Visibility a number of meters, Horizontal No 
omitted, or a visibility in 
special meters 
token "INF" 
¢E:iiling Ceiling a number of feet, Ceiling in feet No 




















Call sign and 





Format Description Reg:'d 
? 
<-------------See Table 1-1-------------> Yes 
<-------------See Table 1-1-------------> Yes 
String For a buoy or other Yes 
observation 
platform, this id is 
a combination of a 
WMO region number, 
subarea number (per 
WMO Code Table 
0161), and the buoy 
type and serial 
number. This 
information is 
reported in Section 
0 of a synoptic 
report. 
If Section 0 
contains a call sign 
rather than a 
numerical id (as 
typical with FM 13 
SHIP reports), the 
Bid attribute is 
computed as 
itoa(1000009 + he) 




the call letters 
considered as a 
number in radix 36 
notation. For 
example, "0000" 
hashes to 0, and 
"ZZZZ" hashes to 
1,679,615. Note this 
formula makes the 
Bid 
attribute a unique 
numeric identifier 
for the station. 
<-------------See Table 1-1-------------> Yes 
<-------------See Table 1-1-------------> No 
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Table 1-3. OMF Attributes for the SYN Element (Cont.) 
Attribute Brief Format Description Req'd 
Description ? 
Title Report title String Title defining type of Yes 
report: AAXX (FM-12), 
BBXX (FM-13), or zzyy 
(FM-18) 
Stype Station type String Type of station: No 
automated (AUTO) or 
manned (MANN); defaults 
to MANN 
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Table 1-4. OMF Attributes for the SYG Element 
Attribute Brief Format Description Reg:'d 
Description ? 
T Air positive, zero, Air temperature in No 
Temperature or negative degrees Celsius 
number 
TD Dew point positive, zero, Dew point temperature No 
Temperature or negative in degrees Celsius 
number 
Hwn Relative non-negative Relative humidity in No 
humidity number per cent 
Tmm Extreme a string of a Minimum and maximum No 
temperatures form II rru:nrnrn I temperatures (degrees 
over the last MMMM" or omitted Celsius) over the last 
24 hours 24 hours 
p Station positive number Atmospheric pressure at No 
pressure station level, in 
hectoPascals 
PO Sea level positive number Atmospheric pressure at No 
pressure station, reduced to sea 
level, in hPa 
Pd Pressure String of form Pressure tendency No 
tendency "dddd", or during the 3 hours 
omitted preceding the 
_,,.----..,_ observation 
Vis Visibility Horizontal Horizontal visibility No 
Number of visibility in in meters 
meters, meters 
omitted, or a 
special token 
"INF" 
Ceiling Ceiling Number of feet, Ceiling in feet No 
omitted, or a 
special token 
"INF" 
Wind Wind speed and String of form nnn is a true direction No 
direction "nnn, mm" or from which the wind is 
omitted blowing, in degrees, or 
VAR if " the wind is 
variable, or all 
directions or unknown 
or waves confused, 
direction 
indeterminate." This is 
an integer number 
within [0,360), with 0 
meaning the wind is 
blowing from true 
North, 270 stand for 
the wind blowing from 
due West. Normally this 
number has a precision 
of 10 degrees. 
mm is the wind speed in 
meters per second. 
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Table 1-4. OMF Attributes for the SYG Element (Cont.) 
Attribute Brief 
Description 










types of cloud 
cover 
Format 
String of four 
digits, "NOSIG", 
or omitted 
String of form 
"nnn, hh" or "" 
or omitted 





See WMO-306, Code 
tables 4677 and 4561 
for the meaning of the 
four digits. This 
attribute is coded as 
"NOSIG" if there is no 
significant phenomenon 
to report. The 
attribute is omitted if 
not observed or data is 
not available (see ix 
indicator, Code table 
1860). 
nnn is the amount of 
precipitation, which 
has fallen during the 
period preceding the 
time of observation. 
The precipitation 
amount is a non-
negative decimal 
number, in mm. hh is 
the duration of the 
period in which the 
reported precipitation 
occurred, in whole 
hours. This attribute 
is encoded as 1111 if no 
precipitation was 
observed. The attribute 
is omitted if unknown 
or not available (see 
iR indicator, Code 




The first digit is the 
total cloud cover in 
octas (Code table 
2700). The second digit 
is the cloud cover of 
the lowest clouds, in 
octas. The other three 
symbols are types of 
low, middle, and high 
clouds, resp. See WM0-
























String of form 
"pp, hh" or 
omitted 
String of form 




Sea surface temperature 
in degrees Celsius 
pp is the period of 
wind waves in seconds. 
hh is the height of 
wind waves, in meters. 
If a report carries 
both estimated and 
measured wind wave 






nnn is a true direction No 
of resultant 
displacement of the 
ship during the three 
hours preceding the 
time of observation. 
The number is in 
degrees, or VAR if 
"variable, or all 
directions or unknown 
or waves confused, 
direction 
indeterminate." This is 
an integer number 
within (0,360), with 0 
meaning the ship has 
moved towards the true 
North; 270 means the 
ship has moved to the 
West. Normally this 
number has a precision 
of 45 degrees. mm is 
the average speed made 
good during the three 
hours preceding the 
time of observation, in 
meters per second. 
Table 1-6. OMF Attributes for the UALEVEL Element 
Attribute Brief Format Description Req'd? 
Description 
Ref Reference to String - "TTAA", Reference to the part Yes 
sounding Part "TTBB", etc. of the sounding from 
which the level data 
were derived 
p Pressure positive number Atmospheric pressure at Yes 
sounding level, in 
hectoPascals 
H Geopotential Non-negative Geopotential height of No 
height number of the reported level, or 
geopotential a special height 




'MAXW' for level 
of maximum 
winds, 'MAXWTOP' 
for maximum wind 
level at the top 
of the sounding, 
or omitted 
T Air 
. positive, zero, Air temperature in No 
Temperature or negative degrees Celsius at the 
number reported level 
DP Dew point positive, zero, Dew point temperature No 
temperature or negative in degrees Celsius at 
number the reported level 
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Table 1-6. OMF Attributes for the UALEVEL Element (Cont.) 
Attribute Brief 
Description 
Wind Wind speed 
and direction 
Format 
String of form 
"nnn, mm" or 
"nnn, mm bbb" or 
"nnn, mm , aaa" 
or "nnn, mm bbb, 
aaa" or omitted 
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Description 
nnn is a true direction 
from which the wind is 
blowing, in degrees, or 
VAR if" the wind is 
variable, or all 
directions or unknown 
or waves confused, 
direction 
indeterminate." This is 
an integer number 
within [0,360), with 0 
meaning the wind is 
blowing from true 
North, 270 stands for 
the wind blowing from 
due West. Normally this 
number has a precision 
of 10 degrees. 
mm is the wind speed in 
meters per second. 
If specified, bbb 
stands for the absolute 
value of the vector 
difference between the 
wind at a given level, 
and the wind 1 km below 
that level, in meters 
per second. The number 
aaa if given is the 
absolute value of the 
vector difference 
between the wind at a 
given level, and the 
wind 1 km above that 




Table 1-7. OMF Attributes for the BTSC Element 
Attribute Brief Format Description Req'd? 
Description 
TStamp Time Stamp <---------- See Table 1-1 ---------> Yes 
LatLon Latitude and <---------- See Table 1-1 ---------> Yes 
Longitude of 
observation 
Bid Station positive For a buoy or other Yes 
identifier integer observation platform, this 
group ID is a combination of a 
WMO region number, subarea 
number (per WMO-306 Code 
Table 0161), and the buoy 
type and serial number. This 
information is reported in 
Section 4 of a BTSC report. 
If Section 4 contains a call 
sign rather than a numerical 
id, the Bid attribute is 
computed as itoa(1000009 + 
he), where he is a numerical 
representation of the call 
letters considered as a 
number in radix 36 notation. 
For example, "0000" hashes 
to 0, and "ZZZZ" hashes to 
1,679,615. 
•''· Note this formula makes the 
Bid attribute a unique 
numeric identifier for the 
station. 
SName Call sign string Ship's call sign, if Yes 
reported 
Title Report type string "JJYY" - FM 63 X Ext. BATHY Yes 
report "KKXX" - FM 64 IX 
TESAC report "NNXX" - FM 62 
TRACKOB report 
Depth Water depth positive Total water depth at point No 
number of observation 
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Table 1-8. OMF Attributes for the BTID Element 
Attribute Brief Format Description Req'd? 
Description 
DZ Indicator for 11711 or 11 gn or Indicator for method of No 
digitization omitted digitization used in the 
report (kl field). See 
WMO-306 Code Table 2262. 
Required for BATHY and 
TESAC reports 
Rec Instrument 5-digit code Code for expendable No 
type code bathythermograph (XBT) 
instrument type and fall 
rate (WMO-306 Code Table 
1770) 
ws Wind speed II O II I "l" I Indicator for units of No 
units code 11211, 113 11 / wind speed and type of 
or omitted instrumentation (iu 
field). See WMO-306, Code 
Table 1853. 
Curr-s Method of 11211, II 3 II/ Indicator for the method No 
current speed 11411 I or of current measurement (k5 
measurement omitted field). See WMO-306 Code 
Table 2266. 
Curr-d Indicators for 3-digit Indicators for the method No 
the method of numerical of subsurface current 
subsurface code measurement (K6k4k3 
current codes). See WMO-306, Code 
measurement Tables 2267, 2265, and 
2264. 
AV-T Averaging II 011 I 11 1 11 / Code for the averaging No 
period for sea 11211, 113 II I period for sea temperature 
temperature or omitted (mT code). See WMO-306, 




AV-SAL Averaging 11011' nl" 1 Code for the averaging No 
period for "2 tr, "3 It/ period for sea salinity 
salinity. or omitted (mS code). See WMO-306, 
(if no Code Table 2604 
salinity data 
are reported) 
AB-Curr Averaging II 0" / 111 II/ Code for the averaging No 
period for 112 II/ 11311, period for surface current 
surface or omitted direction and speed (mC 
current (if no code). See WMO-306, Code 
direction and current data Table 2604 
speed are reported) 
Sal Method of 11 1", II 2 II f Code for the method of No 
salinity/depth 113 II/ or salinity/depth measurement 
measurement omitted (if (k2 code). See WMO-306, 




Table 1-9. OMF Attributes for the BTAIR Element ,,,-·-
Attribute Brief Format Description Req'd? 
Description 
T Air Positive, Air temperature just above No 
temperature zero, or the sea surface, in 
negative degrees Celsius. 
number, or 
omitted 
Wind Wind vector String of Here nnn is a true No 
form direction from which the 
"nnn,mm", or wind is blowing, in 
omitted degrees, or VAR if II the 
wind is variable, or all 
directions or unknown or 
waves confused, direction 
indeterminate." 
This is an integer number 
within [0,360), with 0 
meaning the wind is 
blowing from the true 
North;, 270 means the wind 
.. is blowing from the West . 
Normally this number has a 
precision of 10 degrees. 
mm is the wind speed in 
meters per second. 
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Table 1-10. OMF Attributes for the BTLEVEL Element 
Attribute Brief Format Description Req'd? 
Description 
D Depth Non-negative Depth of the level in Yes 
number meters. 
T Water Positive, Water temperature at the No 




s Salinity Positive Salinity at the reported No 
number, or level, in parts 
omitted per thousand. 
C Current vector 11 nnn,mm 11 , or nnn is the true direction No 
String of form omitted toward which the sea 
current is moving, in 
degrees, or VAR if "the 
current is variable, or 
all directions or unknown, 
direction indeterminate." 
This is an integer number 
within [0,360), with 0 
meaning the current flows 
toward true North; 270 
-----< means the current is 
flowing toward the West. 
Normally this number has a 
precision of 10 degrees. 
mm is the speed of current 
in meters per second. 
Table 1-11. OMF Attributes for the TAF Element 
Attribute Brief Format Description Req'd? 
Description 
TStamp Time Stamp <---------- See Table 1-1 ---------> Yes 
LatLon Latitude and <---------- See Table 1-1 ---------> Yes 
Longitude of 
observation 
Bid Block Station positive WMO Block Station ID of Yes 
ID integer the reporting station 
SName Call sign string Ship's call sign, if Yes 
reported 
Table 1-12. OMF Attributes for the SIGMET Element 
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Table 1-12. OMF Attributes for the SIGMET Element 
Attribute Brief Format Description Req'd? 
Description 
class SIGMET type "CONVECTIVE", Identifier for the type of Yes 





id Identifier for String Identifier for the Yes 
a advisory; value 
particular depends on the.advisory 
advisory class. 
TStamp Time Stamp <---------- See Table 1-1 ---------> Yes 
BBox Bounding box <---------- See Table 1-1 ---------> Yes 
for advisory 
area 
Table 1-13. OMF Attributes for the EXTENT Element 
Attribute Brief Format Description Req'd? l 
Description 
~hape Type of area "AREA", Type of area shape Yes 
~-· .· specification "LINE", specified 
"POINT" 
LatLons List of Positive, Control points (vertices) Yes 
latitudes and zero, or for a polygon/polyline 
longitudes negative representing the affected 




Table 1-14. OMF Attributes for the MSG Element 
Attribute Brief Format Description Reg:'d? 
Description 
id Message A NMTOKEN, a Designator for the message Yes 
identifier four-to-six- type and subtype (T1T2), 
character area (A1A2), and sequence 
string of a code (ii) of the message, 
form as described in WM0-386. 
TlT2AlA2ii 
Type Message type 2-letter Designator for the message Yes 
string type and subtype (T1T2) as 
(T1T2 ) specified in WM0-386, 
Tables A and Bl through B6 
TStamp Time Stamp <---------- See Table 1-1 ---------> Yes 
SName Originating String String containing the Yes 
station name identification of the 
station that originated 
the message (normally its 
ICAO call sign) 
BBB Annotation 3-character So-called "BBB groups" No 
group string from the abbreviated 
message line. They 
indicate that the message 
has been delayed, 
corrected or amended. A 
BBB group can also be used 
for segmentation. See the 
WM0-386 for more detail. 
Descr Description String Keywords and other No 
information describing the 
message. 
BBox Bounding box <---------- See Table 1-1 ---------> No 
-~ 
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Table 1-12. OMF Attributes for the SIGMET Element 
Attribute Brief Format Description Req'd? 
Description 
class SIGMET type "CONVECTIVE", Identifier for the type of Yes 





id Identifier for String Identifier for the Yes 
a advisory; value 
particular depends on the advisory 
advisory class. 
TStamp Time Stamp <---------- See Table 1-1 ---------> Yes 
BBox Bounding box <---------- See Table 1-1 ---------> Yes 
for advisory 
area 
Table 1-13. OMF Attributes for the EXTENT Element 
Attribute Brief Format Description Req'd? 
',,,, .. 
Description 
S~hape Type of area "AREA", Type of area shape Yes 
... specification "LINE" I specified 
"POINT" 
LatLons List of Positive, Control points (vertices) Yes 
latitudes and zero, or for a polygon/polyline 
longitudes negative representing the affected 




Table 1-15 Layer Parameter Codes (Cont.) 
Layer Description Example 
isobar-between-mp Layer between two (layer isobar-between-mp 
isobaric surfaces, mixed 50 100) for layer between 
precision (followed by 500 and 1000 hPa 
pressure of top in kPa 
and 1100 minus pressure 
of bottom in hPa) 
isobar-between-xp Layer between two (layer isobar-between 600 
isobaric surfaces, extra 100) for layer between 500 
precision (followed by and 1000 hPa 
top and bottom isobar 
values expressed as 1100 
hPa-isobar level, 
separated by a space) 
isotherm-0 Level of the zero-degree (layer isotherm-0) 
(Celsius) isotherm (or 
freezing level) 
land-depth Depth below land surface (layer land-depth 5.0) 
in centimeters 
land-depth-between Layer between two depths (layer land-depth-between 
in ground (followed by 0 30) for layer from ground 
the depth of the top of surface to 30 cm depth 
the layer and the depth 
of the bottom of the 
layer centimeters) 
land-height-cm Height level above ground (layer land~height-cm 50) 
(high precision) 
(followed by height in 
centimeters) 
land-isobar Pressure above ground (layer land-isobar 500) 
level in hPa 
land-isobar-between Layer between two isobars (layer land-isobar-between 
abive levels ( followed by 500 1000) 
top and bottom isobaric 
levels in hPa) 
low-cld-base Level of low cloud bases (layer low-cld-base) 
low-cld-top Level of low cloud tops (layer low-cld-top) 
max-wind Level of maximum wind (layer max-wind) 
mid-cld-base Level of middle cloud (layer mid-cld-base) 
bases 
mid-cld-top Level of middle cloud (layer mid-cld-top) 
tops 
msl Mean sea level (layer msl) 
msl-height Height above mean sea (layer msl-height 50) 
level (in meters) 
msl-height-between Layer between two heights (layer msl-height-between 
above mean sea level in 10 5) for layer between 
hundreds of meters 1000 and 500 meters above 
(followed by top and ground 
bottom height values) 
msl-height-ft Height above mean sea (layer msl-height-ft 5000) 
level (in feet) 
sea-bottom Bottom of the ocean (layer sea-bottom) 
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Table 1-15 Layer Parameter Codes (Cont.) 
Layer Description Example 
sea-depth Depth below the sea (layer sea-depth 50) 
surface (meters) 
sigma Sigma level in 1/10000 (layer sigma 9950) for 
sigma level .995 
sigma-between Layer between two sigma (layer sigma-between 99.5 
surfaces (followed by top 100.0) for layer between 
and bottom sigma values .995 and 1.0 
expressed in 1/100, 
separated by a space) 
sigma-between-xp Layer between two sigma (layer sigma-between-xp 
levels (followed by top .105 .100) for layer 
and bottom sigma values between .995 and 1.0 
expressed as 1.1-sigma) 
surface Earth's surface (layer surface) 
theta I sen tropic (theta) level (layer theta 300) 
(followed by potential 
temperature in degrees K) 
theta-between Layer between two (layer theta-between 150 
isentropic surfaces 200) 
(followed by top and 
bottom values expressed 
as 475-theta in degrees 
K) 
tropopause Level of tropopause (top {layer tropopause) ' 
·•· of troposphere) I 
1061 
Table 1-16 PowerPoint API Function Description Table 
Method Description Example 
Application Represents the entire MyPath = Application.Path 
Microsoft Power Point 
application. 
ActivePresentation Returns a Presentation Application 
object that represents .ActivePresentation.SaveAs MyPath 
the presentation open 
in the active window. 
(Read-only) 
Presentations Returns a Presentation firstPresSlides = 
object that represents Windows(l) .Presentation.Slides.Count 
the presentation in Windows(2) .Presentation.PageSetup -
which the specified .FirstSlideNumber = 
document window or firstPresSlides + 1 
slide show window was 
created. (Read-only) 
Presentations.Add Creates a This example creates a presentation, 
presentation. Returns adds a slide to it, and then saves 
a Presentation object the presentation. 
that represents the With Presentations.Add 
new presentation. . Slides. Add 1, ppLayoutTitle 
.SaveAs "Sample" 
End With .-- Slides A collection of all Use the Slides property to return a 
the Slide objects in Slides collection: 
the specified ActivePresentation.Slides.Add 2, 
presentation. ppLayoutBlank 
Slides.Add Creates a new slide This example adds a blank slide at 
and adds it to the the end of the active presentation. 
collection of slides With ActivePresentation.Slides 
in the specified .Add .Count + 1, ppLayoutBlank 
presentation. Returns End With 
a Slide object that 
represents the new 
slide. 
Shapes A collection of all Use the Shapes property to return 
the Shape objects on the Shapes collection. The following 
the specified slide. example selects all the shapes on 
Each Shape object myDocument. 
represents an object Set myDocument = 
in the drawing layer, ActivePresentation.Slides(l) 
such as an AutoShape, myDocument.Shapes.SelectAll 
free form, OLE object, 
or picture. 
Shapes.AddPicture Creates a picture from Set myDocument = 
an existing file. ActivePresentation.Slides(l) 
Returns a Shape object myDocument.Shapes.AddPicture 
that represents the "c:\microsoft office\" & -
new picture. "clipart\music.bmp", True, True, 
100, 100, 70, 70 
1062 
PowerPoint API Function Description Table (Cont.) 
Method Description Example 
Shapes.PictureFormat Contains properties Set myDocument = 
and methods that apply ActivePresentation.Slides(l) 
to pictures and OLE With 
objects. The myDocument.Shapes(l) .PictureFormat 
LinkFormat object .Brightness = 0.3 
contains properties .Contrast = 0.7 
and methods that apply .ColorType = msoPictureGrayScale 
to linked OLE objects .CropBottom = 18 
only. The OLEFormat End With 
object contains 
properties and methods 
that apply to OLE 
objects whether or not 
they're linked. 
SlideShowTransition Contains information With 
about how the ActivePresentation. Slides( 1 ). SlideShowTransition 
specified slide .Speed= ppTransitionSpeedFast 
advances during a End With 
slide show. 
SlideShowSetting Represents the slide With ActivePresentation.SlideShowSettings 
show setup for a .RangeType = ppShowSlideRange 
presentation. End With ,-
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The Complete OMF DTD 
<!-- <!DOCTYPE OMF SYSTEM "OMF.dtd" [ --> 
<!-- Weather Observation Definition Format DTD --> 
<!-- This is the OMF XML DTD. It can be referred to using the 
formal public identifier 
-//METNET//OMF 1.0//EN 
For description, see OMF.html 
$Id: OMF.dtd,v 3.8 1999/10/25 18:18:31 oleg Exp oleg $ 
--> 
<!-- Weather Observation Definition Format--> 
<!-- Basic attributes--> 
<!ENTITY% TStamp-type "NMTOKEN"> 
<!ENTITY% TRange-type "CDATA"> 
<!ENTITY% TStamp "TStamp %TStamp-type; #REQUIRED"> 
<!ENTITY% TRange "TRange %TRange-type; #REQUIRED"> 
<!ENTITY% LatLon "LatLon CDATA #REQUIRED"> 
<!ENTITY% LatLons "LatLons CDATA #REQUIRED"> 
<!ENTITY% BBox-REQD "BBox CDATA #REQUIRED"> 
<!ENTITY% BBox-OPT "BBox CDATA #IMPLIED"> 
<!ENTITY% Bid "Bid NMTOKEN #REQUIRED"> 
<!ENTITY% SName "SName CDATA #REQUIRED"> 
<!ENTITY% Elev "Elev NMTOKEN #IMPLIED"> 
<!-- Basic elements--> 
<!ELEMENT VALID (#PCDATA)> 
<!ATTLIST VALID %TRange;> 
<!-- A collection of weather observation reports--> 
<!ELEMENT Reports ( METAR I SPECI I UAR I BTSC I SYN)*> 
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< !ATTLIS_T Reports %TStamp; > 
<!-- Common report attributes--> 
<!ENTITY% ReportAttrs 
11 %TStamp; %LatLon; %Bid; %SName; %Elev; 
Vis NMTOKEN #IMPLIED 
Ceiling NMTOKEN #IMPLIED 
"> 
<!-- METAR and SPECI reports--> 
<!ELEMENT METAR (#PCDATA)> 
<!ATTLIST METAR %ReportAttrs;> 
<!ELEMENT SPECI (#PCDATA)> 
<!ATTLIST SPECI %ReportAttrs;> 
<!-- A collection of weather hazard advisories--> 
<!ELEMENT Advisories ( SIGMET I AIRMET I WW)*> 
<!ATTLIST Advisories %TStamp;> 
<!-- A SIGMET advisory--> 
<!ELEMENT SIGMET (VALID, AFFECTING?, EXTENT, BODY) > 
<!ATTLIST SIGMET 
class (CONVECTIVEJ HOTEL! INDIA! UNIFORM! VICTOR! WHISKEY) #REQUIRED 




<!ELEMENT AFFECTING (#PCDATA)> 
<!ELEMENT EXTENT (#PCDATA)> 
<!ATTLIST EXTENT 




<!ELEMENT BODY (#PCDATA)> 
<!-- A collection of weather forecasts--> 
<!ELEMENT Forecasts ( TAF )* > 
<!ATTLIST Forecasts %TStamp;> 
<!-- A Terminal Aerodrome Forecast--> 
<!ELEMENT TAF 
<!ATTLIST TAF 
VALID, PERIOD+) > 
%TStamp; %LatLon; %Bid; %SName; 
> 
<!ELEMENT PERIOD ( PREVAILING, VAR*)> 
<!ATTLIST PERIOD 
%TRange; 
Title NMTOKEN #IMPLIED 
> 
<!ELEMENT PREVAILING (#PCDATA)> 
<!ELEMENT VAR (#PCDATA)> 
<!ATTLIST VAR 
%TRange; 
Title CDATA #REQUIRED 
> 
<!-- Rawinsonde and Pibal Observation reports--> 
<!ELEMENT UAR 
<!ATTLIST UAR 
UAPART+, UAID*, UACODE*, UALEVELS) > 
%TStamp; %LatLon; %Bid; %SName; %Elev; 
> 
<!ELEMENT UAPART (#PCDATA)> 
<!ATTLIST UAPART 
id NMTOKEN #REQUIRED 
> 
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<!ENTITY% UARef "Ref NMTOKEN #REQUIRED"> 
<!ELEMENT UAID (#PCDATA)> 
<!ATTLIST UAID %UARef; > 
<!ELEMENT UACODE (#PCDATA)> 
<!ATTLIST UACODE %UARef; > 
<!ELEMENT UALEVELS (UALEVEL)*> 
<!ELEMENT UALEVEL (#PCDATA)> 
<!ATTLIST UALEVEL 
%UARef; 
p NMTOKEN #REQUIRED 
H NMTOKEN #IMPLIED 
T NMTOKEN #IMPLIED 
DP NMTOKEN #IMPLIED 
Wind CDATA #IMPLIED 
> 
<!-- Bathythermal, Salinity and Ocean Currents Observations--> 
<!ELEMENT BTSC ( BTID, BTCODE?, BTLEVELS) > 
<!ATTLIST BTSC 
%TStamp; %LatLon; %Bid; %SName; 
Title (JJYY I KKXX I NNXX) #REQUIRED 
Depth NMTOKEN #IMPLIED 
> 
<!ELEMENT BTID (#PCDATA)> 
<!ATTLIST BTID 
DZ (718) #IMPLIED 
Rec NMTOKEN #IMPLIED 
WS (0111213) #IMPLIED 
Curr-s (21314) #IMPLIED 
Curr-d NMTOKEN #IMPLIED 
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AV-T (0111213) #IMPLIED 
AV-Sal (0111213) #IMPLIED 
AV-Curr (0111213) #IMPLIED 
Sal (11213) #IMPLIED 
> 
<!ELEMENT BTCODE (#PCDATA)> 
<!ELEMENT BTLEVELS (BTAIR?, (BTLEVEL)*)> 
<!ELEMENT BTAIR (#PCDATA)> 
<!ATTLIST BTAIR 
T NMTOKEN #IMPLIED 
Wind CDATA #IMPLIED 
> 
<!ELEMENT BTLEVEL (#PCDATA)> 
<!ATTLIST BTLEVEL 
D NMTOKEN #REQUIRED 
T NMTOKEN #IMPLIED 
S NMTOKEN #IMPLIED 
Curr CDATA #IMPLIED 
> 
<!-- Surface Synoptic Reports from land and sea stations--> 
<!ELEMENT SYN ( SYID, SYCODE?, SYG?, SYSEA?) > 
<!ATTLIST SYN 
%TStamp; %LatLon; %Bid; %SName; %Elev; 
Title (AAXX 
SType (AUTO 
BBXX I ZZYY) #REQUIRED 
MANN) ''MANN'' 
> 
<!ELEMENT SYID (#PCDATA)> 
<!ATTLIST SYID 
WS (0111314) #IMPLIED 
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> 
<!ELEMENT SYCODE (#PCDATA)> 
<!ELEMENT SYG (#PCDATA)> 
<!ATTLIST SYG 
T NMTOKEN #IMPLIED 
TD NMTOKEN #IMPLIED 
Hum NMTOKEN #IMPLIED 
Tmm CDATA #IMPLIED 
P NMTOKEN #IMPLIED 
PO NMTOKEN #IMPLIED 
Pd NMTOKENS #IMPLIED 
Vis NMTOKEN #IMPLIED 
Ceiling NMTOKEN #IMPLIED 
Wind CDATA #IMPLIED 
WX CDATA #IMPLIED 
Pree CDATA #IMPLIED 
Clouds CDATA #IMPLIED 
> 
<!ELEMENT SYSEA (#PCDATA)> 
<!ATTLIST SYSEA 
T NMTOKEN #IMPLIED 
Wave CDATA #IMPLIED 
SDir CDATA #IMPLIED 
> 
<!-- Plain-text WMO Meteorological messages--> 
<!ELEMENT Messages (MSG)*> 
<!ATTLIST Messages %TStamp;> 
<!ELEMENT MSG ANY> 
<!ATTLIST MSG 
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id NMTOKEN #REQUIRED 




BBB CDATA #IMPLIED 
Descr CDATA #IMPLIED 
> 
<!-- ]> --> 
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APPENDIX C: CBWRAPPER/CONTROLLER/GLUE SOURCE CODE 
'######################################################## 
'# File: Webinterface.ctl 
'# Date Author History 




'The Continuous Brief wrapper (CBWrapper) is an ActiveX 
' Control that represents the Graphical User Interface 
' (GUI) via the Web browser (Internet Explorer). It allows 
' an user to select the type of images that he/she wants 
' to view. Also, it allows the user to set the number of 
' images, the size, and the duration for the display. 
'******************************************************* 
Private mControllerConnector As ControllerConnector 
Private mMonitor As Monitor 
Private mMonitorConnector As MonitorConnector 
Private WithEvents mController As Controller 
'Get reference to Application object from the PowerPoint API. 
Public myPPT As PowerPoint.Application 
Public AppRunning As Boolean 
Private BriefStarted As Boolean 
Private downloadFolder As String 
Private cfgFolder As String 
Private ServerURL As String 
'******************************************************* 
' Reset the Continuous Brief GUI to its default values. 
' Set slide show to fullscreen size. 
' Set number of images to 24 
' Set duration of the slide show to 0. 
'******************************************************** 
Private Sub Default_Click() 
ImageType.Text = "Select an image type" 
ImagesText.Text = "24" 
HeightText.Text = 11 540 11 
WidthText.Text = "720" 
DurationText.Text = "0" 
End Sub 
'******************************************************** 
1 Update the brief. 
'Use the GetimageDir method from the Controller object 
' to get the location of the files. 
'Use the Controller_UpdateBrief method to update the brief. 
'******************************************************** 
Private Sub Start_Click() 
Dim imageloc As String 
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' Stop the slide show. 
' Terminate the background running PowerPoint application. 
' Free up the un-used object. 
' Reset the AppRunning flag to false. 
'******************************************************** 
Private Sub Stop_Click() 
If AppRunning Then 
myPPT.ActivePresentation.Close 
myPPT.Quit 
Set myPPT = Nothing 
AppRunning = False 




' Initialize references to the Monitor and Controller objects. 
'******************************************************** 
Private Sub UserControl_Initialize() 
Set mControllerConnector = New ControllerConnector 
Set mController = mControllerConnector.Controller 
Set mMonitorConnector = New MonitorConnector 
Set mMonitor = mMonitorConnector.Monitor 
AppRunning = False 
BriefStarted = False 
'Add image types to the drop-box in the Continuous Brief GUI 
Dim intFile As Integer ' FreeFile variable 
Dim inputStr As String 
Dim cfgFile As String 
Dim typeStr As String 
Dim locationStr As String 
Dim virtualDirStr As String 
Dim tmpFolderStr As String 
Dim tmpFileStr As String 
Dim downloadFileStr As String 
' Set values for the URL, download folder, and a temporary filename 
I %%%%%%%%%%%%%%%%%%%%%% 
' Change config here: 
ServerURL = 11 http://isdsclient/ 11 111 http://tampc.spawar.navy.mil/ 11 
I %%%%%%%%%%%%%%%%%%%%%% 
cfgFile = "cbdata.cfg" 
downloadFolder = Environ("TEMP") & "\cbdownload" 
cfgFolder = downloadFolder & 11 \cbdata" 
tmpFileStr = cfgFolder & 11 \ 11 & cfgFile 
downloadFileStr = ServerURL & 11 / 11 & cfgFile 
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' Create a temporary directory for downloading data 
Call createFolder(downloadFolder) 
Call createFolder(cfgFolder) 
Call downloadFile(downloadFileStr, tmpFileStr) 
intFile = FreeFile() 
Open tmpFileStr For Input As #intFile 
Do While Not EOF(intFile) 
Loop 
Line Input #intFile, inputStr 





' Receive Controller event to do the update for the brief. 
' Parameters: 
in: DataType - the data (images) type 
in: imageDir - the directory where to find the images. 
'******************************************************** 
Private Sub mController_UpdateBrief(DataType As String) 
' Check for the right type of data that the CBWrapper is showing. 
If (StrComp(ImageType.Text, DataType, vbTextCompare) = O) And 
BriefStarted Then 
Dim virtualDir As String 
Dim fileListName As String 
Dim tmpFileStr As String 
Dim tmpURLStr As String 
Call mController.Getimageinfo(ImageType.Text, ImagesText.Text, 
virtualDir, fileListName) 
' Local variables declarations 
Dim myArray() As String 
Dim myPres As Presentation 
Dim fs, f, fc, fl, i, j, k 
Dims As Slide 
Dim LeftVal As Long 
Dim TopVal As Long 
Dim imageW As Long 
Dim imageH As Long 
Dim ImgFile As String 
Dim intFile As Integer 
Dim inputStr As String 
' Download the list of image filenames from server 
tmpURLStr = ServerURL & virtualDir & 11 /CB_listfile/ 11 & 
fileListName 
tmpFileStr = cfgFolder & 11 \ 11 & fileListName 
Call downloadFile(tmpURLStr, tmpFileStr) 
' Download image files from server 
intFile = FreeFile() 
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True, 
Open tmpFileStr For Input As #intFile 
Do While Not EOF(intFile) 
Line Input #intFile, inputStr 
tmpURLStr = ServerURL & virtualDir & 11 / 11 & inputStr 
tmpFileStr = downloadFolder & "\" & inputStr 
Call downloadFile(tmpURLStr, tmpFileStr) 
Loop 
Close #intFile 
' Get reference to the PowerPoint Application object. 
On Error Resume Next 
Set myPPT = GetObject(, "PowerPoint.application") 
If Err.Number<> 0 Then 
Set myPPT = CreateObject("PowerPoint.application") 
End If 
' Set the AppRunning flag so that it will be 
' checked when the STOP button is clicked. 
AppRunning = True 
' Stop the current running slide show (if any) 
If myPPT.Presentations.Count <> O Then 
myPPT.ActivePresentation.Close 
End If 
' Create new presentation with the new update data 
Set myPres myPPT.Presentations.Add(True) 
' Create a FileSystemObject for manipulating the file system 
Set fs = CreateObject("Scripting.FileSystemObject") 
Set f = fs.GetFolder(downloadFolder) 
Set fc = f.Files 
i 1 
k 1 
' Store all filenames from the image directory 
' to an array for sorting purpose. 
ReDim myArray(l To fc.Count) 
For Each fl In fc 
Next 
myArray(i) = fl.Name 
i = i + 1 
1 Sort the array. 
Call mMonitor.dhBubbleSort(myArray) 
' Calculate the positions and dimensions for the images. 
Call GetDimensions(LeftVal, TopVal, imageW, imageH) 
'Add the images to the PowerPoint presentation. 
For j = (fc.Count - ImagesText.Text + 1) To fc.Count 
ImgFile = downloadFolder & "\" & myArray(j) 
myPres.Slides.Add k, ppLayoutBlank 
myPres.Slides.Item(k) .Shapes.AddPicture ImgFile, True, 
LeftVal, 
TopVal, imageW, imageH 
k = k + 1 
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Next 
'Free up the FileSystemObject 
Set fs = Nothing 
Set f = Nothing 
Set fc = Nothing 
when done 
' Configure the slide show properties and run the show 
For Each s In myPPT.ActivePresentation.Slides 
With s.SlideShowTransition 
.AdvanceOnTime = True 




.StartingSlide = 1 
.EndingSlide = ImagesText.Text 
.AdvanceMode = ppSlideShowUseSlideTimings 
.LoopUntilStopped = True 
.Run 
End With 
' Delete the images when done creating the brief 
For i = 1 To fc.Count 
If fs.FileExists(downloadFolder & 11 \ 11 & myArray(i)) Then 







' The GetDimensions subroutine calculates the positions 
' (Left, Top), and the dimensions (Height, Width) 
' for the images. 
' Parameters: 
in/out: L - the Left value 
T - the Top value 
W - the Width value 
H - the Height value 
'******************************************************** 
Private Sub GetDimensions(L As Long, T As Long, W As Long, H As Long) 
' Local variables declarations 
Dim DeltaX As Long 
Dim DeltaY As Long 
DeltaX = myPPT.ActivePresentation.PageSetup.SlideWidth -
WidthText.Text 
DeltaY = myPPT.ActivePresentation.PageSetup.SlideHeight -
HeightText.Text 
If DeltaX <= 0 Then 





L = DeltaX I 2 
End If 
If DeltaY <= 0 Then 
T 0 
Else 
T DeltaY / 2 
End If 
w = WidthText.Text 
H = HeightText.Text 
If W > 720 Then W 720 
If H > 540 Then H = 540 
End Sub 
Private Sub lineinfo(searchStr As String, k As String, D As String, V 
As String) 
Dim istart As Integer 
Dim istop As Integer 
istart = 1 
istop = O 
istop = InStr(istart, searchStr, "=", vbTextCompare) 
1 Get the key string 
k = Mid(searchStr, istart, istop - 1) 
istart = istop + 1 
istop = InStr(istart, searchStr, "I", vbTextCompare) 
' Get the directory string 
If istop > istart Then 
D = Mid(searchStr, istart, istop - istart) 
istart = istop + 1 
Else 
'Get the location string 
V = Mid(searchStr, istart) 




Private Sub downloadFile(URLStr As String, saveFile As String) 
Dim bData() As Byte ' Data variable 
Dim intFile As Integer ' FreeFile variable 
intFile = FreeFile() ' Set intFile to an unused file. 
' The result of the OpenURL method goes into the Byte 
' array, and the Byte array is then saved to disk. 
bData() = Inetl.OpenURL(URLStr, icByteArray) 
Open saveFile For Binary Access Write As #intFile 
Put #intFile, , bData() 
Close #intFile 
End Sub 
Private Sub createFolder(path As String) 
Dim fs, f 
Set fs = CreateObject("Scripting.FileSystemObject") 
If Not fs.FolderExists(path) Then 
Set f = fs.createFolder(path) 
End If 
Set fs = Nothing 
Set f = Nothing 
End Sub 
Private Sub deleteFolder(path As String) 
Dim fs, f 
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Set fs = CreateObject( 11 Scripting.FileSystemObject 11 ) 
If fs.FolderExists(path) Then 
fs.deleteFolder path, True 
End If 
Set fs = Nothing 
End Sub 
Private Sub UserControl_ReadProperties(PropBag As PropertyBag) 
ServerURL = PropBag.ReadProperty( 11 ServerURL 11 , Nothing) 
'Debug. Print cfgFile & 11 11 & ServerURL 
End Sub 
Private Sub UserControl_Terminate() 




' The Controller component uses this UpdateBrief event to 
' notify the Continuous Brief wrapper (CBWrapper) for 
' updating the brief. 
' Event's parameters: 
imageType: the type of images 
imageLoc: the location where to find the images. 
' The Glue component will raise the event to notify the 
' Controller when it's done with storing data. 
' The Monitor component will raise the event to notify the 
' Controller when the new data come in. 
' WithEvents causes the component(s) which raise the event(s) 
' to run asynchronously. 
'MonitorConnector component allows multiple connections to 
' single Monitor object. 
'******************************************************** 
Event UpdateBrief(imageType As String) 
Public WithEvents mGlue As Glue 
Private WithEvents mMonitor As Monitor ' Get Monitor events 
Private mMonitorConnector As MonitorConnector 
'******************************************************** 
' Connect to the Monitor component 
'******************************************************** 
Private Sub Class_Initialize() 
Set mMonitorConnector = New MonitorConnector 




' Receive the notification from the Monitor component 
' The Controller passes the information to the Glue component 
' for storing data to the database. 
' Event's paramenter: 
DataType: the data (images) type 
'******************************************************** 
Private Sub mMonitor_NewData(DataType As String) 




' Receive the notification from the Glue component 
' The Controller notifies the CBWrapper(s) and passes the 
' information for the wrapper(s) to update the brief(s). 
' Event's paramenter: 
DataType: the data (images) type 
'******************************************************** 
Private Sub mGlue_GlueDone(DataType As String) 'Asynchronous glue 
component is done 
Set mGlue = Nothing ' Free the Glue object 
'Notify the CBWrapper for updating the brief 
RaiseEvent UpdateBrief(DataType) 
End Sub 
Public Sub Getimageinfo(ImageID As String, fileCounts As Integer, 
virtualDir As String, fileListName As String) 
Dim i As Integer 
For i = 1 To UBound(gCfgArray) 
If (StrComp(ImageID, gCfgArray(i) .key, vbTextCompare) = 0) Then 
virtualDir = gCfgArray(i) .vir_path 
fileListName = "CB DATA.LST" 





Private Sub makeFileList(fileCounts As Integer, path As String, 
filename As String) 
Dim fs, f, fc, fl, i, j, a 
Dim myCount As Integer 
Dim listfileStr As String 
Dim myArray() As String 
' Create a FileSystemObject for manipulating the file system. 
Set fs = CreateObject("Scripting.FileSystemObject") 
Set f = fs.GetFolder(path) 
Set fc = f.Files 
myCount = fc.Count 
i = 1 
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' Store the name of the files to an array for sorting purpose 
ReDim myArray(l To mycount) 
For Each fl In fc 
Next 
myArray(i) = fl.Name 
i = i + 1 
' Sort the array 
Call mMonitor.dhBubbleSort(myArray) 
listfileStr = path & 11 \ 11 & "CB_listfile" 
createFolder listfileStr 
Set a= fs.CreateTextFile(listfileStr & 11 \ 11 & filename, True) 




' Free up the objects, which are no longer be used. 
Set fs = Nothing 
Set f = Nothing 
Set fc = Nothing 
Set a= Nothing 
End Sub 
Private Sub createFolder(path As String) 
Dim fs, f 
Set fs = CreateObject("Scripting.FileSystemObject") 
If Not fs.FolderExists(path) Then 
Set f = fs.createFolder(path) 
End If 
Set fs = Nothing 




'# File: Glue.els 
'# Date Author History 




' The Glue component uses this event to notify the 
' Controller when done with its task. 
' Event's parameter: 
DataType: the data (images) type. 
'******************************************************** 
Event GlueDone(DataType As String) 
'******************************************************** 
' Notify the Controller when done storing data. 
'******************************************************** 
Public Sub StoreData(DataType As String) 




' Start glue task 
'######################################################## 
'# File: Monitor.els 
'# Date Author History 




' The VISStamDate, IRStampDate, and VAPORStampDate variables 
' store the created date of the latest stored data. 
'WithEvents causes the component(s) which raise the event(s) 
' to run asynchronously. 
' Event's parameter: 
DataType: the data (images) type 
' The Monitor component will raise the event to notify the 
' Controller when the new data come in. 
'******************************************************** 
Private VISStampDate As Date 
Private IRStampDate As Date 
Private VAPORStampDate As Date 
Private mTiming As Timing 
Private WithEvents mClock As Timer 
Event NewData(DataType As String) 
'An array that holds the StampDate data type 
'******************************************************** 
' The tasks done when a new Monitor object is created. 
'******************************************************** 
Private Sub Class_Initialize() 
' Start Monitor Timer and create instance of form 
Set mTiming = New Timing 
Load mTiming 
' Connect timers' events to associated event procedures in Monitor 
Set mClock = mTiming.Clock 




' The tasks done when the Monitor object is terminated. 
'******************************************************** 
Private Sub Class_Terminate() 
' Free up the timer object. 
Set mClock = Nothing 
' Terminate Monitor 
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' Unload and free up the form. 
Unload mTiming 
Set mTiming = Nothing 
End Sub 
'******************************************************** 
' Process Timer Event. 
' This timer event causes the Monitor to poll the storage 
' directories for new data. 
' The Monitor will raise the event(s) if it found a new data. 
'******************************************************** 
Private Sub mClock_Timer() 
Dim i As Integer 
For i = 1 To UBound(gCfgArray) 
If IsNewFile(gCfgArray(i) .path, i) Then 





' The IsNewFile function is used to determine whether or 
'not a new data exists. 
' Paramenters: 
in: StrDir - the directory where to check for 
new data. 
in: StampDate - the created date of the latest 
data from the previous checked. 
return: TRUE if there's new data, and FALSE otherwise. 
'******************************************************** 
Private Function IsNewFile(StrDir As String, arrayindex As Integer) As 
Boolean 
' Local variables declarations. 
Dim fs, f, fc, fl, i 
Dim myStamp As Date 
Dim myArray() As String 
' Create a FileSystemObject for manipulating the file system. 
Set fs = CreateObject("Scripting.FileSystemObject") 
Set f = fs.GetFolder(StrDir) 
Set fc = f.Files 
i = 1 
' Store the name of the files to an array for sorting purpose 
ReDim myArray(l To fc.Count) 
For Each fl In fc 
Next 
myArray(i) = fl.Name 
i = i + 1 
' Sort the array 
Call dhBubbleSort(myArray) 
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' Check for new file based on the file's created date. 
myStamp = fs.GetFile(StrDir & "\" & myArray(fc.Count)) .DateCreated 
If (DateDiff("s", gCfgArray(arrayindex) .stampdate, myStamp) <> O) 
Then 
gCfgArray(arrayindex) .stampdate = myStamp 
IsNewFile True 
Else 
IsNewFile = False 
End If 
' Free up the objects, which are no longer be used. 
Set fs = Nothing 
Set f = Nothing 
Set fc = Nothing 
End Function 
'******************************************************** 
' Standard bubblesort. 
' DON'T USE THIS unless you know the data is already 
' almost sorted! It's incredibly slow for 
' randomly sorted data. 
' There are many variants on this algorithm. 
' There may even be better ones than this. 
' But it's not even going to win any 
' speed prizes for random sorts. 
' From "Visual Basic Language Developer's Handbook" 
' by Ken Getz and Mike Gilbert 
' Copyright 2000; Sybex, Inc. All rights reserved. 
' In: 
varitems: 
Array of items to be sorted. 
' Out: 
Varitems will be sorted. 
'******************************************************** 
Public Sub dhBubbleSort(varitems As Variant) 
Dim blnSorted As Boolean 
Dim lngI As Long 
Dim lngJ As Long 
Dim lngitems As Long 
Dim varTemp As Variant 
Dim lngLBound As Long 
lngitems = UBound(varitems) 
lngLBound = LBound(varitems) 
' Set lngI one lower than the lower bound. 
lngI = lngLBound - 1 
Do While (lngI < lngitems) And Not blnSorted 
blnSorted = True 
lngI = lngI + 1 
For lngJ = lngLBound To lngitems - lngI 
If varitems(lngJ) > varitems(lngJ + 1) Then 
varTemp = varitems(lngJ) 
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varitems(lngJ) = varitems(lngJ + 1) 
varitems(lngJ + 1) = varTemp 






' The lineinfo subroutine parses a line input from the 
' configuration file (cbdata.cfg). It separates the 
1 image type value, and the location value from the input. 
'******************************************************** 
Private Sub lineinfo(searchStr As String, K As String, D As String, V 
As String) 
Dim istart As Integer 
Dim istop As Integer 
istart = 1 
istop = o 
istop = InStr(istart, searchStr, 11 =11 , vbTextCompare) 
' Get the key string 
K = Mid(searchStr, istart, istop - 1) 
istart = istop + 1 
istop = InStr(istart, searchStr, 11 i 11 , vbTextCompare) 
' Get the directory string 
If istop > istart Then 
D = Mid(searchStr, istart, istop - istart) 
istart = istop + 1 
Else 
'Get the location string 
V = Mid(searchStr, istart) 
D = Mid(searchStr, istart) 




' The GetDateArrayindex function returns an index of the 
' dateArray, where the specified image type (ID) is stored. 
'******************************************************** 
Public Function GetArrayindex(key As String) As Integer 
Dim tmpinfo As cfginfo 
Dim bFound As Boolean 
Dim i As Integer 
bFound = False 
i = 1 
Do While Not bFound 
tmpinfo = gCfgArray(i) 
If (StrComp(tmpinfo.key, key) 
GetArrayindex = i 
bFound = True 
End If 






' The GetConfig subroutine reads information stored in 
' the configuration file, and adds them to the link list. 
'******************************************************** 
Private Sub GetConfig() 
Dim cfgpath As String 
Dim inputStr As String 
Dim keyStr As String 
Dim dirStr As String 
Dim virDirStr As String 
Dim intFile As Integer 
Dim tmpinfo As cfginfo 
' Initialize the size the gCfgArray 
ReDim gCfgArray(0) 
' Get the path for the configuration file 
cfgpath = Environ("CB_HOME") & 11 \cbdata.cfg" 
' Store the configured info to the array 
intFile = FreeFile() 
Open cfgpath For Input As #intFile 
Do While Not EOF(intFile) 
30, 1899 
Loop 
Line Input #intFile, inputStr 




.vir_path = virDirStr 
.stampdate = -1 ' initialize the date to before Dec. 
End With 
ReDim Preserve gCfgArray(UBound(gCfgArray) + 1) 
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