Abstract. In this paper, a fully discrete finite difference method for forward backward doubly stochastic differential equation is studied. A first order numerical algorithm is obtained using the two sided Itô-Taylor expansion. Numerical experiments verify the accuracy and efficiency of the numerical algorithm. A nonlinear tracking problem is simulated using the first order algorithm.
1. Introduction. Backward doubly stochastic differential equations (BDSDEs) were introduced as Feynman-Kac type probabilistic representations of semi-linear parabolic stochastic partial differential equations (SPDEs) [20] . The relationship between SPDEs and BDSDEs can be describes as follows.
Let u be the solution of the backward parabolic type SPDE (1.1)
u(x, t), ∇u(x, t)) + g(x, t, u(x, t))Ḃ(t), t ∈ [0, T ], x ∈ R
where ∆ is a Laplace operator and B t is a standard Brownian motion. [4, 6, 9, 12, 13, 14, 15] . The Zakai equation, sometimes also named as Zakai filter, is one of a few well known methods for solving nonlinear filtering problems ( [8, 22] ). Thus solving the BDSDE (1.3) efficiently may help provide an effective method for approximating solutions of nonlinear filter problems.
In this paper, we develop an efficient first order numerical method for approximating solutions of BDSDE (1.3). Several effective numerical approaches for backward stochastic differential equations ( BSDEs ) and forward backward stochastic differential equations ( FBSDEs ) have been proposed in the last decade, including primary schemes for BSDEs ( [1, 7, 16, 23] ), the four-step scheme for FBSDEs [17, 18, 19] ), and the θ-scheme with high convergence rate for BSDEs ( [24, 25] ). In comparison, efficient high order numerical algorithms for BDSDEs are not well developed. To the best of our knowledge, so far only a half order numerical scheme was proposed by the authors in [2] .
Obviously solving BDSDEs numerically is more difficult than solving SDEs and BSDEs as they contain two Brownian motions. While it is relatively easy to construct a half order algorithm using the simple Euler method ( [2] ), it is much more involved to construct higher order algorithms. The bottle neck is the difficulty in approximating the forward and backward Itô integrals in (1.4) with high order quadratures. In this work, we propose to use an Itô-Taylor formula for two-sided stochastic integrals [20, 21] in order to obtain a higher order quadrature for the backward Itô integral; for the forward stochastic integral, we propose to use the variational equations for BDSDEs [20] to derive high order quadrature rule. It is worth noting that although our focus is the on construction of a first order algorithm, the methodology developed in this paper can be used to obtain even higher order algorithms.
The rest of the paper is organized as follows. In section 2, we give a detailed description of BDSDEs and the related variational equations. In section 3, we construct a first order numerical scheme by using the two-sided Itô-Taylor formula and the variational equations. In Section 4, we carry out rigorous error analysis and show the first order convergence of the numerical scheme constructed in Section 3. In Section 5, we propose a fully discrete scheme using high order Gauss quadratures and provide the corresponding convergence analysis. Then in Section 6 we carry out numerical experiments to demonstrate the accuracy and effectiveness of our scheme. We also solve a bearing-only tracking problem to illustrate the effectiveness of our numerical method in approximating solutions of nonlinear filtering problems. We conclude the paper with a few remarks in Section 7.
quadrature rules for the forward Itô integral in (1.4) .
In the BDSDE (1.4), ∫ T s ·d ← − B r denotes the backward Itô integration: for a F B t,T adapted process V t , and quasi-uniform time partitions ∆: 0 = t 0 < t 1 < t 2 < · · · < t N −1 < t N = T ,
where ∆t = max 0≤i≤N −1
Let (Λ, F, P ) be a complete probability space and T > 0 be the terminal time. Throughout of this paper, we consider two mutually independent standard Brownian motions {W t , 0 ≤ t ≤ T } and {B t , 0 ≤ t ≤ T } defined on (Λ, F, P ) with their values in R d and in R l , respectively. Moreover, for x ∈ R d we define {W t,x s = x + W s−t ; 0 ≤ t ≤ s ≤ T } to be the set of Brownian motions {W s , 0 ≤ s ≤ T } satisfying W t = x, 0 ≤ t ≤ s.
Let N denote the class of P-null sets of F. For each t ∈ [0, T ], define
where F η s,t = σ{η r − η s ; s ≤ r ≤ t} ∨ N is the σ-field generated by {η r − η s ; s ≤ r ≤ t}, and F η t = F η 0,t for a stochastic process η = η t , t > 0. Note that the collection {F t , t ∈ [0, T ]} is neither increasing nor decreasing, thus it does not constitute a filtration.
For any positive integer n ∈ N, we denote M 2 (0, T ; R n ) the set of R n valued jointly measurable random processes {ϕ t ; t ∈ [0, T ]} such that ϕ t ∈ F t for a.e. t ∈ [0, t] and
Similarly, we denote by S 2 ([0, T ]; R n ) the set of of continuous R n valued random processes
We define the map f : which are jointly measurable and for any 
Assumption 1. f and g satisfy the Lipschitz condition, i.e. there exists a constant c > 0 such that for any
Under Assumptions 1, it was shown in [20] that there exists a pair of stochastic processes 
where 
3. Numerical Algorithm. To derive a numerical algorithm for approximating solutions of BDSDE (1.4), we introduce the following partition of [0, T ]
In the sequel, we assume that f in BDSDE (1.4) is a function of time t, the Brownian motions W t and B t , and solution (y t , z t ) of BDSDEs; g in BDSDE (1.4) is a function of time t, the Brownian motions W t and B t , and solution z t of BDSDEs.
Reference equations.
In this subsection we approximate integrals in (1.4) with appropriate quadratures with first order accuracy and name the resulting equations as reference equations (see [24] ). For this purpose, we define F 
For the backward Itô integral term in (3.2), the application of the right point formula will result in only a half order scheme (see [2] ) and thus is inadequate for deriving a first order algorithm. To obtain a first order numerical scheme, we introduce Itô's formula for doubly stochastic integrals (
) and δ t = (0, 1, 0, z t ). In light of (1.4), (2.1) and the identity (2.2), we have following SDE for α t :
Applying Itô's formula for doubly stochastic integrals gives
Letting t = t n+1 in the above equation we have for t n ≤ s ≤ t n+1 that
where
Taking conditional expectation E tn,x tn [·] on both sides of (3.5) and noting that
we obtain
Using the right point formula for the backward Itô integral above, we have that
Integrating (3.6) from t n to t n+1 with respect to
Thus from (3.7),
Inserting (3.3) and (3.9) to (3.2) yields 
In what follows, we will approximate the integrals in the above equations with appropriate quadratures. The application of either left point formula or even Crank-Nicolson formula will result in a half order algorithm. To obtain a first order numerical scheme, we need to use a more accurate quadrature rule. Here we use the equation (2.1) to achieve this goal. Choosing t = t n , T = s and taking conditional expectation E 
From the identity (2.2),
Thus, replacing ∇y with z in (3.15), we have (3.16)
). For the first integral on the right hand side of (3.12), we use the right point formula to get (3.17)
To deal with the third term on the right hand side of (3.12), we multiply ∆W tn and take conditional expectation E tn,x tn [·] on both sides of (3.5) to obtain
Then, the application of Itô's isometry on the third term of the right hand side of the above equation gives
from which we have
Integrating the equation (3.18) with respect to d ← − B s from t n to t n+1 , we obtain the approximation to the third term on right hand side of (3.12) as (3.19)
Inserting (3.16), (3.17) and (3.19) into the equation (3.12), we have
with the error term
To proceed, we need the following lemma for the double integrals
Proof : See Appendix A. From the definition of ∇G s and using Lemma 3.1, we can rewrite (3.22) as
which is the reference equation for z t .
Numerical scheme.
Neglecting the truncation error terms R n y and R n z in (3.10) and (3.23) respectively, we derive the numerical algorithm for solving the BDSDE (1.4) as follows. Given random variables y N T and z N T , for n = N T − 1, N T − 2 . . . 0, 1, find the approximate solution (y n , z n ) of (y t , z t ) backwardly from
Here, (y n , z n ) is the approximate solution for (
Error Estimates.
In this section, we show the first order convergence for the numerical scheme defined by (3.24) and (3.25) . This is done in two steps. In the first step, we derive the upper bounds of ∥y t − y n ∥ and ∥z t − z n ∥ with respect to the truncation errors R n y in (3.10) and R n z in (3.23) . This amounts to the stability analysis of the algorithm. In the second step we derive the error estimates by estimating the convergence order of the truncation errors.
Error estimates with respect to truncation errors.
To simplify the presentation, we introduce the following notations which will be used throughout the rest of the paper. Denote
With these notations in hand, we subtract (3.24) and (3.25) from (3.10) and (3.23), respectively to obtain (4.1)
where L is a constant depending on the 
where R W,n y , R n y and R n z are error terms defined in (3.4), (3.11) and (3.21), respectively, ϵ is a positive constant, C is a positive constant depending on functions f , g and constant ϵ, C ϵ is a constant only depending on constant ϵ.
Proof : We first derive an estimate for e n y . Denote
Taking the square and then the expectation E[·] on both sides of (4.1) gives
] .
Using Cauchy's inequality and Young's inequality on the right hand side of the above equation, we have that
where ϵ 1 is a positive constant which will be determined later. It follows from (4.3) and the Cauchy's inequality that there exist positive constants C 1 , C 2 such that (4.6) 
For the last term on the right hand side of (4.7), we recall that R n y = R 
where C ϵ 1 is a constant depending on ϵ 1 and functions f and g. Similar to the above estimate, we next derive an estimate for e n z following a similar procedure. To this end we square both sides of (4.2), and then take the expectation E[·] to obtain
Similarly to (4.6) (4.12)
where C 3 and C 4 are positive constants. Applying Cauchy's inequality on the right hand side of (4.11), we deduce that (4.13) 
where ϵ 2 is a positive number which will be determined later. With Cauchy's inequality and the estimates in (4.3), we deduce that
Also, for an arbitrary given constant ϵ > 0, it follows from Young's inequality that
Inserting (4.14), (4.15) and (4.16) into the equation (4.13) and using (4.12), we obtain the estimate (4.17)
where C ϵ 2 , C ϵ are constants depending on ϵ 2 , ϵ respectively and functions f and g. 
Since 1 1 + ϵ < 1, the above inequality can be rewritten as (4.18)
With (4.10) and (4.18) in hand, we are ready to drive the result of the theorem. First we add (4.18) to (4.10) to obtain (4.19)
For a fixed positive constant ϵ, we choose positive numbers ϵ 1 , ϵ 2 so that
Then, the application of Jensen's inequality leads to (4.20)
where C ϵ 1 ,ϵ 2 is a constant depending on ϵ 1 , ϵ 2 and functions f and g. Finally using the discrete Gronwall inequality, we obtain (4.21)
as required.
Error Estimates.
We now apply Theorem 4.1 to obtain error estimates for the proposed numerical scheme (3.24) and (3.25) . In light of (4.21), it suffices to estimate the truncation errors R n y , R n z and R 
where C is a constant independent of s and t.
and h ′ are all bounded, then
where C is a constant independent of s and t. Now we are ready to derive estimates for the truncation errors R
W,n y
R n y and R n z .
Proposition 4.4. Assume that that functions
f , g, g ′ B , g ′ W , g ′ y
are Lipschitz continuous, and f , g and h are bounded. Furthermore, assume that for any s ∈ [0, T ], (x, y, z) → (f (s, x, y, z), g(s, x, y)) of class C 3 , all derivatives are bounded on
[0, T ] × R d × R k and h ∈ C 3 (R d ; R k ).
Then we have the following estimates (i). (E[R
where C is a constant only related to functions f and g.
Proof : (i). By Lemma 4.2, the definition of R W,n y
given by (3.4) , and the assumptions in the Proposition we have that
which is (4.24).
(ii). By definition (3.11), R n y = R 
From the definition of R n g2 (s) given by (3.6) we have that
For the first term on the right hand side of the above inequality, we have by Lemma 4.2, Itô's isometry and the assumptions in the Proposition, that
Similarly, (4.29)
It follows from (4.27) and (4.30) that
For R W,n y , it follows from Lemma 4.2, Lemma 4.3 and the assumptions of the Proposition that
We first estimate the error term R s,n z . Under the assumptions in the Proposition,
It follows from the definition of R s,n z given by (3.15) and the above two identities that
Similarly to (4.32), (4.34)
To get the estimate R 
Thus, we get the estimates for R B,n z1 and R B,n z2 as following
and
By using the following estimates obtained directly from Lemma 4.2, Lemma 4.3 and the assumptions in the Proposition
We get an estimate for R
B,n z3
Therefore,
Then, from estimate (4.33), (4.34) and (4.40), we have
Combining Theorem 4.1 and Proposition 4.4, we obtain the error estimates for our numerical scheme (3.24), (3.25).
Theorem 4.5.Under the conditions of Theorem 4.1 and Proposition 4.4, if y N T = y t N T and z N T = z t N T , we have
5. Fully discrete scheme and its error estimate.
5.1. Fully discrete scheme. The scheme we provided above is a semi-discrete scheme. In order to solve for (y n , z n ) numerically, spatial approximations are needed. To simplify the presentation, in this section, we only consider the one dimensional case. The multi-dimensional cases can be deduced through a straightforward generalization. In addition to the temporal partition provided in Section 3, we introduce the following spatial partition of the real line R:
where {x i , i = 0, 1, 2, · · · } are deterministic. We denote h i = x i+1 − x i as the spatial step and h = max i∈Z h i as the maximum spatial step. Assume φ is a functional of W t , it follows from the Markov property that
as an approximation at the time-space point (t n , x i ). A fully discrete scheme is defined as follows: given the random variable
In this section, we denote E , l ∈ Z, respectively; for any function ϕ,φ is the interpolated value at the point x i + ∆W tn (i ∈ Z) by using the grid values of ϕ(x i ) (i ∈ Z);Ê [·] can be approximations of the conditional expectation by using Monte Carlo method ( see [5, 10, 11] ) or the Gauss quadrature.
In this paper,Ê tn [·] using the Gauss-Hermite quadrature. The main reason of doing that is the high-order accuracy of the Gauss-Hermite quadrature when using the values of the integrand at a very few number of points. This will significantly reduce the computation time needed to compute the conditional expectation, especially when the integrand f is very expensive to calculate.
For a given one-dimensional function g(x), the Gauss-Hermite quadrature formula can be written as
where w i (i = 1, · · · K) are weights defined by
and a i (i = 1, · · · K) are K roots of the Hermite polynomial of degree K defined by
The weights {w i } K i=1 and the roots {a i } K i=1 for different positive integers K can be easily found. Let
Then R(g, K) is the truncation error of the Gauss-Hermite quadrature and
for some real number ξ. Now let us define the approximate mathematical expectationÊ
Similarly, we defineÊ at a finite number of spatial grid points in R h near the spatial point
∆W tn ] are defined similarly. 5.2. Error estimates for the fully discrete scheme. We now present error estimates for the fully discrete scheme defined by (5.2) and (5.3) where linear polynomial interpolation is used for computation of the approximate conditional expectation. To proceed, we assume that the time partition is uniform, that is ∆t n = ∆t, for n = 0, 1, 2, · · · N T − 1.
Letting e n,i y = y tn,x i tn − y n i and subtracting (5.2) from (3.10), we obtain e n,i 
z is the truncation error R n z at the grid point x = x i . We have the following theorem for the fully discretized scheme. 
, then:
where C ϵ is a constant determined by a pre-chosen constant ϵ > 0 and functions f and g.
Proof : See Appendix B.
Remark 1.Notice that the error terms
decrease very rapidly as the parameter K becomes large.
Numerical experiment.
We now demonstrate the effectiveness and accuracy of our method for solving the BDSDE (1.4). We will compare our first order scheme with the half order scheme ( see [2] ) in example1. In example 2, we show an application of BDSDE in solving a nonlinear filtering problem. Example 1. Consider the BDSDE Example 2. We present a practical example which illustrates the application of our numerical method to solve a nonlinear filtering problem. This example is a classical "bearingonly tracking" problem (see [3] ).
The simulation scenario is shown in Figure 1 . Consider a target moving along the x-axis, according to a state equation
A fixed observer located on a platform on the y-axis takes noisy measurement O t of the target bearing
Here,W t andB t are two independent standard Brownian Motions. The goal is to find the best estimate of the target position X t based on the observations up to time t, i.e. for E[X t |F(O t 0 )], where F(O t 0 ) denotes the σ-algebra generated by the observation {O s } 0≤s≤t . The initial guess of the position of the target is X 0 = 44. One has the conditional density 
satisfies the following BDSDE( see [20, 22] )
of the above equation is the normal distribution N (44, 1) . The stochastic process W t is a standard Brownian motion independent of the observation process O t . Define the equivalent probability measure Q by
where G t is the σ-algebra generated by {X s } 0≤s≤t and {O s } 0≤s≤t , t ∈ R + . One has under probability measure Q, that W t and O t are two independent standard Brownian Motions(see [22] ). In our simulation example, we assume that the observations are collected at intervals of length ∆t = 0.125s and we track this target for 12s. Figure 2 illustrates the comparison of simulation results and the real target state. Figure 3 shows distributions of the simulated conditional probability p(X t |F(O t 0 )). We present the simulation results to three time levels: t = 3.75s(30·∆t), 7.5s(60·∆t), 11.25s(90·∆t). The red lines represent the real target positions and the blue curves show the simulated distribution. 
By Itô's formula [20, 21] , we have that
Then, from (A.3) and above identity, we have that (A.5)
which means that
The proof of the Lemma is completed.
Appendix B. Proof of Theorem 5.1. Recall that for a given random variable ξ,
To present the error estimates for the fully discrete scheme, we need the following Lemma Lemma B.1. We assume that u, v are two functions, u, v : R −→ R, and ξ is any random variable. Then the following inequalities hold
Proof :
From the definition ofÊ tn,x i tn [·] and the fact that
, z
Following the above procedure, we see that
Proof of Theorem 5.1: Notice that for any random variable φ t n+1 and φ n+1 ,
From the equation (5.6), we have that .
