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1. Introduction
In this paperwe establish the basis of the theory of the noncommutative Orlicz spaces associated to
a faithful normal state on a semifinite von Neumann algebra. In our previous work [1] we established
the basis of the theory by means of a noncommutative Orlicz functional with a different structure.
Here our noncommutative Orlicz functional is related to those introduced by [24] where the author
used a specific Young function (X) = Cosh(X) − 1, which has a particular importance in Quantum
Information Geometry. The family of spaces we introduce generalises the noncommutative Lp spaces
and is furnished with the Luxemburg type norms for which we can provide explicit characterisation
of dual norms and show Young and Hölder type inequalities. In order to show that our space is a
Banach space, we prove some convergence theorems for trace measurable operators in the noncom-
mutative Orlicz spaces (bymeans of rearrangements). The theory of Orlicz spaces associated to a trace
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was introduced and studied long a go in [14,16,17]. Its special case, the noncommutative Lp spaces
associated to a nontrivial state, was studied extensively even earlier in [3,8,11,12,18,23,26–29]. The
general theory we propose here and in [1] is much richer than that as well as the classical theory of
Orlicz spaces associate to a measure. While we provide the basis of the theory in simple framework
including semifinite von Neumann algebra, an extension of that can be obtained, (via cross product
construction and noncommutative integration theory), to include factors III.
The organisation of the paper is as follows. In the second section we provide some necessary pre-
liminaries, notations and the introduction of some facts from the classical theory of Orlicz spaces with
respect to a given measure, [19]. In section three we introduce a definition of class of Orlicz space
associated to a faithful normal state on a semifinite von Neumann algebra equipped with the analog
of Orlicz and Luxemburg norms and prove some useful characteristics of the norms including Hölder
inequality. In section four we provide comparison of norms related to different states. (This issue is
related to an important problem of relation of the local maps in the corresponding information geom-
etry.) Finally, in the Appendix we prove analogs of various convergence theorems for (unbounded)
trace measurable operators including Fatou’s lemma and dominated convergence theorem.
2. Preliminaries
A continuous, convex, nonnegative, strictly increasing function of reals is called a Young function
if and only if for any x ∈ R,
(x) =
∫ |x|
0
ϕ(t)dt, x  0,
where ϕ : [0,∞) → ∞ is right continuous, nondecreasing and diverges to infinity as t → ∞. By
this the Young function vanishes only at zero and its unbounded. For every Young function there
exists a complementary Young function , given by
(x) =
∫ |x|
0
ψ(v)dv, x  0,
where ψ = ϕ−1 is the right inverse of ϕ.
A pair of complementary Young functions (,) satisfies the following Young inequality:
tv  (t) + (v), t, v ∈ [0,∞).
equality holds if and only if t = ψ(v) or v = ϕ(t), see e.g. [12,19]. Young functions generalise the
family of monomial type functions u → (1/p)up, p > 0. There are several classifications of Young
functions based on the rapidity of their growth.We say that a Young function satisfies2-condition
if and only if there exists a constant C > 0 such that for all x > 0,
(2x)  C(x)
Note that the inverse functions −1 and −1 satisfy the following relation
ρ < −1(ρ)−1(ρ)  2ρ
for any nonnegative ρ , see [19].
LetA be a semifinite von Neumann algebra on a Hilbert spaceH. A von Neumann algebraA is said
to be semifinite if and only if it has a faithful normal semifinite trace Tr.
Denote M(A) the set of all Tr-measurable closed densely defined operators. It is a topological∗ −algebra equippedwith themeasure topology (translation invariant topology), [18], and [29]. Recall
that a closed densely defined operator a affiliated with A is called trace − measurable iff, for each
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ε ∈ R+, there exists a projection p ∈ A such that, pH ⊆ D(a) and Tr(1 − p)  ε; where D is the
domain of a]. The measure topology onM(A) is by definition the topology in which the sets
V(ε, δ) = {a ∈M(A) : there exists a projection q ∈ A with
‖aq‖ < ε and Tr(1 − q) < δ; ε, δ ∈ R+}
form a fundamental system of neighborhoods of zero that turnsM(A) into a topological vector space.
A closed densely defined operator a affiliated with A has unique polar decomposition a = Wa|a|
with a partial isometryWa andmodulus |a| = (a∗a) 12 admitting the following spectral decomposition|a| = ∫∞0 λdeλ. The rearrangement a˜of anoperatora ∈M(A) is bydefinitiona function a˜ : (0,∞) →
(0,∞) given by
a˜(t) = inf{λ > 0 : Tr(e(λ,∞))  t}
where eλ,∞ denotes the corresponding spectral projector of |a|. a˜ is a decreasing and continuous on
the right. The rearrangement a˜(t) is the noncommutative analog of the distribution function in the
classical analysis.
In the following Proposition we list some properties of the rearrangement mapping, see [9,29].
Proposition 2.1. For A, B ∈M(A) and X ∈ A , we have the following:
( i) A˜∗ = |˜A| = A˜;
(ii) (˜AX)  ‖X‖∞A˜ ;
(iii) (˜A + B)(s + t)  A˜(s) + B˜(t), s, t > 0;
(iv) (˜AB)(s + t)  A˜(s) · B˜(t), s, t > 0;
(v) A˜  B˜, if 0  A  B;
(vi) (˜Ap) = (˜A)p for A  0; 1  p < ∞.
We recall some properties of operator absolute value and trace inequalities in the following propo-
sition.
Proposition 2.2 ([2,14]). (1) (Operator triangle inequality) For any X, Y∈M(A) there exist partial
isometries u, v ∈ A with uu∗ = vv∗ = 1 such that
|X + Y |  u∗|X|u + v∗|Y |v.
(2) (Jensen inequality for traces) If  is a Young function and a ∈ M(A), ‖a‖  1, then for any
nonnegative measurable f one has
Tr((a∗fa))  Tr(a∗(f )a).
(3) (Young inequality for traces) For any X, Y ∈M(A) and a pair of complementary Young functions
 and  one has
Tr(|XY |)  Tr((|X|)) + Tr((|Y |)).
(4) For 0  X ∈ M(A) and any continuous increasing function  : [0,∞) → [0,∞) one has
(X˜) = ˜(X) and
Tr((X)) =
∫ ∞
0
(X˜)(s)ds.
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3. Noncommutative Orlicz spaces associated to a faithful normal state
Let Tr be a faithful trace on a semifinite von Neumann algebra A and let ω be a state given by
ω(X) = Tr(ρX)
with a measurable density operator ρ > 0. For a Young function  ∈ 2 and m = −1(ρ), for any
bounded operator X ∈M(A) we define
Λ,m(X) = 1
2
Tr((|m + X|)) + 1
2
Tr((|m − X|)) − 1 (1)
For simplicity of notation, we set X+ = m + X, X− = m − X and then we have
Λ,m(X) = 1
2
Tr(|X+|)) + 1
2
Tr((|X−|)) − 1. (2)
Proposition 3.1. The functional X → ,m(X) is convex.
Proof. Let X , Y andm ∈M(A) and suppose X and Y are bounded. Let α ∈ [0, 1] and β = 1−α, then
Λ,m(αX + βY) = 1
2
{Tr((|αX+ + βY+|)) + Tr((|αX− + βY−|))} − 1 (3)
By Proposition 2.2(1), (operator triangle inequality), there are partial isometries u± and v± ∈ A for
X± and Y±, such that
|αX± + βY±|  αu∗±|X±|u± + βv∗±|Y±|v±
Hence one has [14]
Tr((|αX± + βY±|))  αTr((u∗±|X±|u±)) + βTr((v∗±|Y±|v±))
Since u± and v± are partial isometries satisfying u±u∗± = 1 and v±v∗± = 1, with use of Jensen
inequality with convex function , (Proposition 2.2(2)), and the trace property, we get
Tr((|αX± + βY±|)) αTr(u∗±(|X±|)u±) + βTr(v∗±(|Y±|)v±)
 αTr((|X±|)) + βTr((|Y±|))
Using this, the right hand side of (3) can be bounded as follows
Λ,m(αX + βY) α
[
1
2
Tr((|X+|)) + 1
2
Tr((|X−|)) − 1
]
+β
[
1
2
Tr((|Y+|)) + 1
2
Tr((|Y−|)) − 1
]
= αΛ,m(X) + βΛ,m(Y).
Thus, Λ,m is a convex. 
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Proposition 3.2. If additionally  is strictly convex function, then the functional Λ,m(X) is strictly
convex and satisfies the following properties:
(i) (Symmetry):
Λ,m(X) = Λ,m(−X) (4)
(ii) (Non-degeneracy):
Λ,m(X) = 0 ⇔ X = 0 (5)
Proof. (i) The symmetry property follows simply from (2) and the fact that
| − X±| = |X±|
(ii) Suppose  is strictly convex. For the case (Λ,m(X) = 0 ⇐ X = 0), it is a straight forward
calculation using Tr((m)) = 1 from which follows Λ,m(0) = Tr((m)) − 1 = 0.
For the case (Λ,m(X) = 0 ⇒ X = 0): Assume that for some X = 0 we haveΛ,m(X) = 0. Then
by strict convexity of the function Z → Tr((|Z|)) , [14], we have
1
2
Tr((|X+|)) + 1
2
Tr((|X−|)) > Tr
(

(∣∣∣∣1
2
X+ + 1
2
X−
∣∣∣∣)) = Tr(m) = 1
Hence
Λ,m(X) = 1
2
Tr((|X+|)) + 1
2
Tr((|X−|)) − 1 > 0 (6)
Thus we obtained a contradiction and X must be equal 0. 
Define
KΛ,m = {f ∈M(A) : Λ,m(f )  1}
and
LΛ,m ≡ LΛ,m(A, ω) =
∞⋃
n=1
nKΛ,m
Proposition 3.3
(i) KΛ,m is an absolutely convex set;
(ii) LΛ,m ≡ LΛ,m(A, ω) is a linear space over R.
Proof. (i) We want to show that if f , g ∈ KΛ,m and α, β are scalars such that |α| + |β|  1 then
αf + (1 − α)g → αf + βg ∈ KΛ,m . For 0 < γ = |α| + |β|  1, set α˜ ≡ αγ , β˜ ≡ βγ , so that we
have |α˜| + |β˜| = 1. Then we have
Λ,m(αf + βg) = Λ,m(α˜γ f + β˜γ g)
= 1
2
Tr((|α˜(γ F)+ + β˜(γG)+|)) + 1
2
Tr((|α˜(γ F)− + β˜(γG)−|)) − 1
with
(γ F)± = m ± γ f , (γG)± = m ± γ g,
By Proposition 2.2(1), (operator valued triangle inequality), there are isometries u± and w± ∈ A for
(γ F)± and γG±, respectively, such that
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|α˜(γ F)± + β˜(γG)±|  |α˜|u∗±|(γ F)±|u± + |β˜|w∗±|(γG)±|w±
Using this together with convexity of the functional F → Tr(F), we get
Λ,m(αf + βg) = Λ,m(α˜γ f + β˜γ g)
 1
2
Tr((|α˜|u∗+|(γ F)+|u+ + |β˜|w∗+|(γG)+|w+))
+1
2
Tr((|α˜|u∗−|(γ F)−|u− + |β˜|w∗−|(γG)−|w−)) − 1
 |α˜|
2
Tr((u∗+|γ F+|u+)) +
|β˜|
2
Tr((w∗+|(γG)+|w+))
+|α˜|
2
Tr((u∗−|(γ F)−|u−)) +
|β˜|
2
Tr((w∗−|(γG)−|w−)) − 1
Since u± and w± are partial isometries with u±u∗± = 1 and w±w∗± = 1, by Proposition 2.1 [14], we
have
Tr((u∗±|(γ F)±|u±))  Tr(u∗±(|(γ F)±|)u±) = Tr((|(γ F)±|))
Tr((w∗±|(γG)±|w±))  Tr(w∗±(|(γG)±|)w±) = Tr((|(γG)±|))
and thus
Λ,m(αf + βg) |α˜|
2
Tr((|(γ F)+|)) + |β˜|
2
Tr((|(γG)+|))
+|α˜|
2
Tr((|(γ F)−|)) + |β˜|
2
Tr((|(γG)−|)) − 1
Rearranging terms on the right hand side, we arrive at
Λ,m(αf + βg)  |α˜|Λ,m(γ f ) + |β˜|Λ,m(γ g) (7)
Since for |γ |  1, by convexity of Λ,m(·), we have
Λ,m(γ f )  |γ |Λ,m(f ), Λ,m(γ g)  |γ |Λ,m(g),
for f , g ∈ KΛ,m , we conclude that
Λ,m(αf +βg)  |α˜| · |γ |Λ,m(f )+|β˜| · |γ |Λ,m(g)  |α˜| · |γ |+ |β˜| · |γ | = |α|+ |β|  1
That is, for |α| + |β|  1, we have f , g ∈ KΛ,m ⇒ αf + βg ∈ KΛ,m , i.e. KΛ,m is an absolutely
convex set.
(ii) We need to show two things:
(a) LΛ,m is closed under multiplication by a scalar:
We want to show ∀γ ∈ R, f ∈ LΛ,m ⇒ γ f ∈ LΛ,m . By definition of LΛ,m , for any f ∈ LΛ,m we
have that ∃k > 0, an integer, such thatΛ,m(f /k)  1. Let 0 = γ ∈ R+ and choose k′ > γ such that
k′ = k · swith some integer s > γ . Setting F± = m ± fk , we have
Λ,m
(
γ f
k′
)
= 1
2
Tr
(

(∣∣∣∣m + γ f
k′
∣∣∣∣)) + 1
2
Tr
(

(∣∣∣∣m − γ f
k′
∣∣∣∣)) − 1
= 1
2
Tr
(

(∣∣∣∣γ
s
F+ + (1 − γ
s
)m
∣∣∣∣)) + 1
2
Tr
(

(∣∣∣∣γ
s
F− + (1 − γ
s
)m
∣∣∣∣)) − 1
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By Proposition 2.2(1), there are isometries u±, v± ∈ A for F± and m respectively with u±u∗± =
1 = v±v∗± and such that∣∣∣∣γ
s
F± +
(
1 − γ
s
)
m
∣∣∣∣  γ
s
u∗±|F±|u± +
(
1 − γ
s
)
v∗±|m|v±
Hence, we have
1
2
Tr
(

(∣∣∣∣γ
s
F+ + (1 − γ
s
)m
∣∣∣∣)) + 1
2
Tr
(

(∣∣∣∣γ
s
F− + (1 − γ
s
)m
∣∣∣∣)) − 1
 1
2
Tr
(

(
γ
s
u∗+|F+|u+ + (1 −
γ
s
)v∗+mv+
))
+ 1
2
Tr
(

(
γ
s
u∗−|F−|u− + (1 −
γ
s
)v∗−mv−
))
− 1 (8)
Next by convexity of  and Jensen’s inequality, the right hand side of (8) can be bounded as follows
 γ
2s
Tr((u∗+|F+|u+)) +
(1 − γ
s
)
2
Tr((v∗+mv+))
+ γ
2s
Tr((u∗−|F−|u−)) +
(1 − γ
s
)
2
Tr((v∗−mv−)) − 1
 γ
2s
Tr((|F+|)) + γ
2s
Tr((|F−|)) +
(
1 − γ
s
)
Tr((m)) − 1 = γ
s
Λ,m
(
f
k
)
Summarising we have got the following bound
Λ,m
(
γ f
k′
)
 γ
s
Λ,m
(
f
k
)
 γ
s
< 1
for any f ∈ LΛ,m where k′ = k · s with some integers k > 0, s > γ . From this we conclude that for
any γ ∈ R, one has γ f ∈ LΛ,m .
(b) LΛ,m is closed under sums of operators, that is to say for h1, h2 ∈ LΛ,m ⇒ h1 + h2 ∈ LΛ,m .
Let h = ∑2i=1 hi. If h1, h2 ∈ LΛ,m , then by definition ∃β > 0 such that βhi ∈ KΛ,m , i.e. for i = 1, 2,
Λ,m(βhi)  1. With this in mind, we have
Λ,m
(
β
2
h
)
= 1
2
Tr
(

(∣∣∣∣∣m + β2 (h1 + h2)
∣∣∣∣∣
))
+ 1
2
Tr
(

(∣∣∣∣∣m − β2 (h1 + h2)
∣∣∣∣∣
))
− 1 (9)
Since m ± β
2
(h1 + h2) = 12 (m ± βh1) + 12 (m ± βh2), by similar arguments as in the proof of (a),
(based on operator triangle inequality, convexity of  and Jensen inequality), we arrive at
Λ,m
(
β
2
h
)
 1
2
[
1
2
Tr((|βh1 + m|)) + 1
2
Tr((|βh2 + m|))
]
+ 1
2
[
1
2
Tr((|βh1 − m|)) + 1
2
Tr((|βh2 − m|))
]
− 1
= 1
2
[
Λ,m(βh1) + Λ,m(βh2)
]
 1
which means that h1 + h2 ∈ LΛ,m(A, ω). 
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We equip LΛ,m with the following Luxemburg norm (gauge norm)
|||X|||Λ,m = inf
{
λ > 0 : 1
λ
X ∈ KΛ,m
}
, X ∈ LΛ,m(A, ω)
One can see that (LΛ,m , |||.|||Λ,m) is a normed linear space.
We have the following properties which are standard for Luxemburg norms.
Proposition 3.4. (i) Let f ∈ LΛ,m . If |||f |||Λ,m > 1, then Λ,m  |||f |||Λ,m;
(ii) If 0 = f ∈ LΛ,m , then Λ,m
(
f
|||f |||Λ,m
)
 1.
Proof. (i) Assume |||f |||Λ,m > 1 and let  ∈ (0, 1) be such that β ≡ (1− )|||f |||Λ,m > 1. Then, using
convexity of Λ,m, we have
1 < Λ,m
(
f
β
)
 1
β
Λ,m(f )
which implies
(1 − )|||f |||Λ,m < Λ,m(f )
Letting  −→ 0, the result follows.
(ii) By definition of the Luxemburg norm , we have
|||f |||Λ,m = inf
{
λ > 0 : Λ,m
(
f
λ
)
 1
}
This means ifΛ,m
(
f
λ
)
 1 then |||f |||Λ,m  λ. Now ∀ε > 0 ∃ η(ε) > 0 such thatΛ,m
(
f
η(ε)
)
 1
and ε + |||f |||Λ,m  η(ε) by the infimum definition of the Luxemburg norm. This implies
Λ,m
(
f
|||f |||Λ,m+ε
)
< 1. Letting ε −→ 0, since ε was arbitrary. we get Λ,m
(
f
|||f |||Λ,m
)
 1. 
Given s ∈ [0, 1]we introduce the following scalar product:
〈x, y〉s = Tr(ρ1−sx∗ρsy).
We recall the following Young Inequality , see [1]
|〈x, y〉s|  O,s(x) + O,s(y) (10)
where
O,s(x) ≡ Tr((|AsxA1−s|))
and
O,s(y) ≡ Tr((|(BsyB1−s|))
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withA = −1(ρ)andB = −1(ρ) for apairof complementaryYoung functions (,).We introduce
the following new functionals
Λ,A,s(X) = 1
2
O,s(X + 1) + 1
2
O,s(X − 1) − 1
Λ,B,s(Y) = 1
2
O,s(X + 1) + 1
2
O,s(X − 1) − 1
We have the following property.
Proposition 3.5 (Hölder inequality). For any X ∈ LΛ,A and Y ∈ LΛ,B
|〈X, Y〉s|  4|||X|||Λ,A,s |||Y |||Λ,B,s (11)
Proof. Since, with X± ≡ X ± 1 and Y± ≡ Y ± 1, we have
|〈X, Y〉s| =
∣∣∣∣〈X+
2
+ X−
2
,
Y+
2
+ Y−
2
〉
s
∣∣∣∣
= 1/4 ∣∣〈X+ + X−, Y+ + Y−〉s∣∣ (12)
we obtain the following inequality
|〈X, Y〉s|  1/4 |〈X+, Y+〉s| + 1/4 |〈X+, Y−〉s| + 1/4 |〈X−, Y+〉s| + 1/4 |〈X−, Y−〉s|
Now by Young inequality (10), we obtain the following relations
1/4 |〈X±, Y±〉s|  1/4 [O,s(X ± 1) + O,s(Y ± 1)]
for each combination of signs±. Adding up all above inequalities, we arrive at
1/4 |〈X+ + X−, Y+ + Y−〉s|
 1/2 [O,s(X + 1) + O,s(X − 1)] + 1/2 [O,s(Y − 1) + O,s(Y + 1)]
≡ Λ,A,s(X) + Λ,B,s(Y) + 2.
Hence,
|〈X, Y〉s|  Λ,A,s(X) + Λ,B,s(Y) + 2 (13)
Using this and assuming |||X|||Λ,A,s = 0 as well as |||Y |||Λ,B,s = 0, we arrive at
∣∣∣∣∣
〈
X
|||X|||Λ,A,s
,
Y
|||Y |||Λ,B,s
〉
s
∣∣∣∣∣Λ,A,s
(
X
|||X|||Λ,A,s
)
+ Λ,B,s
(
Y
|||Y |||Λ,B,s
)
+ 2
 4 (14)
by definition of the Luxemburg norm. Hence , the result follows. 
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4. Perturbation of the state and the relation of corresponding norms
We consider quantumOrlicz functionals of two different setting. The first one is theO,s functional
which comes from our earlier paper on the theory of the noncommutative Orlicz space [1] and the
second isΛ,m which is introduced in the previous section. Choosing to work with Luxemburg norm,
we investigate (in both settings) the relation between those Orlicz functionals associated to a state
and the same Orlicz functionals associated to a perturbed state and their corresponding Luxemburg
norms.
4.1. Perturbation of the state for the first setting
Consider two statesωi with positive invertible densitymatricesρi , such that Trρi = 1, for i = 1, 2.
Let A ∈ M+(A) be such that Tr((A)) = 1; in particular this holds for operators A = −1(ρ1)
and B = −1(ρ2), with  ∈ 2. For X ∈ M(A) and s ∈ [0, 1], set XA,s ≡ AsXA1−s and define the
following Luxemburg norm
‖X‖O,A,s ≡ inf
λ>0
{
λ : O,A,s
(
X
λ
)
 1
}
where
O,A,s ≡ Tr (|XA,s|)
For later purposes we define an operator Ns ≡ A−sBs and Vs ≡ B−sAs.
Theorem 4.1 (Equivalence of norms corresponding to perturbed states). Suppose for s ∈ [0, 1],
‖Ns‖, ‖Vs‖ < ∞. Then
1
M2
‖X‖,A,s  ‖X‖,B,s  M1‖X‖,A,s
where M1,M2 ∈ (0,∞) are independent of X ∈M(A).
To prove Theorem 4.1 we need the following lemma:
Lemma 4.2. Let  ∈ 2. Suppose for s ∈ [0, 1], ‖Ns‖ < ∞.
Then
Tr((|XB,s|))  M¯1Tr((|XA,s|))
where M¯1 = Cn ‖N
∗
s ‖.‖N1−s‖
2n
, with C ∈ (0,∞) such that (2X)  C(X) and the smallest n ∈ N for
which
‖N∗s ‖.‖N1−s‖
2n
 1.
Proof. We remark first that
XB,s = N∗s XA,sN1−s
Hence, by Proposition 2.1(ii), we have the following inequality for rearrangements
|˜XB,s| = ˜|N∗s XA,sN1−s|  ‖N∗s ‖ · |˜XA,s| · ‖N1−s‖
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Thus, Proposition 2.2 (4) together with the above inequality, imply the following bound
Tr((|XB,s|)) Tr((‖N∗s ‖.|XA,s|.‖N1−s‖)) (15)

∫ ∞
0
(‖N∗s ‖.|˜XA,s|.‖N1−s‖)(t)dt (16)
Next we note that, with ζ = ‖N∗s ‖.‖N1−s‖ and Z = |˜XA,s|, by our assumption  ∈ 2 together with
the convexity of the function , we have

(
ζZ
)
 Cn( ζ
2n
Z)  Cn ζ
2n
(Z) (17)
for the smallest n ∈ N such that ζ
2n
 1. Hence, with M¯1 ≡ Cn ζ2n , we obtain∫ ∞
0
(‖N∗s ‖.|˜XA,s|.‖N1−s‖)(t)dt  M¯1
∫ ∞
0
(|˜XA,s|)(t)dt = M¯1Tr(|XA,s|)
That is, we get
Tr((|XB,s|))  M¯1Tr(|XA,s|)
which ends the proof of the lemma. 
We are now ready to prove the theorem.
Proof of Theorem 4.1. Consider λ = M1‖X‖O,A,s , with M1 = max{M¯1, 1}. Then by Lemma 4.2, we
have
O,B,s
(
X
λ
)
 M¯1O,A,s
(
X
λ
)
 M¯1
M1
O,A,s
(
X
‖X‖O,A,s
)
 1 (18)
where in the last step we used convexity of  and the definition of the Luxemburg norm ‖ · ‖O,A,s .This
implies
‖X‖O,B,s  M1‖X‖O,A,s
By similar arguments and interchanging A and B, we arrive at
‖X‖O,A,s  M2‖X‖O,B,s
whereM2 ≡ max
{
1, Cm
‖Vs‖.‖V1−s‖
2m
}
with Vs ≡ B−sAs and the smallestm ∈ N such that ‖Vs‖.‖V1−s‖2m  1.
Combining the above bounds, we arrive at
1
M2
‖X‖,A,s  ‖X‖,B,s  M1‖X‖,A,s,
that is both norms are equivalent.
4.2. Perturbation of the state for the second setting
We now consider the quantumOrlicz functionalΛ,A andΛ,B associated to a stateω1 ≡ Tr(ρ1·)
and ω2 ≡ Tr(ρ2·), respectively, and study the relation of corresponding norms. As before we as-
sume that ρi’s are bounded and invertible; nore general case can be shown by considering suitable
approximations. Let B = −1(ρ2) , A = −1(ρ1) and assume  ∈ 2.
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Lemma 4.3. Then
(i) ∃ K1 ∈ (0,∞) ∀X ∈M(A), |||X|||Λ,A,s  1 ⇒ Λ,B(X)  K1;
(ii) ∃ K2 ∈ (0,∞) ∀X ∈M(A), |||X|||Λ,B  1 ⇒ Λ,A(X)  K2.
Proof. Consider a bounded nonzero operator X ∈M(A)with |||X|||Λ,A  1. Using convexity and the
doubling property of , we have
Tr((|X + B|)) CTr
(

(∣∣∣∣1
2
(X + B)
∣∣∣∣)) = CTr ((∣∣∣∣1
2
(X + A) + 1
2
(B − A)
∣∣∣∣))
 C
2
Tr((|(X + A)|)) + C
2
Tr((|B − A|)) (19)
Using the normalisation property for A and B, by similar arguments applied to the last term we have
Tr((|B − A|))  C
2
Tr((|A|)) + C
2
Tr((|B|)) = C
and hence, we obtain
Tr((|X + B|))  C
2
Tr((|(X + A)|)) + C
2
2
(20)
Similar bound one gets in case of minus sign. Therefore one gets
Λ,B(X) ≡ 1
2
Tr((|(X + B)|)) + 1
2
Tr((|(X − B)|)) − 1
 C
2
(
1
2
Tr((|(X + A)|)) + 1
2
Tr((|(X − A)|)) − 1
)
+ C
2
2
+ C
2
− 1
≡ C
2
Λ,A(X) + C
2
2
+ C
2
− 1  C
2
2
+ C − 1 (21)
where we used the fact that for |||X|||Λ,A  1 one has Λ,A(X)  1. By similar argument, we prove
Λ,A(X) 
C2
2
+ C − 1 (22)
provided that |||X|||Λ,B  1. 
Using the above lemma we arrive at the following result.
Theorem 4.4 (equivalence of norms corresponding to perturbed states). There exist K1, K2 ∈ (0,∞)
such that
1
K2
|||X|||Λ,A  |||X|||Λ,B  K1|||X|||Λ,A .
for any X for which the norms |||X|||Λ,A and |||X|||Λ,B are well defined.
Proof. Let γ = max(K1, 1) and, for a nonzero bounded operator X ∈ M(A), let α ≡ |||X|||Λ,A . Then
by convexity of Λ,B and Lemma 4.3, we have
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Λ,B
(
X
γα
)
 1
γ
Λ,B
(
X
α
)
 1
γ
K1  1.
Hence, using the definition of Luxemburg norm, we arrive at
|||X|||Λ,B  γα = max(K1, 1)|||X|||Λ,A .
In a similar manner we obtain the inequality
|||X|||Λ,A  max(K2, 1)|||X|||Λ,B . 
Appendix A. Convergence theorems for Tr-measurable operators
Let X ∈M(A)with spectral decomposition |X| = ∫∞0 λdeλ and X˜(α) = inf{λ > 0 : Tr(e(λ,∞)) 
α} as its rearrangement. Assuming  ∈ 2.
Proposition 4.5 (Monotone convergence theorem). Let {Xn} ∈M(A); n ∈ N be a sequence of bounded
operators, such that |Xn|  |Xn+1| for each n ∈ N. Suppose |Xn| ↗ |X| in the measure topology to some
X ∈M(A). If supn∈N Tr((|Xn|)) < ∞, then Tr((|Xn|)) −→ Tr((|X|)).
Proof. By Proposition 2.1(v), monotonicity of the sequence |Xn| implies monotonicity of the sequence
of the rearrangements X˜n and |Xn| ↗ |X| leads to X˜n ↗ X˜ . Therefore, for a Young function, we have∫ ∞
0
(X˜n(α))dα ↗
∫ ∞
0
(X˜(α))dα
by the monotone convergence theorem, see ([9](2.7)). Since, by Proposition 2.2, Tr((|Y |)) =∫∞
0 (Y˜(α))dα < ∞, so
lim
n→N Tr((|Xn|)) = limn→N
∫ ∞
0
(X˜n(α))dα =
∫ ∞
0
(X˜(α))dα = Tr((|X)). 
Proposition 4.6 (Fatou’s lemma). Let |Xn| be a sequence of positive Tr-measurable bounded operators,
n ∈ N. Then
Tr lim inf
n−→∞((|Xn|))  lim infn−→∞ Tr((|Xn|)).
Proof. We can apply Fatou’s lemma to the rearrangements of operators noting that (Y˜) = ˜(Y),
(Proposition 2.1).
Thus, if we set ˜(Wn) ≡ (infkn X˜k) = infkn ˜(Xk), we have ˜(Wn)  (Xn).
Then 0 < ˜(Wn) ↑ ˜(W) = lim infn−→∞ ˜(Xn). Hence we have
lim inf
n−→∞ Tr((|Xn|)) = lim infn−→∞
∫ ∞
0
(X˜n(s))ds
 lim
n−→∞
∫ ∞
0
(W˜n(s))ds =
∫ ∞
0
lim
n−→∞ (W˜n(s))ds
=
∫ ∞
0
lim inf
n−→∞ (X˜n(s))ds  Tr((lim infn−→∞ |Xn|)) (23)
where lim infn−→∞ Yn is any operator belonging to ∩n ∪kn {Z ∈M(A) : Yk  Z}. 
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Theorem 4.7 (dominated convergence theorem). Let {Xn} ∈ M(A); n ∈ N be a sequence of bounded
operators. Suppose |Xn| → |X| inM(A). If there exists a nonnegative operator Y ∈ M(A) such that
Tr(Y) < ∞ and, for all n ∈ N, we have |Xn|  Y, then
lim
n→∞ Tr(|Xn|)) = Tr(|X|).
Proof. Since by our assumption Xn → X in topology ofM(A), so also X˜n → X˜ almost everywhere.
Hence (X˜n) → (X˜). By Proposition 2.1(v), under our domination assumption |Xn|  Y , we also
have X˜n  Y˜ and therefore (X˜n)  (Y˜) for all n ∈ N. Since ∫ (Y˜)dα = Tr(Y) and by our
assumption the last expression is finite, we can apply the Lebesgue dominated convergence theorem
to get
lim
n→∞ Tr(|Xn|) = limn→∞
∫
(X˜n) =
∫
( lim
n→∞ X˜n) =
∫
(X˜) = Tr(|X|). 
Proposition 4.8. Let A and B be inM(A). Assuming  ∈ 2, we have
Tr(
(
|A + B|
)
)  C
[
Tr((|A|)) + Tr((|B|))
]
(24)
with C ∈ (0,∞) such that (2s)  C(s) for any s ∈ R+.
Proof. LetAκ and Bκ be such that |Aκ | = |A|e{|λ|κ}  ∫ κ0 λdeλ  κe{|λ|κ} and |Bκ | = |B|e{|μ|κ} ∫ κ
0 μdeμ  κe{|μ|κ} with corresponding spectral resolutions for |A|e{|λ|κ} and |B|e{|μ|κ}, respec-
tively. We can and do assume that Aκ → A and Bκ → B, respectively, inM(A) as κ → ∞. By Propo-
sition 2.1(i) and (iii), with α = s
2
= β , we have ˜|Aκ + Bκ |(s) = ˜(Aκ + Bκ)(s)  A˜κ
(
s
2
)
+ B˜κ
(
s
2
)
.
Hence
Tr
(

(
|Aκ + Bκ |
))
=
∫ ∞
0

(
˜(Aκ + Bκ)(s)
)
ds

∫ ∞
0

(
A˜κ
(
s
2
)
+ B˜κ
(
s
2
))
ds = 2
∫ ∞
0

(
A˜κ(s) + B˜κ(s)) ds. (25)
Since by our assumption  is a convex function with doubling property, we have
(a + b) = 
(
2 · a + b
2
)
 C
(
a + b
2
)
 C
2
((a) + (b))
Therefore we have
2
∫ ∞
0

(
A˜κ(s) + B˜κ(s)) ds C (∫ ∞
0

(
A˜κ(s)
)
ds +
∫ ∞
0

(
B˜κ(s)
)
ds
)
= C
(
Tr
(
|Aκ |
)
+ Tr
(
|Bκ |
))
(26)
Combining the above we get
Tr
(

(
|Aκ + Bκ |
))
 C
(
Tr
(
|Aκ |
)
+ Tr
(
|Bκ |
))
M.H.A. Al-Rashed, B. Zegarlin´ski / Linear Algebra and its Applications 435 (2011) 2999–3013 3013
Letting κ −→ ∞, we have
Tr
(

(
|A + B|
))
 C
[
Tr((|A|)) + Tr((|B|))
]

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