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1 Kirchhoff Graphs: a definition
Kirchhoff graphs are special kinds of vector graphs defined by having the fol-
lowing property:
The circuits of a Kirchhoff graph span the null space of a matrix
whose row space is spanned by the vertex cuts of the graph.
To understand what this means, let us look at a particular example:
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β
γ
This Kirchhoff graph is composed of three different Q2 vectors - s1, s2, s3 - and
three different vertices - α, β, γ. Looking at each of the vertex cuts we find:
s1 s2 s3[ ]α 1 0 1
β −1 1 0
γ 0 −1 −1
Where the positive numbers represent vectors exiting the vertex and negative
numbers vectors entering the vertex.
This incidence matrix is row-equivalent to the matrix A:
A =
s1 s2 s3[ ]
1 0 1
0 1 1
1
whose null space is: [ ]
1 s1
1 s2
−1 s3
This is exactly the circuit outlined by the red arrows below if we represent a
vector in the circuit by a negative number if it is in the direction opposite to
the circuit and by a positive number otherwise:
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This illustrates the defining characteristic of a Kirchhoff graph given above.
As another more complicated example consider the matrix:
s1 s2 s3 s4[ ]
1 1 3 3
−1 1 −1 1
Is there a Kirchhoff graph that corresponds to this matrix as the graph above
corresponded to the matrix A? Indeed there is such a graph and it is drawn
here.
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Unlike before where each vector occurred only once, here we have multiple copies
(indicated by hashmarks) incident to any several vertices. Also a vector may
occur at several places in the graph.
Yet, as before, each of the vertex cuts lies the row space of our matrix. For
example the cut of the bottom, left corner vertex is just the first row of our
matrix:
s1 s2 s3 s4
[ ]1 1 3 3
Likewise each cycle is orthogonal to the rows of our matrix and therefore or-
thogonal to the vertex cuts of the graph. For example the cycle outlined in red
gives us: 

1 s1
2 s2
0 s3
−1 s4
which is, in fact, orthogonal to all the rows in our matrix. Furthermore it is
easily checked that the cycles in this graph span the null space of our matrix.
Therefore the conditions for being Kirchhoff are met and this is therefore a
Kirchhoff graph that corresponds to the matrix:
s1 s2 s3 s4[ ]
1 1 3 3
−1 1 −1 1
2 From Matrix to Graph
We have just seen two examples of Kirchhoff graphs and corresponding matrices.
It is clear that given a matrix and a Kirchhoff graph the process of checking
that the two correspond is straightforward. Additionally, it is easy to see how
one may determine the related matrix once the Kirchhoff graph is known - one
need only take the vertex cuts as the row space and then reduce to some basis
of that row space. What is not straightforward is creating a Kirchhoff graph
given a matrix (as can be appreciated by trying to do so). In fact it is not yet
known whether Kirchhoff graphs have to exist for any matrix.
There is one exception to this last statement. If a matrix has irrational
elements which cannot be avoided, then the null space of that matrix also has
necessary irrational elements. But vectors from the null space represent cycles
and we cannot have cycles with an irrational number of edges. Therefore, given
a matrix with inescapable, irrational elements we can immediately say that there
is no corresponding Kirchhoff graph (at least in the sense we have put forward).
Nonetheless given a matrix with rational entries it is generally difficult to find
the corresponding Kirchhoff graph if it exists. Therefore this report presents an
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algorithm for aiding in the generation of Kirchhoff graphs for arbitrary rational
entry matrices.
3 Choosing Vectors
We intend to present a process that can construct Kirchhoff graphs for any
matrix A with rational elements. Given that we will be handling a large number
of cases, it is best to begin by putting A in canonical form. As we shall see the
columns of this canonical form give the vectors used to construct the Kirchhoff
graph. Notice that for a given Kirchhoff graph one may translate, rotate, or
reflect each edge vector as one wishes, and as long as all of the cycles and vertex
cuts are preserved the resulting graph will also be Kirchhoff. As a result we can
make a canonical choice for our vectors. We shall present this (and the following
steps) through an example.
Let us use the more complicated example from the introduction:[ ]
1 1 3 3
−1 1 −1 1
This is row equivalent to the canonical form:
A =
[ ]
1 0 2 1
0 1 1 2
The algorithm presented will be concerned with matrices that can be row-
reduced to this form where there is an identity in the left block and the right
block is composed, in general, of rational entries.
As we know from the introduction, each vector from the row space of our ma-
trix represents a potential vertex cut and each entry in a vertex cut corresponds
to the number of incident copies of the corresponding vector. The number of
copies shall be henceforth referred to as the weighting of the vector. Because
the naming of vectors is essentially arbitrary we choose to list them in order:
A =
s1 s2 s3 s4[ ]
1 0 2 1
0 1 1 2
Now, before we choose our vectors we need to know the constraints placed upon
them. From the introduction we know that in our Kirchhoff graph (if it exists)
these vectors will come together to form cycles that span the null space of A.
From linear algebra we know that any basis for a vector space can generate all
other vectors in that space. This means that if we choose our vectors so that
they can form one basis of the cycle space then we know that they will be able
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to form any cycle from the cycle space and as a result any alternate basis of
the cycle space (including the one in the Kirchhoff graph we wish to generate).
We can therefore choose the most convenient basis with which to restrain our
vectors.
This most convenient form comes from noticing that our canonical A is of
the form:
[I|B]
and one can check that for any such matrix, one representation of the null space
(where column vectors are our null space vectors) is simply:[ ]
B
−I
Note that while it is convention to choose the opposite sign for the above matrix
we chose to write it differently for convenience in the following discussion. The
choice of sign is not significant to its being a representation of the null space.
For our particular example, the null space of A is:

2 1
1 2
−1 0
0 −1
Labeling the rows as per convention in order to see what cycles we have we get:

2 1 s1
1 2 s2
−1 0 s3
0 −1 s4
This of course means that 2s1 + s2 − s3 = 0 and s1 + 2s2 − s4 = 0. These are
the constraints that our vectors must satisfy.
Now, notice that if we choose s1 = [1, 0]
T and s2 = [0, 1]
T then, by our
conditions, s3 = [2, 1]
T and s4 = [1, 2]
T . That is if we choose each of the si
to just be the ith column of A in its canonical form our vectors will satisfy the
cycle conditions. This will work so long as the A we choose can be put into
canonical form. We have therefore discovered a simple and canonical way of
choosing our vectors.
4 Frame Construction
Now we will define the fundamental structure of our construction based on the
canonical form discussed above. Define the vectors corresponding to the columns
of I as the coordinate vectors; define those corresponding to the columns of B
as the cross vectors.
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Definition 1. Given A = [I|B] and a shape s := [l1, l2, . . . , lm] where li ∈ Z+
and li ≥ maxj{Aij} a frame is constructed by forming a grid of coordinate
vectors beginning at 0 and extending a distance li along the ith dimension and
then connecting vertices in the grid with cross vectors wherever possible.
Definition 2. An initial frame is a frame with shape:
s = [maxj{A1j},maxj{A2j}, . . . ,maxj{Amj}]
Continuing our example we can see that the initial frame for our A is just:
While the frame with shape = [3, 2] is:
This frame is the basis of our construction because by using it we can turn
the problem of construction to the well studied area of linear algebra. The
explanation for why this is follows.
We only care about creating one, connected Kirchhoff graph. For matrices
with only integer elements, given our choice of vectors, if we had two vertices
that were a non integer, l1 distance apart then we would know that these two
vertices could not belong to the same connected Kirchhoff graph because there
is no way to combine our vectors and obtain a l1 distance that is not an integer.
Therefore we know that all vertices that could possibly be in our graph are
contained in the grid of vertices where each vertex is separated from its nearest
neighbor along each dimension by 1. Because our frame is a finite section of this
grid of vertices filled in with every possible coordinate and cross vector that can
be incident to only the selected vertices, we can see that for a Kirchhoff graph
to fit in the same shape it must be a subgraph, up to weighting, of the frame.
Given that Kirchhoff graphs must be finite, and we can represent the deletion
of an edge by a weighting of zero, we arrive at the fact that if a Kirchhoff
graph exists, then there is a shape such that the frame and Kirchhoff graph are
identical up to weighting. Linear algebra can tell us if such weighting exists for
a particular frame and therefore shape.
Therefore in our algorithm we begin with an initial frame because it is the
smallest frame where all vectors - and thereby required cycles - can exist. Then
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we look to see if a legal weighting exists and if it does not expand the frame
and repeat until a weighting is found.
It should be noted that this logic can be extended to rational valued matrices
as well.
5 Finding the Enclosed Kirchhoff Graph
Once we have the frame for a particular shape, we must determine if an enclosed
Kirchhoff graph exists. This comes down to determining if a legal weighting
(where positive or zero weightings are allowed) of vectors within the frame
exists and if so what it is.
Now there are two conditions imposed on this weighting. First that the
vertex cuts come from the row space of our matrix. Second that our cycles
span the null space of our matrix. We will only ask whether we can satisfy
the first condition because as it turns out a construction based only the first
condition can be easily used to construct a graph satisfying both. So to look
for a weighting that satisfies the vertex cut conditions we will set up a linear
system. To aid in illustrating the derivation of the linear system we continue
with our example.
What are the requirements that a vertex cut must meet to lie in the row
space of A? For convenience recall that in our example:
A =
s1 s2 s3 s4[ ]
1 0 2 1
0 1 1 2
The cut for a vertex v must be of the form:
s1 s2 s3 s4
[ ]v a b c d
For this cut to lie in the row space of A we know that:
[a, b, c, d] = α[1, 0, 2, 1] + β[0, 1, 1, 2] = [α, β, (2α+ β), (α+ β)]
Written symbolically we have:
[a, b, c, d] = [α, β, (A13α+A23β), (A14α+A24β)]
And because a = α and b = β we see that:
c = A13a+A23b
d = A14a+A24b
These are the conditions that each vertex cut has to satisfy.
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So how can we take these and use them to generate one linear system for our
entire frame? First note that a is equal to the weight of the s1 vector exiting
v minus the weight of the s1 vector entering v (if s1 does not exit or enter v
the corresponding weighting is zero). If we denote the weighting of s1 exiting
as vouts1 and the weighting of s1 vector entering as v
in
s1 we have:
a = vouts1 − vins1
Likewise:
b = vouts2 − vins2
c = vouts3 − vins3
d = vouts4 − vins4
Our conditions above become:
vouts3 − vins3 = A13(vouts1 − vins1 ) +A23(vouts2 − vins2 )
vouts4 − vins4 = A14(vouts1 − vins1 ) +A24(vouts2 − vins2 )
which can be rewritten as:
[
A13 −A13 A23 −A23 −1 1 0 0
A14 −A14 A24 −A24 0 0 −1 1
]

vouts1
vins1
vouts2
vins2
vouts3
vins3
vouts4
vins4

=
[
0
0
]
Here we have something very close to what we are looking for: the conditions on
a vertex, expressed in a linear system whose variables are the vector weightings.
Before we move on to using the above to create our final system let us
summarize the process we just went through.
For each vertex we create one row per cross vector and one column for each
vector from our frame incident on the vertex. For the vertex in the above
example this would give us:
vouts1 v
in
s1 v
out
s2 v
in
s2 v
out
s3 v
in
s3 v
out
s4 v
in
s4[ ]
s3
s4
In the row corresponding to a particular cross vector si we first fill in the columns
that correspond to the other cross vectors with 0’s.
vouts1 v
in
s1 v
out
s2 v
in
s2 v
out
s3 v
in
s3 v
out
s4 v
in
s4[ ]
s3 0 0
s4 0 0
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Then we fill the entry corresponding to the si vector heading in with a 1 and
the entry corresponding to the si vector heading out with a −1 (assuming that
each of those vectors actually exist in our frame, if not we place a 0 instead).
vouts1 v
in
s1 v
out
s2 v
in
s2 v
out
s3 v
in
s3 v
out
s4 v
in
s4[ ]
s3 −1 1 0 0
s4 0 0 −1 1
Next for each entry corresponding to a coordinate vector sj heading into the
vertex we place the value −Aji if it exists in our frame and 0 if it does not,
vouts1 v
in
s1 v
out
s2 v
in
s2 v
out
s3 v
in
s3 v
out
s4 v
in
s4[ ]
s3 −A13 −A23 −1 1 0 0
s4 −A14 −A24 0 0 −1 1
and for each entry corresponding to a coordinate vector sj heading out of the
vertex we place the value Aji if it exists in our frame and 0 if it does not.
vouts1 v
in
s1 v
out
s2 v
in
s2 v
out
s3 v
in
s3 v
out
s4 v
in
s4[ ]
s3 A13 −A13 A23 −A23 −1 1 0 0
s4 A14 −A14 A24 −A24 0 0 −1 1
In this way we can generate the above linear system for any vertex in our vector
frame.
We now must combine all of these into one system for the entire frame. Let w
be the vector weightings for the entire frame in some arbitrary order. Then, for
each linear system (derived as above), we add in columns corresponding to each
weighting in w but not yet in the linear system and we permute all resulting
columns to match the ordering of w. This will give us an equivalent linear
system for each vertex that is now expressed in terms of all of the weightings
in w. We can then stack these linear systems to create a single matrix that
encapsulates all of the vertex conditions imposed by A on the frame at hand.
The result is a matrix E and our linear system becomes:
Ew = 0
All of the vector weightings possible within our frame that satisfy the vertex
cut conditions imposed by A exist in its solution space. And because our frame
contains all of the edges that can be part of a Kirchhoff graph that is bounded
by our bounding hyperrectangle, we know that if a Kirchhoff graph exists within
this bounding rectangle, it will be in the solution space of E. But simply finding
a solution to the above system (assuming one exists) is not enough to find our
Kirchhoff graph. An arbitrary solution may contain negative entries, and this
would mean that some of our edge weightings would be negative. This is a
problem because sign indicates direction and the direction is already determined.
Therefore we cannot have negative edge weightings.
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One solution to the above system that has no negative edge weightings is
w = 0. But this obviously does not correspond to a Kirchhoff graph. So
with this in mind we can see that solving, rather than the system above, the
augmented system:
Ew = 0
wi ∈ Z+ ∪ {0}∑
i wi ≥ 1
will give us the Kirchhoff graph within the given frame if it exists.
6 Solving the System
So how do we solve the system from §5? To see how we can do it, first note
that the last constraint can be rewritten as:∑
i wi − ξ = 1
ξ ≥ 0
Which means that we can rewrite our entire system in the following way (E is
of size m× n): 

E11 . . . E1n 0
...
...
...
Em1 . . . Emn 0
1 . . . 1 −1


w1
...
wn
ξ
=


0
...
0
1
wi, ξ ≥ 0
Or more succinctly as:
Eˆwˆ = c
wˆi ≥ 0
The above is exactly a linear programming problem except that it lacks an
objective function. Most linear programming solutions start with a so-called
phase I step where a feasible solution to the constraints is found so that the
simplex method can begin. Such a phase I approach does not make use of the
objective function. As such, using a phase I algorithm we can find a solution to
the above system. We then need only take the first n entries from wˆ to obtain
the solution we wanted in the first place.
7 Enforcing Cycle Conditions
At this point we have an algorithm which, when given a matrix, will generate
a graph whose vectors can only form cycles from the null space of the input
matrix and whose vertex cuts all come from the row space of the matrix. This
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construct though is not yet guaranteed to be Kirchhoff. The cycle conditions
have yet to be enforced. Specifically it could be that there are not enough
different kinds of cycles such that they span the null space of our input matrix.
But, assuming that at least one copy of each vector is present in the graph, we
can stitch copies of the graph together to form a larger graph with any cycle we
want. As a result we can certainly create a graph containing enough cycles to
span the null space of the input matrix. In this way we can enforce the cycle
conditions as well and end up with a graph that is truly Kirchhoff.
8 Overview of Algorithm
We now have an algorithm that, given a matrix, should find a corresponding
Kirchhoff graph if one exists. We now summarize the steps. Stepping through
each part illustrated in Figure 1, the algorithm goes as follows. The algorithm
begins with a matrix in canonical form. Using the process outlined in §3 we
generate the vectors we will use to fill subsequent frames. We then create the
initial frame using the definition from §4. Using this frame we generate the
linear system outlined in §5 and §6. We then attempt to solve it using a phase I
linear programming algorithm. If we can find a solution we stitch the graph to
itself as many times as needed create the appropriate cycles and then generate
a representation of the resulting Kirchhoff graph. If we cannot, we expand our
frame’s size and repeat as illustrated in Figure 1. Eventually, if a Kirchhoff
graph does exist for our input matrix, this process should find it.
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Input Canonical Matrix
Generate Vectors
Create Initial Frame
Generate Linear System
Solvable?
Expand Frame
Create Missing Cycles
Kirchhoff Graph
no
yes
Figure 1: Algorithm Flowchart. Taking in an input matrix in canonical form, we
use the procedures from §3 and §4 to create an initial frame. Then we generate
the linear system described in §5 and §6 and try to solve it. If a solution exists
we create any missing cycles by stitching the resulting graph to itself and then
return some representation of the graph. If there isn’t we increase the size of
the frame and repeat.
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9 Results
9.1 Running Example
The algorithm generates Kirchhoff graph from the introduction for the matrix:
A =
s1 s2 s3 s4[ ]
1 0 2 1
0 1 1 2
Weightings:
1
2 2
1
1
2
2
1
3
3
3
3
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Cycles:
9.2 A More Difficult Example
The previous example had already been constructed by hand before this algo-
rithm was created. To prove the usefulness of the algorithm we would need to
create Kirchhoff graphs that would be extremely difficult to construct by hand.
The following example is one such case.
For the matrix:
A =
s1 s2 s3 s4 s5[ ]
1 0 1 1 3
0 1 1 2 −1
the algorithm gave the following:
Weightings:
14
1 3 6 3 1
6 10 12 12 10 6
1 3 6 3 1
3 6 9 1
2 8 4
4 8 1
2 9 6 3
4 8 12 9 6 3
3 6 9 12 8 4
7 1
4
2
1
2
1
1
4 7
21 14 7
7 14 21
Cycles:
9.3 An Asymmetric Example
Many of the Kirchhoff graphs produced by the algorithm including the ones
shown so far have a great deal of symmetry. But there is no reason why we
cannot construct asymmetric Kirchhoff graphs. Here is an example where the
algorithm actually produced one.
For the matrix:
A =
s1 s2 s3 s4 s5[ ]
1 0 −1 1 3
0 1 1 2 −1
the algorithm gives the following.
Weightings:
15
4
9
14
2
1
7
9
8
28
4
2
21
4
842
3
0
9
2
1
6
9
12
18
6
1
2
26
5
0
66
3
3
30
2
8
36 3
6
42
24
42
4
2
18
42
1
7
2
42
7
3
24
84
2
5
40
56
1
4
25
35
7
14
21 7
25 14
Cycles:
9.4 Rational B
It was noted in §5 that the logic behind creating frames can be extended to
matrices with rational elements (that is rational elements in B). This extended
logic is in the coded algorithm and has the effect of generating a finer grid of
vertices. So given the following matrix:
A =
s1 s2 s3[ ]
1 0 1/2
0 1 1/2
The algorithm gave the following graph:
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1
1
9.5 Matrices with more than Two Rows
9.5.1 A Different Representation
To draw Kirchhoff graphs of dimension greater than two, one has to project from
higher dimensional spaces which is a problem in and of itself. Therefore the
algorithm, as implemented, returns a different representation of the Kirchhoff
graph for higher dimensions. This representation comes in two parts.
The first part is an weighted incidence matrix of the following form:
e1 e2 . . . eh . . . ep

v1 3 0 . . . 0 . . . 0
v2 −3 0 . . . 19 . . . 0
v3 0 0 . . . 0 . . . −6
...
...
...
...
...
...
...
vk 0 0 . . . −19 . . . 0
...
...
...
...
...
...
...
vq 0 0 . . . 0 . . . 6
where each ei is an edge in the graph with a non-zero weighting and each of
the vi is a vertex in the graph. Then the weight of the ei edge is placed in
the row corresponding to the vertex it leaves and the column corresponding to
the vector ei. It’s negative is placed in the same column but now in the row
corresponding to the vertex it enters. So, for example, the above matrix tells us
that edge ep enters vertex v3 and exits edge vq and that it has a weighting of 6.
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The second of the two parts is an identification matrix of the form:
s1 s2 . . . sm

e1 1 0 . . . 0
e2 0 1 . . . 0
e3 1 0 . . . 0
...
...
...
...
...
ek 0 0 . . . 1
...
...
...
...
...
ep 0 0 . . . 0
Each si is one of the vectors (i.e. one of the columns of A). For the row
corresponding to the vector ei a one is placed in the column corresponding to
its type and the values in the rest of the columns are zero. Therefore in the
above example we can see that e2 is of type s2 and ek is of type sm. With these
two matrices the vector graph generated by the algorithm can be reconstructed
as we know what the si are.
9.5.2 An Example
Given the matrix:
s1 s2 s3 s4[ ]1 0 0 1
0 1 0 −1
0 0 1 2
The algorithm gives us the following incidence matrix:
e1 e2 e3 e4 e5

v1 −2 1 0 0 0
v2 0 0 2 0 −2
v3 2 0 0 0 2
v4 0 0 −2 −1 0
v5 0 −1 0 1 0
and the corresponding identification matrix:
s1 s2 s3 s4

e1 1 0 0 0
e2 0 0 1 0
e3 0 1 0 0
e4 0 0 1 0
e5 0 0 0 1
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Now we know the vector graph created with this algorithm will satisfy the vertex
cut conditions so the only thing we have to check for to make sure it is Kirchhoff
is check for cycles. Using the two matrices above we can draw an equivalent
vector graph where we changed the vectors so that they can be drawn in the
plane:
v1
v2
v3
v4v5
s
1
s3 s3
s
2
s4
From which we can see that our graph is in fact the cycle we need and therefore
Kirchhoff.
10 Future Work
There are several potential optimizations possible as well as avenues for future
work beyond the algorithm itself.
10.1 Improving the Algorithm
In terms of optimization the algorithm currently depends on an exact linear
programming algorithm to generate exact and integer weightings. Given that
the linear programming algorithm is applied to a highly degenerate problem for
each iteration of the overall algorithm and there can be many such iterations
the algorithm can end up taking an impractically long time.
To get past the inefficiencies of the exact solver, one must investigate how
a numerical algorithm cane be used while still recovering the exact and integer
solutions.
Another avenue to shortening each successive iteration is to distribute the
linear programming algorithm. During each iteration of the phase I linear pro-
gramming algorithm chosen, all the rows of the matrix Eˆ defined in §6 are
updated. These updates can be parallelized using such frameworks as Apache
Spark.
Beyond performance optimizations one could also greatly improve the user
experience by implementing a graph drawing tool for matrices of rank greater
than two.
10.2 Proving Existence
One of the main open questions that our algorithm might help answer in the
future is the issue of existence of Kirchhoff graphs for arbitrary rational matrices.
One approach uses the algorithm directly. If it can be shown that for some size
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frame the system given in §6 must have a solution in which at least one copy of
each vector exists then the question would be answered for all matrices that can
be reduced to row echelon form. Another approach uses the algorithm to help
study and confirm hypothesis about Kirchhoff graph operations that correspond
to column operations.
For example it is known that if columns are switched in a matrix and the
Kirchhoff graph is known for the original matrix then the Kirchhoff graph for
the resulting matrix is just the first Kirchhoff graph with the labels switched in
the same manner as the columns.
Likewise if one has the Kirchhoff graph for some matrix, to get the Kirchhoff
graph for a new matrix generated by multiplying some column by an integer α
one only need follow these steps:
1. Replace each vector not corresponding to the altered column by α new
vectors all in parallel such that the line of vectors begin and end where
the original vector began and ended.
2. Multiply the weighting on any vector corresponding to the altered column
by α .
If all three column operations could be understood in terms of similar graph
operations then a proof of existence would be reduced to simply proving the
existence of a Kirchhoff graph for a single matrix of each rank.
11 Conclusion
This report has presented an algorithm for generating Kirchhoff graphs for ar-
bitrary rational matrices. There is a great deal of room for optimization and
improvement of the user experience, but overall the algorithm provides a pow-
erful tool for further pursuits in the study of Kirchhoff graphs - particularly in
terms of the proof of their existence for arbitrary rational matrices.
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