Abstract. In this paper we study the regularity theory for the Poisson equation in R n under proper conditions. Furthermore, it will be verified that these conditions are optimal.
Introduction
Regularity theory in PDE plays an important role in the development of secondorder elliptic and parabolic equations. Classical regularity estimates for elliptic and parabolic equations consist of Schauder estimates, L p estimates, De GiorgiNash estimates, Krylov-Safanov estimates, and so on. When we study the L p estimates, it is necessary to introduce the notion of weak derivatives and to work in the so-called Sobolev spaces, which are sets of functions with a certain degree of smoothness. Sobolev spaces are commonly used and studied in a wide variety of fields of mathematics and have turned out to be one of the most powerful tools in analysis created in the 20th century.
Since the 1960s, the need to use wider spaces of functions than Sobolev spaces came from various practical problems. Orlicz spaces (see Definition 1.4) have been studied as the generalization of Sobolev spaces since they were introduced by Orlicz [11] (see [3, 5, 6, 7, 9, 10] ). The theory of Orlicz spaces plays a crucial role in many fields of mathematics including geometric, probability, stochastic, Fourier analysis and partial differential equations (see [12] ). In this paper we are concerned with the global regularity estimates in Orlicz spaces for the Poisson equation in R n and the corresponding optimal conditions on φ (see (1.2) ).
We consider the regularity for the following Poisson equation:
where the dimension n ≥ 2. Our main purpose in this work is to study what are the optimal conditions on those φ that satisfy an estimate such as
where C is a positive constant independent of u and f .
Indeed, if φ(t) = |t| p , (1.2) is reduced to the classical L p estimate (see [4, 8] ). Moreover, Wang [13] gave a new proof of local L p estimates for the Poisson and heat equation by a geometric approach, in which the Hardy-Littlewood maximal function, modified Vitali covering lemma, and compactness method are used. Furthermore, using the same techniques as in [13] , Jia, Li and Wang [9] generalized local estimates in L p space to Orlicz spaces for the Poisson equation when φ ∈ ∆ 2 ∩ ∇ 2 (see Definitions 1.2 and 1.3). Since φ is not certain to be a polynomial, which leads to the failure of the normalization, the authors in [9] first assume that u ∈ C ∞ 0 (Ω) and then use an interpolation inequality to obtain the result. Recently Acerbi and Mingione [1] obtained local L q , q ≥ p, gradient estimates for the degenerate parabolic p-Laplacian systems. There they invent a new iteration-covering approach, which is completely free from harmonic analysis. In this paper, encoding and simplifying the iteration-covering procedure used in [1] and extending it to the whole space (see Lemma 3.1 and Lemma 3.2), we will finish the proof of the estimate (1.2) under some assumptions on φ (see Theorem 1.5) and then verify that these assumptions are optimal.
Let B r = {y ∈ R n : |y| < r} be an open ball in R n with center 0 and radius r > 0, and B r (x) = B r + x. We denote
where
In this paper we denote by Φ the function class that consists of all functions φ : [0, +∞) −→ [0, +∞) which are increasing and convex. 
We can verify that if φ ∈ ∇ 2 , then φ satisfies for 0 < θ 1 ≤ 1,
, where α 2 = log a 2 + 1.
Definition 1.3.
A Young function φ ∈ Φ is said to satisfy the global ∆ 2 condition, denoted by φ ∈ ∆ 2 , if there exists a positive constant K such that for every t > 0,
φ(2t) ≤ Kφ(t).
In fact, if φ ∈ ∆ 2 , then it is easy to check that φ satisfies for 1 ≤ θ 2 < ∞, 
Now let us state the main result of this work:
Remark 1.6. Using the same approach, one can also deal with the parabolic case
2. Proof of the main result 2.1. Necessity. In this subsection we show that φ ∈ 2 ∩ ∇ 2 if estimate (1.2) is true. Part 1. φ satisfies the global ∇ 2 condition. Now we consider the special case in (1.1) when
where t is a positive parameter,
Therefore equation (1.1) has a solution
is the fundamental solution of − .
It follows from (1.2) and (2.1) that
We know from (2.2) that
We define
When x ∈ D, ξ ∈ B 1 , we have
Therefore, for x ∈ D we conclude that
Recalling estimate (2.3) we find that
which implies that
By changing the variable we conclude that, for t > 0,
where α = 48
Now we use (2.5) and (2.6) to obtain that
where we choose that t 1 = εt, t 2 = s in (2.6). Set a = 1/ε 2 . Then we have
when a is chosen large enough. This implies that φ satisfies the ∇ 2 condition. Part 2. φ satisfies the global ∆ 2 condition. Define two constants,
is a cutoff function defined in (2.1). It is easy to see that C 2 > C 1 . Now we consider the special case in (1.1) when
where t is a positive parameter. From the proof of Part 1, we know that φ ∈ ∇ 2 if estimate (1.2) is true. Set
It is obvious that γ > 1. Then from (1.2) and (1.3) we obtain
Therefore, we conclude that φ(γt) ≤ Cφ(t), which implies that
This completes our proof.
Sufficiency
In Subsection 3.1, we use an approximation argument to show that the proof of the sufficiency part of Theorem 1.5 can be reduced to proving an a priori estimate (1.2) with the assumption that D 2 u ∈ L φ (R n ), where φ satisfies both the 2 and the ∇ 2 conditions. In Subsection 3.2, we shall finish the proof of the sufficiency part of Theorem 1.5.
Now we consider the regularized problems
Then we have
where α 1 and α 2 are defined in (1.3) and (1.4). Therefore, it follows from the above inequality, (1.3) and (1.4) that
Thus our estimate in Subsection 3.2 implies that
where the constant C is independent of k ∈ N. Finally, letting k → ∞ and using (3.1) and the lower semicontinuity to handle the left-hand side of (3.2), we obtain the a priori estimate (1.2); that is,
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3.2. Final proof. We need two important lemmas, which are much motivated by
Step 2 and Step 4 (i.e., the iteration-covering procedure) in [1] . Let
In fact, in the subsequent proof we can choose any constant p with 1 < p < α 2 . Now we write
while M > 1 is a large enough constant which will be determined later. Set
for any λ > 0. Then u λ is still the solution of (1.1) with f λ replacing f . Moreover, for any domain B in R n we write
, we focus our attention on the level set E λ (1). Next, we will decompose the level set E λ (1).
Lemma 3.1. For any λ > 0, there exists a family of disjoint balls {B
and
Proof. Fix any x ∈ R n and ρ ≥ ρ 0 = ρ 0 (λ) > 0 with λ p |B ρ 0 | = 1. Then it follows from (3.4) that
Thus we conclude that
For a.e. x ∈ E λ (1), by Lebesgue's differentiation theorem we know that
which implies that there exists some ρ > 0 satisfying
Therefore from (3.7) one can select ρ x ∈ (0, ρ 0 ] such that
It follows from the argument above that for a.e. x ∈ E λ (1) there exists a ball B ρ x (x) constructed as above. Therefore, applying Vitali's covering lemma, we can find a family of disjoint balls {B ρ i (x i )} i≥1 such that the results of the lemma hold. This completes our proof.
Next, we obtain the following estimates of the balls {B ρ i (x i )}. 
Proof. From (3.6) in the lemma above we see that
Therefore, by splitting the two integrals above as follows we have
Thus we have concluded with the desired estimate.
For the proof of sufficiency in Theorem 1.5, we need the following result. 
Proof. Interchanging the order of integration and integrating by parts, we deduce that Thus we complete the proof. Now we are set to prove the sufficiency in Theorem 1.5.
Proof. Fix i ≥ 1. In view of Lemma 3.1, we obtain (3.8)
|D
2 u λ | p dx ≤ 1 and 
where C 2 = C 2 (n, φ) and C 3 = C 3 (n, φ, M ). Finally, choosing a suitable M > 0 such that C 2 /M p < 1/2, we obtain
Thus we complete the proof.
