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INTRODUCTION 
The purpose of this paper is to classify the translation planes of order 
twenty-five. Andre [l] and Bruck and Bose [3] have shown there is a 
one-one correspondence between spreads in projective space and transla- 
tion planes. We use this fact to classify the spreads in the three-dimensional 
projective space PG(3, q). The translation planes of order 16 have been 
classified by Dempwolff and Reifart [9, 191. 
Every spread in PG(3, q) may be obtained by replacing a subset of the 
lines of a regular spread. The classification is divided into two parts. In the 
first part we classify those translation planes of order 25 containing a 
regulus and in the second part we classify the translation planes that do 
not contain a regulus. Our results show that there are 21 isomorphism 
classes of translation planes of order 25; 13 are planes containing a regulus 
and eight planes not containing a regulus. Of the 21 classes, seven were 
previously unknown. 
The results of the first part of this paper form part of a doctoral thesis 
(Oakden’s) [ 131 completed under the direction of F. A. Sherk in 1973. 
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2. NOTATION AND DEFINITIONS 
The following material is explained in greater detail in [S, pp. 131-133, 
219-221-J. A translation plane is an aftine plane whose group of translations 
is transitive on the points of the plane. The geometry C = PG(3, q) is the 
three-dimensional projective space over GF(q). If we regard C as a four- 
dimensional vector space V= V(4, q) over GE’(q), the points, lines, and 
planes of C are the one, two, and three-dimensional subspaces of I’, respec- 
tively A spread of C is a collection S of lines such that every point of C 
is on a unique line of S, or in other words, a spread is a collection of q* + 1 
non-intersecting lines. A regulus R of C is a set of q + 1 skew lines such that 
any transversal to three lines of R is a transversal to every line of R. The 
set of transversals to R forms another regulus which is called the opposite 
reguh to R. Three skew lines determine a unique regulus and a regulus is 
determined by any three of its lines. A spread is regular if it contains the 
regulus determined by any three of its lines. 
Let S be a spread, R a regulus of S and let S = R u Q, R and Q disjoint 
subsets of S. If R’ is the opposite regulus of R, then S’ = R’ u Q is also a 
spread. Two spreads S and S’ are reversal-equivalent if there is a sequence 
of spreads S = S,, S,, . . . . S, = S’ such that Si can be obtained from Si_ , by 
reversing a regulus of Sip 1. Spreads that are reversal equivalent to a 
regular spread are called subregular. Orr [14] has shown that every sub- 
regular spread can be obtained by reversing disjoint reguli in a regular 
spread. Such spreads have been studied in detail in [2, pp. 493-5133 and 
when q = 5 there are five isomorphism classes of subregular spreads. 
We will be considering a special set of lines of C. Let V= V(2, q) be the 
two-dimensional vector space over GF(q). The following are lines of C: 
I, = { (0, x) ( x E I’, 0 the zero-vector in V} 
I(A)= ((x5 XA)lXE fq, 
where A E GL(2, q) or A is the 2 x 2 zero matrix. If A is the 2 x 2 zero 
or identity matrix we write I,,, I, respectively for f(A). If S is a spread 
containing 1,) then there is a set M of q* 2 x 2 matrices over GF(q) such 
that A EM implies 1(A) is a line of S and such that the difference between 
any two matrices in M is non-singular. Conversely, if M is a set of q* 
2 x 2 matrices over GF(q) such that any two distinct elements of M have 
a non-singular difference, then 
s= {lm} u {I(A)lAEM} (2.1) 
is a spread containing 1,. The set M is called a spread set. Classifying the 
translation planes of order p*, p a prime, is equivalent to classifying the 
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spread sets of 2 x 2 matrices over GF( p). If Z is the 2 x 2 identity matrix and 
A E GL(2, q), A irreducible, then 
T= {Lo> u ~44l~~Wq)l (2.2) 
is a regulus that we will call the scalar regulus and 
S(A)= (Z,} u (l(aI+bA))a,b~GF(q)} 
is a regular spread. 
3. PRELIMINARY RESULTS 
The following are well known. 
LEMMA 1 (Veblen and Young [20, p. 3191). Let S be a regular spread 
and suppose 1 is a line not in S. Then R = (m 1 m E S, m n I# 0 > is a regulus 
and I is a line of R’, the opposite regulus to R. 
LEMMA 2. Let S be a regular spread containing reguli R, and RI. If R; 
and R; are the opposite reguly to R, and R,, respectively, then R; n R; = 4; 
i.e., they have no common lines. 
LEMMA 3. Let R,, . . . . RN be all the reguli of S, a regular spread. Then S, 
R; , R;, .+,, RI, form a disjoint partition of the lines of C. 
The following lemmas are due to Bruck [2]. 
LEMMA 4 (Bruck [2, p. 4361). The collineation group of C acts as a 
transitive permutation group on the reguli of C. 
LEMMA 5 (Bruck [2, p. 4361). Let T be the scalar regulus defined in 
(2.2) and let S1, Sz, . . . . S, be the distinct regular spreads containing T. Then 
(i) m=(I)= (q2-qY2; 
(ii) the set of lines S1 - T, S2 - T, . . . . S, - T partition the set of lines 
of C that do not meet T. 
Suppose S is a spread of C. A set of lines W with Wz S is called 
replaceable if there exists ai set of lines w’ such that 
(i) Wn W’n# 
(ii) S’ = (S-W) u w’ is a spread. 
We say that s’ is obtained from S by replacing the set W by W’. 
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LEMMA 6. Let S be a regular spread and s’ an arbitrary spread of C. 
Then s’ may be obtained from S by replacing a suitable subset W c S. 
THEOREM 1. Let S be a regular spread of C. If WE S is replaceable, 
then 
(i) there exist reguli R,, R,, . . . . R, in S such that W= uf=, R,. 
(ii) Zf W’ is any replacement for W, then W’ z U,!=, Ri is the opposite 
regulus to Ri. 
Let U and V be partial spreads of C which cover the same points and 
have no lines in common. Let 1 UI = ) VI = t and q > 3. 
THEOREM 2 (Bruen [S, Theorem 2.11). Let U contain two reguli A and 
B. Then 
(i) if A and B have exactly one line in common, t 2 (q + l)(q + 4)/4 
(ii) if A and B have exactly two lines in common, then 
t 2 (q + 1 )(q + 3)/4. 
We classify spreads by classifying spread sets. If S’ is an arbitrary spread 
we can assume S’ is as given in (2. I), having spread set M. Throughout, 
unless otherwise indicated, we let 0 and I be the 2 x 2 zero and identity 
matrices, respectively. Without loss we can assume 0 and I are in M and 
that no matrix in M, other than I, has eigenvalue 1. Let F be a spread set 
consisting of a field of 2 x 2 matrices, IFI = q*. We can assume M is 
obtained from F by replacing a subset of matrices of F with an appropriate 
set of matrices, none of which have eigenvalue 1. If R is a regulus of S’ or 
S not containing I,, then the lines of R correspond to a subset of matrices 
ff of M or F, respectively. We call h an r-set, i.e., a set of matrices corre- 
sponding to the lines of a regulus. If & is an r-set for regulus R, and R’ is 
the opposite regulus to R, we say A’ is the opposite r-set for &. We obtain 
M from F by deleting r-sets from F and replacing them with matrices from 
the r-sets of the corresponding opposite reguli. 
The r-sets of F can easily be listed. Let A E GL(2, q), A # F. Each point 
ofl(A)isonsomelineofS. Let ff=(BlB~Fand IA-B(=O}. Lemma1 
implies l? is an r-set. Let R be its corresponding regulus. If CE F 
then C-‘(A-B)C=C-‘AC-C-‘BC=C’AC-B. So for BER, 
IC’AC- BI = 0. This implies that l?’ = (C-‘AC/C E F} is the r-set of the 
opposite reguli R’ of R. It is the sets 8’ that can easily be listed. They are 
the conjugacy classes of size q + 1 of elements of GL(2, q) under conjuga- 
tion by elements of F. For a given l?‘, l? is simply the set of elements in F 
whose first rows are identical with the first rows of the elements of 2’. 
A simple calculation shows the number of elements in GL(2, q) not in F 
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and not having eigenvalue 1 is q(q2- l)(q- l)-(q*- l)-(q2-q- l)(q+ 1). 
These elements fall into sets of size q + 1 under conjugation by the elements 
of F. There are q3 - 3q2 + q + 2 such sets. We have the following lemma. 
LEMMA 7. Zf S is a regular spread in 1 containing I,, I,,, and I, then S 
contains q3 - 3q2 + q + 2 reguli not containing 1,) I,, or I,. 
For q = 5 we find a regular spread has 57 reguli of the above type. Of 
these, 30 of the reguli have r-sets consisting of irreducible matrices and we 
will call these sets irreducible r-sets and the corresponding reguli 
irreducible reguli. There are 27 reguli for q = 5, whose r-sets are not 
irreducible. 
4. PLANES CONTAINING A REGULUS 
Let S’ be a spread containing a regulus and having spread set M. We can 
assume M is obtained by deleting r-sets from a 2 x 2 matrix field F over 
GF(q) and replacing these matrices with matrices from the r-sets of the 
corresponding opposite reguli. Since we are assuming S’ contains a regulus 
we can assume S’ contains the scalar regulus of (2.2) and A4 contains all 
the scalar matrices over GF(q). Thus M is obtained from F by deleting 
irreducible r-sets from F. 
Let G = GL(2, q) @ Z,. The group G acts as a group of collineations on 
the regular spread S corresponding to spread set F and fixes the scalar 
regulus of (2.2). We can also consider G to be acting as a permutation 
group on the elements of F. If g E G and Z(A) g = Z(B) for A, BE F we can 
put (A) g = B. G sends r-sets of F onto r-sets of F and for q = 5, the 30 
irreducible r-sets of F fall into two orbits 0, and 0, under the action of G 
with IO,1 =20 and IO21 = 10. 
To classify the spreads of order 25 we first assume the spread is not sub- 
regular [2]. Because of Theorem 2 we can assume M above is obtained 
from F by deleting at least four irreducible r-sets from F. We call any set 
of the form F- Ur= 1 Z&, for k > 4, Z?, an irreducible r-set, a C-set. 
Once we have found all C-sets the classification is essentially done. It 
takes a matter of seconds of computer time to find all possible spread sets 
once all possible C-sets are found. For q = 5 there are 224 C-sets and these 
yield nine non-isomorphic, non-subregular spread sets containing a regulus. 
The existence of G reduces the number of C-sets that have to be con- 
sidered. Let Z?, E 0, and 1T2 E O2 be fixed r-sets. Without loss of generality 
we can assume a given C-set is found under one of the following condi- 
tions: 
(i) Z?, is deleted from F 
(ii) Z?, is deleted from F but no r-set of 0, is deleted from F. 
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For q = 5 the stabilizer in G of A, has five orbits on 0, of lengths 1, 1, 
6, 6, 6 and three orbits on 0, of lengths 1, 3, 6. The stabilizer in G of A, 
has three orbits on 0, of lengths 1, 3, 6. Since at least four r-sets are to be 
deleted from F and since S’ is not subregular, another r-set @ must be 
deleted from F with 8 n g, # 0 or k n i?, # 0. One can show there are, 
up to isomorphism under G, six choices for the first two r-sets to be 
deleted from F. We order 30 r-sets A,, fi,, . . . . i?,, and, using the k, in 
order, assume we have formed j subsets of F, C,, C2, ..,, Cj. For fixed i let 
Dk = Ck - &, k = 1, . . . . j. 
If 1 of the D, are sets and are not isomorphic, under G, to any of the C, 
or to each other, and if they each contain at least two irreducible elements 
of F, we form 1 new C-sets C,+,, . . . . C,,, with the Cj+,,,‘s equal to corre- 
sponding D’s. Note that, since there are 10 distinct fields of 2 x 2 matrices 
over GF(p), when p = 5, and since a spread set containing a regulus must 
contain 20 irreducible matrices, we can assume two irreducible matrices lie 
in F. After we have used R,,, we will have found, up to isomorphism under 
G, all C-sets of F. 
The C-sets are stored in the array 
CSETS(P * (P - 1 ), NUM, P * (P - I), Z), 
where the first index lists the elements of the set, the second is an upper 
bound for the number of sets of a given size, the third index represents the 
size of the set, and the last orbits 0, and OZ. 
The elements of the regular spread are numbered 1,2, . . . . P * P. The 
reguli are stored in the array REG(P + 1, P * *3 - 3P * *2 + P + 2), with 
P + 1 elements per regulus. To form the first C-set, we remove the first 
regulus REG(x, 1) in 0,) 
DO llOJ=l,P**2 
DO 120 K = 1, P + 1 
120 IF(REG(K, l).EQ.J) GO TO 110 
TK=TK+l 
CSETS(TK, l,P**2-(P + l), l)= J 
110 CONTINUE 
The array REP(8) contains the numbers in REG of the coset repre- 
sentatives of the eight orbits of G on 0, and O2 mentioned above. We use 
the following loops to remove the second regulus from the regular spread. 
DO130A=I,8 
B = REP(A). 
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We call the subroutine 
NEWSET(SIGl,l,P**2-(P + l),KK, 1, B,MIN), 
where the argument SIG1 has the value 1 returned from the subroutine if 
a new C-set is formed, 0 otherwise. The second argument 1, indicates that 
0, is being used. The number P**2 - (P + 1) indicates that at this stage a 
regulus is going to be removed from a C-set of P-2 - (P + 1) elements. 
The number KK will be the size of the new C-set; 1 indicates this is the first 
of the given size; B is the index of the regulus to be removed and MIN is 
the size of the smallest C-set formed so far. We give NEWSET below. 
Arrays are sent to subroutines using COMMON. 
SUBROUTINE NEWSET(SIG1, I, KK,TT, SS, MIN) 
To start, we set 
SIG1 = 0. 
We use the logical arrays OUT1 and OUT2 to record which elements 
are in the C-set and which are in the regulus: 
DOlOJ=l,P*P+l 
OUTl(J) = .TRUE. 
10 OUT2(J) = .TRUE. 
DO20J=l,K 
20 OUTl(CSETS(J,TT,K,I)) = .FALSE. 
DO30J=l,P+l 
30 OUT1 (REG(J, B)) = . FALSE. 
Using the OUT arrays, we record which elements are in CSETS, but not 
in REG. 
TM=0 
DO40J=l,P*P+l 
IF(OUTl(J)) GO TO 40 
IF(OUT2(J)) THEN 
TM=TM+l. 
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The new set is stored in the array TMP, 
TMP(TM) = J 
ELSE 
We record the fact that an element has definitely been removed from the 
fixed C-set, i.e., a new set is being formed: 
SIG1 = 1 
ENDIF 
40 CONTINUE 
For planes containing a regulus, we are only interested in CSETS that 
contain P scalar matrices and at least two irreducible matrices from the 
field. Thus we want TM greater than six: 
IF(TM.LE.6) THEN 
SIG1 = 0 
ELSE 
KK=TM 
IF(MIN.GT.TM)MIN = TM 
ENDIF 
END 
At this point we call the subroutine EXTRA described below. After that, 
we remove the reguli following the B-th regulus, from the C-sets already 
formed. We use only the 30 reguli consisting of irreducible field elements: 
DP 130C=B+ 1,30. 
We choose a size K for our C-sets: 
DO 140K=P**P-(P+l),MIN,-1. 
The number on CNT(K) is the number of C-sets formed so far, having 
K elements: 
IF(CNT(K).EQ.O) GO TO 140 
DO 150 TT = l,CNT(K) 
CALL NEWSET(SIG1, 1, K, KK, TT, C, MIN) 
IF(SIGl.EQ.0) GO TO 140 
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The set just formed could be the image under G of a set previously 
formed. These images are stored in the array CHKSETS(P(P- l), 
NUM,P**2 - (P - l)), where the first index lists the elements in the set, 
NUM is an upper bound for the images of all the C-sets of a given size, 
and the last index is the size of the C-sets. We now 
CALL CHECK(SIG2, KK). 
The subroutine checks to see if the set TMP found in NEWSET has a 
pre-image. It uses the array CHKSETS and is straightforward. If TMP is 
found in CHKSETS then SIG2 is set equal to one in the subroutine and 
the set is rejected: 
IF( SIG2. EQ. 1) GO TO 150. 
If the set is not rejected we record it in CSETS. 
RECORD uses CSETS and its content should be obvious. 
Next, ail the images under G of this new set are stored in CHKSETS, 
using the subroutine EXTRA. We list EXTRA, 
SUBROUTINE EXTRA( KK). 
We put the new set in CHKSETS: 
CNTCK(KK) = CNTCK(KK) + 1 
START = CNTCK(KK) 
DO 10 J= l,KK 
10 CHKSETS(J, START, KK) = TMP(J) 
We next form permutation images of TMP: 
DO20I=l,(P+l)*P*(P-1)*2 
DO30II=l,P*P+l 
30 SET(I1) = .FALSE. 
DO40K=l.KK 
The array SUPPOW is the permutation group given by G so that 
SUPPOW(A, B) = C means that the image of A under the Bth permuta- 
tion is C: 
40 SET(SUPPOW(TMP(K),I) = .TRUE. 
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We eliminate the image of TMP if it contains elements of the regulus 
FIRST = REG( 1, P + l), since no partial spread will contain elements of 
that regulus: 
DO45J= l,P+ 1 
IF(SET(FIRST(J))) GO TO 20 
45 CONTINUE 
We order the elements of the permutation image: 
s=o 
DO50L=l,P*P+l 
IF(.NOT.SET(L)) GO TO 50 
S=S+l 
TMP3(S) = L 
50 CONTINUE 
All partial spreads will contain the point at infinity so if that point is not 
the last element of TMP3, we reject it: 
IF(TMP3(KK).NE.26) GO TO 20 
We now check to see if this image is the same as a previous permutation 
image formed in this call of the subroutine: 
DO 60 M = START, CNTCK( KK) 
DO70N=l,KK 
IF(TMP3(N).NE,CHKSETS(N,M,KK)) GO TO 60 
70 CONTINUE 
If we reach this point, TMP3 is a duplicate: 
GO TO 20 
60 CONTINUE 
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If we reach this point, we have a new set to add to CHKSETS: 
CNTCK(KK) = CNTCK(KK) + 1 
TK = CNTCK(KK) 
DO80J=l,KK 
80 CHKSETS(J,TK,KK) = TMP3(J) 
20 CONTINUE 
150 CONTINUE 
140 CONTINUE 
130 CONTINUE 
END 
At the completion of loop 130, we start the whole process all over again 
using O,, replacing I above, where appropriate, with 2. After the second 
completion of loop 130, we have found, up to isomorphism under the 
action of G, all the C-sets that could possibly be expanded to spread sets 
containing a regulus. These sets are contained in the array CSETS. The 
program takes about 37 s CPU time. 
We use the result of the following lemma to construct the spread sets. 
LEMMA 8. Let P= {A,, A,, . . . . A,} be a set of 2 x 2 matrices over GF(q) 
with 1 Ai - Ai1 # 0 if i # j. Let (ai, bj) and (ci, di) be ordered pairs of elements 
of GF(q) corresponding to the first and second rows of Ai. If B is a 2 x 2 
matrix over GF(q) with first row (r,, r2) and second row (sl, s2) and 
(rl, r2) # (a,, b;) for any i, then (B - Ai1 # 0 for any i provided 
(~1, sz)$ (kC(r,, rZ)-(ai, bJl+ (Ci, di)IkEGF(q), i= 1,2, -., n># 
The proof of the lemma is obvious. To form spread sets we first store the 
given matrices A,, Al, . . . . A,, in the first n matrices of the array 
MAT(P* P,2,2). Let L be the set of the last p * p - n matrices of MAT. 
Using the p * p-n ordered pairs that do not appear as first rows of 
A,, AZ, . . . . A,, we fill the first rows of the matrices of L. Using the sub- 
routine PERMANENT described below and Lemma 8, we determine the 
choices for the last rows of all the matrices of L, given that the first n 
matrices of MAT will never change. The number of choices for each matrix 
in L is stored in the array CNT. 
We next re-assign the first rows of the matrices of L so that 
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CNT(1) Q CNT(J) if I< 1, 1, J, indices of matrices of L. This change 
greatly speeds up the program. We again call PERMANENT, 
CALL PERMANENT(I,N), 
where I is the index of the matrix of L and N= n. Arrays are sent to the 
routine through COMMON: 
SUBROUTINE PERMANENT(I, N) 
Using the logical array CH(O:P - 1,0: P - l,P*P), we first assume that 
all choices for the second row of the Zth matrix in MAT are possible: 
DO5J=O,P-1 
DOSK=O,P-1 
CH(K, J, I) = .TRUE. 
5 CONTINUE 
Applying Lemma 8, we store k(r,, rJ - (a,, b,) in the array FSTROW with 
(rl, rz) the first row of the ith matrix. We can assume the first rows of the 
matrices of the spread will never change so we obtain 
FSTROW(L,K,J,I)=MOD(K*(MAT(l,L,I)-MAT(l,L,J)),P), 
where L=1,2,K=O ,..., P-l,J=l,..., P*P-1, I=J+l, P*P. 
Once the second row of the Jth matrix has been determined we know 
from Lemma 8 which rows cannot be chosen for the second row of the Zth 
matrix. The pairs Tl, T2 below cannot be used as the second row of the 
1th matrix: 
s=o 
DO lOJ=l,N 
DO lOK=O,P- 1 
Tl=MOD(MAT(2,1,J)+FSTROW(l,K,J,I),P) 
T2= MOD(MAT(2,2, J) +FSTROW(2,K,J,I),P) 
IF( .NOT.CH(Tl,T2,1)) GO TO 10 
s=s+1 
We store the choices for matrix I that are permanently out, in the array 
PRMOUT(2,P*P*(P- 1, P*P): 
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PRMOUT( 1, $1) = Tl 
PRMOUT(2, S, I) = T2 
CH(PRMOUT( 1, S, I), PRMOUT(2, S, I)) = . FALSE. 
10 CONTINUE 
PRMCNT(1) = S 
CNT(I)=P*P-S 
END 
We are now ready to make choices for the last rows of the matrices of 
L. We start with the first matrix of L: 
I=N+l 
CALL CHOICE(1, N) 
The subroutine CHOICE is much the same as PERMANENT. It has 
two additional loops. The first loop eliminates those choices that will never 
be possible. 
SUBROUTINE CHOICE(1, N) 
,........................,....................... 
DO 25 S = 1, PRMCNT(1) 
CH(PRMOUT(l,S,I),PRMOUT(2,S,I) = .FALSE. 
25 CONTINUE 
CNT( I) = 0 
In the following loop, we store the choices for the last row of the Zth 
matrix: 
35 
30 
DO30Gl=O,P-1 
DO35Hl=O,P-1 
IF(.NOT.CH(Hl,Gl,I)) GO TO 35 
CNT(1) = CNT(I) + 1 
ROW(l,CNT(I),I) = Hl 
ROW(2, CNT(I), I) = Gl 
CONTINUE 
CONTINUE 
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Returning to the main program, we work our way through the matrices 
of L, occasionally backtracking. To handle the backtracking we use the 
array PL(P*P) to record the last choice for the last row of the Ith matrix 
PL(1) = 0 
60 PL(I)=P(I)+l 
If a spread is found, there will be exactly n matrices in the spread from 
a fixed field F, and without loss of generality we can assume that n is the 
maximal number of elements in the spread from a single field. Thus as last 
rows are chosen, we have to keep track of how many irreducible matrices 
in the spread are from the (P2 - P)/2 fields of 2 x 2 matrices over GF(P). 
We put FLDKEY(1) = 1 if the Ith matrix is irreducible. The array FLDD 
contains the number of the field that contains the Zth matrix. We need the 
following for backtracking: 
IF(FLDKEY(I).EQ. 1) THEN 
NOFELM(FLDD(1)) = NOFELM(FLDD(1)) - 1 
FLDKEY(1) = 0 
ENDIF 
If we have used up all our choices, we have to backtrack: 
IF(PL(I).GT.CNT(I)) GO TO 70 
We fill in the last row of the Ith matrix: 
MAT(2,l,I)=ROW(l,PL(I),I) 
MAT(2,2,1)= ROW(2,PL(I),I) 
A matrix is reducible if the discriminant of its characteristic polynomial 
is a square: 
IF(SQR(MOD((MAT(l,l,I)+P2*MAT(2,2,1))**2+ 
4*MAT(2,1,I)*MAT(1,2,I),P)))THEN 
FLDKEY(1) = 0 
GO TO 63 
ENDIF 
TRANSLATION PLANES OF ORDER 25 207 
The array FLDID tells us which field contains a given irreducible 
matrix: 
D = FLDID(MAT( 1, &I), MAT( 1,2, I), MAT(2,1, I), MAT(2,2, I)) 
IF(NOFELM(D).EQ.MAX) GO TO 60 
FLDKEY(1) = 1 
The array FLDD tells us which field the Zth matrix comes from: 
FLDD( I) = D. 
If I = P* P, the spread is complete, we store the spread, and backtrack 
to 70: 
63 IF(I.EQ.P*P) GO TO 80 
At 80 we store the spread and then return to the search. Otherwise, we go 
to the next matrix 
I=I+l. 
We determine the choices for the next matrix: 
CALL CHOICE(1, N) 
IF(CNT(I).EQ.O) GO TO 70 
PL(1) = 0 
GO TO 60 
If we are called to 70, then either PL(I) is too large, i.e., we have used 
up all the possible I choices, or there are no choices for the last row of the 
Zth matrix. We have to reduce I, go to 60, and choose a new Zth matrix: 
70 IF(FLDKEY(I).EQ. 1) THEN 
NOFELM(FLDD(1)) = NOFELM(FLDD(1)) - I 
FLDKEY(1) = 0 
ENDIF 
PL(1) = 0 
1=1-l 
groups of these planes, giving us a good idea which planes might be 
582a/59/2-4 
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isomorphic. Using another program from [7] we can determine if two 
spread sets yield isomorphic planes. 
The following spread sets of order 25 correspond to spreads containing 
a regulus. For completeness we include the spread sets for the subregular 
spreads labeling them S,, . . . . S,, with S, the spread for the Desarguesian 
plane, S, the spread set of the Hall plane, S, and S, the sets for the Andre 
planes, and S5 the subregular spread of non-Andre type. The other eight 
spread sets are labelled A 1, .,,, A 8. 
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5. SPREADS THAT Do NOT CONTAIN A REGULUS 
Let s’ be a spread containing I,, l,, and I, and having spread set M. If 
S’ does not contain a regulus, then M cannot contain all the scalar 
matrices. Since IMl = q2, every element of V(2, q) must appear as a first 
row in a matrix of M. In particular, there are matrices of M with first row 
of the form (a, 0), a E GF(q). Since A4 does not contain all the scalar 
matrices, M must contain non-scalar reducible matrices. There are two 
cases to consider. 
For the first case we assume A4 contains non-scalar reducible matrices 
with only eigenvalue and none with distinct eigenvalues. We assume S’ is 
obtained from a regular spread S, by deleting reguli from S that do not 
contain I,, I,, I, and whose opposite reguli have corresponding r-sets 
consisting of reducible matrices with exactly one eigenvalue. For q = 5 there 
are exactly 12 such reguli. 
If A EM, then M’ = {A-‘B( BE M} is a spread set for a spread 
isomorphic to s’. Since M contains matrices with first row (2,0), (3,0), 
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and (4,0), respectively, by the proper choice of A above, we see we can 
assume A4 contains a non-scalar matrix of the form [“, i], a E GF(5), a # 0. 
This matrix must correspond to a line of an opposite reguli of S. There are 
four such reguli, say R,, R,, R,, R,. Let U= {R,, Rz, R,, R4}. 
LEMMA 9. Let M be a spread set corresponding to spread s’. If for some 
a E GF(q), M does not contain the scalar A = [P, II], then M contains q + 1 
matrices with eigenvalue a. 
Proof: Every point of the lines Z(A) lies on a line of S’ and no line 1’ 
of S’ contains two points of Z(A) since then the matrix of I’ would be A. 
If I’ is a line of S’ intersecting l(A), then the matrix of I’ in M has eigen- 
value a. Thus there are q + 1 matrices of A4 with eigenvalue a since Z(A) has 
q + 1 points. 
For the case q = 5, A4 must contain six lines from the set U above. Let 
F be the field of 2 x 2 matrices corresponding to the regular spread S 
above, and let A be a 2 x 2 matrix generating F. Let 0 and Z be the 2 x 2 
zero and identity matrices respectively. Then by proper ordering, the 
collineation CY of C induced by [y A], interchanges R, with R, and R, 
with R, and the collineation p induced by [g :] is transitive on the lines 
of each Ri. The group (a, p) is transitive on the lines of R, u R, and 
R, u R4. 
IfA=[y ; ] then the r-sets corresponding to R, , . . . . R, are 
xl={[: i]f :]f: ;I?[: :]f: l]J :I} 
It is easily shown if A, is the jth element of & then 
IA, - &,I ;; 
if j=l 
if j# 1. 
To find all possible spread sets satisfying our present assumption we choose 
six matrices from the fi such that the difference of any two is non-singular. 
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We can assume at least two elements are chosen from &, or at least three 
elements are chosen from ii, and at most two from R, u R,. Using (a, J?), 
one finds there are approximately 380 possible subsets of 2, u ... u l?, 
containing six matrices with non-singular differences. Affixing the zero and 
identity matrices to these subsets we obtain sets P satisfying the hypothesis 
of Lemma 8. Using a computer one them attempts to expand these sets to 
spread sets. 
We next assume the spread set M contains matrices with two distinct 
eigenvalues. Using the collineation y of C generated by [ ;’ ~‘1, (0 and 
I the 2 x 2 zero and identity matrix, respectively) one finds one can assume 
the eigenvalues are 2 and 3. Under conjugation by elements of F, there are 
five r-sets i?r, . . . . & of matrices having eigenvalues 2 and 3. By proper 
ordering we can assume the collineation a above, interchanges 2, with l?, 
and i?, with 2,. We can assume S’ is obtained from S by first deleting 
R,, RZ, or Rd. By Lemma 9 there must be six matrices in M having eigen- 
value 2 and all of them cannot lie in some i?,, since then S’ would contain 
a regulus. 
We will call regulus R of S, R(a, b) if the r-set of the opposite regulus for 
R consists of matrices having eigenvalues a, b. We will call the r-set corre- 
sponding to R, &a, b). For q = 5 we have to find all subsets of F obtained 
by deleting four or more r-sets from F. We first delete ff,, ff,, or i?,. We 
then have the following options: 
(a) Remove an &2,3) from F. 
(b) Remove an &2,4) or an k(3,4) but thereafter no &2, 3). 
(c) Remove an &2,2) or @3,3) but thereafter no &a, b) with 
afb. 
Let S,, . . . . S, be the collection of subsets of F obtained by deleting RI, 
R,, or R, followed by a deletion of the type outlined in (ak(c) above. We 
assume the 57 r-sets of Fare ordered as before, and we proceed to remove 
r-sets from the S’s one at a time. If 4 is a collection of subsets 
SI 3 s1, -*‘, S, of F obtained by removing the first i- 1, r-sets with each Sj 
containing the zero and identity matrices, we form a new collection. %’ of 
subsets of F consisting of the sets Sj - Ri, deleting those sets isomorphic to 
previous sets under the collineations in (a, y). We form a new collection 
9 u 9’ and repeat the process using Ri+ 1. After exhausting the r-sets we 
have a collection 9 of subsets of F obtained by deleting r-sets from F. This 
collection is considerably smaller than the collection of all subsets of F 
containing the zero and identity matrices. 
If Sj~ ZP and if Sj is obtained by first deleting the r-set of the opposite 
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reguli of R, , R,, or R, above, since (8) is transitive on the line corre- 
sponding to the matrices of ff,, jz, and l?,, we can assume spread set M 
not only contains Si, but also the first matrix of &,, ff,, or 8,. If we call 
this matrix B, let P = Sj u {B). Applying Lemma 8 to P we can attempt to 
extend P to a spread set M. The inclusion of B in P cuts down the 
computer time considerably. 
The spread sets corresponding to spreads that do not contain a regulus 
are listed below. There are eight such spread sets yielding non-isomorphic 
planes. They are labelled B, , . . . . B, : 
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[: ;I>[: :]J: :I$ :I. 
Plane A2 is isomorphic to the Dickson neartield plane [lo]. Planes A, 
and B, are isomorphic to the two Walker planes [21]. Plane B, was first 
found by Rao et al. [16, 181. Planes A,, A,, and A, are isomorphic to 
planes found by Rao and described in [ 16, 15, 171, respectively. Planes B, 
and B, are the planes described by Foulser in [ 111 and finally B4 is 
the plane found by Hering [12]. Thus there are seven planes described 
in this paper that have not previously appeared in print, namely 
AI, A,, As, 4, B,, &, and B,. 
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