ABSTRACT The chaotic phase-modulated linear frequency modulation short-range detection system (CPLF-SrDS) is a new type of composite detection system. Compared with traditional methods, it benefits from the short-term randomness and long-term certainty of chaos and is more powerful in determining the distance. To design such a system, the key problem lies in robustly recovering the echo signal against externally suppressed interferences. Combining 4th-order cumulant and joint diagonalization, this paper first develops a new signal separation approach to realize an underdetermined separation of the echo signal and an interference signal from their mixture. Then, both bispectrum analysis and singular spectrum analysis are adapted to analyze the separated signals and extract their characteristic parameters. Furthermore, the GA-BP network is utilized to classify the echo and interference signals. Finally, the anti-interference analysis of this CPLF-SrDS is realized. The experimental results show the effectiveness of the proposed method in the presence of externally suppressed amplitude modulation (AM) interference and frequency modulation (FM) interference.
I. INTRODUCTION
A distinctive feature of modern local warfare is informationization. Radio proximity detection has become an indispensable element of information warfare. Recently, real battlefield environments have made more stringent requirements for the anti-jamming performance of a radio proximity detection system (RPDS), especially for low-altitude aircraft, seaskimming missiles, ground fire control radar and other target detection systems [1] - [3] . Among different types of RPDS, the CPLF-SrDS exploits the short-term randomness and longterm certainty of chaos, and has strong ability to determine the distance. Due to the advantages over traditional composite detection systems, it has become an emerging topic in current research. However, the emergence of CPLF-SrDS also gives rise to developments of related interference techniques
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aiming to affect the normal work of the system. Thus, it is of practical significance to design an effective anti-interference method to ensure the normal operations of the detection system [4] , [5] .
Due to the interference, one can only observe a mixture of the echo signal and the interference signal in a short-range detection system (SrDS). Then, it is a premise of the antiinterference analysis to effectively separate the mixed signals. Although researches on multi-component signal separation have made some progress, most of them focus on separating multi-component signals under positive and over-determined conditions. The difference is that, the problem we encounter is an under-determined signal separation. Since each component generally has a relatively complex time-frequency distribution, its frequency domain has a wide bandwidth, making the spectrum of the mixture generally interleaved. That is, such multi-component signals overlap each other in the time domain, the frequency domain and the time-frequency plane, which makes it highly complicated and challenging to separate them from each other.
The under-determined signal separation problem has attracted much attention. In [6] , by exploiting the signal sparsity characteristics, the underdetermined blind source is separated by searching for the method with the largest sparsity solution. Literature [7] proposed to estimate the hybrid matrix by clustering method for signal separation. A signal separation method based on the Bayesian method with the greatest expectation was proposed in [8] . Literatures [9] , [10] solve the underdetermined blind source separation problem through non-negative matrix factorization and finite sub-symbol set. A subspace projection based algorithm was developed in [11] . Since some of the above methods assume the source signal to satisfy some sparsity conditions, they are impractical to solve the blind separation problem of the radar signal under the condition of time domain and frequency domain aliasing and insufficient sparseness. Some of the researches have difficulties in recovering the source signals when the number of source signals at any time-frequency point is smaller than some set value. In view of the above deficiencies, this paper proposes an underdetermined blind signal separation method based on 4th-order cumulant and joint diagonalization.
It is also necessary to identify the separated signals to achieve anti-interference of the system. In [12] , the fuzzy function is used to study the anti-interference performance of FM continuous wave fuze. The literatures [13] , [14] used the processing gain method to analyze the anti-interference of pseudo-code composite fuze. The literatures [15] , [16] adopted the signal-to-interference ratio gain method to analyze the anti-interference performance of UWB fuze and pulse Doppler fuze. At present, there is little research on the anti-interference of the chaotic composite system detection system. Moreover, when the correlation parameters of the echo signal and the interference signal are close, it is difficult to classify the echo and interference.
Literature [17] proposed a novel anti-jamming approach based on Singular Spectrum Analysis, and realized antispoofing interference analysis of the system. The literatures [18] used deep belief network and bispectra diagonal slice realized the signal recognition of the low probability of intercept radar. In [19] , singular spectrum analysis has been used for the effective feature extraction in hyperspectral imaging. In this paper, the bispectrum analysis and singular spectrum analysis will be utilized to classify of echo and interference to achieve anti-interference of the system. Compared with the traditional method, it can better mine the deep features of the signal and realize the classification and recognition of the signal.
In this paper, for the characteristic parameters set of echo and interference, the genetic algorithm is used to optimize the initial weight and threshold of BP neural network. Then BP algorithm is applied to fine tune the network in this solution space to search for the optimal solution. Compared with the traditional BP algorithm, this algorithm replaces the random selection of the traditional initial weights, which speeds up the learning speed of the system and improves the approximation ability in the whole learning process.
The rest of this paper is organized as follows. Section II expounds the working principle of CPLF-SrDS. Section III realizes the underdetermined separation of echo and two kinds of interferences, which is based on the 4th-order cumulant and joint diagonalization method. In Section IV, the singular spectrum analysis is carried out on the separated signal, and the singular spectrum entropy is extracted. In Section V, bispectral analysis method is utilized for the separated signal, and two characteristic parameters (i.e., bispectral slice convexity and bispectral peak entropy) are proposed. Section VI adopts the GA-BP network to classify the echo and interference.
II. PRINCIPLE OF SHORT-RANGE DETECTION
The block diagram of the proposed CPLF-SrDS is shown in Fig. 1 . It consists of a linear modulator, a chaotic code generator, an oscillator, a phase modulator, a correlator, and an execution stage.
As shown in Fig. 1 , the sawtooth signal generated by the linear modulator first enters the oscillator, producing a modulated chirp signal U (t). Then, S(t) generated by the chaotic code generator is phase-modulated in the phase modulator. Next, the modulated signal U t (t) is radiated into the space by the transmitting antenna after passing through the coupler and the power amplifier. After the probe signal U t (t) encountering the target, a part of the energy is reflected and received by the receiving antenna. The echo signal is mixed with the chirp signal U l (t) from the transmitter oscillator, and a chaotic code delay code carrying the target distance information is obtained at the output of the mixer. After the constant false alarm being amplified, the correlation code set in the correlator is related to the signal, thereby achieving the purpose of the distance.
III. UNDERDETERMINED SIGNAL SEPARATION
The transmission signal of the CPLF-SrDS is often interfered by the signal transmitted by the jammer. Since the echo signal and the interference signal are mixed together, it seriously affects the normal operations of the system. To conduct antijamming technology research of such an institutional system, it is necessary to perform effective separations on the mixed signal. However, there is only one antenna for traditional VOLUME 7, 2019 short-range detection which receives the echo signal, and the echo signal tends to be mixed with various interferences. Thus, the separation of the echo and the interference signal is an under-determination problem.
Joint approximation diagonalization based signal separation is an important method used in recent years. However, when the signal-to-noise ratio is low, the separation performance is far from satisfactory. For promising signal separation, we first compute the 4th-order cumulant of the signal and then use the 4th-order cumulant slice to perform the joint diagonalization process. This method can improve the similarity of the waveforms after signal separation and recovery under low signal-to-noise ratio. The details are given as follows.
A. SIGNAL 4TH -ORDER CUMULANT SOLUTION
It is known that based on the correlation matrix, more information of the observation signals can be obtained. Further, high-order cumulants can generate even more information of the observation signals and have an inhibitory effect on Gaussian noise. As shown in [20] , [21] , the 4th-order cumulant of the signal contains most of the valid information of the source signal and is robust to noise signals. This subsection proposes to combine joint diagonalization with high-order cumulant for signal separation.
The 4th-order cumulant is a 3-D matrix, and the dimension of the matrix is determined by the amount of delay. In order to expand the obtained observation signal, and remove the colored noise at the same time, we use the matrix slice as a reference signal.
Taking the mixed observation signals of three independent sources for example, it is assumed that the independent source signal is s i = U i u=1 b iu e j(ω iu +ϕ iu ) , where: b iu is the amplitude of a certain frequency in the independent source, u is the frequency serial number, i is the independent source number, i = 1, 2, 3; and ω iu is the frequency component; ϕ iu is the phase corresponding to the frequency component; U i is the number of frequency components included in the i-th independent source.
The 
The formula for calculating the cumulative amount of observed signals is:
where: x i , x j are two different observation signal, τ 1 , τ 2 and τ 3 are the delay values of x 1 , x 2 and x 3 ; E[·] denotes the expectation operator. Then, slices of the mutual 4th-order cumulant of two observation signals can be calculated as follows:
To reduce the complexity of 4th-order cumulant estimation in engineering implementation, one does not need computing all delay matrices. Regarding the following three kinds of slice forms, only the cumulant slice feature needs to contain the source signal features, and the hybrid matrix can be reversible. Based on Eq. (3), the reversibility of the mixed matrix of the observed signals in different slice forms is discussed.
a. When
where real(·) is the real part in the formula. Eq. (6) contains a large DC component. When selecting a slice, it is necessary to consider the mean and then the cumulative matrix. The slice matrix formed by the mutual 4th-order cumulant of Eqs. (4)- (6) can expand the number of observation signals, and the a, c slice retains the frequency characteristics of the source information, and the slice selection space of c is large. In order to make the amplitude difference of each observed signal of the mutual cumulant amount relatively small, the multi-path observation signal is generated in the slice state of c, namely:
The new 3-way observation signal (X 1 , X 2 , X 3 ) formed above retains the frequency characteristics of independent source s i , and forms a new matrix A R that satisfies reversibility. That is, A R has diagonalizable characteristics.
B. JOINT DIAGONALIZATION SIGNAL SEPARATION 1) PRETREATMENT
In order to effectively achieve multiple signal separation, it is necessary to preprocess the 4th-order cumulant slice of the observed signal. Pretreatment can be divided into two stages of centralization and whitening [22] , [23] . The centralization process makes the 4th-order cumulant slice to be zero; and the whitening process refers to seeking the whitened matrix Q ∈ C N ×M such that the signal covariance matrix after whitening is a unit matrix.
where: E is the diagonal matrix storing N largest eigenvalues (sorted from largest to smallest) of the correlation matrix R XX of the observation signal X (t); V is a matrix composed of the corresponding eigenvectors of the N eigenvalues, by using Eq. (12) substituting Eq. (13) to calculate that U is an orthogonal matrix. However, the above analysis dose not consider the noise which cannot be ignored in real environments. Therefore, a noise compensation method is proposed. By subtracting the noise kinetic rate σ 2 during whitening, σ 2 can be estimated from the signal covariance matrix. Note the noise whitening matrix is:
Then the spatial time-frequency distribution matrix of the whitened signal can be approximated by:
It can be seen from the above formula that when the frequency point is the time-frequency point corresponding to the signal self-term, the time-frequency distribution matrix D SS (t, f ) of the source signal is a diagonal matrix. Then, the matrix U can be obtained by diagonalizing the time-frequency matrix of the self-term time-frequency point. Therefore the key to the separation of the source signals is the selection of the time-frequency points of the signal.
2) NON-ORTHOGONAL JOINT DIAGONALIZATION
Blind source separation requires that the source signals are independent of each other. The whitening process can greatly reduce the correlation between the mixed signals and compress the information through dimensionality reduction. Although noise is compensated, it is inevitable that noise errors are accumulated, the matrix U obtained after whitening is not a standard orthogonal matrix, so the traditional diagonalization method cannot get a more accurate separation matrix. The advantage of the non-orthogonal joint diagonalization algorithm is that the diagonalization matrix U are not limited to be orthogonal (see ACDC (Alternating Columns Diagonal Centers) [24] , [25] ). First, we construct the objective function:
where: D k is the spatial time-frequency distribution matrix of the selected kth time-frequency point; k is the diagonal matrix; w k is the weighting coefficient. The steps of computing U is briefly described as follows:
Step 1: Select a set of spatial time-frequency distribution matrix sets {D k }, initialize the matrix U and matrix set { k }, and set it as an identity matrix.
Step 2: AC (Alternating Columns) stage: Randomly select one of the column vectors of U as a variable, and substitute the equation (15) to obtain the minimum value of the objective function R LS .
Step 3: DC (Diagonal Centers) stage: Update the diagonal matrix k according to the AC phase while keeping the matrix U unchanged, and use the Eq. (15) to minimize the objective function.
Step 4: The two phases of AC-DC are alternately iterated until the objective function reaches the desired value. When the value of the objective function satisfies the expected requirement, the matrix U is the separated matrix at the time.
C. UNDERDETERMINED SIGNAL SEPARATION EXPERIMENT
The chaotic phase-modulated sawtooth amplitude modulation signal is selected as the system echo, while the sawtooth frequency modulation signal and the sinusoidal frequency modulation signal are selected as two different interferences. For the echo of the CPLF-SrDS, the chaotic sequence is generated by logistic mapping, the symbol width of the chaotic code is 50ns, the carrier frequency is 5GHz, the modulation frequency is 5kHz, and the modulation bandwidth is 100MHz. For the sawtooth AM interference, the carrier frequency is 5GHz, the modulation frequency is 5kHz, and the modulation bandwidth is 100MHz. For the sinusoidal FM interference, the carrier frequency is 5GHz, the modulation frequency is 5kHz, and the frequency offset is 20MHz. Several signals are aliased in both the time and the frequency domain, leading to a more complicated composite form. Using the above three source signals, underdetermined signal separation experiments are conducted under different signal-to-noise ratio (SNR) conditions. To better verify the separation performances, we add Gaussian white noise of a certain SNR in the mixing process. Three generated source signals are shown in Fig. 2-4 , respectively. Fig. 5 plots the noisy mixed signal with SNR = 10dB. Fig.6-8 show the recovered signal with SNR = 10dB. As can be seen, the source signal and the recovered signal are substantially overlapping, except that there is a slight difference at some of the amplitude points. Then, it is verified that the proposed separation method can promisingly achieve the separation of underdetermined signals.
Given two waveforms y i (t) and s i (t), the following metric is used to measure their similarities: The closer ρ ij is to 1, the better the waveform recovery is. If ρ ij ≈ 0, the signal is almost dissimilar. Letting y i (t) and s i (t) denote the separation signal and the source signal respectively, their similarity is measured according to Eq. (16) . Next, the similarity is used to evaluate the effectiveness of the proposed separation method. To measure the anti-noise performance, we carry out multiple simulation experiments under different settings and report the averaged similarity values. The plot of the averaged similarity value versus the SNR is shown in Fig. 9 . It can be seen that when the SNR is greater than 8dB, the separation effect is satisfactory with the averaged similarity greater than 0.9; even if the signal-to-noise ratio is 0 dB, the waveform similarity can reach 0.66.
IV. SINGULAR SPECTRUM ANYALYSIS
In this section, we will combine the singular spectrum analysis and bispectrum analysis methods to extract features of detection echoes and different interference signals.
A. SINGULAR VALUE DECOMPOSITION
Singular spectrum analysis is popular a time series analysis method. The signal is reconstructed in phase space with delay coordinates [17] , [26] , [27] . Let x = [x 1 , x 2 , · · · , x n ] ∈ R N be a vector signal. With a window size L ∈ [1, N /2], the trajectory matrix X of signal is constructed as follows:
where
Using eigenvalue decomposition of matrix Y = XX T , the eigenvalues of matrix Y and their corresponding eigen-
Then the singular value decomposition (SVD) of trace matrix X can be given as follows:
where Information of the source signal can be well reflected through the rank (i.e., the number of non-zero singular values) and the amplitude distribution of singular values of the trace matrix X. Next, we will analyze the singular values of three source signals, i.e., the chaotic phase-modulated sawtooth frequency modulated signal, the sawtooth amplitude modulation interference signal, and the sinusoidal frequency modulation interference signal. Fig. 10-12 show the singular value distribution of the detected echo and two different interferences. It is found that the singular value distribution of sawtooth amplitude modulation interference and system detection echo are clearly different. The rank corresponding to the detection echo signal is significantly larger than that of amplitude modulation interference. The trace matrix of amplitude modulation interference is very low-rank, i.e., most of the singular values are zero. On the contrary, the singular value of the detected echo signal tend to decrease slowly. For sinusoidal frequency VOLUME 7, 2019 modulation interference, the distribution of singular values is similar to the system echo. But the magnitude and the steepness of the singular values, and the rank also give a certain difference between the sinusoidal frequency modulation interference and the system echo. Then we will analyze it by the theory of entropy, and use the entropy of singular spectrum to realize the distinction between system echo and interference signal.
B. INTERFERENCE RECOGNITION BASED ON SINGULAR SPECTRUM ENTROPY
Shannon entropy, also known as information entropy, is an effective index to quantitatively evaluate the degree of uncertainty of signal or system state. It can be combined with different signal processing methods to extract signal features in different transform spaces. The more concentrated the signal energy, the smaller the entropy value. Let y = (y 1 , y 2 , · · · y n ) be any random vector. If the probability of y i occurrence is p i , the Shannon entropy of y is defined as:
As discussed in Section III.A, the singular values of the trace matrix provide an inherent characteristic of the signal, especially for its stability and rotation invariance. As a combination of singular value decomposition and Shannon entropy, Singular spectral entropy benefits from their strengths and has impressive performances in signal information evaluation and information component analysis.
For a matrix A with singular values λ 1 , λ 2 , · · · , λ L of matrix A, the probability p i is defined as:
Then, the singular spectral entropy of a given signal can be computed according to Eq. (19) .
Since there are differences between the singular values of trace matrices of the echo and interference signals, the singular spectral entropy of them are also different. Although the singular spectral entropy of the echo signal and the interference signal will change with the change of relevant parameters, the change has a certain range, so the entropy of the singular spectrum can be used as an important parameter of interference recognition.
V. BISPECTRUM ANALYSIS
For the detection of the echo signal and the amplitude modulation interference signal, the singular spectral entropy can work well. However, for the sinusoidal frequency modulation interference signal, the value of the singular spectral entropy is similar to that of the detected echo, which is not conducive to the classification and recognition of these two signals. Next, we will introduce bispectrum analysis for further feature extraction. 
A. BISPECTRAL CONVEXITY ANALYSIS
Bispectrum is the generalization and development of power spectrum. Since phase information and amplitude information are preserved, the influence of Gaussian colored noise on non-Gaussian signals can be suppressed. It enjoys time invariance, scale invariance, phase retention and time independence. Therefore, it has been applied in many applications of signal processing [28] - [32] .
Assuming the received signal satisfies a zero-mean stationary stochastic process, the bispectrum is defined as a third order cumulant Fourier transform, ie:
Due to the heavy computational burden of the bispectrum analysis, we use the diagonal slice of the bispectrum analysis for efficient calculation in the rest of this paper. According to the above definition, we perform bispectrum analysis on the detected echo and the two interference signals to obtain the peak spectrum of the bispectral slice, as shown in Fig. 13-18 .
Next, we define the convexity T of the bispectral slice as follows: where s(f 1 , f 2 ) represents the amplitude of the bispectral slice. The convexity T represents the ratio of the maximum value to the average level in the amplitude set. The greater the degree of convexity, the obvious ''heterogeneity'' exists in the set; the smaller the convexity, the more averaged the level in the set, and the less prominent individuals. According to the above analysis of the bispectrum peak distribution, the convexity of a given signal is obtained as a feature of interference identification.
B. BISPECTRAL ENTROPY
According to the definition of singular spectral entropy in Section III.B, we define bispectral entropy in the same way. For the peaks s 1 , s 2 , · · · , s L of each peak point of the bispectral slice, the bispectrum peak point probability p i is defined as:
Then the expression of the bispectral entropy is given:
Based on the correlation parameters selected for solving the bispectral convexity, we calculate the peak entropy of the detected echo and the two kinds of interference, which is one of the basis for the classification and detection of the detected echo and the interference signal.
VI. GA-BP CLASSIFIER DESIGN
After establishing the feature parameter set, we select an appropriate classifier to identify echo and various types of interferences.
Genetic algorithm (GA) is an adaptive iterative optimization algorithm with good global search performance. Even if the defined fitness function is discontinuous and irregular, it can also find the overall optimal solution with great probability, and is suitable for parallel processing. The search does not depend on the characteristics of gradient information, and can be used to optimize the BP neural network [33] . The genetic algorithm is used to optimize the initial weight thresholds of a BP neural network, and search in a large range instead of the random selection of general initial weights. Then the BP algorithm is used to fine tune the network in this solution space to approximate optimal solution. The combination of GA and BP can exert the global search ability of the GA and the extensive nonlinear mapping ability of the BP neural network. Further, it can speed up the network training, improve the approximation ability and generalization ability in the whole learning process. Therefore, this paper constructs a GA-BP neural network to achieve classification of echo and interference.
GA-BP neural network is a multi-layer feedforward neural network based on GA. It has good nonlinear approximation ability, self-adaptive ability, robustness and fault tolerance [34] , [35] . Moreover, it can optimize the weight and threshold of BP neural network by using the characteristics of global search ability of GA. The classification algorithm of GA-BP neural network includes two parts: BP neural network part and GA optimization part. The algorithm flow is shown in Fig. 19 .
The mathematical expression of the GA-BP algorithm is:
where E(v, w, ξ, η) is the sum of squared errors of BP neural network, N is the number of input and output samples of the network, y i (t) is the ideal output value of BP neural network training, andŷ i (t) is the actual output value of BP neural network training. w ij , v it is the connection weight between nodes, ξ i , η t is the threshold; n is the iteration number; g(n) is the corresponding weight gradient; f , g is the excitation function; β is the momentum factor; η is the adaptive learning rate; R is the matrix; x j (t) is normalized input parameters. The echo signal and interference signal identification model is shown in Fig. 20 .
In the experiment, the method of generating 500 sets of simulation data is: keep the chaotic sequence in the same way, the carrier frequency of the echo signal and the interference signal is uniformly changed from 2GHz-7GHZ, and 500 sets of data are generated by simulation; the frequency of the modulated signal is uniformly changed from 2kHz-7kHz, and 500 sets of data are also generated by simulation; the bandwidth varies uniformly from 50MHz to 150MHz, and the simulation produces 500 sets of data. Then we randomly extracted 500 groups from the obtained 1500 sets of data as samples for the experiment. This not only ensures the uniform coverage of the relevant parameters, but also guarantees a certain randomness.
Through the simulation, 500 groups detection echo signal and the two different interference signals are tested, and 200 sets of data are randomly selected as the training data training network, and the remaining 300 sets of data are used as test data to test the network classification capabilities.
When the three characteristic parameters of bispectral entropy, bispectral convexity and singular spectrum entropy are used as the basis for feature discrimination, the recognition rates of echo and two kinds of interference are shown in Table 2 .
Singular spectrum entropy is an indicator for evaluating the degree of uncertainty of signal singular value distribution. Since the echo and sinusoidal FM interference contain frequency modulation, it can be seen from Fig. 10-12 that the singular value distribution is more complex than the sawtooth AM interference. When singular spectrum entropy is used as the characteristic parameter for classification and recognition, the sawtooth AM interference is easier to be identified, the echo and sinusoidal FM interference is difficult to distinguish because of the singular spectrum entropy values are relatively close.
Bispectral convexity and bispectral entropy are both based on bispectrum analysis, which is an evaluation index of asymmetric and nonlinear characteristics of signals. Because the echo contains chaotic phase modulation and frequency modulation, it is a relatively complex nonlinear system, its bispectral structure is the most complicated, and the different of the peak point is obviously. Sinusoidal FM interference is a nonlinear frequency modulation, and the bispectral structure is relatively simple compared to echo. The sawtooth AM interference is linear amplitude modulation, the bispectral structure is the simplest among the three signals, and the number of slice peak points is the least. Due to the difference of bispectral structure, the classification of the echo and the two kinds of interference can be realized based on the bispectral convexity and the bispectral entropy. However, when the parameters of echo and interference are relatively close, the similarity and nonlinearity of the signal will be close, and the recognition rate will be reduced. So, it is necessary to cooperate with other parameters to realize classification and recognition of echo and interference.
When three characteristic parameters are used together as the basis for discrimination, the recognition rates of the echo and the two kinds of interference are as shown in Table 3 .
Through simulation, the recognition accuracy of chaotic phase-modulated sawtooth frequency modulated echo can reach 95.2%, the recognition accuracy of sawtooth amplitude modulation interference can reach 97.3%, and the recognition accuracy of sinusoidal frequency modulation interference can reach 93.4%. Moreover, since the training process is completed in the early stage, the actual recognition process is short and the real-time performance is satisfactory.
VII. CONCLUSION
The CPLF-SrDS is introduced and analyzed. First, the separation of underdetermined echo and interference signal is realized by the method based on 4th-order cumulant and joint diagonalization. Then, for detecting echo signals, sinusoidal frequency modulation interference, sawtooth amplitude modulation interference, the paper proposes a method by using singular spectrum analysis and bispectrum analysis to analyze echo signals and interference signals, and extract feature parameters such as singular spectral entropy, bispectral slice convexity, and bispectral slice peak entropy. Finally, the GA-BP neural network is used to realize the classification of chaotic phase-modulated sawtooth frequency modulation echo signals, sawtooth amplitude modulation interference and sinusoidal frequency modulation interference, and to realize classification and identification between different interferences.
The method of underdetermined signal separation used in this paper has higher similarity between the recovered signal and the source signal than the current main research methods, especially at low signal-to-noise ratio. For the classification and identification of separated signals, the traditional methods mostly focus on the analysis of the signal itself and the signal spectrum, and cannot better mine the deep features of the signal. When the signal is more complex or the similarity is higher, the traditional method is difficult to classify. In this paper, the method of bispectrum analysis and singular spectrum analysis is proposed. The feature parameters of echo and interference signals are extracted for signal identification.
This method adopts the theory of signal spectrum analysis to better explore the deep features of the signal. For the characteristic parameters proposed in the paper, we use a BP algorithm based on genetic algorithm improvement. This algorithm optimizes the threshold of BP network by genetic algorithm. Compared with traditional neural network algorithm, the classification recognition is higher. LINGZHI ZHU was born in Rugao, Jiangsu, China, in 1994. He received the B.S. degree in electronic engineering from the Nanjing University of Science and Technology, Nanjing, China, in 2016, where he is currently pursuing the Ph.D. degree in electronic and optical engineering. His research interests include radar micro-doppler and digital signal processing.
