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Abstract : This paper presents a fast algorithm for constructing a smooth three-dimensional surface over a set of
cross-sectional contours . We assume that these sections are perpendicular to the z-axis and first consider the case that
the surface can be represented in cylindrical coordinates . An approximation is then determined for r(B, z) by using
tensor product splines which satisfy certain boundary constraints . The algorithm is an extension of an existing
semi-automatic surface fitting algorithm . The knots of the spline are chosen automatically but a single parameter is
expected to control the tradeoff between closeness of fit and smoothness of fit .
Both open and closed surfaces can be represented. In particular we demonstrate the use of a non-linear
transformation for obtaining smooth closed surfaces .
The algorithm can easily be extended to the reconstruction of surfaces which cannot be represented in cylindrical
coordinates . A number of applications are also briefly discussed such as the calculation of volumes and the
intersection with other surfaces . We have applied the method in practice to obtain a 3-D integrated image of the
cerebral blood vessels and CT view of tumor for stereotactic neurosurgery.
Keywords : Fast algorithm, planar contours, shape representation, surface modeling, tensor product splines, 3-D
graphics .
1 . Introduction
Today, an increasing number of diagnostic medical examinations is being performed . One of
the main reasons is the expanding use of digital imaging, available from computed tomography
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0377-0427/$8/$3 .50 (e) 1988, Elsevier Science Publishers B.V. (North-Holland)
368
	
P. Dierckx et al, / Surface reconstruction from planar contours
(CT) scanners, magnetic resonance imaging (MRI), nuclear medicine systems (PET and SPECT),
ultrasound scanners and digital radiography (DR) . These digital images are naturally two-dimen-
sional. For scanners (CT, SPECT, PET, MRI) the images are 2-D cross sections of the body,
while for radiography they are 2-D projections . These new imaging modalities are responsible for
the large amount of image information which is often available for one patient . This then
explains our interest in a 3-D integrated image, enabling to combine the image data obtained
from different imaging systems and/or subsequent examinations in time. In [231 a method has
been developed that yields an integrated 3-D image of cerebral blood vessels and tumor obtained
from stereoscopic angiography and CT . One of the problems involved, is the 3-D shape
reconstruction of the tumor, starting from a set of CT-slices .
Similar problems also arise in other domains . In microscopy, for instance, often a three-di-
mensional structure has to be determined from a sequence of two-dimensional images . And in
computer aided geometric design, a complex surface will frequently be conceived, starting from a
given set of cross sections.
In the literature several methods are described for constructing a surface over a set of
cross-sectional contours . In [6,13,181 a netlike surface is determined which is composed of
triangular tiles between each pair of consecutive sections . In order to produce "acceptable"
surfaces, optimization criteria have been formulated in [13,18] using graph theory . Others [6,7]
have used heuristic criteria to select one of the possible triangular tiling sets . Another surface
description possibility, especially conceived for CT-data processing, is given in [15,161 . Here, the
object is considered as a three-dimensional array of rectangular parallelepipeds of equal size,
defined by three sets of faces, mutually orthogonal to each other . Different shading techniques
[5] have been proposed to display such a surface of low continuity . A number of authors have
used spline functions to obtain a surface of higher continuity . In [25] a modified lofting
technique is employed in which sectional curves are represented by uniform B-splines after which
the surface is interpolated between sections by cardinal splines . In [4] a Fortran program is
described which uses bivariate spline interpolation .
In this paper we will describe a spline method which will approximate the data either as
smooth or as close as required . This "hierarchical" spline representation has some important
advantages . It allows us to represent the 3-D object as a stereoscopic netlike surface with a
compromise between accuracy (closeness of fit) and depth perceptibility . A highly detailed
meshwork of curves is often hardly perceivable as a 3-D object . The stereoscopic netlike surface
representation then has the advantage over a shaded representation that it allows the viewer to
look through and behind the object . As a result, it is possible to construct an integrated image of
several 3-D objects into and/or behind each other . This representation method is also very
suited for commercial 3-D graphics display systems, which have often the interesting capability
of (pseudo) real time rotations of 3-D netlike surfaces .
We will assume that the given planar sections are perpendicular to the z-axis (eventually this
can always be obtained by a simple linear coordinate transformation), that each of the
intersections with the surface is a closed curve and provisionally also that the surface can be
represented in cylindrical coordinates, i .e . in the form
x=xo +R(u, a) cos u,
y=ya +R(u, v) sin o, z=u,
a<u<b, 0<u<2ir . (1 .1)
In [12] an efficient method is described for finding a smooth spline approximation s to a
function R, when data R
.
r are given on a rectangular grid . In Section 3 we will briefly recall the
general ideas of this surface fitting algorithm . In Section 4 we will then describe how this
algorithm can he adapted for finding a spline approximation which must be periodic in the
variable v . Also we will demonstrate how the conditions s( a, v)=- .s(b, n)=0 can easily be
incorporated if the surface (1 .1) must be closed. Smooth closed surfaces, like the sphere, have
infinite derivatives 3R/az at u=a and u= b. In Section 5 we will show how we can meet these
conditions through a simple nonlinear transformation of the z-variable . In Section 6 we will
consider some applications and in Section 7 some results will he given, which are obtained with a
Fortran program based on the algorithm described . Finally, in Section 8 we will indicate how the
algorithm can easily be extended for the reconstruction of more complex surfaces which cannot
be represented in the form (1 .1) .
2. Tensor product splines
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then the function s(u, v) is called a spline on D = [a, h] x [c, d], of degree k in u and I in v,
with knots A„ i = 1, 2, . . ., g in the u-direction and µt , j = 1, 2, . . ., h in the v-direction i f the
following conditions are satisfied
(i) On any subrectangle D, ) =[A„ X,1]x[g,,
µi,1],
i=0 g : j=0h, s(u, v) is
given by a polynomial of degree k in u and I in v .
(ii) All derivatives a' +'s(u, v)/8u'av' for 0 < i < k - 1 and 0 < j < I - I are continuous in D.
If we introduce a number of additional knots satisfying
A k<A k
S
. .
. <A ,<u
and
b 6 Ag+2 5
. .
. 1< A g
+k.
C A g_ k _ i (2 .3)
d-<
Nh-2 < C µh+t C Ah+r+i
(2 .4)
but which are otherwise arbitrary, every such spline on D can uniquely be expressed as
K h
s(u, v)=
E E cr
.)M+
.k+1(u)N).r+Jv)
(2 .5)
,-
-
k )= - I
where M, k+ ,(u) and N. + ,(v) are normalized B-splines, i .e .
-Wl_k+1(u) (A1-k-1 'X r)
.A r +, (Ai . .Ai+kil)gk(t,- u) , (2
.6)
N
;.t+1(v) = (µ,+E+1 - µ7) I1, 1 (µ	µ1_t+i)g1(t : v) (2
.7)
Consider the strictly increasing sequence of real numbers
a=X o <A, < . . . <A Q <A
=6,
(2 .1)
c°µo<Al <
. . .
<Al,<Al,+,=d
(2 .2)
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with
g (t ; x)=
(t-
=G(t
-
x)'"
if
t
>~
x,
(2 .8)
( 0 if t < x .
and where s, (z i , z7+1 , . . ., z, + ,,,) f(t) stands for the mth divided difference of the function f(t)
on the points z i , z,_ 1 , . . ., z„ Normalized B-splines enjoy some interesting properties such as
M,.k i 1
(u)=0 if u < X, or u >
A,-k+1,
N1 ,_,(v)=0 if v<P, or v>µ
1+t+1,
(u) =k
	 Mi,k(u)	Mi .l .k(u)
k,-k - Xi ''i+k+l - 'Ni+1
Vi
,	 r(v)
N,+1.1(v)
Nt+t(17)
1
µi r P µi11+[-µ)+1
EMi.ki1(u)=~N,1+1( i ) =1
(2 .12)
(2 .13)
and they can be evaluated in a very stable way using the recurrence scheme of de Boor [2] and
Cox [8] .
Finally, we recall the conditions for s(u, v) to be a single polynomial on D[10], i .e .
s
L ai . g
c,'i =0, q=1,2, . . .,g, j=-1,-1+1, . . .,h
and
h
bi . ,ci . ; r=1,2, . . .,h, i=-k,-k+1	g
(2 .14)
(2 .15)
where the coefficients a, , , and b i , denote the discontinuity jumps in the derivatives of the
B-splines at the interior knots, i .e .
ai,g M .k 1('y g
+ 0)-
M11k+1(xq
-0),
1(µ,+
0) -N"i;
1Gµ, -
0) .
3. Surface fitting with tensor product splines
(2 .16)
(2 .17)
In this section we recall the basic principles of the smoothing algorithm described in [12] .
Given the function values
Rq.r
at the grid points (u q, v,), q=1, 2,_ ., m l ; r=1, 2, . . ., m, of a
rectilinear mesh over a rectangle D, we wish to determine a spline approximation s(u, v) which
on the one hand fits the prescribed values closely enough, but on the other hand is also smooth
enough in the sense that the discontinuities in its derivatives are as small as possible . A
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smoothing spline sp (u, v) is defined for all positive values of a parameter p ; its B-spline
coefficients c
; ,
are the least-squares solution of the following system of equations
g h
M
.k+1(ls q )N,r+1(Ur)t, j
= R q , r ,
q=1, 2, . . ., m 1 , r=1, 2, . . ., 'n2,
R h
Y_
M-
. k+l(uq)hi,rci,i
=0'
q=1, 2,- . , m 1 , r=1, 2, h,
VP i =-k j=-t
1 g h
VP
N,t+1( vr)al,gcaj
=0,
q=1 .2, . . .,g, r=1,2,- .,m
1
R
h
E a ;, g bi , rc,, j =0, q=1, 2, . . .,g, r - 1,2	h . (3 .1)
P
i-- k j=- f
The point is then to find the value of p for which F(p) = S with
, 1 /n,
F(p)
= E L (R q ,r - sp(u q , 0.)l 2
(3 .2)
q=1 r=1
and S a nonnegative parameter which will further be called "the smoothing factor" and which
must be supplied by the user to control the tradeoff between closeness of fit and smoothness of
fit. For a better understanding of this, we look at the properties of the smoothing spline sp(u, v)
and the corresponding function F(p) [12] :
(1) To each positive p there corresponds a single spline sp (u, v), the B-spline coefficients of
which are the least-squares solution of (3 .1) .
(2) As p tends to infinity, s p (u, v) becomes the least-squares spline ;g ,,(u, v) with the given
knots. Let
m i m . r
Fs
.h(x) = L E (R q ,r
- Sg,h(u q ,
vr)l2-
(3
.3)
q=1 r=1
(3) As p tends to zero, the conditions (2.14) and (2.15) are satisfied, and consequently sp (u, v)
becomes the least-squares polynomial Pk ,(u, v) of degree k in a and I in v . Let
I'l l m,
F(0) = (R q
,r - PkI(u q , vr)) 2 . (
3 .4)
(4) F(p) is a continuous, strictly decreasing function for p > 0 .
Therefore, if S is too large, and consequently p small, s p(u, v) will badly approximate the data
as follows from property (3) . If S is too small, the spline will pick up too much noise and will be
too wiggly (large discontinuities in the derivatives) . A properly chosen S-value will result in a
good compromise between closeness of fit and smoothness of fit . From the properties of the
smoothing spline it also follows that, once a set of knots is found such that
FR.n(oc) S
S < F(0)
(3 .5)
there exists a single spline sp (u, v) with these knots for which F(p) =S. This value of p can
then be determined iteratively by means of a rational interpolation scheme [10] .
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For finding a set of knots which satisfies (3.5) we proceed in the following manner . First we
determine the least-squares polynomial Pk .,(u, v) which simply is the least-squares spline
Soo (u, u) without interior knots . If F0 ,o(co)=F(0) 5 S we accept this polynomial as a solution
of our approximation problem . However, usually we will find that F oo (cc) > S . In that case we
determine successive least-squares splines Sq , h(u, v) with an increasing number of knots until
condition (3 .5) is satisfied . At each iteration we try to locate additional knots there where the fit
Sg ,,(u, v) is particularly poor (for more details see [12])
. So the strategy for locating knots is
adaptive in the sense that there will be more knots if S is small and less if it is large and also in
the sense that the spline will have more knots in those regions where the function underlying the
data is difficult to approximate than where it has a smooth behaviour . Finally it must be pointed
out that the system (3 .1) can be solved very efficiently, since it can be written in a matrix form
conformable with the Kronecker product of two matrices of small size, i .e .
G 2CG,' = R (3 .6)
with
C=
El
=
A=
R=
Cg .- !
M-k .k 1(u,n,)
N-r.t-1(vl)
N-I,t+1(vu, )
a-kl ag .t
a-k ., a g a
G, _
Et
1 A
/p
Mg.k+l (u1 )
Nh .r+1(om-)
B=
G2 =
b-t, bn,l
b-1 .1,
E2
1 B
VP
R=
R 0
0 0
In fact, G, and G 2
are simply the matrices for obtaining the coefficients of one-dimensional
smoothing splines [12] in the u- and v-variable respectively
. The coefficients c ;
J
can then be
determined through the normal equations, i .e .
C=(GJG2 ) ' GzRGI (G,'G I ) 1 ( 3 - 7 )
or in a more stable way using some orthogonalization method . Anyhow, in both methods
advantage can be taken of the special bandstructure of the matrices G i and G1, and more
precisely of their bandwidth . From (2.9) (2 .12), (2.16) and (2.17) it follows that G, has a
bandwidth k + 2 and G, a bandwidth I + 2 (k + 1 and l + 1 respectively if p = Do) .
4. Surface reconstruction from planar contours
4.1 . Open surfaces
In our application we are interested in a spline approximation s(u, v) which is periodic in the
variable o . If we choose the boundary knots (2 .4) in the following way
µ
-i
=µh I-, -P
and
uj+hn =
µj+P, j=1,2, . . .,1
	
(4.1)
with
P=d-c, c=0, d=2Tr (4.2)
then from (2.7) and the properties of divided differences it follows that (see e .g. [9] and [ll])
N-j
.141(v) = N j+h+1jit(v+P),
j=1,2, . . .,1 . (4.3)
Therefore, by taking account of property (2.10) and (2.12), we find that
c3's(u, c) _ 8's(u, d)
j=0,1, . . .,7-1, as.u~< b (4.4)
if we impose the conditions
ci,hn-;=c't . . i,
i=-k,-k+1, . . ., h, j=1,2, . . .,1 . (4.5)
So, again the B-spline coefficients of a smoothing spline se(u, r) will be determined as the
least-squares solution of system (3.1) but now with (4.5) as additional constraint. (p still must be
determined iteratively as the root of F( p) = S .) After elimination of the coefficients
c.h,
c,.,
.-i, cr.h+i-r,
i=-k, -k+1, . . .,h . system (3 .1) can now be written in the matrix
form
G,CGf = R (4 .6)
with
C_
E2 =
C-k .-1
c-k,h-I
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and (if h>1-2)
(Ni
.1+t(v)+N-+r,+t.1+t(v), ,J
Ni,t+t(v) _
(4 .7)
NJ
,,, i(v), J=O,
. . ., h-1 ;
Jb„+bl+lz+i,r,
1bi,r,
(4 H)
J=0_ .,h-1 .
In fact, G2 is now the matrix for obtaining the coefficients of a one-dimensional periodic
smoothing spline [11] in the v-variable
. This matrix still contains many zeros but the band
structure is cyclic
. As concerned the selection of knots and the iterative determination of the root
of F(p) = S, we can proceed in a similar way as in the general surface fitting algorithm, on the
understanding of course, that the sp (u, v) must be thought of as being periodic in the variable v
.
So, for example, if p tends to zero, sp(u, v)
will now become the least-squares polynomial
Pko(U,
0-
4.2. Closed surfaces
If the surface (1.1) to be represented is closed, then R(a, v) _-R(b,
v) _- 0 . Also, because R is
non-negative everywhere, 8R(a, v)/au 3 0 and aR(b . v)/au 5
0. We will illustrate now how
such boundary conditions can be incorporated into our spline approximation
. Notably, we will
demonstrate, by way of example, how to determine a smoothing spline s,(u,
v) which is still
periodic in the variable . a and additionally satisfies the constraints
s ( a, v ) = a, (4 .9)
s(b, v)=/3,
(4 .10)
as(a,
v)/3u
y
(4 .11)
and
8s(b, v)/au = 8 for c 5 v S d . (4
.12)
If the boundary knots (2 .3) are chosen as follows
X =a, As+1+,=b,
i=1,2, . . .,k,
(4 .13)
~-
then from (2 .6)
and the definition of divided differences on coincident points it follows that
M,,k+ i (a) =
S,,-k
(4.14)
and
M,,k+r
(b) = 8i,g
(4.15)
with 8,
i
the Kronecker delta . So, taking account of
(2.5), (2.11) and (4.13)-(415), the conditions
(4.9)-(4.12) result in
c-k,i =
a .
(4.16)
(4.17)
cg , i =
X
y(A1 - a)
(4 .18)
c-k+i
.i
= a+
k
and
1
P. Dierckx et aL / Surface reconstruction from planar contours
	
375
cs-l,j_Q- 8(b
-
k
Ag )
-8, -I+ h . (4.19)
Substituting (4.5). (4.16)-(4.19) into (3 .1) and taking account of (2.13), (2 .17), (4 .7) and (4.8) we
now obtain the system
g-2
L Mi.k+1( iiq)Ni,i+l(C,)Ci,j
i=-k+2 j=-i
=Rqr (aM_k
.k+l(uq)+RMg,k+l(aq)+yM k+1,k+I(uq)+Slag-1 .k+1(uq)),
q=1,2, . . .,ml, rm2 ;
1 s-2 h-i
Mr.k+l(uq)b .rCj q = 1,2, • ,m1
. r =1
----
.h
; (4.20)
VP i=-k+2 ; r
1 g-2 h
-i
1 q `I
/ Nj
.i
, l( Ur)ai .gCi,i
-(aa-k
.q+$a .q .q+ya-khl.q+Sap-I ql'
VP ?- k+2 j- -1 SIP
q=1,2, . . .,$, r= 1,2, . . .,m2 ;
1 g-2 h-i
E E a ; ghjrcij =0, q=1 .2, . . .,g, r=1,2, . . .,h .
P =-k+2
j=-t
which may be written in matrix notation as
G2CG1 = R
(4-21)
where C and G l are the matrices obtained from C, resp. G 1 by simply dropping the first and last
two columns and
R=R-e(amT k +$mX+y"mT
k+1
+Sm
_ 1 (4 .22)
with
Mi-k+ l (ul )
M2
Mj. k+ 1(u,)_
e= 1 mj =
1/Vp all
h
0 1/VP
aj,g
To obtain a closed surface we will put then a =,8 = 0 ; y and S can e .g. be taken as
Y = E R1.,/(u, -
a),
(4 .23)
M2 r-1
8=-m R,,/(b-um,),
(4.24)
2
r=l
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or we can use an higher order approximation for these derivatives by also taking into account the
data R,,, resp. R,,, t , .
In a similar way as described above, we can also find surfaces which are only closed at one
end, or which are not derivative restricted at z = a or b .
5. A non-linear transformation
If a smooth closed surface is represented in the form (1 .1), then R has infinite derivatives
8R/8z at a and b (consider e .g. the unit sphere with R = f 1 - z2 , a = -1, b = 1) . Such
conditions cannot be met by our spline approximations . It is also not recommendable to impose
conditions (4.11)-(4.12) with very large values for y and 8 . Instead we will use a non-linear
transformation and consider the surface in the representation
x=xo+R(u, u) cos v,
y=y0+R(u, v) sin v,
z=z(u)
a u<b, O<u52,r (5 .1)
with R(u, e)=R(z(u), o). The transformation we are looking for must fulfill the following
conditions
(1)
z(a)=a z(b)=b ; (5 .2)
(2)
z'(u) > O a < u < b ; and (5
.3)
(3) accordingly as an infinite derivative 8R/8z is required
(a) only at z = a
(5
.4a)z'(a)=0, z'(b) =1 ;
(b) only at z = b
z'(a) = 1, z'(b) = 0 ; (5
.4b)
(c) both at z = a and z = b
(5
.4c)z'(a) = z'(b) = 0 .
In [17] we find the following formulae
a$u<b, (5 .5)
a),
z(u) =a+(b-a)Z(h-
with according the case
(5
.6a)
( U2 (2 - U),
z(U) = u(1 + U- U2), (5
.6b)
~U2(3-2u),
Oc Us1 . (5
.6c)
The inverse transform, which we shall need, is then given by
(5
.7)
11 )
,
bu(z) =a+(b-a)U(z a < <
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3 + 3 cos 3 + 3 cas
l
16
1 4 4 ,r 1 f 11-27Z1
U(Z)=
3
+
3
cos 3 + 3 cos '
16
1
2 + cost
31T
+ 3 cos-' (1 - 2Z)] . 0 < Z < 1 . (5 .8c)
Other suitable functions for Z(U) and U(Z) can be found . In view of a quicker evaluation of the
inverse transform we have used the following expressions
(5 .8a)
(5 .86)
Let us then reconsider the example of the unit sphere . The representation (5.1) with z(u) given
by (5.5), (5.6c) results in R(u, v) = (1 - u2 )V4- u'` /2 and if we use (5 .5) . (5 .9c) in R(u, v) _
sin(u+1)Tr/2. Both functions can now very well be approximated by means of spline functions .
6. Applications
In this section we briefly consider a number of applications .
6.1 . Shading
Shading is a common technique to create realistic shaded views of computed generated object
surfaces. To compute the intensities in each point of the surface, a shading model has to be used .
A possible shading model is described in [19] . It requires the calculation of the normal vector n
at each point of the surface . This is extremely simple when the surface is represented by a spline
function . Suppose that we have determined an approximation of the form
x=x0 +s(u, v) cos v
y=yo +s(u, v) sin v, z=z(u)
a<u<b,0<v<22r (6 .1)
(1 -cos KU)/T, (5 .9a)
I
Z(U)=- (cos K (1- U)-cos K)/T, (5 .9b)
1(1 -cos aU)/2, 0 < U < 1, (5 .9c)
and
cos - '(1 - TZ)/K, (510a)
U(Z) = 1-COs -' (Zr +COS K)/K, (5 .10b)
with K the
~Cos '(1-2Z)/,rr, 0<Z<1,
root of
,r=1 - cos K = K sin K, 0 < K < u, K = 2 .33112237 . . . .
(5 .lOc)
(5 .11)
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where s(u, v) is a smoothing spline (see Section 4) and z(u) = u or one of the functions
considered in Section 5 . then the vector n =(nx, n,,, nz) can he computed using the formulae
n,
a(a	 v)
-zI(u)~slit, v) cos v+ as(aev o) sin v l,
d(z, x) _z'(u)f -ls(u, v) sin v+ as(u, v) sin v l,
a(u, v)
n-- a (u' y) _ s(u v) as(au v) .
(6
.2)
Just like an evaluation, the calculation of partial derivatives of bivariate splines can be performed
in an efficient way . As follows from (2 .5) this latter simply results in the evaluation of a spline of
lower degree . Therefore, we may conclude that (6 .2) can be worked out in a quick and accurate
way.
6.2. Intersection with a plane
Often, one is interested in the intersection of the surface with a plane or with another surface .
For instance, a surface can be displayed by generating a meshwork of curves, each of which is
the intersection of the surface with a horizontal plane or a plane through the axis x = x0, y =yo .
As we will see, these calculations are very simple .
6.2.1 . Intersection with a plane z = K
The intersection of the surface (6 .1) with an horizontal plane z = K is given by the closed
curve
x=xo+S(o) cos v,
y=yo+S(v) sin v,
z =K,
0 v < 2m (6
.3)
where S(v) stands for the one-dimensional spline
h
S(v)= d1Ni,,+t(v) (6
.4)
with
s
dt= cr
.iM, .k+t(K),
i--k
K=u(K) . (6
.6)
6.2.2. Intersection with a plane a(x - xo) + l3(y - yo) = 0
The intersection with a plane through the axis x = xo, y =yo is composed of two curves, i
.e .
x
;=xo+s(u(z), vi) cos v„
y;=yo+s(it(z), vi) sin vi,
a<z<b, i=1,2,
(6
.7)
with
v1=tg-1(-a/(3),
	
02=v1+Irz
(6
.8)
In the plane of intersection, these curves can be represented as functions of z, giving the distance
of each point on the curve to the axis, i .e .
To find the intersection with an arbitrary plane, or more generally with any implicitly defined
surface h(x, y, z) = 0 we can use an algorithm for drawing contours of two-dimensional
functions (see e.g. [14]) .
Of course, instead of joining points in the u - v space for which
g(u, v)=h(xo+s(u, v) cos o, YO +s(u, v) sin v, z(u))=0
we must transform these points first into the x-y-z space .
6.3. Volume calculation
Finally, we can also easily find an expression for the volume of the object enclosed by the
surface (6.1), i .e .
V= fez (u)duf2 s2(u, o)dv .
(6
.11)
0
To compute this integral, we can use a one-dimensional automatic integrator [20] and find an
approximation for
V= z f ez'(u)g(u) du .
(6
.12)
The function g(u) in this expression can be written as
h
g(u) _ E f s2(u, v) dv
.
(6
.13)
l=0 P,
Given a value for u, each integral in this sum can he numerically integrated exactly using a
Gauss-Legendre formula of order I + 1 . Indeed, between two successive knots, the function
s2(u, v) is a polynomial of degree 21 in v .
7. Practical considerations and examples
The algorithm described in Section 4 has been implemented in a Fortran subroutine package,
called SMOCYL. A copy of this package, together with an example program can be obtained
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g1(z) = -((x1 -xo)2+ (Yl-Ya)2)1/'-= -s(u(z), v1)
and
(6
.9)
g2(z)=((x2-xo)2+(Y2-Yo)2)1 2=5(u(z), t'2)
.
6.2.3. intersection with an arbitrary plane ax + Jay + yz = 6
(6
.10)
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from the authors, on magnetic tape. Apart from the set of data points (u,, v,, R v . ,), the
boundaries a . b, e and d, and optionally some additional constraints like (4.9)-(4.12), the user
merely has to provide the smoothing factor S to control the tradeoff between closeness of fit and
smoothness of fit (some practical considerations as concerned the choice of this parameter can be
found in (12]) . The program then returns a bicubic (k = 1= 3) spline approximation with
automatically located knots .
We now give two examples of surfaces constructed by means of this program .
7.1. Example I
To check the influence of the smoothing factor S and to illustrate the use of the non-linear
transformation z(u), we constructed the following example . The idea was to find an approxima-
tion for the surface
x2 +y V2(1+3cos
2
)=(1Z2)(8,1
+ 1),
z,0.
This surface can be represented in the form (1 .1) by putting x 0 =yo = 0, a = 0, b = 1 and
R(u,v)=((1-u2)(8tC+1)/(1+3sinwcos
Z lh
Figure 1(a) shows a contour map of R(u, v) corresponding to function values 0 .3, 0 .5,
0 .7, . . .,1 .5 . We can see that R is extremely steep near the boundary u = 1 . This is not surprising
considering the infinite derivative 8R(1, e)/au . Now, we can also represent the surface in the
form (5 .1) using the non-linear transformation (5.9h), i .e.
z(u) = Z(u) = (cos K(1 - u) - cos K)/r .
Figure 1(b) shows the contour map of the resulting function R(u, v) =R(z(u), v) . By compar-
ing Figs. 1(a) and 1(b), we may conclude that R is much smoother than R . Actually we can
compute that 3R(1, v)/au=
-31c/(T
= -5.380854 . . . .
To simulate experimental data, we generated then a set of normally distributed stochastic
variates e qr with mean value 0 and standard deviation 0 .05 and considered the set (u q , v„ R q ,.)-
values with
uq = u(z q ), zq = 0 .045(q - 1), q = 1,2, . . .,23,
Ur =m(r-1)/16, r=1, 2, . . .,32,
R q,r =R(uq , v,)+eq,r°R(zq, v,)+e q , r ,
in order to find a bicubic (k=1=3) spline approximation s(u, v) for R(u, v) by using
subroutine SMOCYL . As additional constraints we imposed s(1, v)=0 and as(1, v)/au=
-5 .38085-
Figures 1(c)-(f) show the contour maps of some spline approximations according to different
S-values. Choosing S too high (S = 10) results in oversmoothed data (Fig . 1(c)) . Figure 1(d)
shows the contour map of an approximation (S = 1 .85) which could be accepted as satisfactory .
Overfitting the data by choosing S to small (S = 1) results in a contour map which is yet too
much influenced by the errors eq , (Fig . 1(e)) . Finally Fig . 1(f) shows the contour map of an
interpolating spline (S = 0) . The calculation of these four approximations took no longer than 4
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Fig. 1. Contour maps of (a) R(u, r)=((1-u2 )(8u r +1)/(1+3sin 2
n cos mu))
1
" 2 . (b) R(u, n)=R((cos K(1-u)-
cos
K)/T,
u) and (c)-(f) some spline approximations for R
according to different smoothing factors, i .e. (c) S =10, (d)
S=1.85, (e) S=1 and (f) S = 0 .
sec. computation time on a IBM 4044 . Figure 2 shows a three-dimensional depiction of the
surface (6 .1) corresponding to the spline approximation of Fig . 1(d) and with z(u) = u (Fig .
2(a)), resp . z(u) = (cos rc(1 - u) - cos ic)/r (Fig . 2(b)) . This latter surface is a fairly good
approximation for the given surface .
7.2 . Example 2
Computerized tomography and cerebral angiography are two techniques to derive a spatial
definition of cerebral tumors . On the one hand, a stereoscopic pair of angiograms enables the
surgeon to have a depth impression of the cerebral vessels . This stereoscopic image can give some
information on the position of the lesion, because of the pathological course of certain blood
vessels . Computerized tomography on the other hand yields a series of 2-D parallel transverse
sections of the tumor . Our method now consists of generating an integrated stereoscopic image
of the cerebral blood vessels and tumor . We have applied our technique to a 28 year old man
with an intracranial tumor visible on CT scans . A normal angiogram showed displacement of the
3 82
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Fig. 2 . Perspective view of a spline surface
. x = s(u, t) cos v, y = s(u, v) sin v, z = z(u), 0 S u < 1, 0 -< v < 27 . (a)
z(u) = u, (b) z(u) _ ( cos x(t - u)-cos x)/r .
intracranial blood vessels, but the tumor itself was not visible
. A tumor biopsy was indicated to
obtain accurate information concerning the nature of the tumor in order to apply the most
adequate treatment . Using an automatic tresholding technique [23] the tumor could be outlined
c
Fig . 3
. Planar sections of a spline approximation for the tumor surface along with the measured data points
.
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on 9 CT-images, corresponding to different equidistant z-values zq=z q , + Az.
Each of these contours was sampled in a number of points resulting in a set of data values
(x q 1 , yq l , zq ), q= 1 .2, . . .,9 ; j =1, 2, . . ., mq . To obtain a set of data (u q, v„ R q , r ) suitable for
our computerprogram we proceeded as follows . First we had to choose values for xo and yp
(somewhat the mean values of the xq,, resp . yq
j
were taken) and to estimate the boundaries for
z (we took a =z, -Oz and b = z 9 + Az). Then for each section, we determined an interpolating
periodic spline [11] Sq(v) and correspondingly an interpolating curve
x=x0 +Sq (v) cos v,
I
v =yo +Sq (v) sin v, 0<v<2rr
passing through the data points (x q _ ,
Y" ' ),
j = 1, 2, . . ., mq . Finally the input data for SMOCYL
were taken as
uq = u(z q ), q = 1, 2	9,
I,"= ,
(r-1)/36, r=1, 2	36
and with u(z) given by (5.7), (5 .10c). As boundary constraints for the smoothing spline s(u, v)
we imposed (4.9)-(4 .12) with a = $ = 0 and with y and S computed as in (4.22)-(4.23) . Some
Fig. 4 . Coaxial sections of a spline approximation for the tumor surface.
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Fig. 5 . Integrated 3-D image of blood vessels, CT view of tumor and two simulated electrode trajectories . The tumor is
represented as a meshwork of curves.
results of our smoothing process can be seen in Fig . 3 and Fig. 4 . Figure 3 shows, for each given
contour, the position of the raw data (x,,1, yq ), the position of (x o , yo ) (marked with a cross)
and the intersection of a smoothing surface (6 .1) determined by using SMOCYL, with the
corresponding plane z = zq (see section 6 .2.1) . It gives us a good idea of the closeness of fit of the
spline surface. Figure 4 shows the intersection of this same surface with a number of coaxial
planes a(x - x 0 ) + R(y -y(,) = 0 corresponding to different equidistant values for u, (see
section 6.2.2) . In each figure the position of the axis x = xo , y =yo is marked by the vertical line,
while the horizontal lines situate the different given contours . Both Fig . 3 and Fig. 4 give us an
idea of the global smoothness of the spline surface . Finally Fig. 5 shows the integrated
stereoscopic image of the blood vessels, CT view of tumor and two simulated electrode
trajectories prior to stereotactic neurosurgery . The tumor is represented as a meshwork of curves .
This representation technique together with the property of a hierarchical display-the data are
approximated as smooth or as close as required by the viewer-which is characteristic of our
spline method, preserves excellent object perceptibility .
Quite rightly, one will observe that medical objects are not always representable in the form
(1 .1) . In the next section we will therefore discuss how the proposed method can he generalized .
8. Extensions
First of all we can try to find an approximation in the form
x=xo(z)+s(u, v) eos v,
y=ya(z)+s(u, v) sin v,
	
z=z(u)
a<u<b, 0 . v<2^,r (8
.1)
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thus allowing to have a centre (x o, yo) in function of z . If this is still not possible, we can
construct an approximation in the form
x=s,(u, u) y=s z (u, v) . z=z(u)
a .uCb, OSu51 (8 .2)
now using two splines instead of one . Suppose that we have a set of data values (x q 1 , y
Zq) ,
q=1,2, . . .,m, ; j=1,2, . . .,mq, obtained during an oriented (e.g . clockwise) traversal of a
number of closed contours (let x q, ,,, =x q,,, yq , n , = yq,,) . The first step will then he to find an
appropriate set of points (X q „ Y,,,, z q ) on the surface, corresponding to a number of grid points
(uq , u,), q=1, 2, . . ., m,; r=1, 2, . . ., m, . Hereto we can proceed as follows . For each given
section we determine an approximating closed curve ; with every data point (x q,,,
1, 2, . . ., m q we let correspond a value 0 < vq ; 5 l, i .e.
w q , =0,
nq.j=Wq,i-,+~(-xq .-i-xq .j-,)z+(Y,t
.j)z, J=2,3,
. . .,mq,
'-"q = wq i/w q
,,nJ
, j=1,2,- . ,nzq , (8 .3)
and given the set (x
q1/1 yq,)1
VII. )-values we can use then the algorithm described in [II] to find
an interpolating or smoothing closed curve of the form
x=S0,,(u),
Y=S
q ,2 (u), 0cuC1 (8 .4)
with S0,,(u) and
S,,2(V)
two periodic splines- Finally we select a number of v,-values (e.g .
ur=(r-1)/mz, r = 1, 2, . . ., m z ) and compute
Xq ,=Sq-1
lur
+dq ), Yq .,=Sq,2(u,.+dq),
q=1,2,_ .,m,, r=1,2, . . .,mz . (8 .5)
The parameters dq in this expression are needed to cope with the fact that the begin points
(Sq,,(0), Sq ,z (0)) of the different curves may not be in conformity with each other . If we know a
reference plane or surface which intersects each contour, we can determine the points of
intersection (Sq ,(Vq), S0 ,(Vq)) and set dq =Vq. Or, we can also find an appropriate set of
d.values through the following minimization process
d, = 0,
find 0 < dq c 1 such that
n, .
~~Xq,,-Xq_,,,) +( Y4 , ,- Yq ,,) is minimal,
r-t
q=2, 3, . . ., mq . (8 .6)
Once we dispose of a set of data values (Xq ,., Yq ,) corresponding to a number of grid points
(u q =u(zq), v,), q = 1, 2	ml ; r = 1, 2, . . ., mz , the algorithm of Section 4 is easily extended .
We will now determine two splines s l(u, o) and s,(u, u) which are both periodic in the variable
v and which additionally will satisfy constraints like s,(a, v)=X,, ; s,(a, u) = Y ; s,(b, v) =X,,
and sz (b, u) _- Yb if we want that the surface (8 .1) is closed. Actually we will simultaneously
compute the B-spline coefficients of two smoothing splines s, P(u, v) and s z , n (u, u), depending
3
8
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on the parameter p, as the solution of a system of the form (4.6) or (4.21) but now with right
hand sides in terms of the X,,,„ resp . Yy ,-values instead of R,,, . The proper value of p will still
be determined iteratively as the root of an equation F(p) = S, but now with
n,, rvr
F(p)=
E (X2.,-si,p(uq, ar)J2+(Yq
.~.-s2,p(us., a,))2 . (8 .7)
Also, we can easily generalize the applications we have discussed in Section 6 . For example, the
normal vector n will be given by
as, , as,
n,=
as
, n,=z a
as, as 2 as, as,
n° au as au as,
(8 .8)
whereas the volume V can be calculated through the integral
r n r 1 as z ( u, a)
V=
J
:'(u) du
j
s, (u . a) -
at
du . (8 .9)
a u
)
In a straightforward manner finally we can also determine an approximation in the form
x=s,(u, a), v=s, (u, a), z=s 1 (u, a) .
a u<b, 0<V<1 (8 .10)
using three smoothing splines . In that case it is even no longer necessary that the given sections
be parallel. The form (8 .10) is also particularly suitable for computer aided design applications
where the surface must interactively be changed [25] .
The problem of reconstructing surfaces out of a set of complex branching contours using
splines, has not been considered up to now . A number of solutions for this difficult problem have
been proposed with the methods of triangular tiling [21,221 and voxel processing [15,16] .
9. Conclusions
In the pieceeding sections we have described an efficient method for the reconstruction of a
surface from a set of closed planar contours . We have assumed that these sections are
perpendicular to the z-axis and that the surface itself can be represented in cylindrical
coordinates . A constrained spline approximation is then determined giving the distance of each
point on the surface to a given axis x=xo, )'
= yo . The spline is represented by means of tensor
product splines . The coefficients in this representation are obtained by the solution of a linear
system which can be written in a matrix form, conformable with the Kronecker product of two
hand matrices of small size and bandwidth.
By carefully exploiting all this, a lot of time and memory requirements can be saved. The
knots of the spline are located automatically. Instead, the user has to provide a single parameter
to control the trade-off between closeness of fit and smoothness of fit .
We have discussed the representation of both open and closed surfaces . In particular we have
demonstrated the use of a simple non-linear transformation of the z-variable for obtaining
smooth closed surfaces . Once a spline is obtained in the B-spline representation, evaluation and
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differentiation can be performed in a rapid and accurate way while using the recurrence schemes
[2,8] for evaluating and differentiating B-splincs . Consequently we can also rapidly calculate the
normal on a spline surface or find the intersection with other surfaces .
Finally we have demonstrated how the proposed method can be extended to the reconstruc-
tion of more complex surfaces which cannot be represented in cylindrical coordinates .
The usefulness of the method has been illustrated with a practical example of a stereotactic
tumor biopsy planning .
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