STATEMENT OF THE PROBLEM
Ti-6Al-4V is known to be 'noisy,' and this leads to problems in predicting the detectability of small flaws in this alloy. We have already alluded to the fact that because Ti64 has a hexagonal crystal structure, one source of noise would be a random distribution of crystallite orientations, which would result in spatial variations in the local host conductivity. There are other sources such as liftoff and surface 'noise' due to a rough surface profile [1] , [2] . We are interested in answering the questions: Can we distinguish noise due to (1) random grids, (2) liftoff, and (3) surface conditions? Can we include these sources in one model of a randomly anisotropic surface?
THE VIC-3D c MODELS Figure 1 illustrates two models that will start the discussion. The top portion illustrates a simple random, isotropic grid that will be used to estimate the noise due to random spatial inhomogenieties of conductivity, whereas the bottom portion models a simple random patch that simulates surface roughness. This patch is distinguished by randomly interspersing grid elements whose conductivity is zero (representing air) with those whose conductivity is identical to the host's. The height of the surface roughness patch is typical of surface roughness effects as studied in [1] . Neither of these models includes a non-random flaw.
We ran ten samples of each random model on a 32 × 32 × 2 grid, at a frequency of 2MHz, using an air-core coil whose inner radius is 0.555mm, outer radius is 0.855mm, 6.4mm x 6.4mm x 0.4mm 6.4mm x 6.4mm x 0.02mm Isotropic Patch with uniform distribution centered at 5.97E5 S/m and 7000 STD σ = 6.04E5 S/m (isotropic) σ = 6.04E5 S/m (isotropic) of principal axes conductivities: (0, 6.04E5, 6.04E5) S/m Surface roughness patch, using random permutation height of 1.12mm, containing 49 turns, and the results are shown in Figure 2 . It is clear that for these parameters the surface-roughness model produces a significantly larger response than the random-patch model, which is plausible, given the much greater contrast in conductivities in the surface-roughness model than in the random-patch model. The statistics for this ensemble are shown in Figure 3 .
AN INVERSE PROBLEM
In order to determine an equivalent non-random conductivity for the 'Surface roughness patch' shown in the bottom of Figure 1 , we will solve an inverse problem for the two principal-axis conductivities, σ 1 , σ 2 , and depth, H, using the ensemble averages shown in the bottom of Figure 3 as inputs to NLSE. σ 3 is fixed at 4 × 10 5 S/m. The results are shown in Table 1 . The results comparing the input data with the computed model data that use the parameters listed in Table 1 are shown in Figure 4 .
INVERSE PROBLEM NO. 2: NOISE AND DETERMINISTIC FLAWS
Now we consider a composite problem of a half-penny crack inserted into the rough surface patch shown at the bottom of Figure 1 . The crack is modeled as a clipped elliptic cylinder that has been rotated ninety degrees. The semi-axes of the Table 1 .
cylinder are A = 0.1693 mm (depth), and B = 0.254 mm (length), and the opening of the crack is 0.1mm. The input sample functions are generated using the random permutation algorithm, but in the interpolation table the random surface patch is replaced with a nonrandom, homogeneous patch with conductivities of σ 1 = 4.0024×10 Table 2 .
ESTIMATION-THEORETIC METRICS
We can use the results of the Monte Carlo study shown in Table 2 to generate some a posteriori metrics, i.e., metrics that follow from the inversion results, which, of course, follow from the measured data. This is in contrast witha priori metrics, which precede acting upon measurements. Our goal is to eventually generate the concept of an a posteriori 'probability of inversion,' as opposed to the concept of an a priori 'probability of detection.' Table 3 displays the convergence of the various metrics as a function of the number of samples. In this table, A * = A − 0.1693, B * = B − 0.254, S A denotes the sensitivity of the A estimate, and S B denotes the sensitivity of the B estimate.
Note that Φ STD is comparable in value to the curves marked 'STD' in the bottom part of Figure 3 , so it is reasonable to infer that Φ STD is due to the stochastic process that is producing the noise in the first place. It appears that the estimates for A * avg and B * avg are converging, but it's not clear that they are converging to zero, as we would expect from their definitions. In any case, A * avg is converging to its limit from above, whereas B * avg is converging from below. If the true limit is zero for each variable, then it is clear that A * avg is converging more rapidly than B *
avg . This appears to be consistent with the relative values of the standard deviations, A * STD and B * STD , of the two variables, with the latter being almost twice the former. The fact that A * avg and B * avg may not be converging to zero suggests that this is a 'biased estimator' in the statistical sense, Table 2 Sample though the amount of the 'bias' is quite small for either A or B.
When we apply this model in practice, we will want to draw a conclusion as to the reliability of the resulting inversion for A and B. (We can't speak in terms of A * or B * because in practice we won't know what our target values are.) The only data that we will have that can be used as estimation metrics will be Φ and S A and S B . The results in Table 3 will give us typical values of these metrics that we can expect for successful inversions, and if the actual values depart from the averages or STDs that we would expect, then we suspect that we have a bad inversion. Furthermore, S Aavg and S Bavg give us an indication of typical values that we can expect for S A and S B , so that we can use this to draw a conclusion as to the reliability of the inverted data in practice.
We have computed the normalized sensitivity parameter for each of the thirty entries in Table 2 , and have plotted them in Table 4 . There are seventeen that have values below 1.78, and when we average A in Table 2 over these seventeen samples, we get A avg = 0.1681. Clearly, this is a better approximation to the original value of 0.1693 than the value of 0.1735 that was computed in Table 3 . The final interesting fact about this result is that when we average B, using the same seventeen samples in Table  2 , we obtain B avg = 0.2536, which is impressively close to the original value of 0.254, all without regard to the normalized sensitivity parameters of B. It appears that the crucial unknown that controls the quality of these inversions is the depth parameter, A, and it appears that the crucial estimation-theoretic metric is the normalized sensitivity parameter associated with A.
We can make contact with classical probability theory by computing the variance of the estimates for the seventeen samples of A in Table 2 for which the normalized sensitivity is below 1.78. A simple calculation shows this to be VAR( A) = 2.655 × 10 −4 , where the tilde denotes the set: A ∋ S A ÷ A ≤ 1.78. The Chebychev inequality [3] states that, for any random variable, X, and every ǫ > 0,
which, upon letting X = A − 0.1681, yields
Suppose that we let (1/ǫ 2 ) × 2.655 × 10 −4 = 0.1, so that ǫ = 5.15 × 10 −2 , then we have the probability estimate P 
Hence, we can say that with at least 90% certainty, those estimates, A, for which S A ÷A ≤ 1.78 correspond to cracks that have depths lying in the range [0.1166, 0.2196].
COMMENTS AND CONCLUSIONS
We applied model-based inversion to replace a randomly inhomogeneous anomaly with a homogeneous, nonrandom anomaly which is to be used in subsequent inverse problems. Because we have modified the actual configuration of an inhomogeneous region with an 'equivalent' homogeneous one, various other parameters will be affected, such as the liftoff of the probe. Hence, we must solve for this parameter, as well as the desired ones that characterize the flaw, in our interpolation table. The fact that we got good statistical results for the inversions suggest that this transformation is a viable way of applying model-based inversion. This approach also led to the recognition of the importance of 'normalized sensitivities' as a metric of reliability of the inversion.
