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ABSTRACT 
This chapter summarizes a neural model of how humans use pitch-based information to 
separate and attentively track multiple voices or instruments in distinct auditory streams, 
as in the cocktail party problem. 'I'hc model incorporates concepts of top-clown matching, 
attention, and resonance that have been used to analyse bow humans can autonomously 
learn and stably remcrnber large amounts of information in response to a rapidly changing 
environment. These Adaptive Resonance 'I'heory, or AHT, concepts are joined to a Spa-
tial Pitch NETwork, or SPlNE'I', rnoclel to form an Aiti'ST'REAM model for pitch-based 
streaming. 'I'he ARI'STREAM model suggests that a resonance between spectral and pitch 
representations i:; necessary for a conscious auditory percept to occur. Examples from audi-
tory perception in noise and context-sensitive speech perception are discussed, such as the 
auditory continuity illusion and phonemic restoration. The Gjcrdingen analysis of apparent 
motion in music is shown to have a na.tura.l ern bedding within the ARI'S'I'REAM model. 
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Auditory Streaming, Pitch Perception, and Music Perception 
When we talk to a friend in a crowded noisy room, we can usually keep track of our con-
versation above the hubbub, even though the sounds emitted by the friendly voice partially 
overlap the sounds emitted by other speakers. How do we separate this jurn bled mixture 
of sound:; into distinct voices? 'I'his is often called the cocktail party problcrn. The :;arne 
problem is wived whenever we listen to a symphony or other music wherein overlapping 
lmrmonic components are emitted by several instruments. If we could not separate the in-
struments or voices into distinct sources, or auditory streams, then we could not hear the 
music as music, or intelligently recogniY-e a. speaker's sounds. A major cue for separating 
sounds into distinct sources is their pitch (Bregman, 1990). Thus, in order to understand 
how music is perceived, we need to understand how the pitch of a. sound is determined a.nd 
how different sources of sound are separated into distinct auditory streams. 
A simple version of this competence is illustrated by the auditory continuity illusion 
(Miller a.nd Licklider, 1950). 'T'his percept also calls attention to some remarkable propertie:o 
of the events that lead to a conscious perception of rnu:oic, or of any other sound. Suppose 
that a. steady tone shuts off just as a broadband noise turns on. Suppose, rnoreover, that the 
noise shut;; off just as the tone turn;; on once again; see Figure la. vVhen this happens under 
appropriate conditions, the tone seerns to continue right through the noi:oe, which seerns to 
occur in a. :oepa.rate auditory "strcarn". Thi:; example suggests that, the auditory system can 
actively extract tho:oe components of the noise that are consi:;tent. with the tone and use 
them to track the "voice" of the tone right through the hubbub of the noise. 
Tn order to appreciate how rerna.rka.ble this property is, let. us cornpa.rc it with what 
happen;; when the tone docs not turn on again for a second time, a.s in Figme I b. 'l'hen the 
first tone clews not :;eem to continue through the noise. lt is perceived to stop bcJ"ore the 
noise. In Figure la., the :oeconcl tone turns on only after the first tone a.ncl the subsequent, 
noise turn ofF. llow docs the brain nse the infonna.tion about a. future event, the ;;econd 
tone, to continue the first tone through the noise? Does this not ;;cern to require that the 
brain can operate "backwards in tirnc" to alter it;; decision a.s to whether or not to continue 
a past tone through the noise based on future event;;? 
'I'he reality of this problem is emphasized by the third condition: lf no noise occurs 
between two temporally disjoint tones, as in Figure lc, then the tone is not heard across 
the ;;ilent interval. Instead, two ten1porally disjoint tone;; are heard. 'I'his fact raise;; the 
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Figure 1. (a) Auditory continuity illusion: When a steady tone occurs both 
before and after a burst of noise, then under appropriate temporal and amplitude 
conditions, the tone is perceived to continue through the noise. (b) This does 
not occur if the noise is not followed by a tone. (c) Nor does it occur if two 
tones are separated by silence. 
additional question: How does the brain usc the noise to continue the tone through it? 
Ivl.any philosophers and scientists have puzzled about this sort of problern. I will argue 
that the process whereby we consciously hear the first tone takes sonre tirne to unfold, so 
that by the tirnc we hear it, the second tone has an opportunity to in!lucnce it. To rnakc 
this argurnent, we need to ask: Why docs conscious audition take so long to occur after 
the actual sound energy reaches our brain? Just as irnportant: vVhy can the ;;ccond tone 
influence the con;;cious percept so quickly, given that the first tone could not? 
Phonemic Restoration, Attentive Matching, and Adaptive Resonance 
I suggest that the neural mechanisrns whereby auditory strearning is achieved arc uoecl, 
m specializccl form, in other brain systems as well. Another exarnple from the auditory 
system opcratco at a higher level or processing. [t concern;; how we unclcrstancl speech. In 
2 
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thi~ example, too, the process whereby conscious awareness occurs takes a long time, on 
the order of 100 milliseconds or more. 'The phenomenon in question is called phonemic 
re;;toration (Samuel, 1981; Warren, 1984; Warren and Shennan, 197r1). Suppose that a 
listener hears a noise followed imrnediately by the words "eel is on the ... ". If this string 
of words is followed by the word "orange", then "noise-eel" sounds like "peel". If the word 
"wagon" cornpletes the sentence, then "noise-eel" sounds like "wheel". If the final word is 
"shoe", then "noise-eel" sound;; like "heel". 
'I' his cxarnple vividly shows that the bottom-up occurrence of the noise is not ~ufficient for 
us to hear it. Somehow the sound that we expect to hear based upon our previous language 
experience~ inJluences what we do hear. Such an expectation take;; tim.e to inJluencc the 
speech that we con;;ciou~ly hear. As in the auditory continuity illu;;ion, the brain works 
"backwards in time" to allow the meaning imparted by a later word to alter the sounds that 
we consciously perceive in an earlier word. 
I suggest that this happens because, a;; the individual word;; occur, they are stored 
temporarily in a working rnemory. 'I'he working memory converts a temporal sequence of 
events into a spatial pattern of activation acros~ the items that represent each wore!. J\ 
similar recocling enables rnusical phrases to be ;;torcd. As the itern;; of the words arc stored, 
they act.ivatc previou~ly learned rnemoric;; which attempt to catcgori~e the ;;torccl sound 
;;tream into familiar language units at a higher processing level. Such learned categories 
eneodc abstract lists of iterns tha.L may include the words themselves, their syllables, or even 
their phonemes (Cohen and Gros;;bcrg, 1986; Gros;;bcrg, 19811, 1987). Which list categories 
arc chosen depends upon the ternporal context in which all the sounds occur, whether they 
arc the sounds of language or of music. 'l'he li~t category layer is designee! to activate those 
groupings of working mcrnory item;; that are rnost predictive in the context within which 
they appear. 
'I'hc list categories, m turn, activate learned top-down expectations that arc matched 
against the items stored in working memory to verify that the information expected from 
prcviou;; learning experiences is really there. 'I' hi~ concept of bottorn·up activation of learned 
categories by a, working mernory, followed by read-out of learned top-down expectations, is 
illustra.tccl in Figure 2a. 
What is the nature of thi;; matching, or verification, proce;;s? Its properties have been 
clarified by experiments in which the ;;pectral content of the noi~e was varied (Sarnud, I 981 ). 
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Figure 2. ART matching: (a) Auditory items activate short term memory (STM) 
traces in a working memory, which send bottom-up signals towards a level at 
which list categories, or chunks, are activated in STM. These bottom-up signals 
are multiplied by learned long term memory (LTM) traces which influence the 
competitive selection of the list categories that are stored in STM. The list 
categories, in turn, activate top-down expectation signals that are also read out 
of LTM. These expectations, or prototypes, are matched against the active STM 
pattern in working memory. (b) This matching process selects STM activations 
that are supported by contiguous LTM traces, and suppresses those that are 
not. 1 
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If the noise includes all the formants of the expected sound, then that is what the subject 
hears, and other spectral components of the noise are suppressed. If some formants of the 
expected sound are missing from the noise, then only a partial reconstruction is heard. If 
silence replaces the noise, then only silence is heard. The matching process thus cannot 
"create something out of nothing". It ca.n select the expected features that are represented 
in the bottom-up signa.! and suppress the rest, as in Figure 2b. 
T'he process whereby the top-down expectation selects some features while suppressing 
others helps to "focus attention" upon information that matches om momentary expecta-
tions. lly filtering out the flood of irrelevant sensory signals, expectations prevent these 
signals from destabili7,ing previously learned memories (Carpenter and Grossberg, 1991; 
Grossberg, 1980, 1982). 
vVhat docs all this have to do with our conscious percepts of speech and music? This can 
be seen by asking: If top-down expectations can select consistent bottom-up signals using an 
attentionaJ focus, then what keeps the attendee! bottom-up signals frorn reactivating their 
top-clown expectations in a continuing cycle of bottom-up and top~clown feedback? Nothing 
does' In fact, this reciprocal feedback process takes awhile to equilibrate, and when it does, 
the bottonHrp and tO]Hlown signals lock the activity pa.Ltcrns of the interacting levels into 
a re:;onant state that lasts much longer and is more energetic than any individual activation. 
I claim that only resonant states ol' the brain can achieve consciousne:;s, and that the time 
needed for a. botLorn-up/top-clown resonance to develop help:; to explain why a con:;cious 
percept of an event take:; so long to occur after it:; botLonHrp input is delivered. 
Adaptive Resonance Theory, or AH1', is a cognitive theory that was introduced to explain 
how the brain continues to rapidly learn about the world throughout life without undergoing 
catastrophic forgetting (Carpenter and Grossberg, 1991, 1993; Grossberg, 1980, 1982, HJ87). 
AH'I' models how top-down expectations are learned and help to focus attention in the 
rnanner described above in order to ensure that learning can proceed in a. stable fashion 
throughout life. A key result of!\ TU' is that only resonant states trigger the learning process 
- hence the na.rnc a.daptive resonance · and that. all conscious states arc resonant states. 
Thus the properties of eon:;cious audition that we are discussing ma.y be viewed as special 
cases of how each brain can effectively learn about its world. 
'I'he same type:; of properties may now be seen to hold in the auditory continuity illusion. 
'I'hc first rnain point i:; that bottom-up activation by the tone is not immediately perceived. 
5 
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A bottom-up/top-down resonance first needs to develop. 'I'his slower resonance time scale 
helps to explain why the tone continues to be heard even after the noise input. begins. From 
here it is not hard to see how the second tone in Figme la can quickly access the already 
active tone resonance to keep it going through the percept of the noise, which also takes 
awhile to develop. All the percepts are hereby shifted in time relative to the onset times of 
their inputs. 
'I'he type of top-down matching in the auditory continuity illusion is also similar to that 
in phonemic restoration. An active categorical representation of the tone, as in Figure la, 
can use its top-down expecta.t.ion to select tho0e frequency components in the noise that are 
compatible with it and to suppress the rest. 'I'he selected frequency components can then 
resonate with their category until the percept of the tone becomes conscious. 
This sumrnary clarifies some properties of the auditory continuity percept but also raises 
new questions as it does so. For example, what is the "expectation" against which a sound, 
like the tone, is m.atched? How do we hear the noise as a separate perceptual stream 
from the tone? ln a rnore general cockta.il party or concert ha1l situation, how do we hear 
rnultiple voices or instruments? What arc the rules whereby multiple streams of sound are 
simultaneously heard, even as each stream selectively suppresses the spectral cornponents 
that do not belong to its source using top-down expectations? 
Pitch Cues for Streaming 
Perhaps the rno,;t irnportant cue for perceptual streaming is the pitch of a sound. Natu·· 
rally occurring periodic wurccs often have hannonic frequency components a.t integer rnulti-
plcs of the fundamental frequency, Fir· 'I'hc subjective experience of l'(r describes the sound's 
pitch. For example, when a speaker produce0 a vowel at a. particular fundamental frequency, 
(e.g., 150 lh.), the vowel contains harrnonics at integer multiples (e.g., :300, 150, 600 Hz., 
etc.), whose pattern of relative amplitudes corresponds to the vowel percept. Since such a set 
of related harrnonics typically corrre from the same sound source, a categorical representation 
of pitch can be used to group the corresponding harrnonic cornponents together. 
Pitch· based grouping is used by listeners in both speech and music perception. For 
example, listeners can use F0 to segregate rnultiplc voices. Listeners' identification of two 
concmTent vowels increases as the difference in the two F0 increases, and plateaus between .5 
2 scrnitones (Scheffers, J 98:;). When the two F(r arc chosen an octave apart, identification is 
6 
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poor (Brokx and Noteboorn, 1982; Chalika and Bregman, 1989). Since an octave corresponds 
to a doubling of frequency, half the harmonics for the two vowels will overlap. In addition, a 
speech formant may become segregated from the vowel in which it occurs when the formant 
has a difFerent Fir (Broadbent a.ncl Ladefogecl, 1957; Gardner, Gaskill, and Darwin, 1989) 
and speech stirnuli with discontinuous pitch contours tend to segregate at the discontinuities 
(Darwin and Betheli-Fox, 1977). 
A Neural Model of Pitch Perception and Auditory Streaming 
The present chapter summarizes a model of how humans perceive pitch-based auditory 
strearns. 'l'his model includes a specialized filter which inputs to a. grouping network. 'fhe 
filter is a Spatial Plt.ch NETwork, or SPINE'f rnoclel, that rnodcls how the brain converts 
temporal streams of sound into spatial representations of pitch (Cohen, Grossberg, and \Vyse, 
1995). The grouping network i;; a. ;;pecializecl AHT network that breaks sounds into separate 
streams based upon their pitch. 'I'he model wherein an AHT streaming network is joined to 
a SPINET front end is called the AH1'S'I'REAl'v! model ( Govindan1jan, Grossberg, Wyse, 
and Cohen, 1991). This model was developed to simulate psychophysical data concerning 
how the brain achieves pitch-based separation and strca.rning of multiple acoustic sources. 
First, the SPlNE'f model will be introduced and it;; operations illnstra\.ed by a simulation 
of pitch perception. 'l'hcn a circuit for AFt1' matching and re;;onance will he clcscribed 
and incorporated into the i\TU'S'J'REAM nrodcl, whose operation will be illustrated by a 
sirnulation of strearning. Finally it will be suggested how the Gjcrdingen (I 991) ana.ly;;is 
of sl.rcarning pcrcepl.s in rnusic, which was based upon the rnotion perception model ol' 
Grossberg and Hucld (1989, 1992), can be incorporated into Alri.'S'I'H.Ei\M. Gjcrclingen's 
analysis quanl.ifies aspects of the analogy between vi;;ual and rnotion perception and auditory 
streaming that several autlwrs have noted; sec Brcgrnan (1990) for a review. Other extensions 
of the All:I'S'l'REAM model will also be discussed. 
The SPINET Model 
'I'he SPINET rnodcl (Cohen, Grossberg, and Wyse, 1995) was developed in order to neu-
rally instantiate ideas from the spectra] pitch modeling literature and join them to neural 
network signal processing designs to sirmrla.te a broader range of perceptual pitch data than 
previous spectra.! models. Figure 3 shows the rnain processing stages of the SPINE'l' model. 
A key goal of the model is to transform a spcetral repre;;entation of an acoustic source into 
7 
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Figure 3. SPINET model processing stages. See the Appendix for more details. 
[Reprinted with permission from Cohen, Grossberg, and Wyse (1995).] 
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a spatial distribution of pitch strengths that could be incorporated into a larger network 
architecture, such as AHTSTREAM, for separating multiple sound sources in the environ-
ment. The SPINET rnodel preprocesses sounds at Levels 1-5 in order to generate a spectral 
representation of sound across a spatial array of frequency-tuned cells at Level 6. 'I'he spa.-
tia.l interactions from the spectral representation of Level 6 to the pitch representation of 
Level 7 a.re critical for om analysis of pitch perception a.nd streaming. These interactions 
show that SPINET is a type of pattem matching model, a class that also includes the pitch 
models of Goldstein (1973) and Wightrnan(1973). Each possible pitch samples regions of 
the spectrum with a sampling period equal to the pitch frequency. T'hat is, a region around 
nfo, for integers ·n. and funclamenta.l frequency fo, contributes to the strength of the pitch 
percept at frequency f 0. The weighting function for the region is Gaussian and symrnetric 
in log frequency space (Figure 3), causing the resolution of the filter to scale with frequency. 
In all, these interactions define a weighted "harmonic sieve" whereby the. strength of 
activation of a given pitch depend;; upon a weighted wm of narrow regions around the 
harmonics of the nomina.! pitch value, and higher ha.nnonic;; contribute less to a pitch than 
lower ones (Duifhuis, Willems, and Sluyter, 1982; Goldstein, 197:3; Schclfers, 1983; 'I'erhardt, 
1972). Suitably chosen harmonic weighting functions support cornputer simulations of pitch 
perception data involving rnistuncd cornponcnts (Moore el. a!., 1985), shifted ha.nnonics 
(Patterson and Wightman, HJ7Ci; Schouten, Ritsma, and Cardozo, 1962), ancl various types 
of continuous spectra including rippled noise (Bilsen and Ritsma., J 970; Yost, !Jill, and 
Pere"-Falcon, HJ78). The weighting functions alw produce the clorninance region (Plornp, 
1967; llitsrna., 1967), octave shifts of pitch in response to ambiguous stirnuli (Patterson and 
Wightrnan, 1976; Schouten, Hitsrna, and Cardo"o, 1962), and how they lead to a pitch region 
in response to the octave-spaced Shepard tone complexes and Deutsch tritoncs (Deutsch, 
1992a, 1992b; Shepard, 19611) without the usc of attcntional mechanisrns to limit pitch 
choices. The on-center off-sunound network in the rnodcl (Level 5) helps to produce noise 
suppression, partial masking and edge pitch (von B6kesy, l96:J). 'I'he rnodcl's peripheral 
Ft!tcring and short ternr energy JT!Cil.Surc.mc.nts (Levels 2-1) produce pitch estinra.tc:; that arc 
sensitive to certain component phase relationships (H.itsma and Engel, 19G4; M.oorc, 1977). 
Figure 1lb compares an illustrative computer simulation with pitch data in Figure 4a. 
concerning pitch shifts as a function of shifts in component harmonics. In particular, when 
harmonic components Un = n}i1, n = I, ... ) a.re all shifted by a. constant amount, 6, m 
9 
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Figure 4. Pitch shift m response to a complex of 6 components spaced by 100 
Hz, as a function of the lowest component's harmonic number. (a) Data from 
Patterson and Wightman (1976). (b) Maximally activated pitch produced by the 
network model. See text for details. [Reprinted with permission from Cohen, 
Grossberg, and Wyse (1995).] 
l'requency oo that thc~y 1naintain their spacing of f 0, Un = nfo + L\ n = 1, ... ), the pitch shift 
in linear frequency is :;lower than that of the components (Patterson and Wightrnan, 197G; 
Schouten, Ritsrna, and CarcloY-o, 1962). 'I'Jw data exhibit an arnbiguous pitch region at shift 
values of' Ll = /f0, I= .5, 1.5, 2.5, ... where the most comrnonly perceived pitch jumps down 
to below the value of fo· Figure 4a shows the pitch of components spaced by fo = 100/h as 
a function of the: lowest c:oniponcnt's harmonic: mnnbcr, I. When the shift value Ll is ncar a 
harmonic of fo (Ll = l.f0 , I= 0, 1, 2, ... ),then the pitch is unarnbiguous and near 100 lh. 
'I' he rnodcl simulates these data in Figure 1]b in terms of the gradual reduction in the con-
tribution a component makes to a pitch as it is rnistuncd, eornbinccl with the eff'cct of filters 
whose widths are approximately constant in log coordinates for high frequencies (sec Level 6 
in Figure :l). As the cornponents shift together in linear frequency away from harmonieity, 
the higher components move into the shallow skirts of the filters centered at harmonics of the 
original nominal pitch frequency much more slowly than do the lower components, thereby 
slowing the shift away frorn the original pitch. Moreover, as the lowest stimulus component 
10 
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increases in harmonic number, all component,; are moving through broader Jilters, o:o the 
slopes of the pitch shift become less steep, ao: can be seen in both the data and the model 
output in Figure 4. 
As indicated above, other pitch data explanation,; of the SPINET model depend for their 
explanation upon properties of other model processing levels. The full array of o:imulated 
data makes use of all these levels. A key hypothesis of the model in all these explana-
tions is that the harmonic summation at Level 7 of Figure 3 filters each frequency spectrum 
through a harmonic sieve that transforms logarithmically o:calecl and Gaussian-weighted har-
monic components into activations of pitch cell:; at the model's final layer. The harmonic 
sieve prevents spectral components that are not harmonically related to a prescribed pitch 
from activating the corresponding pitch node. It is assumed that the harmonic sieve gets 
adaptively tuned during development in response to harrnonic preprocessing by peripheral 
acoustic mechanisms. 'I'his learning process is not explicitly modeled in SPINE'I', but the 
usc of ARI' rnatching and resonance rnechanisms in the AHJ'STREAJV! model clarify how 
thio learning process could occur. 
ART Matching and Resonance in ARTSTREAM 
Jn particular, the AHTS'I'H.I•;AM model incorporates all the stages of the SPINE'f rnodcl, 
as shown in Figure fl, but also elaborates them into rnultiplc spectral and pitch layero that 
arc capable of representing multiple st.rcanrs of sound. A:> in the SPli'-il<:T nrodel, each of the 
bottonr-trp Jilters fronr spectral to pitch layers fonns a ha.rnronic sieve. In addition, there arc 
top-down filters that also form harrnonic sieves and satisfy ATrr rna.tclring constraints. 'I' Iris 
is how top··down signals carr select those spcct.ra.l cornponents that are compatible with the 
chosen pitch node, while suppressing all other frequencies that nray have initially a.ctiva.tccl 
that spectra.! strca.rn layer. 
These A ln.' rnatching circuits satisfy the following constraints: 
Bottom-Up Automatic Activation: A cell, or node, carr become active enough to 
generate output signals if it receives a large enough bottonHJ]l input, other things being 
equa.l. 
Top-Down Priming: A cell ca.n become sensitized, or subliminally active, without 
generating output signals, if it receives only a. large top-down expectation input. Such 
II 
July 2!,, 1991i 
Pitch 
stream 
layer 
pectral s 
s 
I 
tream 
ayer 
I 
I 
0 000 
\ I I I 
Pitch +\\ )) 
l;z ~ 
I I .\ 
I I I \ 
OOQ 
~ 
Frequency 
"V 
P•ripheml Pm=,;ng \ 
Energy measure 
f 
Basilar membrane 
Gammatone filterbank 
t 
Outer and middle ear 
Preemphasis 
t 
• 
Input signal 
3 
2 
1 1-
-
3 
2 
1 -
-
0 
0 1-
r 1-
'-
Pitch 
summation 
layer 
Figure 5. Block diagram of the ARTSTREAM auditory streaming model. Note 
the nonspecific top-down inhibitory signals from the pitch level to the spectral 
level that realize ART matching within the network. [Reprinted with permission 
from Govindarajan ct a/. (1994).] 
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a top-down signal prepares, or primes, a cell to react more quickly and vigorously to 
subsequent bottom-up input that matches the top-down prime. 
Match: A cell can become active if it receives large convergent bottom-up and top-down 
inputs. Such a. rnatching process can generate enhanced activation as resonance takes 
hold. 
Mismatch: A cell is suppressed even if it receives a large bottom-up input if it also 
receives only a srna.ll, or zero, top-down expectation input. 
Figure G illustrates perhaps the simplest way that the Arrr matching rnle can be realized. 
Figure 5 embeds this circuit into multiple copies of the spectral and pitch layers. By this 
scheme, bottom-up signals to the spectral strea.rn level can excite their frequency-sensitive 
cells if top-clown signals are not. active. Top-clown signals try to excite those spectral nodes 
that arc consistent with the pitch node that activates them. By themselves, top-down ;;ig-
na.ls fail to activate spcci.ra.l nodes because the pitch node also a.ct.ivates a. pitch sunmw.tion 
layer that nonspecifically inhibits all spectral nodes in its ;;tremn. 'fhc nonspecific top-down 
inhibition hereby prevents the specific top-down excitation frorn surm1.liminally activating 
any spectral nodes. On the other ha.nd, when cxcitcttory bottom-up and top-clown signals 
occur together, then those spectral nodes that receive both types of signals can be fully 
activated. All other nodes in that stream are inhibitc,d, including ;;pcctral nodes that were 
prcviou;;ly activated by bottorn-up ;;igna.ls but received no subsequent top-down pitch sup-
port. Attention hereby selectively activates consistent nodes while nonsdectively inhibiting 
all other nodes in a. stream. Because the top-down signals form a. (fu~~y) harmonic sieve, 
only spectra.] cornponcnts that are (nearly) harmonically related to the active pitch node can 
survive a. top-down rnatch. 
Resonant Dynamics During Auditory Streaming 
Resonant processing is used in the AHTS'I'REAM model to help explain separation of 
distinct voices or instnnnents into auditory streams, a.s in the a.uclitory continuity illusion of 
Figure I. In the Alri'S'I'HEAM 1nodel, sounds are grouped into streams a.t the spectral and 
pitch stream level;;, as in Figme 5. After the auditory signals are preprocessed by SPINE'I' 
mechanisms, the active spectral, or frequency, components are redundantly rcpre;;entecl in 
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Figure 6. One way to realize the AHT matching rule between two successive processing 
levels (a feature level F1 and a category level F2 ) using top-down activation of nonspecific 
inhibitory intcrneurons, as in Figure 5. In Figure 5, the feature level codes spectra and the 
category level codes pitches. In this circuit, an "act of will" can shut off top-clown inhibition, 
thereby enabling internally generated fantasy activities, ouch as hearing a fa,nliliar tune in 
your head, to occur. Several mathematically possible alternative ways arc suggested in the 
Appendix of Carpenter and Grossberg (1987). Sec Grossberg (1995) for other application0 
of this rule in auditory and visual perception. 
rnultiple spectral 0tream0. These strea.rns arc then filtered by bottom-up harmonic sieve 
0ignals that activate rnultiple representations of the sound's pitch at the pitch stream level. 
'T'hese pitch representations cornpetc across strea.rns to select a winner, which inhibits the 
redundant representations of the same pitch across streams. The winning pitch node also 
sends matching signals through its top-clown harmonic sieve back to the spectral stream level. 
By the AHT matching rule, the frequency components that arc consistent with the winning 
pitch node a.re selected, a.nd all others arc suppressed. 'I'he selected frequency cornponents 
reactivate) their pitch node which, in turn, reads out selective top-down signals. ln this 
way, a. spectral-pitch resonance develops within the stream of the winning pitch node. 'I'he 
pitch layer hereby binds together the frequency cornponents that correspond to a. prescribed 
auditory source. The selected frequency components inhibit redundant representations of the 
same frequency across stearns, thereby achieving a type of exclusive allocation (Bregman, 
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1990). In addition, all the frequency components that are suppressed by Alti' matching in 
the resonant spectral stream are freed to activate and resonate with a different pitch in a 
different stream, thereby realizing a type of old-plus-new heuristic (Bregman, 1990). The net 
result is multiple resonances, each selectively grouping together into pitches those frequencies 
that correspond to distinct auditory sources. 
Figure 7 depicts in greater detail the balance of excitatory and inhibitory interactions 
within and between the spectral and pitch stream layers that enables multiple streams to 
capture their own frequency components and inhibit their redundant activation within other 
streams, while freeing other cornponents to resonate in these streams. 
Using the AH:I'S'I'REAlvl model, Govindarajan c/. a!. (1994) have simulated a number of 
basic streaming percepts, including those in Figure 8. 'I'he percept summarized in Figure 8c is 
the auditory continuity illusion. H occurs, I contend, because the spectral-stream resonance 
ta.kes awhile to develop that is commensurate to the dmation of the subsequent noise. Once 
the tone resonance does develop, the second tone ca.n quickly act through bottom-up signaling 
to support ancl maintain it throughout the duration of the noise. AH1' matching selects the 
tone from the noise and the interstrcam competitive interactions enable the noise to be 
captmecl by different strearns. Of course, for tbis to make sense, one needs to accept tbe 
fact that the tone resonance docs not start to get consciously heard until well after the noise 
begins. 
Simulation of the Auditory Continuity Illusion 
Model dynarnics are illustrated by a, computer simulation of the auditory continuity 
illusion, whereby continuation of a tone occurs in noise, even though the tone is not phyt:ically 
present in the noit:c (Miller and Licklider, I 9ti0). In addition, for a tone-silence-tone stirnnlns 
(Figure 8b ), the tone should not continue acrot:s the t:ilence, but should stop ncar the ont:et 
of silence, Figure 9 show:,; the simulated spectrograrn and the resulting spectral layer and 
pitch layer activil.ies for the tone-silence-tone stimulus for the selected stream (numbered I). 
and for an unt:elccted stream (nmnbercd 2). The figures show that the first strcarn captures 
the tone, but does not re1nain active in the silent interval An acoustic percept is assumecllo 
occur when there is a spectral-pitch resonance that supports activity in the spectral stream. 
'I'hus the tone is not perceived within the model to fiJI the silent interval. 'I'he sarne stream 
then captures the tone afl.er the t:ilence as well. 'I'he second stream is not active since there 
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Figure 7. Interaction between the energy measure, the spectral stream layer, the 
pitch stream layer, and the pitch summation layer. The energy measure layer 
is fed forward in a frequency-specific one-to-many manner to each frequency-
specific stream node in the spectral stream layer. This feed-forward activation is 
contrast-enhanced. Competition occurs within the spectral stream layer across 
streams for each frequency so that a component is allocated to only one stream at 
a time. Each stream in the spectral stream layer activates its corresponding pitch 
stream in the pitch stream layer. Each pitch neuron receives excitation from its 
harmonics in the corresponding spectral stream. Since each pitch stream is a 
winner-take-all network, only one pitch can be active at any given time. Across 
streams in the pitch stream layer, asymmetric competition occurs for each pitch 
so that one stream is biased to win and the same pitch can not be represented in 
another stream. The winning pitch neuron feeds back excitation to its harmon-
ics in the corresponding spectral stream. The stream also receives nonspecific 
inhibition from the pitch summation layer, which sums up the activity at the 
pitch stream layer for that stream. This nonspecific inhibition helps to suppress 
those components that are not supported by the top-down excitation, which 
plays the role of a priming stimulus or expectation. [Reprinted with permission 
1() from Govindarajan cl al. (1994).] 
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Figure 8. Illustrative stimuli and the listeners' percepts that ARTSTREAM 
model simulations emulate. The hashed boxes represent broadband noise. The 
stimuli consist of: (a) two inharmonic tones, (b) tone-silence-tone, (c) tone-
noise-tone, (d) a ramp or glide-noise-glide, (e) crossing glides, (f) crossing glides 
where the intersection point has been replaced by silence, (g) crossing glides 
where the intersection point has been replaced by noise, (h) Steiger diamond 
stimulus, and (i) Steiger diamond stimulus where bifurcation points have been 
replaced by noise, [Reprinted with permission from Govindarajan eta!. (1994).] 
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Figure 9. Computer simulation of the tone-silence-tone stimulus and percept. 
[Adapted with permission from Govindarajan ei al. (1994).) 
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are no other components to capture. 
The simulation of the case where the silent interval is replaced by noise is illustrated by 
Figure 10, which shows the spectrogram and the resulting spectral and pitch layer activations 
of two streams. 'I'he first stream here captures the tone and the resonance between the 
spectral and pitch layers continues through and past the noise interval. The noise is captured 
by the second stream. 'I'he use of more streams could possibly break up the noise into smaller 
groupings. 
An extension of the AR1'STHEAM model to include interactions between pitch cues and 
spatial location cues clarifies how acou;;tic source;; that are placed at different angles with 
respect to the head can be separated into streams more easily than ;;ourcc;; which arc not. 
'I'his interaction ha;; also been u;;ed to suggest an explanation of the scale illusion of Deut;;ch 
(1975). In this percept, a downward scale and an upward scale are played at the same time, 
except that every other tone in a given scale i;; pre;;ented to the opposite car. Listener;; group 
the ;;caJes based upon frequency proximity, so that the alternating car of origin is not heard. 
Moreover, at the point where the scales intersect, a bounce percept i;; heard, so that each 
car hears a rising and descending sequence of tones in one ear, and a descending and rising 
sequence in the other, rather than a complete scale. 'I'hns, as in the Steiger (1980) percept 
of Figure 8h, grouping is clorninated by frequency proximity. In all these cases, the ;;trcam 
resonances provide the coherence that allows distinct voice;; or instrnrncnts to be separated 
and tracked through a rnultiplc ;;ource environment .. 
Apparent Motion in Music? 
'l'he model is being further developed in order to ernulatc other ;;trearning phenomena. 
For cxarnple, the exi;;ting model does not yet contain onset or offset mechanisms to help 
create more sharply ;;ynchroni%cY1 resonant onsets and offsets. As a result, the spectral layer 
decays slowly at the off;;ct of a tone. In addition, onset and olf';;ct cues can influence the 
;;egregation process itself. For example, the continuity illusion of hearing a t,onc in noise can 
be destroyed by decreasing or increasing the amplitude of t.he tone at the onset or offset, 
of the noi;;e (Bregman, 1990; Bregman and Dannenberg, 1977). Another set of data that 
need further investigation dcrnonstrate how the addition of hannonics can help overcome 
grouping by proximity. In particular, the addition of harmonics to one glide in a stimulus 
that con;;ist,;; of crossing ascending and descending glides can lead to a percept of crossing 
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Figure 10. Computer simulation of the tone-noise-tone stimulus and percept. 
[Adapted with permission from Govindarajan ct al. (1994).] 
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glides rather than of a bounce that separates thcnr into F and inverted F percepts of pitch 
streaming (Bregman, 19[!0). Using analog, rather than winner-take-all, activations of pitch 
stream neurons helps to explain these cases by making the activity of pitch nodes covary 
with the number of harmonics that activate thern. 
Gjerdingen (1991, this book) has exploited the similarities between apparent motion in 
vision aml streaming in audition by applying the Grossberg and Rudel (1989, 1992) mo-
tion model to simulate a variety of streaming percepts that arc found in music perception. 
His analysis takes as a point of departure the realization that "a great deal of the motion 
perceived in music is apparent rather than real. On the piano, for example, no continuous 
movement in frequency occurs between two sequentially sounded tones. Though a listener 
may perceive a movement from the first tone to the second, each tone merely begins and 
ends a.t its stationary position on the frequency continuum" (Gjerdingen, 1994, p. :l:J5). 
Using the Grossberg-Rudel model, Gjerdingcn has simulated properties of the va.n Noorden 
(1975) melodic-fission/temporal-coherence boundary, various Gestalt effects involving musi-
cal phrasing and rhythm, aspects of dynamic attending, and the Na.nnour (1990) categorical 
distinction between those musical intervals that imply a continuation and those that imply 
a. reversal of direction. 
ln an apparent rnotion display, two successive flashes of light at di!Tercnt location;; can 
cause a. percept of continuous rnot.ion from the first Hash to the second JJa.sh if their tirne 
delay and spatial separation fall within certain bounds (I\olers, 1972). A key rnechanisrn that 
helps to sirnulate this percept in the Grossberg-Rudel model is Gaussian filtering of visual 
inputs acro;;s space followed by contrast-enhancing cornpetition. H tlw input (flash) to one 
Gaussian wanes through time as the input (flash) to another waxes, then the sum of the 
Gaussian outputs has a. rna.ximum that moves continuously between the input locations if the 
Ga.ussians overlap sufficiently (Figure lla). In other words, a. traveling wave of activity rnovcs 
continuously frorn one location to the other. 'fhe contrast-enhancing competition spatially 
loca.li~es the rnaximurn activity as it rnovcs acro:,;s space (Figure llb). 'fhis Gaussian wave, 
or G-wave, ha,s properties of apparent motion percepts in response to a variety of stimulus 
conditions. 
ln the acoustic dorna.in, visual flashes arc replaced by acoustic tones. Gaussian filter-
ing of visual inputs across space followed by contrast-enhancing conrpctition is replaced by 
Gaussian filtering of acoustic inputs across frequency followed by contrast-enhancing com-
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Figure 11. Simulation of an apparent motion G-wave. Each successively lower 
row depicts a later time. In (a), the two lower curves in each row depict the 
waning (leftward) and waxing (rightward) Gaussians through time. The upper 
curve depicts the sum of these Gaussians. Its maximum moves continuously 
from the location (on the left) of the first flash to the location (on the right) 
of the second flash. In (b), this maximum is plotted at successive times after 
the contrast-enhancing competition selects the node that receives the maximum 
total input. [Reprinted with permission from Grossberg and Rudd (1989).] 
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petition. For example, although a.n arpeggio is cornposecl of tcmpora.lly discrete tones, it 
leads to the perception of a continuous musical phrase, which Gjerdingen (1994) has com-
pared with the properties of a. G-wa.ve. Such properties include the key fact that a G-wa.ve 
can continuously link distinct tones whose relative timing is uniform but whose frequency 
separation is variable. 
How do the Gaussian a.ncl contrast-enhancing properties needed to generate G-wa.ves 
compare with properties of the AitT'S'I'REAM model? Remarkably, these properties are 
already part of the spectral and pitch strearn layers of the Al\:l'S'I'REAM model; see equa-
tions (18) (20) in the Appendix. 'I'errn E;p there describes the Gaussian-distributed kernel 
Mf,kp across frequency. 'I'erm 1;p describes contrast-enhancing competition. 'I'hus the ARI'-
STREAM model, in its original form, already incorporates the key mechanisms for causing 
"apparent motion" between successive tones. Within AHTS'I'H.EA!VI, these mechanisms are 
a manifestation of the need for harmonic grouping of frequency spectra into winning pitch 
representations. 
Other relevant properties of the Grossberg-Rudel model are the usc of transient cells that 
are sensitive to input onsets and ofFsets, and multiple spatia.! scales to cope with objects that 
rnovo across space at variable speeds. In the acoustic domain, a movement across space at 
variable speeds is replaced by movement across frequencies with variable speed or spacing. 
Michiro Ncgishi and I arc now working to further develop the AHTS'l'H.EAM model 
using the visual motion rnoclcl of Chey, Crossbcrg, and Mingolla (19()!1, 1995) that builds 
upon the C:rossberg-Rudd model. The Chey ct al. rnodcl uses transient cell:; and multiple 
spatial :;c:ales to sirnulatc huma.n psychophysical data concerning the perceived speed and 
direction of moving objects. Analogou:; rncc:hanisn1s in the Alri.'S'l'REA!vl model are helping 
to explain directionally :;elective auditory ;;trea.ming percepts (e.g., Bregman, 1990; Steiger 
and Hregrnan, I 981) as well as properties of directiona.lly-scnsitivc auditory nenrons (e.g., 
Wagner and Takahashi, 1992). All the properties simulated by Gjcrdingen (1991) should 
also be achievable within this version of the ARJ'S'I'REAM model when the Ga.ussians, 
transient cells, and multiple scales arc cornbined. 'fhcse several developments should enable 
the ART'S'I'.REAM model to simulate a broa.cler variety of phenomena. about rnusica] phrasing 
and separation into rnultiple voices. 
Finally, no learning presently exists in the Alrl'S'I'REAM model. An exploration of 
how an organism ca.n learn during development to aclaptively tunc the harmonic sicveo that 
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abut its pitch stream representations rcrna,ins to be developed. Previous analyses of learning 
by AH:I' networks should provide helpful guideposts for these future studies, which may 
ultimately shed light on cultural differences in music perception. 
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APPENDIX 
The mathematical equations that define the AHTS'l'REAM model, including its em-
beclcled SPINET mechanisrns, are now summarized to clarify how pitch-based streaming is 
achieved by it. 
Outer and Middle Ear 
'I'he outer and middle ear act as a broad bandpass filter that linearly boost frequencies 
between I 00 to 5000 Hz. 'I' his is approximated by preemphasizing the signal using a difference 
equation: 
y(i) = x(t)- A* 1:(1- 6.i), (I) 
where A is the prcemphasis parameter, and 6.i is the sampling interval. In the simulations, 
A was set to 0.95, and 6.1. = O.J 25 ms, corresponding to a sampling frequency of 8 kHz. 
Cochlear Filterbank 
'J'he basilar membrane acts like a. filter bank whose responses at a. particular location act 
like a. bandpass filter. 'l'his bandpass characteristic was rnocleled as a fourth order ga.mmatone 
(de Boer and de Jongh, 1978; Cohen, Grossberg, and Wyse, HJ95) filter: 
Its frequency response is: 
i > 0, 
otherwise. 
GJ(,(f) = [J + .iU- fo)/b(fo)]", 
(2) 
where ·n. is the order of i.lw filter, .fo i;; the center frequency of the filter, 1' is a phase factor, 
and b(f) is the gamrnatone filter's bandwidth para.rndcr, corresponding to: 
b(.f) = 1.02 * ERB(f). (4) 
'I'he equivalent rectangular bandwidth (ElUl) of a ga.rnmat.one filter is the equivalent band-
width that a, rectangular filter would have if it passed the sarne power: 
EJW(f) = G.2:lc- 6 [2 + 93.39c3 f + 28.52. (5) 
Sixty ga.rnma.tone filters, which were equa.lly spaced in EIUl, were used to cover the range 100 
Hz to 2000 Hz. 'J'he ontput of each ga.mmatone filter was converted into an energy rneasure. 
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Energy Measure 
Cl'he energy measure rneasures a short-time energy spectrum 
(6) 
where e 1( t) is the energy rneasure output of the gammatone Jiltcr g 1(t) centered at frequency 
f at time t, HI is the time window over which the energy measure is computed, and a 
represents the decay of the exponcntia.l window. In the simulations, ct = 0.995, and W = 5 
ms. 'I'he output of the energy measure sends the same signal pattern to the multiple fields 
in the spectral stream layer. 
Spectral Stream Layer 
'I'he spectral strearn layer is a plane with one axis representing frequency, and the other 
axis representing different auditory streams. Each frequency channel inputs the energy 
measure ef in (6) to each spectral stream layer in a one-to-many manner, so that all streams 
in the spectra.! stream layer receive equal bottom--up excitation. After the spectral stream 
layer becomes activated, the different streams activate their corresponding pitch streams in 
the pitch stream layer. When a pitch is sclcctecl in a given stream, it feeds back excitation 
to its spectral harmonics, and inhibits that pitch in other streams of the pitch strearn layer. 
ln a.clclition, nonspecific inhibition, via. the pitch sunnnation layer, helps to realize AHT 
matching and to thereby suppress those spectral cornponents that do not. belong to the 
given pitch within its stream. 
'J'he following equation describes the dynarnics of the spectral strearn layer: 
(7) 
where 
Eif = 'I:,Dfy·l(ey) + F'I:,'I:,Mf,kp.9(Pip)h(k), (8) 
g p k 
and 
1if = L Efy·>(cy) + J L L Nfy[S'ky]+ + 1:1{. (9) 
yff kfi g 
In (7), S;1 is the activity of the spectral stream layer ncmon corresponding to the ith 
stream and frequency .f. Equation (7) is a. membrane, or shunting equation, with passive 
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decay ( -AS;1 ), excitation ([B- S;J]E;1 ), and inhibition ( -[C + S;1]I;1) terms. 'I' he total 
excitatory input is E;1 and the total inhibitory input i:,; 1;1. 'I'he excitatory terrn D1ys(e9 ) 
in (8) is the bottom-up excitatory input from the energy measure, which has been passed 
through a sigrnoid signal function s(:r:) to contrast-enhance its signal and to compress its 
dynamic range: 
if X> 0 
otherwise. 
(I 0) 
Similarly, E19s(cq) in (9) is the bottom-up inhibitory input from the energy measure, which 
has also been passed through a sigmoid s(x). Both JJJys(eq) and E1gs(eq) thus input to 
each spectral stream layer a contrast-enhanced version of the energy measure. Signal s( ey) 
is distributed across frequencies by the kernels Dfy and E19 , which are Ga.ussians that are 
centered at frequency f, and ha,ve :,;tandard deviation parameters, crD and crfl', and :,;caling 
parameters D ancl E, re:,;pcctively: 
(ll) 
E1y=80(I,crp)=E ~c·5(!-y)'I"Ic cr E 27r (12) 
'I' be on-center D J.qs( c9 ) and off-surround E1ys( eq) inputs balance each other so tha,t the 
spectral stream layer can respond scnsitivc)]y, without saturation, to the pattern of s(eq) 
signals across frequc~ney (Grossberg, HJ73, 1982). 
'T'cnn F"'L,pLkMf,kpg(Pip)h(k) in (8) is the top-down hannonic sieve signal. It surns 
all the pitches p which have a harrnonic kp ncar frequency .f in Uw pitch stream layer that 
corresponds to strcarn i. In (8), P;p is the activity that represents pitch pin strcarn i, and 
g(:r) is a sigmoid function: 
if :t > () 
otherwise, ( Ll) 
h(k) is the hannonie weighting function, which weights the lower harmonics more heavily 
than higher hannonics: 
if 0 < Jl!hlog2(k) < J 
else, (14) 
and Mf,kp is a normalized Gaussian that represent:,; the top-down harmonic sieve. If a 
hannonic i:; sligbUy nristuncd, it will still be within the Gaussian and thus get partially 
27 
July 21, 1996 
reinforced. The width of the Gaussian dictates the tolerance for mistuning. Kernel M f,kp i:; 
centered at frequency f and has a standard deviation parameter, o-M: 
1 - 2 2 Mfk· =O(fo-\1)= e-o(f-kp)faM 
,p '! Ref2= ()" M v L/lr 
(15) 
'fcnn J Lkfci Ly N19 [Sky]+ in (9) represents the competition across streams for a component, 
so that a harmonic will resonate within only one stream. This inhibition embodies the 
principle of "exclusive allocation" (Bregman, 1990). Since a harmonic can be mistuned 
slightly, a Gaussian window N19 exists within which the competition takes place. Kernel 
Nfy is centered at frequency f and has a standard deviation parameter, o-N: 
1 ') 'J 
Nf!l = G(f,o-N) = -C-5(!-y)"/a'fv. 
O"JVJ2ir 
(Hi) 
'I'erm 1/1'; in (9) is the top-down inhibition from the pitch summation layer that nonspecif-
ically inhibits all components in stream i. It hereby suppresses those non-harmonic corn-
ponents that arc not reinforced by the top-down harmonic sieve excitation from the active 
pitch unit in the ith pitch strearn l<lyCr. This is akin to the rnatching process that is used in 
AHI'. 
In all the simulations of Govindarajan cl al. (I 9~Jil), the pararnetcrs were set to: A = 
l,B = l,C' = I, f) = :'iOO,E = 450, I" = 3,.! = IOOO,L = :),Mh = .3,N = .Ol,Ns = 
IOOOO,Nq = .Ol,o-JJ = .2,o-F =4,o-M = .2, and O"JV =I. 
Pitch Summation Layer 
'I'bc pitch sunnnation layer sums up the pitch activity at strcarn i, and provides nonspe .. 
cific inhibition LT; to strcanr i's spectral stream layer in (7) (9) so that only those harrnonic 
cornponcnts that correspond to the selcctecl pitch node remain active. 'fire activity T; of the 
ith pitch surnmation layer obeys: 
!{T =-!IT [13. T] '\' (I' ). df 1 · I + · ·· ·-· / L,_, g · ip , 
)! 
( 17) 
where g(:r:) is the sigrnoid function described above. ln the sirnulations, A= IOO,B = 100. 
Pitch Stream Layer 
In the AHTS'I'REAM model, the spectral and pitch representations of the SPINET 
model arc rnoclificcl to allow multiple streams to cooperate and compete between pitch units 
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within and across streams. The pitch strength activation P;p of pitch p in ;;tream i obeys a 
membrane equation: 
where 
and 
d 1'· - ;!JJ. + [1' I'· ] "'· [C + I'· ]!· dt tp - - tp _) - ' 2]) D?p - I - 1p - 1.JJ) 
E;p = T>I; L 111 f,kp[S'; 1 - rj+ h(k ), 
k f 
l;p = J L Hpqg(P;q) + L I;g(Pkp)· 
J!#q k>i 
(18) 
(1 9) 
(20) 
'J'errn EL.kLfi\iff,kp[S';f- l']+h(k:) in (HJ) corresponds to the bottom-up harmonic ;;ieve 
input. 1\:ernel Mf,kp in (19) Ga.us;;ianly fllters signals frorn the spectral layer that have 
;;uprathreshold components near a. hannonic kp of pitc:h p. 'I'his Gaussian kernel is further 
weighted by the harmonic weighting function h(k:). The harmonic weighting function h(k) 
and the Gaussian Mf,kp are the same as in the spectral layer (equations (11) and (15), 
respectively). 'T'erm J LJ!#q Hpqg(P;q) in ('20) allows pitches to compete within a strcarn. 
This off-surround corn petition across pitchc:; within a. strealll convert:; each pitch :;trea.rn into 
a winner-take-all network (Grossberg, 197~1, 1982) wherein only one pitch tends to be active 
within each stream. For sirnplicity, kernel Hpq is defined to be one within a neighborhood 
around pitch unit j and y,ero otherwise, so that a Btrearn can rnaintain a. pitch even if the 
pitch f.luctuat,es: 
if IP- ql > Uj[ 
else. 
( 21 ) 
'I'errn ], Lk>ig(Pkp) in (20) represents inhibition across strearrr:; for a. given pitch, :;o that 
only one :;tream can activate a given pitch. 'fhi:; is a form of asyrnmctric inhibition, from 
higher to lower pitches, that prevents deadlock from occurring between two streams that arc 
competing for a given pitch. 'I'his inhibition breaks the syrnrnetry Lhat arises from the fact 
that all pitch strcarns initially receive equal bottom-up excitation from the spectra.! la.yer. 
In all the simulations, the parameters were set to: A = I 00, B = 1, C = 10, B = 5000, J == 
300, L = 2, UJJ = .2, and !' = .005. 
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