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O Sistema Elétrico é um dos pilares do desenvolvimento tecnológico e industrial 
de uma nação. Dessa forma, é necessário gerir de uma maneira eficiente todos os 
recursos necessários para obtenção de energia elétrica. Os recursos hídricos se tornam 
essenciais já que o parque gerador brasileiro é predominantemente hidráulico. 
 Neste contexto, o estudo da previsão de séries de vazões das usinas hidrelétricas 
tornou-se um campo de pesquisa altamente relevante p ra o planejamento da geração de 
energia no Brasil. Os modelos empregados pelo setor elétrico são os chamados modelos 
de Box & Jenkins, que exige um pré-tratamento dos dados de entrada por conta da 
sazonalidade encontrada nas vazões ao longo do ano.  
Este trabalho se utiliza de uma gama de modelos de previsão para comparação 
de desempenho no problema de previsão de séries de vazõ s médias mensais, em 
períodos distintos, da usina hidrelétrica de Furnas. Dentre os modelos lineares, é 
proposta a utilização de um dos modelos estatísticos, o Auto-regressivo e Médias 
Móveis (ARMA), tendo seus coeficientes calculados através de algoritmos bio-
inspirados: algoritmo genético e duas propostas de algoritmos imunológicos, uma 
baseada em pequenas alterações do CLONALG e a opt-aiNet. Em seguida, um filtro 
linear realimentado de resposta ao impulso infinita (IIR) tem seus coeficientes 
calculados pelos algoritmos de otimização acima citdos. Na parte dos métodos não-
lineares, fez-se a abordagem da aplicação de redes n urais artificiais do tipo perceptron 
de múltiplas camadas (MLP), com a utilização do algoritmo do gradiente conjugado 
escalonado modificado para o treinamento. Por fim, u a rede de estados de eco (ESN) é 
utilizada no problema, com dois algoritmos de treinamento: a proposta de Ozturk et al. e 
a de Consolaro.  
Os resultados experimentais mostram a aplicabilidade das ferramentas bio-
inspiradas e, em muitos casos, a relevância do laço de realimentação. No caso não-
linear, não foi possível obter resultados expressivo  para a MLP, enquanto as ESN’s 











The Electric System is one of the pillars of technological and industrial 
development of a nation. Thus, it is necessary to manage in an efficient manner all 
necessary resources to obtain electrical energy. Water resources become essential since 
the Brazilian generator park is predominantly hydraulic.  
In this context, the study of prediction of the streamflow series of hydroelectric 
dams has become a field of research highly relevant to he planning of energy 
generation in Brazil. The models used by the electric sector are called mo els of Box & 
Jenkins, which requires pre-processing of input data due to the seasonality found in 
streamflow throughout the year. 
This work uses a range of forecasting models to compare performance in the 
problem of monthly averages streamflows series approached, in different periods, the 
hydroelectric power plant of Furnas. Among the linear models, it is proposed to use one 
of a statistical model, the autoregressive and moving average (ARMA), taking their 
coefficients calculated by bio-inspired algorithms: genetic algorithm and two proposed 
of immunological algorithms, one based on small changes in CLONALG and opt-aiNet. 
Then, a recurrent linear filter with the infinite impulse response (IIR) has its coefficients 
calculated by the optimization algorithms above. At the non-linear part, it is the 
approach of applying artificial neural networks of the type of multi-layer perceptron 
(MLP), using the algorithm of the modified scaled conjugate gradient for training. 
Finally, an echo states network is used in the problem, with two training algorithms: the 
proposal of Ozturk and of Consolaro.  
The experimental results show the applicability of bio-inspired tools and, in 
many cases, the importance of the loop of feedback. For the non-linear case, it was not 
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O trabalho desenvolvido busca estudar métodos de previsão de séries temporais, 
mais especificamente as séries de vazões hidrológicas de usinas hidrelétricas. Várias 
metodologias consistentes, lineares e não-lineares, já foram propostas para este 
problema, mas ainda há espaço para o aperfeiçoamento d ssas técnicas, além da 
aplicação de outras abordagens. Dessa forma, serão analisadas algumas alternativas para 
aperfeiçoar tais métodos. 
O planejamento da utilização dos recursos naturais para obtenção de energia tem 
importância vital na operação do sistema elétrico. N  caso brasileiro, a maior parte 
desta energia é gerada através de usinas hidrelétricas, e, por isso, saber gerir as vazões 
afluentes dos rios que alimentam estas usinas é de vital importância para uma operação 
confiável e com mínimas perdas econômicas. 
O problema de previsão de vazões é estocástico e não-linear, devido às suas 
características, que dependem de chuvas e climas muito variados para sua formação. 
Isto se mostra de maneira clara pelo fato de o sistema elétrico brasileiro ser construído 
em regiões geográficas distribuídas pela extensão continental do país. Assim, as redes 
de aquisição de dados são muito distintas e largamente espaçadas, o que leva a uma 
considerável incerteza na informação hidrológica disponível. Isto traz dificuldades na 
obtenção e construção de modelos de previsão.  
Os dados de entrada de tais modelos consistem em séries históricas de vazões 
naturais afluentes mensais, no período de 1931 a 1990, medidos em postos de medições 
nas usinas que compõem o sistema hidrelétrico. A Eletrobrás mantém esse banco de 
dados no seu sítio na internet (http//www.eletrobras.gov.br).  
Atualmente, o modelo adotado para o planejamento da utilização dos recursos 
hídricos necessários para a geração de energia elétrica, no tocante à previsão das vazões 





que também são bastante empregados em previsões de séries temporais. Todavia, pela 
importância do tema e complexidade das soluções, outros métodos foram e ainda são 
propostos para o problema em questão.  
Os modelos lineares há bastante tempo têm sido utilizados nesse tipo de 
aplicação. Seu custo computacional é reduzido, e a metodologia estatística bem 
conhecida. Contudo, melhorias ainda são possíveis tendo em vista a possibilidade do 
uso de modelos dinâmicos, juntamente com a utilização de algoritmos bio-inspirados 
para ajuste dos parâmetros.  
Nessa mesma linha, alguns métodos não-lineares são largamente aplicados ao 
problema, como as redes neurais artificiais. Estas, n  últimas décadas, receberam 
contribuições como o uso de métodos de treinamento de segunda ordem, que 
conseguem obter informação de busca a partir da deriva a segunda das funções de 
custo. Isto permite que tais redes possam ter um maior poder de aproximação e de 
generalização, abrindo a possibilidade de uma previsão mais precisa. Desta forma, será 
dada ênfase neste trabalho a um desses métodos de treinamento: o gradiente conjugado 
escalonado modificado (Pearlmutter, 1994).  
Outras arquiteturas de rede neural importantes são a  chamadas redes recorrentes 
que, por terem capacidade de tratar problemas como processos dinâmicos, fazem uso da 
realimentação de respostas da mesma para tentarem mini izar ainda mais os erros. As 
redes estado de eco possuem uma arquitetura desse tipo, com o atrativo de 
estabelecerem um compromisso interessante entre simplicidade e capacidade de 




Os objetivos deste trabalho são estudar métodos de previsão aplicados a séries 
de vazões e fazer o estudo comparativo dos resultados obtidos, sob condições 
representativas de análise. Dividiremos este estudo em duas partes: a primeira voltada à 
aplicação de modelos lineares e a segunda à aplicação de metodologias não-lineares 
para previsão da série do posto de Furnas. Teremos assim, na parte linear, o uso de um 
filtro linear com realimentação e um modelo ARMA, com coeficientes calculados por 
algoritmos bio-inspirados de otimização e, na parte não-linear, far-se-á a utilização de 





modificado, e de duas redes de estado de eco, para a lic ção no mesmo problema: uma 
proposta por Ozturk et al. (2007) e outra por Consolaro (2008).  
Para avaliar os modelos empregados, o posto de Furnas foi escolhido em dois 
períodos com comportamento hidrológico distintos do histórico: um mediano e um 
seco. Além disso, para comparação dos modelos, adotou-se horizontes de previsão com 
1, 3, 6 e 12 passos à frente. O desempenho final é medido pelo valor de erro médio 
quadrático. Todavia, outros aspectos como custo computacional, variações nas 
quantidades de amostras de treinamento e tipos de pa ronização são comentados em 
todas as metodologias. 
 
1.3 Organização do Trabalho  
 
 O trabalho é dividido em sete capítulos. O Capítulo 2 apresenta uma introdução 
a processos estocásticos e discute as formas de pré-tratamento de séries temporais, 
sobretudo a padronização. 
 No Capítulo 3, apresentam-se modelos estatísticos lineares de previsão, 
largamente utilizados em toda a história do campo de estudos – Modelos Auto-
regressivos (AR), Auto-regressivos e de Médias Móveis (ARMA), além de uma breve 
explanação acerca do modelo de Médias Móveis (MA). Além disso, outro método visto 
é baseado na construção de um filtro com resposta a impulso infinita, que combina 
linearmente as entradas (dados históricos) e utiliza da realimentação das saídas, com os 
valores de previsão das iterações imediatamente anteriores.  
 O Capítulo 4 fala de dois tipos de algoritmos de otimização inspirados na 
natureza: algoritmos genéticos e algoritmos imunológicos. Os últimos serão abordados 
por mais duas propostas: uma variação do algoritmo CLONALG (de Castro Von Zuben, 
2002) e a opt-aiNet (de Castro e Timmis, 2008b), que possuem a mesma inspiração 
biológica – o princípio da seleção clonal - mas com algumas diferenças operacionais. 
Dentre essas diferenças, podemos citar o fato de a opt- iNet trabalhar com o conceito de 
rede imunológica. Tais algoritmos são utilizados por ssuírem potencial de busca 
global, o que pode ajudar a minimizar o erro quadrático médio gerado por estruturas 





 O Capítulo 5 mostra uma série de resultados de previsão utilizando os modelos 
descritos no Capítulo 3 ajustados pelas ferramentas de otimização apresentadas no 
Capítulo 4. 
 No Capítulo 6, são abordadas as redes neurais artifici is. Inicialmente, serão 
tratadas as componentes de uma RNA. Em seguida, o perceptron de múltiplas camadas 
é descrito, bem como o algoritmo de treinamento utilizado aqui: o gradiente conjugado 
escalonado modificado. Após isto, abordam-se as redes de estado de eco, com duas 
propostas de algoritmos de treinamento – o de Ozturk et al. (2007) e o de Consolaro 
(2008). 
 É proposto no Capítulo 7 um estudo comparativo do desempenho de cada um 
dos modelos apresetados, tendo por base os valores finai de erros e o custo 
computacional de cada um, para previsões com 1, 3, 6 e 12 passos à frente. Além disso, 
são propostas algumas variações no conjunto de treinam nto e na forma de 
padronização da série.  
Por fim, o Capítulo 8 apresenta a conclusão com as principais contribuições 
desse estudo, incluindo perspectivas de trabalhos futuros que podem surgir a partir 































ANÁLISE DE SÉRIES TEMPORAIS 
 
A análise e a previsão de séries temporais são campos de pesquisa amplamente 
explorados ao longo das últimas décadas. Séries temporais, como as de vazões, são 
modeladas como processos estocásticos. Isso é fruto de fatores “aleatórios” como as 
chuvas, características de clima, relevo, dentre outros.  
Nessa linha, técnicas bem estabelecidas podem ser utilizadas no tratamento do 
problema. Desta forma, neste capítulo, será feita um breve discussão sobre processos 
estocásticos, bem como alguns conceitos muito úteispara identificação, as funções de 
autocorrelação e autocovariância, e a padronização dos dados para retirada da 
sazonalidade. No final, faz-se a aplicação desses conceitos no âmbito da série estudada 




Uma série temporal é uma coleção de observações feitas sequencialmente ao 
longo do tempo. A característica mais importante deste tipo de dado é que as 
observações vizinhas são tipicamente dependentes, o que será importante para o 
modelamento (Ehlers, 2007). Ou, ainda, uma série temporal é um conjunto de 
observações ordenadas no tempo (Morettin & Toloi, 2004). Box, Jenkins e Reinsel (Box 
et al., 1994) fazem também a seguinte definição: 
 
Definição 1: Série temporal é um conjunto de observações 
}1|{,, NttTTtxt ≤≤=ℜ⊂∈ + , geradas seqüencialmente no tempo. A série será 
contínua ou discreta, dependendo da natureza da variável temporal. 
  
 Segundo Pereira et al. (1986), uma das principais r zões para o estudo e 
modelagem de séries temporais é tornar possível a previsão de valores futuros, 





aceitáveis. É importante ressaltar que buscar um modelo parcimonioso é um dos 
principais objetivos da análise de um conjunto de dados. Nesta linha, um número de 
parâmetros que seja o menor possível é sempre desejáv l. 
 Neste trabalho, serão abordadas séries temporais que evoluem no tempo, sujeitas 
a variações que podem ser descritas por leis probabilísticas. Esse tipo de entidade é 
objeto da teoria de processos aleatórios, ou seja, o mecanismo gerador de uma série 
temporal é considerado um processo estocástico, e a série temporal observada é uma de 
suas possíveis realizações (Ballini, 2000). 
  
2.2 Processos Estocásticos 
 
Segundo Morettin & Toloi (2004), valem as seguintes d finições: 
 
Definição 2: Seja T um conjunto arbitrário. Um processo estocástico é uma família 
},{ Ttxt ∈ , tal que, para cada Tt ∈ , tx  é uma variável aleatória (v.a.). 
 
 Assim, uma série temporal pode ser descrita pelas observações, ou por uma 
realização (trajetória) da v.a. tx , com função densidade de probabilidade )( txp , com 
Nt ,...2,1= . O conjunto T  é usualmente considerado como sendo o conjunto dos 
inteiros positivos, ou seja, T= },...2,1,0{ N=Ζ+ .Na descrição de séries temporais, para 
cada txTt ,∈  será uma variável real. 
 
 Em termos simples, um processo estocástico é estacionário se suas propriedades 
estatísticas não se alteram com o tempo. Em outras pal vras, as características de τ+tx  
são semelhantes as de tx , para todo τ . Há duas formas de estacionariedade: fraca (ou 
ampla, ou de 2ª ordem) e estrita (forte). 
  
Definição 3 – Um processo estocástico },{ TtxX t ∈=  é estritamente estacionário se 
todas as densidades de probabilidade finito-dimensionais permanecem as mesmas sob 






),...,,(),...,,( 2121 τττ +++= NN xxxpxxxp  
 
para qualquer τ  e 1≥N  (Ehlers, 2007).  
 Em particular, as densidades unidimensionais são invariantes no tempo, o que 
implica, entre outras coisas, que a média tµ  e a variância 
2
tσ  são constantes. 
 
Definição 4 – Um processo estocástico },{ TtxX t ∈=  é fracamente estacionário (ou 
estacionário no sentido amplo) se e somente se: 
 
• A média é constante: µµ == ttxE }{ , para todo Tt ∈ ; 
• A variância é constante: 22}{ σσ == ttxVar , para todo Tt ∈ ; 
• A covariância )(],[ kxxCov ktt γ=+  é uma função exclusiva de k. 
 
Esta classe de processos interessa particularmente a esse trabalho, e será doravante 
denominada simplesmente processo estacionário. Séries estacionárias podem ser 
descritas pela sua média, variância e função de autocorrelação. Nos modelos lineares 
baseados na correlação, como os modelos auto-regressivos (AR), só se trabalha com 
informação até segunda ordem, o que, em muitos casos é suficiente para que se 
obtenham resultados satisfatórios. 
2.3 Autocorrelação e Autocovariância 
 
 Duas importantes ferramentas para análise de séries temporais são a 
autocorrelação e a autocovariância. Essas grandezas medem a dependência até 2ª ordem 
entre duas observações sucessivas, ou, em termos siple , o quanto a série se associa a 
ela mesma quando deslocada.  
 A covariância entre tx e ktx + , para k constante, é denominada covariância de 
passo k, sendo dada por:  
 
)])([(],cov[ µµγ −−== ++ kttkttk xxExx    (2.1) 
 
sendo µ a média estatística.  





























   (2.3) 
 
Em suma, os termoskγ e kρ  medem a covariância e a correlação entre os valores 
observados tx e ktx + . 
No tratamento de modelos de séries, é comum agrupar as correlações e 
covariâncias das séries em matrizes com dimensões det rminadas, tipicamente, pelas 
estruturas de filtragem que se deseja analisar. A matriz de covariância para N versões 





























   (2.4) 
 





























   (2.5) 
 
As matrizes são simétricas e definidas positivas para um processo estacionário (Box et 
al., 1994).  
 
2.4 Funções de Autocorrelação e Autocovariância 
 
Funções de autocorrelação podem ser ferramentas muito úte s na identificação de 
características de séries temporais. Por exemplo, se há uma correlação significativa para 
valores pequenos de atrasos, tem-se o indicativo que há correlação de curto-prazo. Nesta 
mesma linha, oscilações periódicas com freqüência aproximadamente constante podem 
indicar que a série possui variações sazonais. Ou, ainda, séries brancas terão funções de 
autocorrelação com valores muito pequenos para 0≠k  , indicando a falta de relação até 





Pode-se representar a função de autocovariância }{ kγ construindo-se o gráfico de 
kγ  por k, sendo possível fazer o mesmo para a função de autocorrelação (Ballini, 2000). 
Ambas são simétricas devido à natureza de suas definições matemáticas.  
 O método dos momentos estacionário (Box et. al 1994) pode ser utilizado para a 
estimação dos coeficientes da autocorrelação, denominados kr , de uma série temporal 




r kk =      (2.6) 
 














  (2.7) 
 
sendo x a média estimada amostral. Observa-se que o valor de K é determinante no 
valor final calculado para estimar kc . 
 De posse dessas informações, o próximo passo é aprofundar a análise da série 
abordada neste trabalho, as vazões mensais de usinas hidrelétricas. 
  
2.5 Séries de Vazões 
 
Séries de vazões de usinas hidrelétricas são tipicamente não-estacionárias, ou 
seja, não obedecem à definição 4 do item 2.1. Séries desse tipo são de tratamento 
matemático mais custoso, sendo usual a retirada de componentes como a sazonalidade, 
para lidar-se com um sinal estacionário. Vamos nos referir a esse processo como 
padronização. 
 
2.5.1 Padronização dos dados de entrada em séries de vazões 
 
Séries temporais },{ Ttxt ∈ , em muitos casos práticos, podem ser vantajosamente 





sazonais ou tendências, o que se vincula a um comportamento não-estacionário. Dessa 
forma, tem-se, por exemplo (Ehlers, 2007): 
 
tttt aSTx ++=      (2.8)  
       
onde Tt e St representam a tendência e a sazonalidade, respectivamente. A componente 
at é considerada aleatória, possuindo média zero e variância constante 
2σ .  
Tendo por base análises reportadas na literatura (Ballini, 2000), é sabido que as 
séries de vazões apresentam componentes sazonais. Des a forma, é conveniente 
procurar eliminar a componente acima citada (St), na tentativa de fazer com que o 
tratamento desse tipo de série seja mais eficiente, do ponto de vista da previsão e 
modelagem. Assim, é proposto realizar uma transformação estatística nos dados de 










=       (2.9) 
 
na qual mµ  é a média e mσ  (
2
mm σσ = ) é o desvio padrão de cada mês, 
respectivamente. É gerada uma nova série tz , estacionária, de média zero e variância 
unitária, além de a densidade de probabilidade )( txp  tornar-se, por hipótese, invariante 
e igual, simplesmente, a )(xp . Este tratamento matemático é aplicado no tópico 
seguinte, para previsão de séries de vazões.   
 
2.5.2 Metodologia para previsão de séries de vazões 
 
A metodologia descrita por (Ballini, 2000) apresenta uma forma de tratamento 
estatístico adequada a séries de vazões. Serão expostas as idéias fundamentais da 
metodologia no contexto de séries de vazões da usin hidrelétrica de Furnas. As séries 
costumam ser representadas por um conjunto },...,,{ 21 Nxxx , com tx  sendo a 
observação da série nos instantes Nt ,...2,1= . Utilizar-se-á, nesta seção, a série do posto 







Figura 2.1: Série de Vazões Médias Mensais do posto de Furnas 
 
 Por conta da forma de padronização, que utiliza dados de cada mês em separado, 
como média e desvio padrão, as séries serão denotadas por }{ ,mix , no qual i=1,...,n, 
representa o ano, no qual n é o número total de anos do histórico, e m=1,...,12 são os 
meses de janeiro a dezembro. Tal processo é realizado da seguinte forma: 
a) Calculam-se a média mµ̂ e a variância mensais






















+     (2.11) 
 
 
A média e o desvio padrão mensais da série de Furnas são mostrados na Tabela 2.1. A 
série é periódica, com máximo em janeiro e mínimo em agosto. Um certo caráter 

















Janeiro 1732,3  660,2991  
Fevereiro 1663,2 645,9894 
Março 1522,4 642,6846 
Abril 1033,2 344,0047 
Maio 757,2 237,6143 
Junho 631,5 263,8952 
Julho 520,0 162,4577 
Agosto 434,9 126,3867 
Setembro 452,4 241,3146 
Outubro 531,2 231,3741 
Novembro 748,6 307,6880 





Figura 2.2 – Média e Desvio Padrão para o posto de Furnas 
 
b) Os dados da série são padronizados, conforme a equação (2.12), para retirada 













=     (2.12) 
 
A série em questão, ilustrada na Figura 2.3, após ser padronizada possui, média 






Figura 2.3 – Série Furnas Padronizada 
 
Em seguida, foram feitas as estimativas para a autocorrelação para os 36 primeiros 
valores de kr , já que estão disponíveis N=720 amostras. Os resultados estão 
sumarizados na Tabela 2.2 e na Figura 2.4.   
Tabela 2.2 – Valores da Autocorrelação 
k 
kr  k kr  k kr  
1 0,7530  13 0,1835 25 0,0527 
2 0,6447 14 0,2001 26 0,0158  
3 0,5706 15 0,1893         27 0,0046 
4 0,4903 16 0,1856 28 -0,0223 
5 0,4460 17 0,1635 29 -0,0215 
6 0,3674 18 0,1704 30 -0,0220 
7 0,3023 19 0,1484 31 -0,0063 
8 0,2824 20 0,1238 32 0,0183 
9 0,2626 21 0,1106 33 0,0115 
10 0,2360 22 0,0777 34 0,0233 
11 0,2216 23 0,0935 35 0,0387 







Figura 2.4 – Valores da Autocorrelação 
 
Observa-se que, à medida que o valor de k aumenta, a correlação apresenta uma 
tendência à diminuição. Também é possível notar que há uma variação nos valores de 
kr  com um comportamento senoidal. Tal característica é típica de modelos auto-
regressivos (Box et al., 1994). 
2.6  Comentários 
 
 O presente capítulo tratou de conceitos básicos da teoria de processos 
estocásticos, tendo em vista que as séries de vazões médias mensais se enquadram nessa 
categoria. Foi mostrado como retirar a sazonalidade da série, processo conhecido por 
padronização. Foram também apresentadas as funções de autocorrelação e 
autovariância, bem como a forma de estimá-las segundo m tratamento matemático 
simples. 
 Por fim, estes conceitos foram aplicados para a série de vazões mensais do posto 
de Furnas. Devido a essas considerações e aos objetiv s do trabalho como um todo, o 










MODELOS LINEARES DE PREVISÃO 
 
 
Os modelos lineares de previsão de séries temporais f m os primeiros a serem 
utilizados, e desde a década de 1960, sobretudo, ocorreu um grande avanço nessa área. 
Apesar disso, especialmente no caso de modelos recorrentes, que realimentam a 
informação de saída, ainda há perspectivas como, por exemplo, a utilização de 
algoritmos bio-inspirados para cálculo de seus parâmetros. Isto pode ampliar o leque de 
possibilidades de utilização desses modelos para o problema proposto, já que os 
referidos algoritmos possuem capacidade de fuga de ótimos locais e robustez a 
configurações instáveis na adaptação. 
Nesta perspectiva, este trabalho tratará de alguns métodos lineares para 
modelagem e previsão de séries temporais, com três deles sendo abordados: auto-
regressivo (AR), auto-regressivo e de médias móveis (ARMA) e um filtro linear 
realimentado. O modelo AR possui uma característica importante que o torna um 
relevante parâmetro de comparação, que é o fato de seus parâmetros serem calculados 
através do uso de um conjunto de equações lineares: as equações de Yule-Walker. Já os 
modelos ARMA e o filtro linear realimentado se diferenciam do AR por possuírem 
recorrência da resposta de saída. Isto, para o caso de previsão, como as entradas dos 
modelos são dados históricos, pode ser muito útil na modelagem de uma série. 
Entretanto, devido a esta mesma realimentação, tais modelos têm seus parâmetros 
calculados a partir de equações não-lineares, o que dificulta a estimação. 
Este capítulo descreverá os três modelos citados e, ao final, uma série temporal 
será ajustada pelo modelo AR, com a utilização das cit das equações de Yule-Walker. 
Já o ajuste dos outros dois modelos será feito após descrição de ferramentas bio-









3.1  Introdução 
      
 Segundo Morettin & Toloi (2004), para construção de um modelo de série 
temporais, o seguintes passos devem ser seguidos: 
 
1- Considere uma classe de dados para identificação, ou seja, para análise; 
2- Com base em critérios como correlação e autocorrelação parcial, faça a 
identificação do modelo; 
3- Estime os parâmetros do modelo identificado; 
4- Verifique o grau de adequação do modelo. 
 
Em muitos casos, vários modelos são candidatos a serem ajustados, o que indica a 
viabilidade de se analisar vários deles para uma mesma série.  
 Nessa perspectiva, são apresentados nesse trabalho três modelos lineares para a 
modelagem de uma série estacionária: os auto-regressivos (AR), auto-regressivos e 
médias móveis (ARMA) e um filtro linear de resposta ao impulso infinita. Será 
brevemente discutido o modelo de médias móveis (MA), para uma melhor introdução 
ao modelo ARMA. Tais modelos se baseiam na idéia de que amostras sucessivas de 
uma série possuem um certo nível de dependência e se ba eiam num arcabouço 
conceitual de predição que tipicamente evoca estatísticas de ordem 2: autocorrelação e 
autocovariância. 
 
3.2 Modelos Auto-Regressivos 
 
 
Os modelos auto-regressivos formam uma classe bastante empregada na análise 
de séries por sua tratabilidade matemática e por sua elativa parcimônia. Num modelo 
AR, entende-se a série tz como sendo gerada por um filtro recorrente do tipo “all-pole” 







Figura 3.1- Representação de uma série temporal como saída de um filtro linear 
Matematicamente, vale a seguinte relação para um modelo auto-regressivo de ordem p 
(AR(p)): 
tptpttt azzzz +++= −−− φφφ ...2211       (3.1) 
 
no qual itz −  são os valores passados da série que, linearmente combinados, formam 
juntamente com ta , tz . Na implementação de um modelo AR, a variável ta  é a parte 
aleatória e corresponde a um “erro de especificação”, que, posteriormente, associaremos 
a um erro de previsão. Por hipótese, ta  tem média zero, variância constante e 
distribuição normal (Box et al. 1994). 
Para o cálculo dos coeficientes tφ , empregam-se as equações de Yule-Walker 
(Box et al. 1994), ou, de um ponto de vista de filtragem ótima, Wiener-Hopf (Haykin, 
1997). Tais equações definem os coeficientes baseando-se nas funções de 
autocorrelação mostradas no Capítulo 2.  A autocorrelação é denotada pela variável kρ , 
com k=1, 2,...,P, e o sistema de equações é da forma: 
 
112011 ... −+++= ppρφρφρφρ  
202112 ... −+++= ppρφρφρφρ           (3.2) 
.... 
 
02211 ... ρφρφρφρ pppp +++= −−  
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1−=Φ      (3.4) 
 
Pois a matriz P é definida positiva.  
Um aspecto importante é que os termos da autocorrelação podem ser 
substituídos pelas suas estimativas kr  apresentadas no tópico 2.4.1. Isto torna o 
tratamento matemático do cálculo de tφ  simples e relativamente direto, envolvendo um 
sistema de equações lineares.  
 
3.3 Modelos de Médias-Móveis 
 
Um outro modelo bastante difundido na previsão e análise de séries temporais é 
o de médias-móveis (MA). Diferentemente do modelo AR, que combina valores 
passados das entradas, a idéia geral no MA é combinar os choques aleatórios ta de 
forma a gerar o sinal desejado. O sinal ta  é, mais uma vez, não-correlacionado. Um 
modelo MA de ordem q é expresso da seguinte forma:  
 
tqtqttt aaaaz +−−−−= −−− θθθ ...2211    (3.5) 
 
 sendo tθ  , t=1, 2, ..., q, os parâmetros do modelo. 
Neste modelo, diferentemente dos modelos AR, não é t  direto o processo de 
otimizar os parâmetros: obrigatoriamente é necessário resolver um sistema de equações 
não-lineares (Haykin, 1997).  
 
3.4 Modelo Auto-Regressivo e Médias-Móveis 
 
Um modelo mais geral, que tem como casos particulares os dois acima descritos, 
é o modelo “misto” auto-regressivo e médias móveis, denominado ARMA. 
Matematicamente, um modelo ARMA(p,q) é descrito da seguinte forma: 
 





com tφ  e tθ  sendo os parâmetros. Assim, como no caso do modelo MA, para cálculo 
dos parâmetros, é necessário resolver equações não-lineares. No caso deste modelo, 
se a escolha dos parâmetros for adequada, pode-se ter um preditor linear ótimo, 
desde que a ordem do modelo seja correta.  
 
3.5 Filtros Lineares 
 
Filtros lineares discretos são largamente estudados e aplicados sobretudo em 
análise e processamento de sinais. Geralmente, são caracterizados por possuírem ou não 
realimentação. No primeiro caso, sua resposta ao impulso é infinita (IIR), e, no 
segundo, finita (FIR). Para ilustrar o modo de funcio amento desses filtros, apresenta-se 











Um filtro temporal linear consiste de entradas ,...,, 21 ++ ttt xxx , representando um 
conjunto de amostras de uma série temporal, e de parâmetros que definem a sua 
resposta ao impulso ,...,, 210 www . A cada instante t, o filtro responde com uma saída 
ty . Observa-se que, para um filtro linear e invariante no tempo genérico, a relação (3.7) 







     (3.7) 
 
A equação (3.7) representa uma convolução entre a entr da e a resposta ao impulso. 
Aplicando-se a transformada Z, chega-se à função de transferência do filtro, que trata























10    (3.8) 
 
onde M é o número de padrões de atrasos e R o número de realimentações do projeto. 
Os coeficientes ai são relativos às ponderações dos atrasos e definem os zeros da função 
de transferência. Os termos bj definem os pólos da mesma função, ponderando as 
realimentações que o filtro recebe. Nos casos em que b1 = b2 =...= bR = 0, tem-se um 
filtro FIR. 
Observa-se que um filtro FIR é inerentemente estável, tendo em vista que sua 
estrutura envolve apenas um mecanismo sem realimentação, ou seja, as relações entre 
entrada e saída são apenas no sentido da entrada para  s ída. Assim, a resposta ao 
impulso será necessariamente de duração finita. Em contrapartida, filtros IIR envolvem 
algum tipo de realimentação, o que pode trazer a possibilidade de instabilidade.  
Consideremos agora a questão de ajuste ótimo supervisionado dos parâmetros de 
um filtro linear. Para cada saída, estabelece-se uma nova variável correspondente a 
saída desejada, ou simplesmente td . O erro estimado é dado pela diferença entre esses 
sinais (Haykin, 1997):  






Em termos estatísticos, o que se deseja é que esse erro seja tão próximo a zero quanto 
for possível.  
Um critério bastante usual para o projeto de filtros, quando se dispõe de um sinal 
de referência, é o chamado critério de Wiener. Neste critério, o filtro ótimo é 
encontrado por meio de minimização da esperança matemática do erro quadrático 
médio, definido por:  
 
])[( 2tw eEJ =      (3.10) 
 
Para um problema de previsão, a tentativa será de aproximar o máximo possível a 
resposta ty  do filtro (o preditor) de um valor à frente da prória série.  
Existe uma relação direta entre os filtros lineares e o  modelos apresentados nos 
tópicos anteriores. O modelo AR, por exemplo, pode ser visto com um filtro linear sem 
realimentação, ou seja, “só com zeros”, desde que o erro de previsão possa fazer o papel 
do sinal branco. Sendo assim, reafirma-se a semelhança entre as equações de Yule-
Walker e Wiener-Hopf. No âmbito de filtragem ótima de Wiener, a matriz P é mais 
conhecida por R e o vetor ρ por r. Dessa forma, o vetor w dos coeficientes do filtro é 
calculado pela equação (3.11) (Haykin, 1997): 
 
rRw 1−=      (3.11) 
 
Tal paralelo também pode ser notado no modelo MA, que é análogo a um filtro 
IIR “all pole”, ou seja, contendo “apenas pólos”. Nessa linha, os modelos ARMA, com 
a realimentação do erro de previsão, são vistos como sendo análogos a filtros dotados de 
pólos e zeros. Isto indica que o critério de Wiener pode ser utilizado para procura dos 
parâmetros também destes modelos. No entanto, quando se aplica o paradigma de 
Wiener aos casos MA e ARMA, a presença de laços de realimentação faz com que a 
função custo de erro médio quadrático possa conter mínimos locais (Shynk, 1989), o 
que requer atenção. Isto é uma das grandes motivações deste trabalho. 
A seguir, serão expostas as formas de aplicação de t dos esses modelos nos 






3.6 Modelos Lineares Aplicados a Previsão 
 
Prever os valores futuros de uma série estacionária é, como dissemos, um 
problema de grande interesse. A idéia é utilizar as amostras do passado de forma 
ordenada, ou seja, seguindo modelos como os estudados. A Figura 3.3 ilustra a idéia de 
um preditor linear: 
 
                                    Figura 3.3 – Esquemático de um preditor linear 
 
Neste esquema, considerem-se as amostras x(n), x(n-1),..., x(n-M) de uma série. 
A previsão pode ser feita utilizando os valores observados em um conjunto de instantes 
de tempo anteriores, x(n-1),..., x(n-M) para tentar prever qual será o valor da série num 
instante posterior ( )(ˆ nx  denota o valor previsto ou estimado caso a previsão seja de um 
único passo). O bloco Z-P proporciona uma generalização que faz com que a previsão 
possa também ser feita P passos à frente. Num modelo de previsão, ta  será aproximado 
pelo erro no instante t. A variável tx  representa o valor verdadeiro da série e tx̂  a 
resposta do preditor. Estes valores se relacionam por: 
 
ttt axx += ˆ     (3.12) 
 
Nos modelos AR, tx̂  vai ser o valor a ser previsto e pttt xxx −− ,...,, 1  os valores 
passados que deverão ser combinados linearmente segundo os coeficientes tφ . Já no 
caso do ARMA, além da parte auto-regressiva, será necessário o cálculo dos 
coeficientes da parte de médias móveis tθ . Os termos ta  serão estimados por tâ  e serão 
dados por:  





ou seja, a realimentação será feita pelo erro instantâneo da iteração imediatamente 
anterior. Esta é uma pequena nuança que diferenciará o uso do modelo ARMA do uso 
dos filtros lineares realimentados. A lei de formação do sinal previsto pelo filtro IIR 
será: 
 
tqtqttptpttt axbxbxbxcxcxcx +−−−−++= −−−−−− ˆ...ˆˆ...ˆ 22112211   (3.13) 
 
conforme descrito em Siqueira et. al (2008a). 
Em estudos de previsão, é muito comum tratar de horizontes diferentes de 
apenas um passo à frente. Conforme a metodologia proposta por Ballini (2000), propõe-
se que, para a comparação de modelos, o número P de passos à frente seja P=1, 3, 6 e 
12. A idéia recorrente na literatura (Box et al, 1994), em sua maior parte, é que, para 
P>1, os termos faltantes devem ser calculados de forma recursiva. Todavia, este 
trabalho propõe que isto seja feito de forma direta, com o ajuste correto dos coeficientes 
de cada modelo. Assim, é necessário reescrever as equações dos modelos que serão 
utilizados para expor de modo claro à influência de P no filtro linear realimentado, no 
modelo AR e no modelo ARMA. Os sinais previstos serão denotados por tẑ . 
 
• AR  
 
1121 ...ˆ +−−−−− ++= pPtpPtPtt zzzz φφφ   (3.14) 
 
além disso, cada elemento do vetor de autocorrelação nas equações de Yule-Walker, 



































11211121 ˆ...ˆˆ...ˆ +−−−−−+−−−−− −−−−+++= qPtqPtPtpPtpPtPtt aaazzzz θθθφφφ  (3.16) 
 
• Filtro linear realimentado: 
 
qtqttpPtpPtPtt zbzbzbzczczcz −−−+−−−−− −−−−++= ˆ...ˆˆ...ˆ 22111121   (3.17) 
 
Nesta proposta, observa-se que a forma de realimentação, pelas equações (3.16) 
e (3.17), é distinta. No caso ARMA, os q erros de previsão Pta −ˆ  é que são 
realimentados, enquanto que no filtro IIR a realimentação é feita com os valores das q 
previsões qtz −ˆ  da iteração anterior. 
Para o ajuste do modelo AR, serão tomadas por base as equações de Yule-
Walker. Nos demais, proporemos o uso de algoritmos bi -inspirados para realizar a 
redução do EQM e a otimização dos parâmetros do modelo, pois essas técnicas têm um 
relevante potencial de busca global e não exigem a manipulação da função custo. Isto se 
dá porque os modelos em estudo que necessitam de resolução de equações não-lineares 
para cálculo dos parâmetros – ARMA e filtro realimentado – têm sua função de erro 
com potencial de multimodalidade o modo pelo qual esse potencial se manifesta na 
prática não é claro na literatura. 
A seguir, os modelos auto-regressivos são aplicados o problema de previsão de 
vazões.  
 
3.7 Ajuste de um modelo Auto-Regressivo para Séries d  Vazões 
 
Esta seção apresenta o ajuste de um modelo auto-regressivo para a série de 





variância dos resíduos 2aσ  para 3 modelos AR, de ordens 1, 2 e 3, para 1 passo à frente, 
com resultados sumarizados na Tabela 3.1:  
 
Tabela 3.1 – Variância dos Resíduos para 3 modelos AR 
 AR(1) AR(2) AR(3) 
Variância 0,3895 0,3886 0,3798 
 
 
Com base na tabela, pode-se verificar que um modelo  ordem 2 pode ser 
suficientemente parcimonioso por possuir um compromisso razoável entre quantidade 
de parâmetros valor da variância dos resíduos.  
O trabalho de Ballini (2000), também utiliza outra métrica para definição da 
ordem de um modelo AR, a função de autocorrelação parcial (Box et al., 1994). 
Entretanto, a conclusão, para a série de Furnas, vai no sentido da análise dos resíduos.  
O modelo AR utilizado para a série de Furnas será: 
 
121ˆ −−− += PtPtt zzz φφ     (3.18) 
 
Os coeficientes 1φ  e 2φ  foram calculados conforme as equações (3.3), (3.4), e a nova 
matriz de correlação apresentada em (3.16), para passos à frente iguais a P=1, 3, 6 e 12. 
Desse modo, tem-se para o período de Furnas entre 1967 e 1971, respectivamente: 
 
P=1: 
21 2744,05288,0ˆ −− += ttt zzz     (3.19) 
 
P=3: 




76 0603,03210,0ˆ −− −= ttt zzz     (3.21) 
 
P=12: 
1312 1027,01019,0ˆ −− −−= ttt zzz    (3.22) 
 
  O referido período foi abordado por ser um dos conjuntos de treinamento que 





A análise dos resíduos, mostrada na equação (3.12b), é conveniente para mostrar 
a adequabilidade do modelo proposto. Para ordem 2 e P=1, na mesma série, o resíduo é 
calculado pela expressão: 
 
21 2744,05288,0ˆ −− −−= tttt zzza    (3.23) 
 
Os valores da função de autocorrelação de tâ , para t=1,...,36, são apresentados na 
Tabela 3.2 e na Figura 3.4. 
 
Tabela 3.2 – Valores da Autocorrelação do resíduo ar  de tâ  
t ar  t ar  t ar  
1 -0,1226 13 0,0936 25 0,0612 
2 -0,3126 14 0,2626 26 -0,0107 
3 0,0597 15 -0,1725 27 0,0745 
4 0,0169 16 -0,0522 28 0,0060 
5 0,0113 17 0,0743 29 -0,0359 
6 -0,0383 18 -0,0145 30 0,0944 
7 -0,0355 19 -0,0848 31 -0,1358 
8 -0,0151 20 0,1533 32 0,0368 
9 0,1084 21 -0,0842 33 -0,0169 
10 0,0348 22 0,0147 34 0,1199 
11 0,0028 23 -0,0293 35 0,0540 
12 -0,3358 24 -0,1004 36 -0,0370 
 
 
       Figura 3.4 - Função de Autocorrelação do resíduo ar  de tâ  
 
 Os valores encontrados para a são, em geral, de pequena magnitude, mas 





totalmente não-correlacionado, embora, possivelmente, este ajuste possa ser 
considerado razoável. 
O passo seguinte ao ajuste do modelo é o estudo da previsão. Para isso, foram 
realizadas previsões para cinco anos consecutivos da série de Furnas, em dois períodos 
distintos: de 1952 a 1956 e de 1972 a 1976. O primeiro possui vazão média 656,41 m³/s 
e é considerado um período seco. Já o segundo tem vazão média 882,63 m³/s e trata-se 
de um período mediano. Tais períodos são bordados com freqüência neste tipo de 
estudo na literatura. 
 O ajuste dos parâmetros foi feito utilizando como amostra de treinamento os 5 
anos anteriores ao período de testes referido. Por exemplo, para o conjunto de testes de 
1972 a 1976, utilizou-se o período de 1967 a 1971 como amostra de determinação dos 
parâmetros para estimação, e, para o período de 1952 a 1956, a amostra de ajuste foi 
entre 1947 e 1951.  Foi feita ainda a padronização mensal da série real nos períodos 
citados, conforme descrito no Capítulo 2. A série que o modelo “enxerga” é 
estacionária, de média zero e variância unitária, e a chamaremos de série padronizada. 
As Figuras 3.4 e 3.5 mostram as previsões, tanto no espaço padronizado quanto no real, 
do modelo AR(2) para cada um dos períodos acima citados, com P=1, 3, 6 e 12. Nas 
Tabelas 3.3 e 3.4, são apresentados os erros quadráticos médios dos conjuntos de teste e 
treinamento da série nos períodos propostos, nos dois espaços citados.  
 
Tabela 3.3 – EQM do modelo AR(2) para os espaços real e padronizado para série Furnas 1972 a 1976 
P EQM trein. - 
real 




EQM teste - 
padronizado 
φ1 e φ2 
1 3.8872e+004 4.3972e+004 0,3421 0,3878 0,5288,    0,2744 
3 6.5740e+004 4.9578e+004 0,4583 0,6254 0,3819,    0,2105 
6 6.5436e+004 5.7657e+004 0,5243 0,8704 0,3210,   -0,0603 
12 6.5876e+004 5.4784e+004 0,5464 0,8191 -0,1019,   -0,1027 
 
Tabela 3.4 – EQM do modelo AR(2) para os espaços real e padronizado para série Furnas 1952 a 1956
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. - 
padronizado 
EQM teste - 
padronizado 
φ1 e φ2 
1 1.0614e+005 5.2964e+004 0,3775 0,3084 0,5828,   0,0478 
3 6.4237e+004 8.1562e+004 0,5019 0,4064 0,3550,   0,0063 
6 5.8917e+004 6.9484e+004 0,5031 0,4511 0,3624,  -0,1748 
12 6.0070e+004 1.0210e+005 0,3879 0,6871 -0,1398,   -0,1511 
 
 Para a série de Furnas 1972/1976 nota-se que à medida que o horizonte de 
previsão aumenta, a dificuldade de previsão também se eleva para a série padronizada, 





que para P=6 no conjunto de testes. Na Figura 3.5, observa-se que a resposta do 
preditor, para P=6, tem maior oscilação, enquanto para P=12, a tendência é responder 
com valor próximo a zero. Isto se vê pelos coeficientes que possuem um valor muito 
pequeno, da ordem de 10-1. Entretanto, para o conjunto de treinamento, o EQM foi 
maior para P=12, como era de esperado. É possível associar essa maior dificuldade à 
diminuição da correlação entre as amostras sucessivas, conforme visto na Figura 2.4. 
Para a série Furnas 1952/1956, a maior dificuldade de prever a série não se 
observou para P=12, no caso do conjunto de treinamento, no qual esse rro foi menor 
até que P=3. Entretanto, uma observação pertinente neste trabalho é que os conjuntos 
de treinamento tem tamanhos distintos, pois, da forma que os modelos foram propostos, 
a diferença entre o número de passos à frente faz com que sejam disponíveis menos 
amostras quando P se eleva. Como o conjunto de treinamento possui 60 amostras (os 60 
meses correspondentes aos anos entre 1967 e 1971), para P=1, estão disponíveis 59 
amostras de treinamento, enquanto, para P=12, apenas 48 amostras. Dessa forma, com 
o intuito de realizarmos uma análise o mais igualitária quanto possível não iremos nos 
ater em comparações baseadas no valor do EQM de treinam nto, pois uma quantidade 
significativa de dados deixa de estar disponível quando o número de passos à frente 
varia.  
No conjunto de testes isso não foi visto, no caso da série padronizada. Já para o 
caso da série real, o que se vê é que nem sempre o EQM padronizado é proporcional ao 
EQM desta série, como visto para P=3 e 6. É possível que na volta da padronização 
algumas regiões da série acabem por ser ”valorizadas” por determinadas magnitudes do 
desvio padrão mensal, levando a um efeito de “mascar mento” do desempenho. 







P=1 - Real 
 
P=1 - Padronizado 
 
P=3 - Real 
 
P=3 - Padronizado 
P=6 – Real 
 





P=12 - Real 
 
P=12 - Padronizado 
Figura 3.5 – Previsão de Vazões Utilizando o Modelo AR(2) para a série do Posto de Furnas de 1972 a 
1976 
 
 Percebe-se, pela Figura 3.5, que mostra a série de 1972 a 1976, que a previsão 
um passo à frente tem desempenho superior ao das demais previsões, tanto no espaço 
real quanto no padronizado. Observa-se ainda que, para P=6 e 12, no espaço real, o 
comportamento da série começa a se repetir, mostrando uma tendência a seguir a Média 
de Longo Termo (MLT). A Figura 3.6 mostra graficamente qual seria o comportamento 
da série caso apenas a MLT fosse levada em consideração para previsão, ou seja, a 










 A Figura 3.7 apresenta a previsão para a série de Furnas de 1952 a 1956, nos 
espaços real e padronizado:  
 
P=1 - Real 
 
P=1 - Padronizado 
 
P=3 - Real 
 
P=3 - Padronizado 
 
P=6 - Real 
 






P=12 - Real 
 
P=12 - Padronizado 
Figura 3.7 – Previsão de Vazões Utilizando o Modelo AR(2) para a série do Posto de Furnas de 1952 a 
1956 
 
 Novamente, para a série 1952/56, é observado que apr visão um passo à frente 
tem desempenho superior as demais nos dois espaços d  série, tal como a tendência à 
MLT para P=6 e 12, que é mostrada na Figura 3.8 e tem EQM valendo 1.2653e+005.  
Entretanto, para P=12, um comportamento é patente a série padronizada prevista: 
graficamente, a resposta do preditor fica em torno de zero, sobretudo a partir da 20ª 
amostra, o que mostra que praticamente o que está sendo previsto é a MLT.  
 
 









3.8 Comentários  
 
Neste capítulo, foi descrito o modelo auto-regressivo e a forma geral para sua 
aplicação em previsão de séries temporais, passando pela identificação e o cálculo dos 
seus coeficientes. 
Foi ajustado um modelo auto-regressivo e sua ordem baseada na variância dos 
resíduos e os seus parâmetros calculados via equações de Yule-Walker. A aplicação do 
modelo se deu na série de vazões médias mensais do posto de Furnas, com horizontes 
de previsão de 1, 3, 6 e 12 passos à frente, nos períodos entre 1952 e 1956 e entre 1972 
e 1976.  
Também foram objeto de abordagem os modelos MA, ARMA e os filtros 
lineares realimentados, que diferem do AR, por possuírem realimentação da informação 
de saída. Isto pode trazer ganhos para a previsão, mas torna a estrutura desses modelos 
mais complexa, impedindo inclusive que haja “fórmulas fechadas”, como as equações 
de Yule-Walker, para cálculo dos parâmetros. 
Um estudo sobre a influência dessa realimentação será feito com mais detalhes 
após a exposição, no capítulo 4, dos algoritmos bio-inspirados de otimização, que serão 




























FERRAMENTAS EVOLUTIVAS DE OTIMIZAÇÃO 
 
Ferramentas evolutivas de otimização, ou simplesmente algoritmos evolutivos, 
são uma classe de técnicas que se baseiam na moderna teo ia da evolução das espécies. 
Tais ferramentas são comumente apresentadas como sistemas que possuem as seguintes 
características: reprodução de indivíduos, variações al atórias, competição e seleção. O 
resultado da interação entre esses processos corresponde à evolução (Michalewicz, 
1996). Também consideraremos algoritmos imunológicos mo sendo ferramentas 
evolutivas, uma vez que os mecanismos a eles subjacentes podem ser relacionados a 
fenômenos de evolução em pequena escala. 
Tais técnicas são poderosas ferramentas de busca, bastante eficientes para 
tratamento de problemas que se caracterizem por uma q antidade de soluções possíveis 
elevada, com eventual não-diferenciabilidade da função custo, mesmo por um forte 
caráter multimodal, problemas nos quais métodos clási os podem não ser eficientes 
(Von Zuben, 2002).  
No caso da obtenção dos parâmetros de filtros e modelos lineares dotados de 
realimentação, devido à possibilidade de que haja múltiplos ótimos locais ou de que 
configurações instáveis sejam atingidas, ou mesmo devido à dificuldade de diferenciar a 
função custo, tais ferramentas se mostram como uma possibilidade atraente. Neste 
capítulo, serão abordados os algoritmos genéticos, algoritmos imunológicos baseados na 
modificação do algoritmo CLONALG e a opt-aiNet, que também pertence a classe dos 




 A computação evolutiva começou a tomar forma na déca a de 50, com a idéia 





implementações computacionais. O campo da otimização foi aquele que recebeu mais 
contribuições ao longo dos anos.  
Os algoritmos evolutivos são robustos e flexíveis no tocante aos passos a serem 
seguidos, tendo em vista que, para uma gama elevada de problemas, eles são 
estruturalmente análogos. O seu tempo de implementação e desenvolvimento é curto, e 
eles são, de uma forma geral, uma maneira rápida de se obter soluções razoáveis. Por 
outro lado, não há muitas garantias de obtenção de soluções ótimas, como é de praxe 
quando se lida com meta-heurísticas.  
 A teoria darwiniana da evolução das espécies descrevem como os seres vivos 
podem se tornar mais bem adaptados ao ambiente em que vivem, além de mostrar como 
os melhores tendem a sobreviver e legar aos seus descendentes tais características. 
Entretanto, foram o aprofundamento dos estudos da genética e a descoberta do DNA 
como transmissor das características hereditárias que possibilitaram um entendimento 
mais sólido da evolução. Foi essa síntese moderna que se tentou representar nos 
trabalhos pioneiros como os de Holland (1975) em for a computacional. Ao longo dos 
anos, essas técnicas foram largamente estudadas, e, nos dias atuais, com um poder 
computacional mais elevado, elas tiveram sua importância consolidada.  
 As entradas de algoritmos evolutivos são, basicamente: 
a) Uma população de indivíduos adequadamente codifia os, equivalendo a 
soluções candidatas; 
b) Uma medida de grau de adaptação individual ao ambiente, chamada comumente 
de fitness. 
 
A representação genotípica corresponde a uma descrição dos indivíduos da 
população por meio de cromossomos baseados em um determinado alfabeto. Cada 
indivíduo ou solução candidata deve ter um número mínimo de atributos de forma que 
sua representação seja suficientemente completa (Holland, 1992). 
   
4.2 Algoritmos Genéticos 
 
Os algoritmos genéticos foram propostos por Holland (1975). Em seu trabalho, 





moderna teoria da evolução das espécies (Holland, 1992). A essência dessas técnicas é 
considerar cada solução do problema tratado como sendo um indivíduo cujo genótipo se 
vincula a uma codificação dos parâmetros livres e cujo grau de adaptação ao ambiente é 
expresso por meio de uma função de fitness que se relaciona intimamente à função a ser 
otimizada. A interação entre a função de fitness e um conjunto de operadores leva a uma 
modificação genotípica que corresponde à exploração do espaço de busca subjacente ao 
problema tratado. 
 
4.2.1 Inspiração Biológica 
 
 A moderna teoria da evolução apresenta as seguintes hipóteses para explicar o 
processo de seleção natural (Von Zuben, 2002): 
 
a) O número de filhos tende a ser maior que o de pais;
b) O número de indivíduos de uma população tende a ser constante, com a 
quantidade de filhos sendo semelhante à dos pais; 
c) De a e b, conclui-se que haverá luta pela sobrevivência; 
d) Há diferenças entre os indivíduos de uma dada população, que podem estar 
presentes também nos pais; 
e) Os genes dos indivíduos estão sujeitos a sofrer variabilidade, através de um 
processo que insere novas informações; 
f) As variações são ilimitadas; 
g) A seleção natural preserva as variações que melhor se adaptarem ao ambiente. 
 
Os melhores indivíduos tendem a sobreviver, se reproduzir e passar às gerações 
posteriores a carga genética favorável a determinado h bitat. Logo, a seleção natural é 
probabilística, e seu alvo primário é o indivíduo, embora seu efeito resultante vá se 











No estudo de algoritmos genéticos (AG’s), a nomenclatura utilizada para as 
estruturas computacionais tem equivalente aproximado na área de genética, como se 
mostra a seguir (Bäck et al., 2002): 
 
i. Gene: bloco construtivo básico que codifica um atributo individual; 
ii. Cromossomo ou indivíduo: sequência ordenada de genes. No caso de 
algoritmos de otimização, serão encarados como potenciais soluções 
candidatas; 
iii. População: o conjunto total de indivíduos (cromossomos). O AG atua na 
população em busca da melhor solução possível; 
iv. Geração: uma geração é caracterizada por uma iteração completa, na 
qual há seleção, reprodução e mutação, que serão discuti os adiante; 
v. Pais: cromossomos que terão seus genes alterados (via crossover e/ou 
mutação); 
vi. Filhos: os indivíduos gerados pela alteração na carga genética dos pais; 
vii. Genótipo: o conjunto de genes de um determinado cromossomo; 
viii. Fenótipo: expressão do genótipo em determinado ambiente. 
 
4.2.3 Função Objetivo 
 
A função objetivo para os algoritmos genéticos se vincula ao efeito do ambiente 
sobre os indivíduos, sendo uma medida do grau de adapt ção dos mesmos, o que dá 
origem a idéia de fitness. Tipicamente, a idéia de evolução associa-se à maximização do 
fitness, e essa idéia se estende aos AG’s. Neste caso, quando se busca minimizar uma 
função, é usual uma transformação na função custo ass ciada de modo a torná-la de 















A função custo é dada por wJ  (vide equação (3.10)), que deve ser minimizada, mas, 
com a equação (4.1), é possível transformá-la de modo a produzir um processo de 
maximização da função de fitness fitJ .   
 
4.2.4 Codificação dos Indivíduos 
 
As soluções do problema abordado pelos algoritmos genéticos correspondem aos 
indivíduos da população. Assim sendo, a representação ou codificação é etapa relevante 
para garantir que o espaço de busca será suficientem  bem explorado pelo processo 
evolutivo.  
A codificação emblemática associada ao trabalho pioneir  de Holland (1975) é 
do tipo binária, em que cada cromossomo ou atributo é descrito como uma cadeia de 
bits de tamanho fixo.  Considera-se que, sob estas hipóteses, essa codificação pode 
explorar o paralelismo implícito do AG (Holland, 1992). Nos casos de parâmetros do 
tipo “certo ou errado”, tal codificação é a escolha natural. A Figura 4.1 mostra tal 
indivíduo com essa codificação. 
 
 
Figura 4.1 – Esquema de um cromossomo com codificação binária 
 
Quando se trabalha com problemas de otimização real, essa codificação pode, 
em certos casos, levar a um desempenho insatisfatóro. É o caso de problemas de 
otimização numérica com parâmetros reais. Dificuldades podem surgir em termos de 
precisão numérica ou até mesmo no que se refere à vlocidade de convergência. 
(Michalewicz, 1996). Isto sugere que, para problemas em que os valores de interesse 
estão num domínio real, a codificação nesse domínio pode ser vantajosa. Todavia, não 
há um consenso na literatura sobre isto.  
Um exemplo em que o uso de codificação real é “direto” é o de buscar os 
melhores parâmetros para um filtro, sendo que cada um desses parâmetros corresponde 
a um gene e o conjunto total constitui o cromossomo que representa o indivíduo, como 







Figura 4.2 – Esquema de um cromossomo com codificação real 
 
 
4.2.5 População Inicial 
 
A etapa seguinte à escolha da representação é a determinação de uma população 
inicial de indivíduos. A forma mais comum de inicializ ção é a aleatória uniforme, na 
qual diversos indivíduos são gerados uniformemente no espaço de busca para que a 
exploração inicial seja maximizada. Pode-se pensar também em inicializações com 
algum conhecimento prévio de regiões que potencialmente contenham boas soluções: os 
indivíduos podem, por exemplo, ser distribuídos de forma prioritária nelas.  
4.2.6 Crossover (recombinação) 
 
O operador de crossover ou recombinação gera filhos a partir da troca de 
material entre os pais. O conceito básico é tentar combinar material existente para 
formar soluções ainda melhores, ou seja, busca-se trabalhar o repertório gênico 
disponível em múltiplas facetas. 
A aplicação do operador de crossover pode estar ou não associada a uma 
probabilidade (Back et al., 2002). O operador mais tr dicional é o chamado crossover 
de um ponto, que se vincula classicamente a um contexto de codificação binária. Nele, 
escolhem-se dois indivíduos da população, e, a partir deles, geram-se outros dois. O 
processo é realizado selecionando-se aleatoriamente um mesmo ponto, denominado 
ponto de corte, nos dois cromossomos, e, conseqüentem e, formando dois segmentos. 
Os segmentos após o ponto de corte são trocados, e is indivíduos diferentes, os filhos, 








Figura 4.3 – Esquema de um crossover em algoritmo genético 
 
 
Para codificação real, existe um operador bastante bem-estabelecido que se 
chama crossover aritmético (Michalewicz, 1996). Ele também combina o material dos
pais, mas isso é feito de modo mais próximo à estrutura dos números reais que formam 
os genes. Imaginando-se que cada indivíduo é descrito como um vetor de atributos, 
chamemos cada pai ordenadamente de pai 1 (p1) e ai 2 (p2) e os filhos (f1) e (f2). Estes 
serão gerados como se segue: 
 
211 )1( ppf αα +−=  
e 
212 )1( ppf αα −+=  
 
com α  sendo um número aleatório pertencente tipicamente ao intervalo [0,1].  
 
 
4.2.7 Mutação  
 
O operador de mutação contribui para a inserção de um certo grau de 
variabilidade no processo de otimização desempenhado por um AG.  O operador se 
inspira nas mutações dos códigos genéticos dos serevivos, nas quais um determinado 
gene ou um pequeno grupo da cadeia de DNA ou RNA é alterado. O resultado pode 
acarretar uma significativa mudança na estrutura do organismo.  
No contexto do algoritmo genético, a mutação geralmente corresponde a uma 





probabilidade determinadas. Existem vários tipos de mutação, e, comumente, cada 
codificação adota um grupo específico delas. No casd  codificação real, de interesse 
neste trabalho, destacam-se a mutação uniforme e a mutação gaussiana (Michalewicz, 
1996). Na primeira, um dos genes do indivíduo selecionado é trocado por outro, sendo 
este gerado com distribuição de probabilidade uniforme, no intervalo permitido dos seus 
alelos. No segundo caso, os genes de um cromossomo c são modificados segundo: 
 
),0(' σNcc +=  
 
onde c’ é o novo cromossomo e ),0( σN  é um vetor gaussiano de média zero e desvio 
padrão σ  fixo. Uma extensão deste processo seria aplicar tal mutação não aos 
cromossomos, mas a genes escolhidos aleatoriamente no conjunto da população.  
 Uma outra forma de mutação é a chamada mutação gaussiana dinâmica, que 












1(%) max    (4.2) 
 
na qual DMR(%) é a taxa percentual de mutação na iter ção corrente, Rmax é a taxa de 
mutação máxima permitida, f  e 'f  são os valores respectivos do fitness máximo e 
médio. Isto possibilita que a taxa de mutação oscile de acordo com a variabilidade 
genética total da população, de modo inversamente proporcional: quanto menor a 
diversidade, maior a taxa final de mutação. 
 
4.2.8 Diversidade e Pressão Seletiva 
 
A manutenção da diversidade e a pressão seletiva são conceitos de extrema 
importância nas aplicações dos algoritmos evolutivos de uma forma geral. Ambos os 
conceitos estão relacionados. A diversidade é um fator que pode garantir ao algoritmo 
uma significativa exploração num espaço de busca, já que indivíduos de carga genética 
diferentes ocupam regiões também diferentes. Em contrapartida, uma elevada pressão 
seletiva se associa a tendência de um operador ou do algoritmo a favorecer os 
indivíduos mais bem adaptados, o que pode levar seus g nótipos a predominarem na 





todos semelhantes. Operadores de mutação são importantes ferramentas para a 
manutenção da diversidade.  
 
4.2.8.1 Estratégias de Seleção 
 
No meio natural, os indivíduos mais bem-adaptados ao ambiente, ou seja, os de 
maior fitness, têm maior tendência a ou probabilidade de se reproduzirem e perpetuarem 
sua herança genética.  
Os algoritmos genéticos, semelhantemente, possuem op radores de seleção que, 
de acordo com certa probabilidade, determinam indivíduos selecionados para crossover 
e/ou soluções que farão parte de uma geração posterior. Existem inúmeras técnicas de 
seleção, sendo elas probabilísticas ou determinísticas (Michalewicz & Fogel, 2000). 
Vamos nos ater à primeira classe, com destaque para dois processos: roleta e torneio. 
 
4.2.8.2 Seleção por Roleta 
 
O algoritmo da roleta, também conhecido por roulette wheel, é considerado o 
mais tradicional dentre todos os processos de seleção de um AG (Michalewicz, 1996). 
Nele, a probabilidade de seleção é proporcional ao fitness. Nesse paralelo com uma 
roleta real, cada cromossomo possui parte de uma roleta com fração angular 
proporcional ao seu fitness. Dessa forma, aquele que for mais bem adaptado tem uma 
maior probabilidade de ser sorteado, e, assim, selecionado para a população seguinte.  
Entretanto, o mecanismo possui alguns percalços. O primeiro é que ele é 
altamente tendencioso, o que gera um grau elevado de pressão seletiva, e convergências 
prematuras, isto é, perdas agudas de diversidade, são comuns, sobretudo com 
populações pequenas. Em seguida, há o risco de perda do melhor indivíduo, embora a 
estratégia conhecida como elitismo (Fogel, 1994) seja capaz de superar isso, já que nela, 
o melhor indivíduo de cada geração é sempre salvo. A Figura 4.4 apresenta o 







Figura 4.4 – Esquema do algoritmo da roleta 
 
4.2.8.3 Seleção por Torneio 
 
Outro método de seleção populacional nos algoritmos genéticos é o torneio. Ele 
se caracteriza por ter um grau de pressão seletiva controlável. Basicamente, numa 
população com N cromossomos, uma certa quantidade deles é sorteada para participar 
de torneios de fitness, formando uma sub-população. No torneio, o  indivíduo de maior 
fitness é o vencedor. Uma possibilidade usual é fazer com que os vencedores participem 
da nova população. Há sempre o risco de o melhor indivíduo não estar no sorteio, o que 
torna o processo não determinístico. Vale observar que isso pode acontecer em várias 
instâncias, ou seja, numa mesma seleção podem acontecer vários torneios consecutivos, 
com vários ganhadores. 
A forma mais comum de torneio é o do tipo binário, em que apenas concorrem 
dois indivíduos. Isto significa que indivíduos de fitness baixo podem ser escolhidos com 
maior freqüência, levando a diversidade a cair mais lentamente. O número de indivíduos 
que compõem o torneio juntamente com a quantidade de instâncias é o que permite a 
regulação da pressão seletiva.  
4.2.9 Busca Local 
 
Incorporar mecanismos de busca local aos AG’s é um procedimento difundido. 
Trata-se, na verdade, de uma tentativa de incorporar alguns conhecimentos prévios 
sobre o problema, de forma a auxiliar o processo de busca e refinamento conduzido pela 
meta-heurística adotada (Bäck et al., 2002). Os algoritmos munidos de busca local são 
freqüentemente chamados de híbridos, embora também se possa evocar aqui a idéia de 





Geralmente, é procurada uma forma de manipulação no ge ótipo, de modo a 
tornar a resposta fenotípica mais apropriada. Contud , é necessário algum conhecimento 
prévio do que se espera com a busca local. Neste trabalho, essa busca se dá como forma 
de uma pequena mutação gaussiana aplicada ao melhor indivíduo, após um determinado 
número de iterações, em todos os seus genes. Ou seja, quando uma solução é, até o 
momento a melhor encontrada, aplica-se uma leve perturbação no seu primeiro gene: 
um valor real é somado. Se essa perturbação for positiva, no sentido de aumento do 
fitness, outra perturbação semelhante é feita, até o instante em que o fitness deixe de 
crescer. Caso a primeira não tenha sido positiva, faz-se a subtração desse mesmo valor 
e, em caso de ter-se uma boa resposta, novas subtrações também são feitas, até que o 
fitness não se eleve. E isto é repetido de forma sucessiva, do primeiro ao último gene. 
4.2.10 Pseudocódigo 
 
Após termos exposto seus principais componentes, podem s descrever a 




- Escolha os parâmetros do algoritmo e inicialize alatoriamente os (Npop) 
indivíduos da população. 
Processo Iterativo 
- Enquanto um número máximo de iterações ou gerações (g n) não for 
atingido, faça: 
1- Mantenha uma população de potenciais soluções (cromossomos); 
2- Origine alterações na população, por meio de crossover e mutação, para 
formar novas soluções potenciais; 
3- Avalie cada solução e produza uma medida de sua adaptação, ou fitness; 
4- Selecione Npop indivíduos da população total; 








4.3 Algoritmos Imunológicos 
 
 Algoritmos imunológicos são ferramentas de otimização bio-inspiradas, 
baseadas no funcionamento do sistema de defesa dos organismos superiores contra 
antígenos (de Castro, 1998). Será tratada neste tópico uma versão simplificada do 
algoritmo CLONALG (de Castro & Von Zuben, 2002), que s rá denominado neste 
trabalho simplesmente algoritmo imunológico (AI), embora tal denominação 
corresponda a uma classe mais ampla de algoritmos. 
 Novamente, tal como nos AG’s, é recorrente a idéia e que cada indivíduo é 
uma solução do problema que é abordado, com grau de daptação a um certo antígeno 
exposto pela função de afinidade (ou fitness), diretamente relacionada à função que se 
quer otimizar. Um conjunto de operadores será o responsável pela modificação dos 
indivíduos, o que acarreta a exploração do espaço de busca relativo ao problema 
abordado. 
 
4.3.1 Bases Biológicas  
 
Os organismos superiores são notadamente um emaranhado de sistemas 
complexos que tornam a vida possível mesmo sob as condições mais adversas ( de 
Castro, 2006). Dentre os mecanismos mais importantes para manutenção da vida 
destaca-se o sistema imunológico. Este é o responsável pela defesa contra invasores que 
constantemente adentram esses organismos e podem trazer grandes malefícios ao 
funcionamento deles como um todo. 
Em meados do século XIX, muito pouco era sabido acerc  das doenças 
infecciosas. Não havia a idéia clara de microorganismos ou mesmo da forma como tais 
doenças poderiam afetar o bom funcionamento do corpo humano. Observa-se que esse 
período já trazia em sua história inúmeras epidemias na parte ocidental do globo, como 
a peste negra e uma imensa vastidão de outras doenças decorrentes do êxodo rural 
causado pela revolução industrial que já era refletida em toda Europa, devido às 
péssimas condições de vida dos trabalhadores.  
Nesse sentido, os estudo de Koch foram essenciais para um avanço rápido da 





drasticamente os paradigmas acerca desse tema na époc . Nos dias atuais, tais estudos 
possuem uma carga teórica extremamente consolidada. No tópico seguinte será 
abordada a maneira geral de como esse sistema funciona, e como é possível sua 
adaptação a computação. 
 
4.3.1.1 Mecanismos de Funcionamento 
 
A resposta imunológica tem início pelo reconhecimento de padrões moleculares 
presentes nos invasores, que são denominados antígenos. Contudo, este mecanismo não 
é de simples funcionamento. A natureza dos invasores é muito ampla, e, devido a 
mutações que ocorrem nos seus códigos genéticos, sobretudo em microorganismos com 
pouca especialização celular, o conhecimento prévio das características destes invasores 
pode não ser óbvio. O sistema imunológico precisa se daptar a essa gama de corpos 
estranhos. 
O combate aos invasores precisa levar em conta que  destruição pura e simples 
de todos eles nem sempre é a melhor saída para o fim da doença. Isso poderia inclusive 
causar um auto-ataque, já que células do próprio organismo, ou mesmo algum 
microorganismo benéfico, poderiam ser eliminadas. É preciso, então, haver o 
reconhecimento daqueles que realmente precisam ser suprimidos. Tais fatos podem ter 
levado, durante o processo evolutivo, a uma subdivisão desse sistema em sistemas 
imunológicos inato e adaptativo.  
O primeiro combate imediatamente uma gigantesca diversidade de invasores, 
mesmo sem um conhecimento prévio deles. O segundo reage a respostas específicas, 
que podem sofrer modificações a partir da exposição a novos antígenos. Assim as 
células inatas constituem uma linha de defesa imediata, enquanto as adaptativas vão 
progressivamente reconhecendo microorganismos antes nunca vistos. A memória 
imunológica é formada à medida que as células adaptativas fazem o r conhecimento de 
dado antígeno (ou uma variação dele), o que pode levar a uma resposta imunológica 
mais rápida e efetiva, impedindo, em muitos casos, que a doença volte a afetar o corpo 
(Coelho, 2008). Vale observar que fala-se do reconhecimento de um antígeno quando 
um linfócito, uma das células de defesa do sistema adaptativo que possui receptores em 





do antígeno. Se há esse reconhecimento, alguns processos complexos são ativados, 
dentre eles a fabricação de anticorpos que identificam o invasor para que outras células 
– os macrófagos - venham a fagocitá-los (engoli-los) (Attux, 2005). 
Apesar de o sistema inato não sofrer modificações, ou, em outras palavras, não 
aprender com o histórico de infecções, os dois sistemas trabalham em ampla sinergia e 
formam uma rede de grande eficiência. Nos tópicos seguintes, ficará claro que o sistema 
adaptativo é que será o objeto de estudo, já que é nele que se encontra a capacidade de 
aprendizado. 
Um outro conceito de grande importância para este trabalho é o do Princípio da 
Seleção Clonal (Burnet, 1955). É possível sintetizar uma visão pragmática de tal 
princípio nos passos a seguir: 
 
• Clonagem: quando há o reconhecimento de um antígeno, as células iniciam um 
processo de criar cópias semelhantes a si mesmas, sendo que as células que 
tendem mais a se reproduzir são aquelas cuja adaptabilidade for mais alta; 
• Mutação: Após a clonagem, os clones sofrem um processo de mutação que é 
inversamente proporcional à sua afinidade com os antígenos; 
• Seleção: as células criadas são selecionadas de forma automática, sendo as de 
menor afinidade excluídas da população, assim como aquelas que porventura 
possam ter se tornado prejudiciais ao organismo.  
 
Um mecanismo também relevante para nossa explanação é o da Teoria da Rede 
Imunológica (Jerne, 1974). Nela, propõe-se que o sistema imunológic  não é estático na 
ausência de antígenos, mas que há um equilíbrio dinâmico entre as células que se altera 
quando é necessário combater alguma infecção. Em paralelo, as células também se 
comunicam, o que acarreta um mecanismo de ativação e supressão para impedir que 
ocorra o ataque a células do próprio corpo.  
Os tópicos seguintes apresentam semelhanças conceituais com o que foi descrito 
para os algoritmos genéticos, o que é conveniente para o tratamento do problema 









Semelhantemente aos algoritmos genéticos, os algoritmos imunológicos 
possuem uma nomenclatura baseada em equivalentes biológicos, sendo alguns deles 
comuns às duas estruturas. A seguir eles são enumerados (de Castro, 2002): 
 
 
i. Anticorpo ou indivíduo: sequência ordenada de atributos. No caso de 
algoritmos de otimização, serão encarados como potenciais soluções 
candidatas; 
ii. População: o conjunto total de indivíduos (anticorpos). O AI atua na 
população em busca da melhor solução possível; 
iii. Geração: uma geração é caracterizada por uma iteração completa, na 
qual há clonagem, mutação e seleção; 
iv. Pais: anticorpos que terão seus genes alterados (via mut ção); 
v. Filhos: os indivíduos gerados pela atuação alteração na carga genética 
dos pais.  
 
4.3.3 Diversidade e pressão seletiva 
 
A manutenção da diversidade na população de anticorpos será feita de forma 
automática, com a inserção de indivíduos gerados aleatoriamente após um determinado 
número de iterações. Isto garante de forma simples qu  a população possa ser sempre 
composta de anticorpos de carga genética diversa, que serão colocados no lugar dos 
piores indivíduos no tocante ao fitness. Isto possibilita a fuga de mínimos locais e 
amplia o poder de busca do algoritmo. Por outro lad, o mecanismo de seleção tem um 
caráter eminentemente determinístico, tendo em vista que a concorrência pela 
sobrevivência ocorrerá apenas entre cada pai e seus filho  - gerados por clonagem e 
levemente mutados. Aquele com fitness mais elevado será o vencedor. 
Note que, aqui, a noção de fitness aqui será tratada como indicando o grau de 
adaptabilidade do anticorpo à estrutura da membrana externa do antígeno. Em outras 






4.3.4 Função Objetivo, Codificação dos Indivíduos e População Inicial 
 
A função objetivo descrita em (4.1) é a mesma para os AI’s. Nota-se que, 
novamente, o mapeamento descrito torna-o um problema de maximização. 
A codificação será real, que tem sido utilizada em muitas aplicações e que se 
adéqua ao problema de filtragem que nos interessa. A população inicialmente gerada 
equivale à produção  de células de defesa pelo organismo. É conveniente a inicialização 
aleatória, com indivíduos espalhados num amplo espaço de busca, para a máxima 
exploração inicial.  Como nos AG’s, as inicializações sob condições sabidamente 
favoráveis podem facilitar a busca. 
 
4.3.5 Clonagem, Mutação e Seleção 
 
A tríade clonagem, mutação e seleção forma a essência dos algoritmos 
imunológicos. Uma vez estabelecida a população, comum número fixo Nind de 
indivíduos, inicia-se o processo evolutivo: cada umdeles é clonado originando Nc 
indivíduos idênticos a ele. Após isso, os filhos gerados sofrem mutação, com a soma de 
uma variável aleatória gaussiana de pequena escala, cuja variância depende do fitness e 
é regulada por um parâmetro β, previamente determinado. Dessa forma, tem-se, nesse 
instante, Nc indivíduos com carga genética proveniente de um mesmo. Seleciona-se o 
de melhor fitness dentre eles, incluindo o indivíduo original. E isso ocorre 
sucessivamente com todos os indivíduos da população. Assim, a nova população terá 
sempre indivíduos tão bem ou mais adaptados que a geração anterior.  
Contudo, este mecanismo pode levar a uma rápida convergência. Como modo de 
fugir desse inconveniente, que pode deixar as soluções presas a mínimos locais, em 




O pseudocódigo abaixo sumariza o primeiro algoritmo i unológico utilizado 






- Escolha os parâmetros do algoritmo e inicialize aleatoriamente os 
indivíduos da população. 
 
Processo Iterativo 
- Enquanto um número máximo de iterações ou gerações (gen) não for 
atingido, faça: 
 
1. Calcule o custo (fitness) de todos os indivíduos da população. 
2. Produza Nc cópias de cada indivíduo. 
3. Aplique um processo de mutação a cada uma dessas cópias (clones), 
mantendo, no entanto, o indivíduo original inalterado. A mutação é 
proporcional ao custo e segue as duas equações a seguir: 
 
c´ = c + αN(0,1) 
α = (1/β)exp(-f), 
 
sendo β um parâmetro regulador da amplitude de mutação e f o valor de 
fitness do clone c (que deve, tipicamente, estar entre zero e um). 
4. Determine o valor do custo dos novos indivíduos e, de cada grupo 
formado pelos clones e pelo indivíduo original, mantenha apenas a melhor 
solução. 
5. A cada Nit iterações, inclua Nind soluções geradas aleatoriamente no 






A opt-aiNet (Artificial Imune Network for Otimization) foi proposta por Castro e 





2001), que propõe a resolução de diversos tipos de problemas, desde clusterização até 
otimização combinatória. A diferença básica entre a opt-aiNet e a versão modificada do 
CLONALG, descrita na seção 4.2, é que a primeira possui um mecanismo de controle 
automático do tamanho da população de anticorpos, que tende a reduzir a redundância 
na informação contida nos mesmos. Mas ambos podem ser, num sentido mais amplo, 
considerados algoritmos imunológicos. Tanto a nomenclatura quanto os princípios e 
processos se assemelham nas demais etapas. 
 
4.4.1 Supressão e Inserção de Indivíduos 
 
Após as etapas de clonagem, mutação e seleção de indivíduos, um outro passo é 
inserido pela opt-aiNet no processo de otimização. Trata-se da eliminação de 
redundâncias nas informações contidas na população por meio da supressão de uma 
determinada quantidade de indivíduos. Quando, entre ite ações, o fitness médio da 
população não se altera significativamente, o que é medido por um limiar, considera-se 
que a diversidade na população já não é razoável, ou seja, que ela se estagnou. Desta 
forma, todos os anticorpos em duplas terão suas cargas genéticas comparadas, 
geralmente pela sua distância euclidiana, e, caso hja semelhança, o de menor fitness é 
eliminado. Isto também é regulado por um limiar pré-determinado. Após a supressão, 
inserem-se novos indivíduos para aumentar a diversidade da população. 
Vê-se que a opt-aiNet apresenta um interessante equilíbrio entre busca local e 
global, o que torna promissora a sua aplicação em problemas de otimização multimodal. 
4.4.2 Pseudocódigo 
 
O pseudocódigo da opt-aiNet pode ser entendido como u a variante do AI 







- Escolha os parâmetros do algoritmo e inicialize aleatoriamente os  
indivíduos da população. 
 
Processo Iterativo 
- Enquanto um número máximo de iterações ou gerações (gen) não for 
atingido, faça: 
1. Calcule o custo (fitness) de todos os indivíduos da população. 
2. A cada Nit iterações, inclua Nind soluções geradas aleatoriamente no 
lugar dos Nind indivíduos com menor fitness. 
3. Produza Nc cópias de cada indivíduo. 
4. Aplique um processo de mutação a cada uma dessas cópias (clones), 
mantendo, no entanto, o indivíduo original inalterado. A mutação é 
proporcional ao custo e segue as duas equações a seguir: 
 
c´ = c + αN(0,1) 
α = (1/β)exp(-f), 
 
sendo β um parâmetro regulador da amplitude de mutação e f o valor de 
fitness do clone c. 
5. Determine o valor do custo dos novos indivíduos e, de cada grupo 
formado pelos clones e pelo indivíduo original, mantenha apenas a melhor 
solução; 
6. Se o fitness médio da população não for significativamente alterdo, 
continue. Caso contrário, volte ao início; 
7. Determine a similaridade dos indivíduos dois a dois e suprima o de 
menor fitness; 
8. Verifique o tamanho da população; 
9. Introduza novos indivíduos gerados aleatoriamente, proporcionalmente 
à população atual.  
 
No capítulo seguinte, será tratada a aplicação dos algoritmos apresentados neste 





ARMA e filtro linear realimentado para a previsão de vazões. Como exposto no início 
do capítulo, o uso das ferramentas bio-inspiradas se justifica por três fatores: 
- possibilidade de multimodalidade da função de EQM; 
- risco de que configurações instáveis dos modelos sejam atingidos na adaptação; 




Este capítulo apresentou três ferramentas de otimização bio-inspiradas: um 
algoritmo genético, uma proposta de algoritmo imunológico baseado no CLONALG e a 
opt-aiNet, que também é um tipo de algoritmo imunológico, mas com algumas 
pequenas particularidades, como o controle automático do tamanho da população. 
Um modelo ARMA e um filtro linear realimentado, com duas entradas diretas e 
uma realimentação, serão ajustado utilizando tais técnicas, para a série de vazões médias 

















AJUSTE DOS MODELOS LINEARES UTILIZANDO 
FERRAMENTAS EVOLUTIVAS DE OTIMIZAÇÃO 
 
Este capítulo trata da aplicação conjunta de modelos lineares e algoritmos bio-
inspirados de otimização, discutidos nos capítulos 3 e 4. Devido a impossibilidade de 
obtenção de sistemas lineares de equações para os modelos ARMA e o filtro linear 
realimentado, tais ferramentas podem ser um campo atraente de estudo para o cálculo 
dos coeficientes de tais modelos.  
A forma de tratar o problema de vazões, os parâmetros obtidos e os valores de 
erros estão contidos nas próximas seções. 
 
5.1 Ajuste de um Modelo ARMA para Séries de Vazões 
 
Considere-se a série de vazões médias mensais do posto de Furnas nos períodos 
de 1952 a 1956 e de 1972 a 1976, e o modelo ARMA descrito no capítulo 3, que é 
representado pela equação (3.17) e novamente mostrad  a seguir: 
 
11211121 ˆ...ˆˆ...ˆ +−−−−−+−−−−− −−−−+++= qPtqPtPtpPtpPtPtt aaazzzz θθθφφφ  
 
A codificação mais conveniente para ajuste dos parâmetros neste tipo de problema é a 
real. A identificação do modelo auto-regressivo indicou a ordem dois como razoável 
para a série em questão (vide seção 3.7). Agora, será dado destaque a uma análise que 
envolverá, entre outras coisas, o estudo da influência da realimentação do erro de saída. 
Para tal, o modelo proposto terá apenas uma realimentação, e será da forma 
ARMA(2,1). 
 O ajuste dos parâmetros foi feito utilizando como amostra de treinamento os 5 
anos anteriores ao período de testes. Por exemplo, para o período de testes de 1972 a 
1976, utilizou-se no treinamento a série entre os anos 1967 a 1971.  Para isso, foram 





algoritmo genético, algoritmo imunológico (CLONALG modificado) e a opt-aiNet. Em 
todos os casos, buscou-se a redução do erro quadrático médio. É importante salientar 
novamente que a padronização mensal foi utilizada. Os parâmetros ajustáveis do 
modelo foram obtidos através de testes sucessivos, com a variação de cada um deles e, 
as configurações de melhores resultados foram escolhidas. 
 Os valores de EQM obtidos no treinamento e diversas gr ndezas relevantes 
serão apresentadas nas seções seguintes. Os resultados obtidos pelos três algoritmos são 
visualmente muito semelhantes tanto no espaço real quanto no padronizado. Dessa 
forma, serão apresentados as figuras apenas do algoritmo imunológico. Foram feitas 
previsões de P=1, 3, 6 e 12 passos à frente para cada um dos casos. 
  
5.1.1 Modelo ARMA ajustado por Algoritmo Genético 
 
O primeiro algoritmo de otimização utilizado para estimar os parâmetros do 
modelo ARMA (2,1) foi o algoritmo genético, dotado e estrutura semelhante àquela 
descrita na seção 4.1.10. Os parâmetros ajustáveis do modelo são descritos na Tabela 
5.1: 
 
Tabela 5.1 – Parâmetros do AG  
Parâmetro valor 
Número inicial de indivíduos (Nind) 20 
Número de filhos gerados por crossover 20 
Regulador de amplitude de mutação (β) 50 
Taxa percentual de mutação 20 
Periodicidade de uso da busca local (k) 50 
Delta da busca local 0,01 
Número máximo de gerações 1000 
 
Após sucessivos testes, optou-se por um modelo com as seguintes características: 
crossover de ponto, mutação dinâmica e seleção por roleta. Esta configuração foi 
utilizada tanto na série de Furnas de 1972 a 1976 quanto de 1952 a 1956. 
Cada cromossomo ou indivíduo será formado por 3 genes, sendo cada um deles 
um dos coeficientes do modelo ARMA: os dois primeiros os correspondem à parte 
AR(2), e o terceiro o responsável pela realimentação do erro de previsão.  
Agora, serão abordados os resultados obtidos nas previsões da série nos dois 
períodos propostos. As Tabelas 5.2 e 5.4 apresentam os elhores indivíduos no tocante 





para P=1, 3, 6 e 12, bem como o valor do fitness máximo. O contador de avaliação 
indica o número de vezes que a função que avalia o fitness nos testes computacionais foi 
acionada. Já as Tabelas 5.3 e 5.5 mostram o valor do erro quadrático médio das 
amostras de treinamento no espaço real e transformad  de ambos os períodos. O critério 
de parada utilizado foi o de executar 1000 gerações. 
 
Tabela 5.2 – Melhores Indivíduos, fitness máximo e contador de avaliação para a série Furnas 
1972 a 1976 






1 0,6103,    0,1732,    0,1742 0,7541 7598 
3 0,4314,    0,1250,    0,1547 0,6945       6291 
6 0,3163,   -0,0867,    0,0565 0,6575 7217 
12 -0,1313,   -0,1827,    0,1079 0,6516 7576 
 
Tabela 5.3 – EQM do modelo ARMA(2,1) para os espaços real e padronizado para a série 
Furnas 1972 a 1976 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 3.4895e+004 4.1907e+004 0,3261 0,3915 
3 6.1594e+004 4.3610e+004 0,4398 0,6428 
6 6.4563e+004 5.6875e+004 0,5209 0,8664 
12 6.0295e+004 5.1685e+004 0,5347 0,7660 
 
Tabela 5.4 – Melhores Indivíduos e contador de avali ção para a série Furnas 1952 a 1956 






1 1,0316,   -0,1941,    0,5105 0,7477 8555 
3 0,8672,   -0,1956,    0,5674 0,6622      8569 
6      -0,0270,    0,0542,    0,1671 0,6479 8215 
12 0,0565,   -0,2090,   -0,0446 0,7155 8813 
 
Tabela 5.5 – EQM do modelo ARMA(2,1) para os espaços real e padronizado para a série 
Furnas 1952 a 1956 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 7.2178e+004 4.2140e+004 0,3375 0,2864 
3 6.4215e+004 7.9846e+004 0,4806 0,3988 
6 7.0806e+004 6.4765e+004 0,5159 0,4912 
12 5.5477e+004 1.0363e+005 0,4000 0,6638 
 
No primeiro caso, descrito na Tabela 5.3 que trata d  série Furnas 1972/76, 
percebe-se que a inclusão da realimentação propiciou uma queda no valor do EQM de 
treinamento, se comparado ao modelo AR, na série padronizada. Entretanto, para o 





entretanto, tanto no treinamento quanto no teste, o ARMA conseguiu ser melhor no 
tocante ao EQM. A observação feita no estudo dos resultados do modelo AR, relativa à 
proporcionalidade que muitas vezes não existe entre o erro padronizado e o real é 
novamente válida, como pode ser visto no conjunto de treinamento para P=6 e 12. O 
fato de os desvios padrões mensais não valorizarem regiões com menor valor de erro 
pode ser a explicação para isso. Outra observação imp rtante é que, para P=6, 
encontraram-se os piores resultados para o conjunto de treinamento e de testes. Não 
faremos um estudo comparativo dos erros de treinameto para um número de passos à 
frente diferente, devido a este conjunto ser de dimensões diferentes em cada caso.  
Já para a série no período 1952/56, para P=1 e 3, os resultados foram superiores 
aos do modelo AR e piores para P=6 e 12 no espaço padronizado, para o conjunto de 
treinamento. Isto pode se dar pelo fato de que os err  que realimentam o modelo são 
relativos a P passos atrás. O esperado era que, se a realimentação não estivesse 
contribuindo para a melhoria do resultado, ela simplesmente fosse zerada pelo 
algoritmo, mas isso não se observou. Uma outra observação é que, para P=12, os 
resultados padronizados de treinamento foram melhores no tocante ao EQM que para 
P=3 e 6, embora isso não signifique que esta previsão seja mais fácil de ser realizada 
pelo preditor. Esse fato não está relacionado diretam nte com a série real, tendo em 
vista, como já foi abordado anteriormente, que a proporcionalidade não é mantida. No 
conjunto de testes padronizado, apenas em P=6, o AR teve desempenho melhor que o 
modelo ARMA, enquanto no espaço real este último foi sempre superior. Os melhores 
valores encontrados foram para P=1 e 6. 
A Figura 5.1 mostra a evolução do fitness do melhor indivíduo (azul) e do fitness 
médio da população numa simulação típica para P=1. Observe que o melhor indivíduo 
sempre é preservado, e que, devido aos processos de in erção de variabilidade, o fitness 
médio é muito oscilante, graças às recombinações propiciadas pelo crossover e à 
variabilidade ocasionada pela mutação. São estes mecanismos que permitem que o 







Figura 5.1 – Evolução temporal do Fitness para modelo ARMA (2,1) ajustado por AG, na previsão 1 
passo à frente 
 
 
5.1.2 Modelo ARMA ajustado por Algoritmo Imunológico (CLONALG 
modificado) 
 
Outra técnica de otimização utilizada para estimar os parâmetros do modelo 
ARMA(2,1) foi o algoritmo imunológico (CLONALG modificado),  descrito na seção 
4.2.5. Os parâmetros ajustáveis do modelo são apresentados na Tabela 5.6, tendo sido 
obtidos após sucessivos testes: 
Tabela 5.6 – Parâmetros do AI 
Parâmetro valor 
Número inicial de indivíduos (Nind) 10 
Número de clones (Nc) 5 
Regulador de amplitude de mutação (β) 50 
Número de indivíduos reinseridos 3 
Periodicidade de reinserções (Nit) 20 
Número máximo de gerações 1000 
 
Tal configuração foi aplicada à série de Furnas de 1972 a 1976 e à de 1952 a 1956. 
Os anticorpos são formados por um vetor com três parâmetros, sendo que, como 
no caso do AG, os dois primeiros coeficientes são relativos à parte AR e o terceiro à 
realimentação do erro de saída. 
Os melhores indivíduos, fitness máximo e contador de avaliação são mostrados 





respectivamente. Os valores de EQM de treinamento e est  dos espaços reais e 
padronizados estão sumarizados nas Tabelas 5.8 e 5.10, 
 
 
Tabela 5.7 – Melhores Indivíduos e contador de avali ção para a série Furnas 1972 a 1976 






1 0,6090,    0,1739,    0,1742 0,7541      11001 
3 0,4315,    0,1253,    0,1548 0,6945      11001 
6 0,3148,   -0,0879,    0,0582 0,6575      11001 
12 -0,1300,   -0,1824,   0,1069 0,6516      11001 
 
 
Tabela 5.8 - EQM do modelo ARMA(2,1) para os espaços real e padronizado 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 3.4910e+004 4.1905e+004 0,3261 0,3917 
3 6.1604e+004 4.3606e+004 0,4398 0,6428 
6 6.4515e+004 5.6848e+004 0,5209 0,8660 
12 6.0330e+004 5.1713e+004 0,5347 0,7666 
 
 
Tabela 5.9 – Melhores Indivíduos e contador de avali ção para a série Furnas 1952 a 1956 






1 1,0313,   -0,1943,    0,5078 0,7477 11001 
3 0,6359,   -0,0756,    0,3602 0,6888       11001 
6       0,4423,   -0,2315,    0,2672 0,6890 11001 
12      -0,1257,   -0,1245,   -0,0684 0,7233 11001 
 
 
Tabela 5.10 – EQM do modelo ARMA(2,1) para os espaços real e padronizado 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 7.2166e+004 4.2113e+004 0,3375 0,2864 
3 5.6915e+004 7.6680e+004 0,4517 0,3881 
6 5.9338e+004 6.1479e+004 0,4515 0,4656 
12 5.5416e+004 1.0295e+005 0,3826 0,6760 
 
 
Para a série 1972/76, vê-se que os resultados obtidos são muito semelhantes aos 
do algoritmo genético da seção anterior, tanto no tocante aos valores de erro, quanto aos 
melhores indivíduos encontrados. Dessa forma, valem s observações há pouco feitas. 
Vê-se, então, que, apenas para o caso de P=1, no conjunto de testes padronizado, e para 
os dois espaços de testes de P=3 a realimentação não foi benéfica. Entretanto, o 





ARMA. A diferença entre os métodos de otimização aplic dos apenas é vista no tocante 
ao número de vezes que a função de fitn ss foi chamada para um total de 1000 gerações: 
o AG por volta de 7000 vezes e o AI, 11001 vezes. 
Já para a série 1952/56, nota-se uma melhoria no valor de EQM no treinamento 
e no teste padronizados do AI em detrimento do AG, o que acaba também por refletir no 
espaço real. Ao observar os melhores indivíduos que cada algoritmo encontrou, é 
possível notar que cada um convergiu para um ponto diferente do espaço de busca. Este 
fato reforça (mas não prova) a idéia de multimodalidade na função de erro.  
A Figura 5.2 mostra a evolução do fitness do melhor indivíduo (azul) e do fitness 
médio da população, para um passo à frente. O melhor indivíduo sempre está presente 
na população. Os picos e vales do fitness médio são devidos às inserções de anticorpos 
gerados aleatoriamente com intuito de manter a diversidade na população. Vê-se que a 
convergência se deu antes das 100 primeiras gerações, diferentemente do AG, onde isso 
ocorreu após 600 iterações. 
Dessa forma, no caso geral, o desempenho dos dois alg ritmos foi próximo, com 
o AI convergindo mais rapidamente e com uma população menor, enquanto que o AG 
chamou a função de avaliação menos vezes. O resultado computacional relativo ao 
EQM foi muito próximo na maioria dos casos. 
 
 
Figura 5.2 – Evolução Temporal do Fitness para modelo ARMA (2,1) ajustado por AI, 






5.1.3 Modelo ARMA ajustado pelo Algoritmo opt-aiNet 
 
Por fim, das propostas apresentadas neste capítulo, a opt-aiNet foi o último 
algoritmo de otimização aplicado ao problema de ajuste de um modelo ARMA(2,1). 
Seus parâmetros livres estão contidos na Tabela 5.11. O vetor de parâmetros segue a 
estrutura dos casos anteriores. 
 
Tabela 5.11 – Parâmetros da opt-aiNet 
Parâmetro valor 
Número inicial de indivíduos (Nind) 10 
Número de clones (Nc) 5 
Regulador de amplitude de mutação (β) 50 
Número de indivíduos reinseridos 3 
Periodicidade de reinserções (Nit) 20 
Número máximo de iterações 1000 
 
A série abordada até agora foi ajustada pela opt-aiNet, com as Tabelas 5.12 e 
5.14 mostrando os melhores indivíduos, fitness máximo e contador de avaliação e as 
Tabelas 5.13 e 5.15 mostram os EQM’s das séries real e p dronizada. 
 
Tabela 5.12 – Melhores Indivíduos e contador de avaliação para a série Furnas 1972 a 1976 






1 0,6089,    0,1742,    0,1737 0,7541     7485 
3 0,4313,    0,1249,    0,1546 0,6888     6985 
6 0,3139,  -0,0874,    0,0584 0,6575     6310 
12 -0,1299,   -0,1831,    0,1079 0,6516     6210 
 
Tabela 5.13 - EQM do modelo ARMA(2,1) para os espaços real e padronizado para a série Furnas 1972 a 
1976 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 3.4909e+004 4.1910e+004 0,3261 0,3916 
3 6.1591e+004 4.3611e+004 0,4398 0,6945 
6 6.4501e+004 5.6846e+004 0,5209 0,8659 












Tabela 5.14 – Melhores Indivíduos e contador de avaliação para a série Furnas 1952 a 
1956 






1 1,0000,   -0,1689,    0,4869 0,7476 10363 
3 0,6370,   -0,0763,    0,3610 0,6888       8324 
6       0,4421,   -0,2312,    0,2679 0,6890 7035 
12      -0,1260,   -0,1243,  -0,0691 0,7233 6485 
 
Tabela 5.15 – EQM do modelo ARMA(2,1) para os espaços real e padronizado para a série 
Furnas 1952 a 1956 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 7.2290e+004 4.0763e+004 0,3376 0,2834 
3 5.6916e+004 7.6686e+004 0,4517 0,3881 
6 5.9346e+004 6.1492e+004 0,4515 0,4657 
12 5.5394e+004 1.0298e+005 0,3826 0,6761 
 
Para a série Furnas 1972/76 e 1952/1956, os resultados computacionais obtidos 
foram muito semelhantes aos da versão modificada do CLONALG, que chamamos 
apenas de algoritmo imunológico, tanto nos melhores indivíduos encontrados como os 
resultados computacionais da série padronizada e a real no conjunto de testes. Logo, em 
comparação ao modelo AR, em P=1 e 3 no espaço padronizado os resultados não foram 
melhorados, coisa que não se observa no espaço real, par  Furnas 1972/76. Entretanto, é 
notável que no treinamento ocorreu melhorias significat vas no tocante ao EQM, tanto 
real quanto padronizado. Para 1952/56, os resultados melhoraram sensivelmente no 
treinamento para P=1 e 3, nos dois espaços de estudo. Mas, para os outros cas , para 
P=6 padronizado e P=6 e 12 real foi constatada melhora.  
A Figura 5.3 mostra a evolução do fitness do melhor indivíduo (azul) e do fitness 
médio da população, com manutenção do mais bem adaptado. Vê-se que a diversidade 
está sendo mantida. Com a ajuda da metodologia de controle automático da população, 
entretanto, um critério de parada do algoritmo original é atingido quando resta apenas 
um indivíduo na população. Neste trabalho, optou-se por fazer a opt-aiNet só parar a 
busca nas mesmas 1000 gerações que os demais algoritmos de otimização. Um teste foi 
realizado para o modelo ARMA com os critérios de parad  originais para Furnas 
1972/76 e P=1 e houve convergência com pouco mais de 200 gerações. Isto pode ser 
útil já que diminui o custo computacional e os resultados e melhores indivíduos 







Figura 5.3 – Evolução Temporal do Fitness para modelo ARMA (2,1) ajustado pela Opt-aiNet, na 
previsão 1 passo à frente 
 
 Uma observação relevante sobre os resultados computacionais obtidos para 
Furnas 1952/56 é que, em muitas ocasiões, o valor do EQM de testes acaba por ser 
menor que o de treinamento, algo normalmente inesperado. Contudo, como já dito, o 
conjunto de treinamento tem característica estatística diferente do de teste devido ao 
período em questão ter sido seco.  
 
5.1.4 Gráficos de Previsão modelo ARMA(2,1) - Algoritmo Imunológico 
(CLONALG Modificado) 
 
Os gráficos das previsões da série nos períodos estudados são apresentados nas 
Figuras 5.4 e 5.5, para Furnas 1972/76 e 1952/56, respectivamente, com os resultados 
no espaço real e no padronizado. Como dito, pelo fato de os resultados dos algoritmos 
serem próximos, optou-se por apresentar apenas as previ ões do modelo ajustado pelo 
algoritmo imunológico. Vê-se no gráfico do espaço padronizado que, à medida que o 
número de passos à frente aumenta, a previsão fica mais difícil de ser realizada. 
Entretanto, em alguns poucos casos, o valor final do EQM de testes para um valor mais 
elevado de P acaba por ser menor. Na volta da padronização para o espaço real isto se 
torna claro com o aparecimento da tendência à MLT: estando no espaço padronizado, o 
modelo ARMA passa a responder cada vez mais com um sinal que vai tendendo a zero. 





autocorrelação tem papel fundamental nesse efeito, já que, à medida que P cresce, a 
autocorrelação diminui.  
 
-Série Furnas 1972 a 1976 
 
 
P=1 - Real 
 
P=1 - Padronizado 
 
P=3 - Real 
 






P=6 - Real 
 
P=6 - Padronizado 
 
P=12 - Real 
 
P=12 - Padronizado 
Figura 5.4 – Previsão de Vazões Utilizando o Modelo ARMA(2,1) para a série do Posto de Furnas de 
1972 a 1976, ajustado por algoritmo imunológico 
 
Após a apresentação da primeira série, é mostrada a Figura 5.5, que traz as 
previsões para a série de Furnas de 1952 a 1956, no espaço real e no padronizado. 
Valem novamente as observações acerca da tendência à MLT e da queda da correlação 
vista na série anterior. Como dito no caso do modelo AR, o gráfico de previsão da série 







-Série Furnas 1952 a 1956 
 
P=1 - Real 
 
P=1 - Padronizado 
 
P=3 - Real 
 
P=3 - Padronizado 
 
P=6 - Real 
 






P=12 - Real 
 
P=12 - Padronizado 
Figura 5.5 – Previsão de Vazões Utilizando o Modelo ARMA(2,1) para a série do Posto de Furnas de 
1952 a 1956, ajustado por algoritmo imunológico 
 
 
 Na seção seguinte, apresenta-se uma abordagem semelhante à feita neste tópico 
para um filtro linear realimentado, o que nos dará base de comparação do desempenho 
dos modelos lineares, para os períodos estudados. 
5.2 Ajuste de um Filtro Linear Realimentado para Séries de Vazões 
 
O filtro linear realimentado, ou filtro IIR, apresentado no capítulo 3, é 
representado pela equação (3.17): 
 
qtqttpPtpPtPtt zbzbzbzczczcz −−−+−−−−− −−−−++= ˆ...ˆˆ...ˆ 22111121  
 
Novamente, será utilizada a série de vazões médias mensais do posto de Furnas nos 
períodos de 1972 a 1976 e de 1952 a 1956. A codificação real é mantida. A ordem do 
filtro será a mesma utilizada para o ARMA ajustado na seção 5.4, com duas entradas 
diretas e uma realimentação. Observa-se novamente que a diferença entre esses dois 
modelos é, essencialmente, a forma de realimentar a s íd . As ferramentas de ajuste dos 
parâmetros do filtro também serão as mesmas: algoritmo genético, algoritmo 
imunológico (CLONALG modificado) e a opt-aiNet, tal como as amostras de 
treinamento e teste sob ação da padronização.   
 As seções seguintes apresentam os valores de EQM obtidos no treinamento e no 





Da mesma forma que no caso do modelo ARMA, serão mostrados as figuras dos 
gráficos de previsão do algoritmo imunológico. Foram feitas previsões de P=1, 3, 6 e 
12, passos à frente para cada um dos casos. 
  
5.2.1 Filtro Linear Realimentado ajustado por Algoritmo Genético 
 
Seguindo a mesma seqüência de algoritmos de otimização utilizada no modelo 
ARMA, a primeira abordagem aplicada ao cálculo dos c eficientes do filtro linear 
realimentado foi o algoritmo genético. Os parâmetros ajustáveis do AG são mostrados 
na Tabela 5.16: 
Tabela 5.16 – Parâmetros do AG 
Parâmetro valor 
Número inicial de indivíduos (Nind) 20 
Número de filhos gerados por crossover 20 
Regulador de amplitude de mutação (β) 50 
Taxa percentual de mutação 20 
Periodicidade de uso da busca local (k) 50 
Delta da busca local 0,01 
Número máximo de iterações 1000 
 
 O crossover de um ponto, mutação dinâmica e seleção por roleta foram mantidos tal 
como no modelo ARMA, e a aplicação se deu na série de Furnas de 1972 a 1976 e de 
1952 a 1956. E, para que a comparação dos modelos seja da forma mais representativa 
possível, os cromossomos terão a mesma disposição de 3 genes, com os dois primeiros 
sendo os coeficientes das respostas de saída direta e o terceiro relativo ao coeficiente da 
realimentação.  
As Tabelas 5.17 e 5.19 mostram os melhores indivíduos para as previsões do 
posto de Furnas de 1972/76 e 1952/56 respectivamente, para P=1, 3, 6 e 12, juntamente 
com o fitness máximo e o contador de avaliação, e as Tabelas 5.18 e 5.20, os valores de 
EQM para o espaço real e padronizado. 
 
Tabela 5.17 – Melhores Indivíduos e contador de avaliação para a série Furnas 1972 a 1976 






1 0,5866,    0,5498,    0,4658 0,7472 5156 
3 0,4017,    0,3443,    0,3290 0,6871 5161 
6 0,2046,   -0,2231,   -1.0194 0,7003 5185 






Tabela 5.18 – EQM do modelo Filtro IIR para os espaços real e padronizado para a série Furnas 
1972 a 1976 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 3.6997e+004 4.5737e+004 0,3384 0,4060 
3 6.5266e+004 4.9752e+004 0,4553 0,6230 
6 5.2569e+004 5.6931e+004 0,4280 0,7617 
12 6.4719e+004 5.4475e+004 0,5406 0,7880 
    
Tabela 5.19 – Melhores Indivíduos e contador de avaliação para a série Furnas 1952 a 1956 






1 0,5811,   -0,1769,   -0,4471 0,7281 5166 
3      0,3756,   -0,1274,   -0,4326 0,6668        5155 
6      0,2791,   -0,3293,   -0,9917 0,6958 5270 
12      -0,1342,  -0,1617,   0,0427 0,7205 5194 
 
 
Tabela 5.20 – EQM do modelo Filtro IIR para os espaços real e padronizado série Furnas 1952 a 
1956 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 1.0676e+005 5.2630e+004 0,3735 0,3047 
3 6.2221e+004 8.2040e+004 0,4997 0,4028 
6 4.7581e+004 5.7212e+004 0,4373 0,4361 
12 5.7154e+004 9.2487e+004 0,3879        0,6823 
     
 
Nos resultados obtidos pela série de Furnas 1972/76, o filtro teve desempenho 
inferior no tocante ao EQM, para um passo à frente, no conjunto de testes que o AR. Já 
para P= 3, 6 e 12, em todos os casos, o filtro foi superior, mostrando alguns benefícios 
da introdução da realimentação da última resposta da re e.  
No treinamento, se confirmou o esperado: pelo fato do filtro conter mais 
possibilidades de compor a saída devido à realimentação, ele teve desempenho superior, 
ou seja, caso este novo dado não contribuísse para form ção da resposta do preditor, ele 
pode ser, no mínimo, zerado e a resposta seria igual ao modelo AR. A 
proporcionalidade entre EQM padronizado e real, como já visto em outros casos, 
continua inexistindo, como observado no conjunto de treinamento da série para P=3 e 
6. Recorre-se, novamente à idéia que o desvio padrão mensal necessário à volta da 
padronização não contribui para que essa proporção seja válida.  
Para a série Furnas 1952/56, vê-se um desempenho superior, ou igual, na série 
padronizada de treinamento e teste prevista pelo filtr , em comparação ao modelo AR. 





do filtro e, além disso, o algoritmo de otimização encontrou coeficientes que 
favorecessem a redução do EQM. No espaço real, a realimentação não contribui para 
P=1 no treinamento e P=3 no teste. Já para P=6 e 12, o filtro melhora sensivelmente o 
resultado do espaço real.  
A Figura 5.6 mostra o comportamento da função de fitn ss do melhor indivíduo 
(azul) e do fitness médio da população, com a abordagem salvacionista para o melhor 
deles. Nesta aplicação, vê-se que o fitness médio tem oscilação pequena, mostrando 
uma convergência rápida da população. Por não haver mecanismo de reinserção 
periódica de indivíduos, os AG’s às vezes apresentam essa característica, com perda de 
diversidade ocorrendo rapidamente. 
 
 
Figura 5.6 – Evolução Temporal do Fitness para Filtro Linear Realimentado (2,1) ajustado por AG, na 
previsão 1 passo à frente 
 
5.2.2 Filtro Linear Realimentado ajustado por Algoritmo Imunológico 
 
Em seguida à utilização do AG, fez-se a ajuste do filtro com o algoritmo 
imunológico (CLONALG modificado), com seus parâmetros livres mostrado na Tabela 
5.21. 
 
Tabela 5.21 – Parâmetros do AI 
Parâmetro valor 
Número inicial de indivíduos (Nind) 10 
Número de clones (Nc) 5 
Regulador de amplitude de mutação (β) 50 
Número de indivíduos reinseridos 3 
Periodicidade de reinserções (Nit) 20 






A estrutura dos anticorpos é a mesma do caso anterior. Nas Tabelas 5.22 e 5.24 
se encontram os melhores indivíduos, fitness máximo e contador de avaliação para a 
série de Furnas 1972/76 e 1952/56, tal como os valores de EQM nas Tabelas 5.23 e 
5.25. 
 
Tabela 5.22 – Melhores Indivíduos e contador de avaliação para a série Furnas 1972 a 1976 






1  0,5874,    0,5513,    0,4681 0,7472 11001 
3 0,4019,    0,3427,   0,3261 0,6871 11001 
6 0,2069,   -0,2255, -1.0198 0,7003 11001 
12 -0,0960,   0,0068, -0,6965 0,6516 11001 
 
 
Tabela 5.23 – EQM do modelo Filtro IIR para os espaços real e padronizado 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 3.6983e+004 4.5750e+004 0,3384 0,4061 
3 6.5265e+004 4.9749e+004 0,4553 0,6229 
6 5.2563e+004 5.6941e+004 0,4280 0,7617 
12 6.4699e+004 5.4495e+004 0,5406 0,7882 
 
 
Tabela 5.24 – Melhores Indivíduos e contador de avaliação para a série Furnas 1952 a 1956 






1 0,6207,   -0,6937,   -1.1174 0,7334 11001 
3 0,3879 , -0,4178,  -0,0111 0,6837       11001 
6 0,2787,   -0,3288, -0,9924 0,6958 11001 
12 -0,2388,   0,2000, -1.0037 0,7537 11001 
 
 
Tabela 5.25 – EQM do modelo Filtro IIR para os espaços real e padronizado 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 1.0503e+005 5.5433e+004 0,3636 0,3378 
3 5.4990e+004 7.9257e+004 0,4626 0,3901 
6 4.7488e+004 5.7267e+004 0,4373 0,4355 
12 5.3125e+004 7.9488e+004 0,3267 0,5787 
 
Os resultados computacionais observados para a série 1972/76 são muito 
semelhantes aos obtidos pelo algoritmo genético. Logo, valem as conclusões tiradas na 
seção anterior no tocante a melhorias relativas ao modelo AR. 
Todavia, para a outra série estudada, Furnas 1952/56, para P=3 e 12 foram 





idéia de multimodalidade é recorrente. Isto pode ter ocorrido pelo fato de haver uma 
substancial diferença na variabilidade da população, mostrada na Figura 5.7. Nota-se, 
ainda, que para P=12, o conjunto de testes padronizado teve desempenho superior a 
todos os outros, um resultado inesperado. 
A evolução temporal do fitness médio, neste caso, apresenta uma diferença 
sistemática com o que foi visto para o AG da seção anterior, com uma oscilação muito 




Figura 5.7 – Evolução Temporal do Fitness para Filtro Linear Realimentado (2,1) ajustado por AI, na 
previsão 1 passo à frente 
 
5.2.3 Filtro Linear Realimentado ajustado pelo Algoritmo opt-aiNet 
 
Finalmente, o último algoritmo utilizado para cálculo dos parâmetros do filtro 
foi a opt-aiNet. Seus parâmetros livres se encontram n  Tabela 5.26. 
 
Tabela 5.26 – Parâmetros da opt-aiNet 
Parâmetro valor 
Número inicial de indivíduos (Nind) 10 
Número de clones (Nc) 5 
Regulador de amplitude de mutação (β) 50 
Número de indivíduos reinseridos 3 
Periodicidade de reinserções (Nit) 20 
Número máximo de iterações 1000 
 
 
As Tabelas 5.27 e 5.29 mostram os melhores indivíduos, fitness máximo e 
contador de avaliação para série de Furnas 1972/76 e 1952/56, e as Tabelas 5.28 e 5.30 






Tabela 5.27 – Melhores Indivíduos e contador de avaliação para a série Furnas 1972 a 1976 






1   0,5876,    0,5504,    0,4668 0,7472 24866 
3 0,5231, -0,5381,   -0,9999 0,6956 26813 
6 0,2387, -0,2622,   -1,0000 0,6961 29370 
12 -0,1266, 0,1006,   -0,9999 0,6929 28023 
 
Tabela 5.28 – EQM do modelo Filtro IIR para os espaços real e padronizado 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 3.6979e+004 4.5747e+004 0,3384 0,4060 
3 5.9659e+004 5.0481e+004 0,4376 0,5614 
6 5.6172e+004 5.6445e+004 0,4366 0,7575 
12 5.8515e+004 5.6543e+004 0,4433 0,7510 
 
Tabela 5.29 – Melhores Indivíduos e contador de avaliação para a série Furnas 1952 a 1956 






1 0,6497,   -0,6648, -0,9999 0,7294 27480 
3 0,3819,   -0,4143, -0,9998 0,6829 28464 
6 0,2771,   -0,3269, -0,9927 0,6958 24573 
12 -0,2384,    0,1967, -1,0000 0,7536 26710 
 
Tabela 5.30 – EQM do modelo Filtro IIR para os espaços real e padronizado 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 1.0540e+005 5.3849e+004 0,3710 0,3094 
3 5.3356e+004 7.9564e+004 0,4643 0,3919 
6 4.7395e+004 5.7322e+004 0,4373 0,4345 
12 5.3322e+004 7.9440e+004 0,3270 0,5869 
 
 
Os resultados computacionais observados para a série 1972/76 foram melhores 
do que os do AI e do AG, mas isso não ocorreu para P=3, na série padronizada. 
Entretanto, isso não se reflete no conjunto de tests da série real. Pode-se observar pelo 
melhor indivíduo da população que o melhor indivíduo encontrado é diverso dos demais 
algoritmos para o filtro. O inverso se observa para P=12, em que os resultados 
padronizados e reais foram piores.  
Todavia, para a outra série estudada, Furnas 1952/56, foram encontrados 
resultados e indivíduos semelhantes ao AI. Nota-se, novamente, que para P=12, o 





A evolução temporal do fitness aqui também é muito diferente dos demais como 
pelas características impostas pela inserção de indivíduos gerada aleatoriamente e o 
controle automático do tamanho da população. 
 
Figura 5.8 – Evolução Temporal do Fitness para Filtro Linear Realimentado (2,1) ajustado pela opt-aiNet, 
na previsão 1 passo à frente 
 
5.2.4 Gráficos de Previsão do Filtro Linear Realimentado (2,1) 
 
Os gráficos das previsões feitas utilizando o filtro inear realimentado com duas 
entradas diretas e uma realimentação para a série de Furnas 1972/76 e 1952/56 são 
mostrados nas Figuras 5.9 e 5.10. A mesma constatação feita no caso do modelo ARMA 
aqui novamente é feita: à medida que P se eleva, a previsão se degrada e isso é claro 
com o aparecimento da MLT devido à queda na correlação e ao fato de a reposta do 





- Série Furnas 1972-1976 
 
P=1 - Real 
 
P=1 - Padronizado 
 
P=3 - Real 
 
P=3 - Padronizado 
 
P=6 - Real 
 






P=12 - Real 
 
P=12 - Padronizado 
Figura 5.9 – Previsão de Vazões Utilizando o Filtro Linear Realimentado(2,1) para a série do Posto de 
Furnas de 1972 a 1976, ajustado por algoritmo imunológico 
 
 A seguir, é apresentada a Figura 5.10, com as previsões para P=1, 3, 6 e 12 
passos à frente para a série de Furnas de 1952 a 1956. Observa-se novamente uma 
tendência à MLT para valores elevados de P, provavelmente pelo fato de a 
autocorrelação ser baixa nesses casos, tal como citado anteriormente. Todavia, 
diferentemente dos casos anteriores, AR e ARMA, a resposta do filtro para P=12 não 
oscilou de forma abrupta, mas esteve longe de ser sempre próxima a zero.  










P=3 - Real 
 
P=3 - Padronizado 
 
P=6 - Real 
 
P=6 - Padronizado 
 
P=12 - Real 
 
P=12 - Padronizado 
Figura 5.10 – Previsão de Vazões Utilizando o Filtro Linear Realimentado(2,1) para a série do Posto de 









Comparando os resultados obtidos pelos modelos ARMA e pelo filtro linear, 
pode-se notar que, no caso geral, os três algoritmos de treinamento têm condições de 
ajustá-los, com algumas pequenas diferenças de resultados. Não é possível afirmar que 
um é, necessariamente, melhor que os outros. Também não é possível afirmar qual dos 
dois modelos é mais adequado ao problema. No caso geral, para P reduzido, o ARMA 
obtém melhores resultados no ambiente padronizado e o filtro linear realimentado para 
P elevado. Era esperado que para P=1 os resultado fossem semelhantes, pois há uma 
equivalência direta entre os dois modelos, neste caso. Contudo, o que se observou é que, 
para os dois períodos da série, o desempenho do modelo ARMA foi um pouco superior, 
tanto no tocante ao EQM de teste e treinamento padronizado, quando no valor máximo 
de fitness. Como os algoritmos de treinamento têm potencial de busca global era 
esperando que esta equivalência fosse observada. Possivelmente, no caso do filtro IIR 




Neste capítulo, um modelo ARMA, com duas entradas diretas e uma 
realimentação, foi ajustado utilizando três ferramentas evolutivas de otimização: 
algoritmos genéticos, algoritmos imunológicos baseados no CLONALG e a opt-aiNet, 
com a série de vazões médias mensais do posto de Furnas de 1972 a 1976 e de 1952 a 
1956 como conjunto de testes. O treinamento foi feito com os 5 anos anteriores a cada 
uma delas. O horizonte de previsão foi de P=1, 3, 6 e 12 passos à frente. Em seguida, 
um filtro linear realimentado, com as mesmas caracte ísticas do modelo ARMA 
anterior, foi ajustado com os mesmos 3 algoritmos.  
Estes algoritmos são caracterizados por possuírem um bom compromisso entre 
busca local e global e por trabalharem com a idéia e população, como visto no capítulo 
4. Vê-se que essas técnicas tornam possível tais ajustes, já que os parâmetros desses 
dois modelos não possuem solução determinística ou fórmula fechada. No tocante aos 
resultados encontrados, estes foram aproximadamente quivalentes para as três 
ferramentas, no tocante ao EQM nos espaços real e padronizado. Além disso, os 
modelos utilizados, na grande maioria dos casos, tiveram desempenho superior ao 





 No capítulo seguinte, serão abordadas redes neurais artif ciais para aplicação no 
problema que está sendo tratado. Nota-se que elas são técnicas não-lineares, 
diferentemente dos modelos até agora tratados, o que aumenta consideravelmente a 

































REDES NEURAIS ARTIFICIAIS 
 
As redes neurais artificiais ganharam muita importância como ferramentas para 
resolução de problemas nas duas últimas décadas motivada pela maior disponibilidade 
de recursos computacionais. Devido a isso, inúmeras á eas do conhecimento se 
beneficiaram largamente de sua aplicação, como a est tística, a computação, o 
processamento de sinais e a previsão de séries. Tais rede  foram concebidas tendo por 
base o funcionamento e a forma de interação dos neurô ios do sistema nervoso central 
dos organismos superiores. 
Trataremos neste capítulo das RNA’s, abordando a sua gênese, bem como 
alguns aspectos de implementação e treinamento. Dar-se-á no trabalho ênfase ao 
algoritmo do Gradiente Conjugado Escalonado Modificado como técnica de 
treinamento de MLP’s. Além disso, será abordada outra rede neural que possui aspectos 
estruturais distintos daqueles associados às MLP’s, como a presença de recorrência - as 
redes de estado de eco.  
 
6.1 Introdução 
   
No fim da década de 1950, acreditava-se que, em pouco tempo, seria possível o 
advento de uma máquina que fosse capaz de realizar t refas tão ou mais complexas que 
as realizadas pelo cérebro humano. Havia grande euforia sobre a possibilidade de 
máquinas dominarem todas as tarefas até então atribuídas ao homem. Desde então, 
muitos avanços foram possíveis e a pesquisa em inteligência computacional alcançou 
patamares significativos, embora aquém do que se imaginou. 
 As redes neurais artificiais têm sua história iniciada na década de 1940 com o 
trabalho de McCulloch e Pitts (1943), que propuseram o primeiro neurônio artificial. 
Tratava-se de um modelo matemático que concebia o neurô io biológico como uma 





Atualmente, podemos conceber uma rede neural artificial como um processador 
massivamente paralelo e distribuído, formado por unidades simples e com um potencial 
elevado de aprendizado (Haykin, 1999). Sua unidade básica de processamento é o 
neurônio artificial, que é uma simplificação matemática da forma de manipulação da 
informação dos neurônios biológicos. Os neurônios se interconectam, formando cadeias 
ou redes – as RNA’s. A seguir, faremos uma breve discussão sobre a inspiração 
biológica subjacente a essas redes. 
 
6.2 Bases Biológicas 
 
Até os dias atuais, o funcionamento do cérebro ainda é um mistério para a 
ciência. Entretanto, observa-se uma propriedade de extr ma importância nesse sistema: 
o fato de que a efetividade da transmissão de sinais pelas sinapses pode ser modulada, 
permitindo que o cérebro se adapte a diferentes situações. Acredita-se que é por conta 
disso que o aprendizado pode ocorrer (de Castro, 2006). 
Os organismos superiores possuem o que chamamos de sistema nervoso, 
responsável, dentre outras coisas, por dotar o organismo, através de entradas sensoriais, 
de informações sobre o estado dos ambientes externo e i terno. A informação de 
entrada é processada, comparada com o conhecimento já adquirido e transformada em 
ações apropriadas ou absorvidas, sob a forma de novo conhecimento. É notável que o 
sistema nervoso esteja em constante modificação devido aos estímulos externos que o 
organismo recebe. Contudo, alterações globais podem ocorrer devido a modificações 
locais, especialmente no cérebro. Conexões sinápticas podem ser criadas ou extintas, 
assim como os próprios neurônios, o que influi na forma de compreender ou mesmo de 
memorizar uma determinada situação.  
O cérebro possui cerca de 1011 neurônios, com aproximadamente 1014 sinapses 
que os interconectam. Fisiologicamente, cada neurônio tem a função de receber, 
processar e encaminhar informações, em forma de pulsos e étricos, para outras partes do 
organismo. A saída é resultado da integração dos sinais que adentram esse mesmo 
neurônio e ocorre mediante a liberação dos chamados neurotransmissores (Haykin, 







Figura 6.1– O neurônio biológico 
 
Na próxima subseção, será exposto o modelo matemático do neurônio como um 
processador de informação: o neurônio artificial. 
 
6.3 Modelos de Neurônios Artificiais 
 
Como visto, os neurônios biológicos são as unidades básicas de processamento 
do sistema nervoso. De modo análogo, os neurônios artifici is são as unidades básicas 
de processamento de uma rede neural. As sinapses decritas são essenciais para o 
processo de aprendizagem. Dessa maneira, não é demais concluir que aprender envolve 
identificar um conjunto de pesos das sinapses para que o comportamento desejado para 
a rede seja atingido. O conhecimento, neste contexto, influencia diretamente a forma de 
processamento da rede, ou, em outras palavras, seu comportamento de entrada-saída. 
 
6.3.1 Um Modelo Genérico de Neurônio 
 
 
A classe de neurônios genéricos que veremos a seguir,  que conduz a modelos 
de aproximação baseados em “ridge functions”, pode ser considerada uma extensão do 
modelo pioneiro de McCulloch-Pitts. 
Os principais componentes de um neurônio dessa classe são (de Castro, 2006):  
 
I. Sinapses ou conexões, com um valor de peso associ do; 
II. Junção somadora, que integra as entradas da rede contidas no vetor x; 






Na representação da Figura 6.2 (de Castro, 2006), é mostrado o esquema deste modelo 
de neurônio : 
    
 




 Uma rede neural se caracteriza pela interconexão de um conjunto de neurônios 
que se ligam por meio das sinapses. Cada neurônio pode ter vários outros neurônios 
conectados a ele, fornecendo suas entradas. Na representação da Figura 6.2, os pesos 
sinápticos são representados pela variável wkj. O k corresponde ao neurônio pós-
sináptico e j à respectiva sinapse a ele ligada. A junção somadora será o elemento de 
integração dos sinais de entrada, que são ponderados pel s pesos das conexões. Haverá 
uma combinação linear dessas entradas através dos pes que a ela se associam mais o 
chamado termo de bias. Podemos, então, representar matematicamente a saíd do 

















)(    (6.1) 
 
 
 Na literatura, diversas funções de ativação já foram propostas para uso em redes 
neurais. Classicamente, as MLP’s utilizam funções sigmoidais, as quais apresentam um 
caráter que evoca a idéia de disparo do neurônio e, a mesmo tempo, são diferenciáveis 
em todos os pontos. A seguir, apresentam-se, nas Figuras 6.3 e 6.4, duas das funções de  





ativação mais usuais, com suas respectivas equações, gráficos delas e derivadas: 
 
I. Função logística: função estritamente crescente com saturação: o argumento 

















Figura 6.32 – Função Logística (a) e sua derivada (b) 
 
 
II. Função tangente hiperbólica: é uma função estritamente crescente que apresenta 



















Figura 6.42 – Função Tangente Hiperbólica(a) e sua derivada (b) 
 
 
6.4 Perceptron de Múltiplas Camadas (MLP) 
 
No tópico anterior, foi apresentado um modelo de neurônio bastante genérico. 
De posse de um modelo análogo, Rosenblatt (1957) propôs um tipo de rede neural de 
camada única conhecida por perceptron, a qual tinha poder de aproximação 
relativamente limitado. Em meados dos anos 80, Rumelhart (1986) propôs o algoritmo 
de treinamento conhecido como retropropagação de erro, ou simplesmente 
backpropagation, que expandiu as possibilidades de aplicação de perce trons para o 
caso de múltiplas camadas (dando origem ao perceptron de múltiplas camadas – MLP). 
O potencial de aproximação de uma MLP é atestado pelo fato de que essa rede é um 
aproximador não-linear de funções contínuas e defini as em uma região compacta, o 
que é provado por um conhecido te rema de aproximação universal (Cybenko, 1989). 
 
6.4.1 Aspectos Estruturais e Treinamento de uma MLP 
 
Basicamente, pode-se definir uma MLP como uma rede com uma camada de 
entrada, uma ou mais camadas intermediárias (ou ocultas) e uma camada de saída. A 






Figura 6.51 – Rede Neural MLP 
 
As funções de ativação mais usuais utilizadas nas camadas intermediárias são 
como já dito, as do tipo sigmoidais, sendo a mais freqüente a tangente hiperbólica. Na 
camada de saída, é comum adotarem-se funções lineares. O número de neurônios nas 
camadas ocultas tem influência decisiva na capacidade e mapeamento não-linear da 
rede. Contudo, é necessário observar-se que uma quantidade elevada deles pode deixar a 
rede sobre-ajustada, estando sujeita ao que chamamos de overfitting. Neste caso, a rede 
pode se ajustar muito bem aos dados de treinamento, mas, para dados desconhecidos, a 
rede acaba apresentando desempenho insatisfatório. Redes com poucos neurônios, por 
outro lado, podem sofrer underfitting e não aproximar a função desejada 
adequadamente. Uma rede bem treinada deve ter boa capacidade de generalização para 
dados novos. Essa capacidade pode, até certo ponto, ser controlada por métodos de  
validação cruzada, como  exposto adiante. 
 
Figura 6.61 – Exemplo de uma função e suas respectivas aproximações: curvas sub-ajustadas, 





O ajuste dos pesos via treinamento supervisionado é uma das características 
dessa rede. Esse paradigma de treinamento se baseia, tipicamente, na redução do erro 
médio quadrático, ou seja, o EQM faz o papel de função objetivo. Matematicamente, o 
















 )()()( tdtyte jjj −= , com j=1,2,...,o   (6.5) 
sendo )(tej a função de erro, )(ty j a saída da rede neural e )(td j a saída desejada para a 
rede, com  j=1,..., o, o número de neurônios da camada de saída da rede neural. 
 
 
Figura 6.72 – Esquemático do treinamento supervisionado realizado pela MLP 
 
 
 Treinar uma rede neural multicamada é, na verdade, proximar funções. 
Seguindo essa linha, pode-se afirmar que este process  quivale a um problema de 
otimização não-linear irrestrita, sendo a função de erro quadrático médio minimizada 
pelo ajuste dos pesos dos neurônios. Isto abre um importante precedente para 
desenvolvimento de algoritmos baseados em análise numérica, que têm uma teoria 
bastante fundamentada.  
 Existem vários algoritmos ou estratégias de treinamento de redes MLP, mas 
vamos discutir apenas dois deles: o método do gradiente, de primeira ordem, obtido por 
meio do algoritmo backpropagation, e o gradiente conjugado escalonado modificado 
(Pearlmutter, 1994), que utiliza informações de segunda ordem da função de erro 
quadrático médio. 





6.4.2 Algoritmo Backpropagation 
 
O mais popular algoritmo de treinamento de uma MLP, o algoritmo do gradiente 
calculado via backpropagation ou retropropagação, é, num certo sentido, uma 
generalização do algoritmo LMS (Widrow e Hoff, 1960). Em linhas gerais, o processo 
tem duas partes: propagação positiva do sinal funcional e retropropagaração do erro (de 
Castro, 2006). Na primeira, um padrão de entrada é apresentado à rede, gerando um 
sinal de saída, mas os pesos não se alteram. Na segunda, os pesos são ajustados de 
acordo com uma regra pré-definida, tendo o erro obtid  na primeira parte como base. 
Em Hagan et al. (1996), a seguinte descrição se encontra detalhada.  
A saída de cada camada da MLP é dada, em forma matricial, por (de Castro, 
2006): 
 
),( 1111 ++++ += mmmmm byWfy com m=0,1,....M-1   (6.6) 
 
na qual M é o número de camadas da rede, o sobrescrito m é referente à camada atual, 
1+my  à saída da próxima camada, my  à saída da última camada, 1+mf  à função de 
ativação, 1+mW  à matriz de pesos e 1+mb  ao vetor de bias. Observe que, para y0, temos o 
vetor de entrada x e, para My , a saída da rede. A Figura 6.8 mostra uma rede com 3 
camadas, e sua expressão de saída é apresentada na equação (6.6): 
 
 
Figura 6.81 – Exemplo de MLP com 3 camadas intermediárias  
 
3211122333 ))((( bbbxWfWfWfyy +++==   (6.7) 
 
Como discutido anteriormente, o algoritmo trabalha de forma supervisionada, e, 
para tal, é necessário que uma medida de erro médio quadrático seja utilizada. Assim, 





lidar-se-á com entradas e sinais desejados, formando pares ordenados (xi, di), com 
i=1,2,...,N sendo N o número total de amostras de treinamento.  
A cada entrada da rede, a saída é comparada com o sinal desejado. A diferença 
entre eles será o sinal de erro: 
 
jjj yde −=  
 
e o que é buscado é a minimização da média quadrática desse erro, utilizando o EQM. 





















)(    (6.8) 
 
 
 Assim, por fim, a regra de atualização dos pesos e bias para um algoritmo de 
























∂−=+ )()()1( α     (6.10) 
 
A obtenção de derivadas da função E(t) para cada cam d  é feita pela regra da 
cadeia, da camada mais externa até a de entrada, e α  é o passo de otimização do 
algoritmo. Os índices i e j são referentes aos neurônios da rede. A aplicação da regra da 
cadeia requer um processo de retropropagação do erro, que determina o nome do 
algoritmo. 
 
6.4.3 Algoritmo do Gradiente Conjugado Escalonado Modificado 
 
Apesar da grande utilização e comprovada eficiência do algoritmo de 
retropropagação de erro, ele pode não ser a melhor opção em algumas aplicações, como 
as que demandam rapidez de convergência. 
 Métodos que utilizam informações de segunda ordem co põem uma classe de 
algoritmos de análise numérica com uma teoria bem estab lecida, os quais podem ser 





problema de otimização irrestrito, em que se busca minimizar o erro quadrático médio 
da função custo, formado pela relação entre a saída desejada e a resposta da rede. Esses 
métodos são tidos como os mais eficientes para o treinamento de redes MLP.  
A estratégia da maioria dos métodos de otimização não-li ear é semelhante. 
Trata-se de um processo iterativo, no qual busca-se uma direção de minimização na 
função objetivo, dada pelas derivadas da mesma. Em seguida, um passo de certa 
amplitude é dado nesta direção. O gradiente conjugado escalonado (CGE) não utiliza 
busca unidimensional, o que reduz o número de avaliações da função custo, tornando-o 
computacionalmente menos custoso que métodos clássicos de segunda ordem.  Estudos 
conduzidos por de Castro (1998) mostraram que para oito problemas distintos, dentre 
paridade, classificação e aproximação de funções, rdes treinadas com Gradiente 
Conjugado Escalonado tiveram um desempenho geral superior, no tocante a erro de 
treinamento, tempo de processamento e esforço computacional. Aliado a isso, os 
métodos GCE são marcados por tratarem de problemas de l rga escala de uma maneira 
eficiente (Moller, 1993). Dessa forma, a seguir iremos nos ater a esse algoritmo neste 
trabalho. 
Algumas definições são importantes para o estudo do GCE. Denotaremos a 
função de erro como sendo )(wE  e, )(' wE  (de dimensão h) e )('' wE  (de dimensão h x 
h) são suas derivadas de primeira e segunda ordens, em função dos pesos da rede, sendo 
h o número de pesos que esta rede possui. Define-se a vizinhança do ponto w como 
sendo )(dEqw . A partir dessa definição, valem os seguintes teoremas: 
Teorema 1: Seja Npp ,...1  um sistema conjugado e uma base do 
Nℜ e 1y  um 
ponto no espaço de pesos. Pode-se definir, recursivamente os pontos 12 ,..., +Nyy  por: 
 
kkkk pyy α+=+1       (6.11) 
 


















(prova: Moller, 1993). 
E 1+ky  minimiza qwE , restrito à base formada por kpp ,...1 . Contudo, pode-se 
encontrar as direções conjugadas Npp ,...1  (Hestenes, 1980) recursivamente. O teorema 
2 explica o caminho: 
 
Teorema 2: Seja 1y  um ponto no espaço dos pesos e 1p  e 1r  iguais ao gradiente 
descendente )(' 1yE qw− . Define-se recursivamente a nova direção conjugada 1+kp  por: 
 
  kkkk prp β+= ++ 11               (6.15) 
 
e     )( 11 ++ −= kqwk yEr     (6.16) 
     









1 || ++ −=β     (6.17) 
 
e 1+Ky  sendo o ponto gerado no teorema 1 (prova: Moller, 1993). 
Neste método, vale observar que seria necessário o cálculo da matriz hessiana 
)('' wE . Contudo é sabido que esse cálculo, bem como o armazenamento dessa matriz, é 
de custo computacional elevado. Assim, propõe-se, no algoritmo original de Moller 









=    (6.18) 
 
com 10 <<< kσ .  
Por fim, algumas medidas precisam ser escolhidas para a completude do 
algoritmo do gradiente conjugado escalonado. A primei a, a definição de kλ , que será 
um multiplicador de Lagrange (Lapedes e Farber, 1986). O termo kδ , que indiretamente 
releva quanto kλ  tem que variar durante o processo iterativo. A variá el kα , que será o 
passo e k∆ , que mede a qualidade da aproximação de segunda ordem. O cálculo dessas 







1. Escolha o vetor de pesos 1w  e os escalares 0>σ e 0>λ . 
Faça 1),( 111 =−== kwErp  e sucesso=verdade. 
 
















kk sp=δ  
 
3. Escalone ks  
 
kkkkk pss )( λλ −+=  
2||)( kkkkk pλλδδ −+=  
 


































2|| kkkk pλδδ +=  
 
kk λλ =  
 









µα =  
 

















7. Se 0≥∆ k  então uma redução no erro pode ser feita: 
 
kkkk pww α+=+1  
 






7’. Se k módulo h=0 então reinicie o algoritmo 
 
  11 ++ = kk rp  
 










1 || ++ −=  
 
  kkkk prp β+= ++ 11  
 
7’’. Se 75,0≥∆ k  então reduza o parâmetro escalonado: 
 
  kk λλ 2
1=  
 
 senão a redução no erro não é possível: 
 
  kk λλ =  
 
  sucesso=falso 
 
8. Se 25,0≤∆ k  então incremente o parâmetro escalonado: 
 
kk λλ 4=  
 
9. Se o a direção de maior descida 0≠kr  então adote 1+= kk  
e vá para o passo 2.  
 
Senão encerre e retorne 1+kw  como sendo o mínimo desejado. 
 
 
 O passo 7’ se justifica porque N passos de métodos de gradiente conjugado 





papel importante na definição do passo de otimização, conforme mostrado em 7’’ e 8, 
presentes no pseudocódigo. Se seu valor for elevado (maior que 0,75) o passo é 
reduzido pela metade e se a aproximação for adequada (menor ou igual a 0,25) um fator 
de multiplicação 4 é aplicado a este mesmo passo. 
O algoritmo do gradiente conjugado escalonado modifica o possui uma sutileza 
com relação ao GCE. Trata-se de não haver cálculo nem estimação da hessiana. 
Pearlmutter (1994) propôs um método que calcula a multiplicação de um vetor pela 
matriz hessiana, nesse caso de ks , sem a necessidade de cálculo e armazenamento dessa 
matriz.  
 A idéia básica é iniciada com a expressão do gradiente da função de erro: 
 
dwEwEdwE )('')(')(' +=+  
 
 Usualmente, tem-se rvd = , sendo v um vetor e r um pequeno valor. Após tal 









Esta fórmula é muito utilizada, mas é susceptível a problemas numéricos.  
Dessa forma, a proposta de Pearlmutter é criar um operador que ele denomina 
de }{⋅ℜ , para calcular o valor exato de vwE )('' . Para isso é feito que o limite 0→r , 






























    )}('{)('' wEvwE vℜ=  
 
 
 Assim, é possível, seguindo os passos acima descritos, que uma matriz hessiana 





primeira ordem, sob condição de um operador, que reduz m larga escala o grau de 
esforço computacional. O custo computacional é, então 2N e não N2, tendo em vista que 
o cálculo de vwE )(''  é linear. 
 
6.4.4 Inicialização dos Pesos 
 
Uma vez definidos a topologia de uma MLP, o tipo de neurônio a ser utilizado, o 
número de neurônios, e o algoritmo de treinamento, deve-se escolher a melhor forma de 
inicializar os pesos. Uma escolha mal feita pode acarretar instabilidade numérica ou 
fazer com que a rede caia em um mínimo local ruim, o que levaria a soluções 
insatisfatórias. Dessa forma, se houver algum conhecimento prévio acerca do problema, 
ele deve ser levado em consideração.  
O mais usual, entretanto, é a inicialização aleatória dos pesos. Kolen e Pollac 
(1990) sugerem isso como forma de observar-se a ausência total de conhecimento a 
priori. Haykin (1999) corrobora tal afirmativa e recomenda que ela seja feita com 
distribuição uniforme e magnitude pequena, pois é necessário que os valores dos pesos 
w estejam e tenham média em torno de zero, para que os n urônios não se saturem. O 
que se tem na prática é quase um hiperplano, pois todas as funções de ativação são 
próximas a uma função identidade na origem. A razão para isso é que a princípio não se 
conhece a função que se deseja aproximar, o que justifica partir-se de uma função 
inicial que não apresente contorções arbitrárias, poi  é quase um hiperplano. 
 
6.4.5 Critérios de Parada 
 
A literatura apresenta diversos critérios de parada par  o treinamento de uma 
MLP. Uma primeira alternativa é a de que o treinamento seja feito até um número 
máximo de iterações. Outra possibilidade é garantir que o algoritmo pare quando um 
valor fixo de EQM for alcançado. Pode-se ainda parar quando chega-se a um 
determinado mínimo (local ou global), a partir do qual o algoritmo não consegue 
melhorar satisfatoriamente o valor do EQM. É possível ainda analisar a capacidade de 
generalização da rede. Quando esta capacidade se reduz, o algoritmo pára o 





seguinte. Também existe a possibilidade de a rede utilizar critérios de parada diferentes 
simultaneamente.  
 
6.4.6 Validação Cruzada 
 
Em termos simples, espera-se que, após o treinamento, uma rede neural possa 
responder adequadamente a dados desconhecidos. Contudo, o treinamento de uma rede 
tende sempre a reduzir o erro quadrático médio para um conjunto de dados específico. 
Ocorre que, a partir de um certo instante, com o EQM de treinamento diminuindo, a 
rede pode ficar sobretreinada e dados desconhecidos serão tratados de forma equivocada 
pela rede.  
Para lidar com esse problema, é preciso buscar a máxima generalização possível. 
Isto deve ser feito através de validação cruzada. Para tanto, inicialmente, deve-se tomar 
uma parte dos dados de treinamento para formar um conjunto de validação. Estes dados, 
que tentam antecipar o caráter do conjunto de teste, são, então, apresentados à rede a 
cada iteração feita. Uma vez que eles não tomam parte no treinamento, o erro de 
validação vai ser reduzido até certo ponto. A partir daí, mesmo com a queda adicional 
do erro de treinamento, o de validação pode começar a subir, indicando que a rede está 












6.5 Redes de Estado de Eco 
 
Redes neurais recorrentes (RNN) são estruturas que possuem laços de 
realimentação entre os neurônios, criando uma memória interna que, de certa forma, 
armazena a história dos dados de entrada. Uma das maiores dificuldades para seu 
emprego efetivo é a etapa de obtenção dos pesos sinápticos, feita usualmente com base 
no gradiente descendente da função de erro, o que pode gerar uma série de dificuldades: 
convergência lenta, possível convergência para ótimos locais ruins, possibilidade de 
instabilidade, complexidade computacional etc. (Haykin, 1999). 
Diante disso, Jaeger (2001) propôs uma nova topologia de rede neural 
recorrente: as redes de estado de eco (ho state networks – ESN), proposta esta que 
evita essas dificuldades e possui um método de treinamento totalmente diverso das 
anteriores. Sob certas condições, o estado interno )(x de uma ESN é uma função direta 
do histórico de entradas ),...]1(),([ −nunu , isto é, )(nx pode ser entendido como um eco 
desse histórico. 
 As ESN clássicas são compostas de duas camadas. Na primeira, chamada de 
reservatório dinâmico, concentra-se o caráter não-li ear e recorrente dos neurônios. Na 
segunda está apenas a parte linear e feedforward da rede. Os estados dos neurônios do 
reservatório recebem o nome de “estados de eco”, e é n les que se encontram as 
informações sobre os padrões de entrada. Os estados de eco são combinados pela 
camada de saída, produzindo a resposta da rede. Nesse ponto se encontra uma 
propriedade particularmente interessante das ESN’s: apenas a parte linear precisa ser 
treinada, pois a camada recorrente tem conexões fixas. O treinamento, então, 
corresponde a uma regressão linear, com base, por exemplo, na minimização do erro 









Figura 6.10 – Rede de Estado de Eco 
 
 
Nela, ficam claros os componentes principais da rede para entradas discretas, descritos 
abaixo: 
i- M -  número de entradas; 
ii- N – número de neurônios na camada intermediária; 
iii- L – número de neurônios na camada de saída; 
iv- u(n) – vetor de entradas da rede, de dimensão M; 
v- x(n) – vetor de estados de eco, de dimensão N; 
vi- y(n) – saída da rede; 
vii- d(n) – saída desejada; 
viii- Win – matriz de pesos da camada de entrada, de dimensão NxM; 
ix- W – matriz de recorrências da camada intermediária de dim nsão NxN; 
x- Wout – matriz dos pesos da camada de saída.  
 
Neste trabalho, não lidaremos com a realimentação da saída, embora isso seja possível 
(Jaeger, 2001).  
Os estados de eco são atualizados de acordo com a equação (6.19) (Ozturk et. al, 
2007), assumindo um valor nulo para os estados na inici l zação: 
 
))()1(()1( nWxnuWfnx in ++=+    (6.19) 
 
Observe que ),...,( 1 Nfff =  contém as funções de ativação dos neurônios da camada 





ESN é o raio espectral da matriz de pesos dos neurôios do reservatório: o maior entre 
os valores absolutos dos autovalores da matriz W. Segundo Jaeger (2001), a existência 
dos estados de eco está associada à condição de o maior autovalor em módulo da matriz 
W estar no círculo de raio unitário (|W|<1), que refere-se as condições em que a rede 
recorrente está acoplada ao histórico de entradas.  
A equação da saída da rede é dada por: 
 
)()( nxWny out=     (6.20) 
 
Para ajustar os pesos da camada de saída, é conveniente usar o critério de Wiener, ou 
seja, minimização do EQM, baseado na diferença entre a saída da rede e a desejada 


































][][  (6.21) 
 
sendo [.]E  a esperança matemática, P o número de dados de entrada e as demais 
variáveis como já descritas.  
 Todavia, Consolaro (2008) mostrou que a estrutura da rede proposta por Jaeger 
não extrai todo o potencial de informações dos estado  de eco, porque o combinador 
linear da camada de saída não consegue capturar a est utura estatística de momentos 
além da segunda ordem. Dessa forma, surgiu a idéia de construir uma camada não-
linear, mas linear nos parâmetros, possuindo uma fórmula fechada para obtenção dos 
pesos: tudo isso para que haja manutenção da simplicidade no treinamento, que é a base 
da rede. A camada de saída, então, foi modificada pr ser um filtro de Volterra, que 
combina linearmente termos polinomiais compostos pelos stados de eco. Neste caso, o 
que se propõe é aproveitar a informação que o combinador linear da equação (6.21) não 



































+=  (6.22) 
 
Observa-se que o filtro pode ter a ordem que se desjar. Entretanto, no problema tratado 





o filtro possuidor de kernels de ordem 1 e 3. Neste trabalho, optou-se pela manutenção 
da estrutura original.  
Essa aplicação, no entanto, poderia levar a uma explosão da dimensionalidade da 
camada de saída da rede, pelo crescimento do número de kernels. Entretanto, observa-se 
uma quantidade significativa de redundâncias nos estado  de eco.  Para superar essa 
dificuldade, o que se propõe em Consolaro (2008) é usar a análise de componentes 
principais (PCA) (Hyvärinen et al., 2001), que é uma técninca de compressão bastante 
usual em análise de sinais. Logo, em vez de propagar todos os estados de eco para a 
camada de saída, passam-se apenas os seus componentes principais e a informação não 
é perdida em grande escala. Esta possibilidade torna at aente a aplicação desta rede no 
problema abordado neste trabalho. 
Uma das possibilidades para a inicialização dos pesos da ESN é feita gerando 
inicialmente a matriz inW , totalmente interconectada, tendo seus valores sorteados no 
intervalo [-1,+1], com igual probabilidade. A matriz W  é gerada segundo Ozturk et al. 
(2007), ou seja, de modo a realizar uma distribuição uniforme dos auto-valores 
obedecendo ao raio espectral desejado. 
 Pela simplicidade e facilidade de implementação, a arquitetura da ESN, 
recorrente e dinâmica, se mostra uma ferramenta promiss ra para previsão de séries 
(Sacchi et al., 2007), havendo interessantes perspectivas associadas à nova arquitetura 
proposta na equação (6.22). A sua utilização em previsão de vazões para um passo à 
frente, feita por Sacchi et al. (2007), levou a melhorias ante os modelos SONARX, 
SONARX-RBF e ANFIS. 
6.6 Ajuste de uma rede MLP com treinamento via GCEM 
 
Após as discussões sobre as bases teóricas de uma rede neural tipo MLP, fez-se 
o ajuste e a previsão da série utilizada nos capítulos 3 e 5: as vazões médias mensais do 
posto de Furnas nos períodos de 1972 a 1976 e de 1952 a 1956. O horizonte de previsão 
foi de P=1, 3, 6 e 12 passos à frente. 
Foram utilizadas 2 entradas, ou atrasos, com uma pequena diferença relativa ao 
período de treinamento: dos 5 anos anteriores que eram utilizados, os últimos 24 meses 
foram utilizados para o teste de validação cruzada, que foi adotado como critério de 
parada. Esta investigação inicial adotou um critério de número de entradas semelhante 





quantidade elevada de parâmetros da MLP com essa configuração. O conjunto de testes 
é sempre composto pelos 5 anos propostos. As previsões foram feitas de forma direta, 
sem uso de recursões, utilizando o mesmo processo de crito nos filtros lineares.  
Novamente, foi utilizada a padronização mensal, descrita no capítulo 2. O algoritmo de 
treinamento utilizado foi o gradiente conjugado escalonado modificado, descrito na 
seção 6.3.3.  
A MLP utilizada possui uma camada intermediária, e os parâmetros livres são: 
número de neurônios da camada oculta, número máximo de iterações e número de 
entradas da rede. Estes estão sumarizados na Tabela 6.1: 
 
Tabela 6.1 – Parâmetros do MLP  
 Parâmetro valor 
Número de neurônios na camada oculta 8 
Número máximo de interações 2000 
 
Os valores de EQM para os espaços real e padronizad, d  série de Furnas de 1972/76 e 
1952/56, para P=1, 3, 6 e 12, estão sumarizados nas Tabelas 6.2 e 6.3, respectivamente. 
O termo “valida” indica em qual iteração a rede neural teve menor erro de validação, 
que será o critério de parada adotado. 
Tabela 6.2 – EQM de uma MLP para os espaços real e padronizado para a série Furnas 1972 a 1976
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
Valida 
1 2.3935e+004 7.7951e+004 0,3316 0,5953 22 
3 4.7813e+004 2.6212e+005 0,4983 1,9547 2 
6 6.8403e+004 2.6548e+005 0,5113 1,9943 2 
12 2.8442e+004 1.1741e+005 0,2478 0,8424 33 
 
Tabela 6.3 – EQM de uma MLP para os espaços real e padronizado para a série Furnas 1952 a 1956
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
Valida 
1 1.3548e+004 4.6142e+004 0,2364 0,4646 7 
3 3.3031e+004 6.3138e+004 0,2757 0,8161 11 
6 1.8185e+004 9.2695e+004 0,3202 1,3788 20 
12 3.5045e+004 1.1633e+005 0,3478 1,5446 14 
 
Nota-se que, para a série Furnas no período 1972/76, as previsões um passo à 
frente têm um bom desempenho no caso do EQM padronizado e real de treinamento. 
Observa-se que, neste caso, não se pode comparar os resultados com os modelos tendo  
 
Observe que estão disponíveis 46 amostras e é necessário ajustar 33 pesos, o que pode deixar o modelo 





em vista que os conjuntos de treinamento têm tamanhos diferentes. Entretanto, isto é 
possível para o conjunto de testes. O sinal se degra ou largamente, com inesperados 
valores superiores a 1 para P=3 e 6. Isto pode se relacionar ao fato de que o conjunto de 
treinamento é reduzido, com apenas 3 anos de dados históricos. Assim, a rede consegue 
aproximar esses dados, mas, possivelmente, para um conjunto desconhecido, aliado a 
uma queda na correlação, ocorre uma elevada degradação o sinal de saída. Outro fator 
que pode corroborar essa idéia, no caso de P=3 e 6, é que o mínimo de validação ocorre 
para apenas 2 iterações, o que pode significar que a rede não usou praticamente nada do 
treinamento para melhorar o desempenho da rede. Mas, por uma questão de coerência, 
foi mantido este critério de parada, mesmo que outros pudessem ser utilizados. Nesse 
mesmo contexto, uma questão curiosa e já vista é a falta de equivalência entre o sinal 
padronizado e o real. Tanto que, mesmo com um EQM relativamente elevado em P=3 
na previsão da série padronizada, ocorreu um EQM real m nor que os erros que foram 
encontrados nos métodos lineares. 
Para o período 52/56, o que se observa são resultados degradados para o 
conjunto de testes em P=6 e 12. Como será visto no caso de P=6, a resposta da rede é 
praticamente uma constante. Estudos da informação mútua, que conseguem capturar 
interações não-lineares entre valores consecutivos de um processo estocástico, 
indicaram um valor de 0,0022 para este caso, ou seja, praticamente não há nenhum tipo 
de informação entre a entrada e o que se quer prever, o que acarreta no comportamento 
observado na Figura 6.12.  
As previsões realizadas pela MLP treinada com o gradiente conjugado 
escalonado modificado para a série de Furnas 1972/76 são mostradas na Figura 6.11. 
Nota-se que, à medida que P cresce, mais difícil fica a previsão. A tendência à MLT 
continua presente nas previsões P=6 e 12. O resultado final, graficamente, se degrada 
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P=12 - Padronizado 
Figura 6.11 – Previsão de Vazões Utilizando uma MLP, para a série do Posto de Furnas de 1972 a 1976 
 
 
As previsões da série seguinte, Furnas 1952/1956, são mostradas graficamente 
na Figura 6.12. O aumento do horizonte continua dificultando a previsão. Neste caso, 
entretanto, a previsão acabou sendo muito ruim mesmo para P=1, o que possivelmente 
pode ser explicado pelo fato de o conjunto de treinamento ter característica estatística 
diversa do conjunto de testes, como já comentado. Nota-se que este período é 
considerado seco, ou seja, a série tem média com valor baixo se comparada aos demais 
anos do histórico.  
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Figura 6.12 – Previsão de Vazões Utilizando uma MLP, para a série do Posto de Furnas de 1952 a 1956 
 
 
 Os resultados obtidos com a MLP treinada via gradiente conjugado escalonado 





capacidade de aproximação, esperava-se que fossem encontrados melhores resultados. 
Todavia, por conta possivelmente do conjunto de treinamento não suficientemente 
representativo, além, é claro, de ser pequeno, a rede pode ter tido seu desempenho 
prejudicado. 
 Tendo isto em vista, fez-se uma análise do erro de validação durante toda a etapa 
de treinamento, para um passo à frente, conforme mostrado na Figura 6.13 
 
 
Figura 6.13 – Erro de treinamento e de validação durante o treinamento da MLP no período 1972 a 1976 
 
 Esta figura é construída verificando-se o erro de treinamento a cada iteração, 
bem como o de validação. Este último não influencia no treinamento, apenas é 
apresentado como um conjunto desconhecido de dados, para verificar a capacidade de 
generalização da rede em cada iteração. Neste caso,ob erva-se que o mínimo de 
validação ocorre na segunda iteração e após, esse valor apenas cresce, ou seja, a 
resposta de saída para dados novos piora a medida que  rede tenta aproximar os dados 
de treinamento. A Figura 6.14 apresenta o resultado do treinamento e da validação, após 






Figura 6.14 –Treinamento e de validação durante o tr inamento da MLP no período 1972 a 1976 
 
6.7 Ajuste de uma Rede de Estado de Eco com o Algoritm  de Ozturk et 
al. 
 
 A outra classe de RNA’s apresentada nesse capítulo é formada pelas redes de 
estado de eco. Da mesma forma que temos feito até agora, utilizaremos a série de 
vazões médias mensais do posto de Furnas entre 1972 e 1976 e entre 1952 e 1956, com 
P=1, 3, 6 e 12. 
 O treinamento é feito com os 5 anos anteriores a cad série, utilizando a equação 
(6.21) e a padronização mensal. Notadamente trata-se de um algoritmo muito eficiente 
do ponto de vista de custo computacional, já que o tr inamento é feito apenas na parte 
linear. Assim, na inserção dos dados na rede, é colocado todo o conjunto de dados para 
a geração dos pesos da camada de saída. Porém, para o treinamento, apenas um 
conjunto é utilizado. O número de entradas novamente é igual a 2. Os parâmetros desta 
rede estão sumarizados na Tabela 6.4. 
Tabela 6.4 – Parâmetros do ESN 
  Parâmetro Valor 
Número de Neurônios 20 
Raio Espectral 0,8 
 
 
Os valores de EQM para os espaços real e padronizads da série de Furnas de 1972/76 e 






Tabela 6.5 – ESN de Ozturk et al. para os espaços real e padronizado para a série Furnas 1972 a 
1976 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 1.0893e+005 6.4452e+004 0,5610 0,3819 
3 1.0810e+005 7.5920e+004 0,5566 0,4295 
6 1.1182e+005 7.0468e+004 0,5774 0,3991 
12 1.0959e+005 6.6092e+004 0,5634 0,3878 
 
 
Tabela 6.6 – ESN de Ozturk et al. para os espaços real e padronizado para a série Furnas 1952 a 
1956 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 5.9649e+004 4.8109e+004 0,3111 0,3332 
3 7.0656e+004 9.2073e+004 0,4000 0,5806 
6 9.5917e+004 1.5191e+005 0,3777 0,9963 
12 8.6402e+004 1.2639e+005 0,2768 0,9254 
 
 
Na primeiro período abordado, 72/76, para o espaço dronizado, vê-se que os 
valores de treinamento foram piores que os modelos lineares, mas, no conjunto de 
testes, todos foram superiores. Isto é ainda mais visível quando observam-se os gráficos 
de previsão da Figura 6.15. Não há grandes degradações mesmo para um horizonte de 
12 passos à frente. É possível que a rede tenha conseguido captar mais informações 
estatísticas no treinamento e se ajustado a um grau de generalização adequado ao 
problema. Isto já não se observa na volta para o espaço real, como visto em vários 
casos, nos quais não há proporcionalidade direta entre o valor de erro dos dados reais e 
padronizados. 
O outro período, 52/56, já teve desempenho no sentido contrário a essa última 
constatação. Os resultados de treinamento padronizado foram os menores encontrados 
dentre todos os modelos estudados até agora, mas o teste não conseguiu superar os 
modelos lineares. Neste caso, voltamos provavelmente à idéia de um conjunto de 
treinamento pouco representativo, ou seja, uma aproximação elevada para dados 
conhecidos, mas com capacidade de generalização reduzida. 
As previsões feitas pela rede de estado de eco treinadas com a abordagem de 
Ozturk et al. para a série de Furnas 1972/76 e 1952/56 são mostradas nas Figuras 6.15 e 
6.16, respectivamente. As inicializações das redes foram feitas com base na descrição 
da seção 6.5. No primeiro caso, diferentemente das demais técnicas aplicadas a essa 





previsão para o espaço padronizado. Isto pode ser fruto da memória da rede, ou seja, da 
recorrência.  
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Figura 6.15 – Previsão de Vazões Utilizando uma ESNajustado pelo algoritmo de Ozturk et al., para a 
série do Posto de Furnas de 1972 a 1976 
 
 
A seguir, são mostradas as figuras de previsão para a série de Furnas de 1952 a 
1956. Percebe-se que as previsões de horizontes mais elevados, no caso padronizado, o 
mesmo problema das abordagens anteriores: a resposta d  preditor oscilando em uma 
faixa de valores entre –0,5 e zero, enquanto a série padronizada real varia entre –0,5 e –
1,5. Entretanto, é perceptível que essa oscilação teve uma amplitude mais acentuada que 
as metodologias lineares e a MLP.  Isto ocorre, possivelmente, pelo mesmo fato visto na 
MLP: o conjunto de treinamento não é suficientemente representativo, com uma 
variação grande nas características estatísticas dos dois conjuntos, treinamento e teste. 
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Figura 6.16 – Previsão de Vazões Utilizando uma ESNajustado pelo algoritmo de Ozturk et al., para a 
série do Posto de Furnas de 1952 a 1956 
 
6.8 Redes Neurais de Estado de Eco com o Algoritmo de Consolaro 
 
A última RNA discutida neste capítulo é a rede de estado de eco sob uma nova 
ótica, proposta por Consolaro (2008), que inclui uma camada de saída polinomial e 
redução de dimensionalidade via PCA. O treinamento dessa rede é bastante simples, tal 
como o da ESN anterior, pelo fato de o treinamento ocorrer na parte linear. Todas as 
informações acerca do treinamento utilizadas nas demais abordagens deste trabalho 
continuam idênticas: treinamento com 5 anos anteriores à série de Furnas de 1972 e 
1976 e de 1952 a 1956, e horizonte de previsão com P=1, 3, 6 e 12, além da 
padronização mensal. A inserção de todos os dados de entrada (treinamento e teste) 
juntos é mantida, tal como 2 atrasos na entrada da rede.  
 Os parâmetros desta rede estão sumarizados na Tabela 6.6. 
  
Tabela 6.7 – Parâmetros do ESN 
 Parâmetro valor 
Número de neurônios 20 
Número de Componentes 2 
Raio Espectral 0,8 
 
Os valores de EQM para os espaços real e padronizads da série de Furnas de 1972/76 e 








Tabela 6.8 – ESN de Consolaro para os espaços real e padronizado para a série Furnas 1972 a 
1976 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 1.0311e+005 5.1792e+004 0,5015 0,3583 
3 1.0053e+005 6.2846e+004 0,5057 0,3753 
6 9.8149e+004 7.6025e+004 0,5144 0,4436 
12 1.0274e+005 5.3787e+004 0,5011 0,3285 
 
 
Tabela 6.9 – ESN de Consolaro para os espaços real e padronizado para a série Furnas 1952 a 
1956 
P EQM trein. - real EQM teste - real EQM trein. - 
padronizado 
EQM teste - 
padronizado 
1 7.9208e+004 5.5660e+004 0,3787 0,3439 
3 7.2332e+004 8.3367e+004 0,5397 0,4553 
6 7.0631e+004 8.8508e+004 0,4786 0,6015 
12 8.3263e+004 1.0541e+005 0,3479 0,8376 
 
 
 Para esta rede, a série Furnas 72/76 teve os melhores resultados, no caso  geral 
do espaço padronizado, tendo valores de EQM maiores ap nas para P=6, se comparado 
à abordagem de Ozturk et al. Entretanto, ocorre a dgra ação do sinal quando da volta 
para o espaço real. A recorrência da informação e o caráter não-linear da camada de 
saída capturam, possivelmente, informações estatístic s da série como um todo, fazendo 
o ajuste com um grau adequado de generalização. Isto é notado na Figura 6.17. 
 Na outra série estudada, observa-se que houve, novamente, uma degradação da 
saída da rede, no caso dos resultados dos testes do espaço padronizado. Os resultados 
comparativos desta rede em relação a ESN de Ozturk et al., são, no caso geral, 
superiores. Entretanto, como ocorrido também neste caso, os resultados para a série real 
não favoreceram as ESN. 
Os resultados gráficos das previsões feitas para a série de Furnas 1972/76 e 
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Figura 6.17– Previsão de Vazões Utilizando uma ESN ajustado pelo algoritmo de Consolaro, para a série 
do Posto de Furnas de 1972 a 1976 
 
A seguir é mostrada a Figura 6.18, com os resultados gráficos das previsões para 
os horizontes de previsão de P=1, 3, 6 e 12 passos à frente. Vê-se que, diferentemente 
das outras técnicas não-lineares, visualmente, apenas a previsão com 12 passos à frente 
teve resultado final com valores oscilando em uma faixa de valores distinta da série real. 
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Figura 6.18 – Previsão de Vazões Utilizando uma ESNajustado pelo algoritmo de Consolaro, para a série








Redes Neurais Artificiais tipo MLP são largamente aplic das no contexto de 
previsão de séries temporais, sobretudo pela sua capacid de de criar mapeamentos não-
lineares e seu poder de generalização. O algoritmo de treinamento base é o do gradiente 
calculado via algoritmo de retropropagação de erro, ou simplesmente backpropagation.  
Neste capítulo, foi utilizada uma MLP com um algoritmo de treinamento de 2ª 
ordem: o gradiente conjugado escalonado modificado, que não realiza o cálculo direto 
da Hessiana. Esta rede foi aplicada na previsão de dois períodos da série de vazões 
médias mensais do posto de Furnas: entre 1972 e 1976 e entre 1952 e 1956. Os 
horizontes de previsão foram 1, 3, 6 e 12 passos à frente. 
Em seguida, utilizaram-se as redes de estado de eco para previsão da mesma 
série, nos períodos propostos. Elas têm a vantagem de possuírem recorrência, o que 
possibilita a existência de uma memória interna que pode ser muito útil neste tipo de 
aplicação. Outro fator importante é que apenas sua camada de saída é treinada, através 
de uma equação linear, o que faz destas redes muito rápidas computacionalmente. 
Inicialmente, utilizou-se a proposta de Ozturk, et al., e, em seguida, a de Consolaro.  
Os resultados da MLP não foram satisfatórios, mesmo se tratando de um método 
não-linear. Uma das causas disso pode ser a necessidade da divisão do conjunto de 
treinamento em dois, por conta da necessidade de dados para a validação cruzada. Já as 
ESN conseguiram, para a série de Furnas no período 1972/76, obter os melhores 
resultados no tocante ao EQM no espaço padronizado, mas a volta para o espaço real 
não foi favorável. No caso do outro período, Furnas 52/56, apenas para P=1 nos dois 
espaços a abordagem de Ozturk et al., e P=6 no espaço real, no caso da MLP, o 
resultado encontrado foi semelhante aos modelos lineares. Nos demais casos, tanto real 
quanto padronizado, não foram superiores a estes modelos. 
No capítulo seguinte, serão comparados todos os modelos propostos nos 
capítulos 3, 5 e 6 no tocante ao erro de previsão. Aliado a isso, outras propostas de 











COMPARAÇÃO DOS MODELOS  
 
Nos capítulos anteriores, vários modelos foram aplic dos ao problema de 
previsão de vazões médias mensais: AR, ARMA, Filtros Lineares Realimentados, 
Redes Neurais MLP e Redes de Estado de Eco. 
 Neste capítulo, serão abordados novos conjuntos de treinamento para a série de 
Furnas de 1972 a 1976, bem como uma forma de padronização que leva em conta a 
média e o desvio padrão de todo o conjunto de amostras, e não apenas mês a mês. Por 
fim, uma análise dos erros obtidos em todas as configurações é feita, mostrando 
elementos de comparação das propostas para tratamento do problema de previsão de 




 A padronização mensal de séries é uma proposta conveniente para retirada de 
componentes sazonais das mesmas, de modo a fazer com que o modelo de previsão não 
precise ajustar tais componentes, tornando a série analisada aproximadamente 
estacionária, de média zero e variância unitária. 
 Contudo, uma outra forma de padronização é possível, a r tirada da média e do 
desvio padrão da série toda, e não a cada mês. A série continua de média zero e 
variância unitária, mas com um padrão bastante diferent .  Outra possibilidade para 
treinamento das séries de vazões é utilizar mais dados do histórico para ajuste dos 
modelos. O cálculo os coeficientes será feito para mais pontos, o que não produzirá 
necessariamente os mesmos valores encontrados com um histórico de 5 anos. Os 
conjuntos de testes não se alteram. 
A idéia central destes tópicos é manter as configurações dos modelos e 






7.2 Ajuste de modelos com todo o passado 
 
A mudança no conjunto de treinamento em um modelo d previsão pode levar a 
diferentes configurações do mesmo. No caso dos modelos lineares ajustados por 
algoritmos bio-inspirados, coeficientes distintos pdem ser encontrados e, no caso das 
redes neurais artificiais, outro conjunto de pesos dos neurônios tende a ser achado. 
Em casos nos quais os conjuntos de treinamento possam er suficientemente 
representativos, quanto menos dados forem necessários para o ajuste de um modelo, 
mais robusto ele se torna, uma vez que pode haver csos nos quais se necessite de boas 
respostas para um número pequeno de dados disponíveis. Contudo, quanto mais dados 
de treinamento existirem, a tendência é que melhor o modelo possa captar as 
características da série, tendo um maior poder de aproximação e previsão. 
Neste tópico, será feito um estudo da influência de um conjunto maior de dados 
de entrada nos modelos estudados nos capítulos anteriores. A amostra de treinamento 
será composta pela série de vazões médias mensais do posto de Furnas, entre os anos 
1931 e 1971. Este conjunto foi escolhido porque é dsde 1931 que se tem os dados desta 
série. O conjunto de testes será a série de Furnas, de 1972 a 1976, estudada nos tópicos 
anteriores. A padronização mensal será mantida, tal como feita nos capítulos 3, 4 e 5, 
bem como os horizontes de previsão de P=1, 3, 6 e 12 passos à frente.  
Nas tabelas seguintes, encontram-se as configurações destes modelos e os 
respectivos valores de EQM no treinamento e no teste, das séries real e padronizada. Os 
modelos lineares serão tratados apenas com o ajuste via algoritmo imunológico, tendo 
em vista que os resultados são muito semelhantes para o AG e a opt-aiNet. 
 
- Modelo ARMA(2,1) com treinamento via Algoritmo Imunológico 
 
Como no caso do filtro linear, o modelo ARMA terá a mesma ordem de grandeza 
antes proposta, ou seja duas entradas diretas e uma realimentação, com parâmetros e 










Tabela 7.1 – Parâmetros do ARMA  
Parâmetro valor 
Número inicial de indivíduos (Nind) 10 
Número de clones (Nc) 5 
Regulador de amplitude de mutação (β) 50 
Número de indivíduos reinseridos 3 
Periodicidade de reinserções (Nit) 20 
Número máximo de iterações 1000 
 
Tabela 7.2 – EQM de modelo ARMA(2,1) para os espaços real e padronizado para a série Furnas 1972 a 
1976 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 






Melhor Indivíduo: φ1,  φ2, 
θ1 
1 9.5959e+004 5.9233e+004 0,4487 0,4828 0,6903 16001 0,5833,   0,1915,  -0,0110 
3 1.4231e+005 7.2704e+004 0,7020 0,9049 0,5876 16001 0,5806,   0,0859,   0,1869 
6 1.4080e+005 7.4323e+004 0,8467 1,2043 0,5415 16001 0,3348,   0,0726,   0,0566 
12 1.4453e+005 7.9536e+004 0,9221 1,2970 0,5203 16001 0,0328,   0,1041,  -0,1162 
 
Este ajuste não favoreceu a diminuição do EQM de teste, mesmo com um 
número maior de amostras de treinamento. Possivelmente, para o modelo ARMA, as 
informações mais relevantes se encontram nos últimos an s e não em todo passado. Não 
houve alterações nos parâmetros dos algoritmos de otimização, que haviam sido 
ajustados para o caso de treinamento com dados histórico  de apenas 5 anos. Isto pode 
estar prejudicando o desempenho do modelo. 
 
- Filtro Linear Realimentado com treinamento via Algoritmo Imunológico 
 
Tal como no capítulo 4, o filtro linear realimentado possui 2 entradas diretas e 
uma realimentação. A Tabela 7.4 mostra todos os resultados computacionais 
sumarizados para o valor de P correspondente: além dos EQM’s, o máximo fitness, o 
contador de avaliação e o melhor indivíduo. 
 
Tabela 7.3 – Parâmetros do filtro linear realimentado 
Parâmetro valor 
Número inicial de indivíduos (Nind) 10 
Número de clones (Nc) 5 
Regulador de amplitude de mutação (β) 50 
Número de indivíduos reinseridos 3 
Periodicidade de reinserções (Nit) 20 








Tabela 7.4 – EQM de um filtro linear realimentado para os espaços real e padronizado para a série 
Furnas 1972 a 1976 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 






Melhor Indivíduo: φ1,  φ2, 
θ1 
1 9.6382e+004 5.8013e+004 0,4481 0,4830 0,6906 11001 0,5862,   0,0036,  -0,2541 
3 1.4218e+005 7.2879e+004 0,7022 0,9083 0,5875 11001 0,4018,  -0,2306, -0,7221 
6 1.3950e+005 7.2803e+004 0,8369 1,2104 0,5444 11001 0,2316,  -0,1177,  -0,7419 
12 1.4350e+005 7.8614e+004 0,9239 1,3253 0,5198 11001 0,1140,   0,0222,  -0,4587 
 
 Tal como no caso do modelo ARMA, o crescimento do número de amostras de 
treinamento não melhorou os resultados obtidos pelofiltr  linear realimentado. É 
possível, novamente, fazer as mesmas observações acerca de informações estatísticas e 
conjunto de treinamento que foram expostos no tópico acima. 
 
- MLP com treinamento via Gradiente Conjugado Escalonado Modificado 
 
 A MLP utilizada no Capítulo 5 é munida de 8 neurônios na camada 
intermediária, e a última coluna da Tabela 7.5 apresenta em qual iteração o treinamento 
foi interrompido devido ao critério de validação cruzada. 
 
Tabela 7.5 – EQM de uma MLP para os espaços real e padronizado para a série Furnas 1972 a 
1976 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 
EQM teste – 
padron. 
Validação 
1 6.4834e+004 5.9850e+004 0,4243 0,4986 512 
3 1.2526e+005 7.9751e+004 0,9246 1,1102 2 
6 1.2657e+005 8.3692e+004 0,9365 1,1337 2 
12 1.2486e+005 8.2189e+004 0,9493 1,1332 2 
 
 O aumento do número de amostras de treinamento melhorou o desempenho da 
MLP para P=1 para o conjunto de testes, com relação à proposta do capítulo 6, que 
possuía 5 anos de amostras de treinamento. Entretanto, para os demais valores de P 
abordados neste trabalho (3, 6 e 12), o mínimo de validação ocorreu para apenas 2 
iterações, indicando que os pesos sinápticos da rede não sofreram alterações, ou seja, 
apesar de a rede ter tentado ajustar o conjunto de treinamento com relação à saída real, o 
conjunto de pesos que trouxe menores valores de erro foi aquele gerado inicialmente. 
Dessa forma, como a inicialização é aleatória, as tenta ivas de treinar a rede não 





melhores. Dessa forma, continua para a rede a necessidade de ter mais dados de 
treinamento, ou mesmo a elevação do número de entradas, ou mesmo um estudo 
detalhado dos atrasos mais relevantes para a série. Esperava-se, no mínimo, um 
resultado próximo ao de um modelo AR(2). 
 
- Rede de estado de eco 
 
 Esta rede terá a mesma configuração da descrita no capítulo 5, apenas com a 
alteração do conjunto de treinamento. O treinamento ocorrerá novamente pelo algoritmo 
de Ozturk et al.(2007) e o de Consolaro (2008), sendo que a rede possui 20 estados de 
eco e 2 componentes principais. Os resultados são apresentados nas Tabelas 6.6 e 6.7 
respectivamente: 
  
Tabela 7.6 – ESN de Ozturk et al. para os espaços real e padronizado para a série Furnas 1972 a 1976 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 
EQM teste – 
padron. 
1 8.6832e+004 8.0630e+004 0,4706 0,7076 
3 1.3385e+005 8.6343e+004 0,7089 1,0484 
6 1.3712e+005 8.4972e+004 0,8323 1,2948 
12 1.3513e+005 1.0597e+005 0,8901 1,5419 
 
 
Tabela 7.7 – ESN de Consolaro para os espaços real e padronizado para a série Furnas 1972 a 1976
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 
EQM teste – 
padron. 
1 9.3578e+004 6.7028e+004 0,4935 0,6951 
3 1.3679e+005 8.2198e+004 0,7215 0,9653 
6 1.3518e+005 7.7768e+004 0,8357 1,2749 
12 1.3797e+005 8.4900e+004 0,9166 1,4294 
 
 
 O aumento do número de dados de entrada não melhorou os resultados da ESN. 
Isto pode se dar pelos mesmos motivos apontados para os modelos lineares, como a não 
variação dos parâmetros de entrada da rede, sobretreinamento, ou, as informações mais 
relevantes estarem nos últimos 5 anos, para esse cao. Outra possibilidade é que o 
conjunto de treinamento tenha características estatístic s diferentes do de testes. 
 Os resultados experimentais apresentados neste tópico são melhor observados 
com a ajuda dos gráficos abaixo que resumem os valores obtidos para o conjunto de 














Figura 7.1 – Gráficos comparativos para a série Furnas 1972 a 1976, com treinamento pela série Furnas 




 Os ensaios computacionais mostram que, no caso do erro da série padronizada, 





comparável apenas ao desempenho da MLP em =1. Em P=6 e 12, a MLP obteve os 
melhores resultados. No espaço real, os modelos lineares se destacam. 
 Contudo, apenas no ensaio da MLP, este novo conjunt  de treinamento proposto 
conseguiu um desempenho melhor quando treinados com 5 anos apenas, tal como foi 
apresentado nos capítulos 5 e 6. Este caso ocorreu pa a P= 3 e 6, mas o número total de 
iterações para a parada do treinamento foi de apenas 2. Isto pode significar que a rede 
praticamente não atuou no sentido de diminuir o EQM, como se aquele conjunto de 
pesos tivesse sido conseguido por coincidência na inici lização. Entretanto, como foram 
feitos vários ensaios e a mesma observação geral foi repetida. Pode-se pensar que o 
treinamento não influenciou suficientemente o valor d s pesos da MLP, algo não muito 
surpreendente pelo fato de as características dos conjuntos de treinamento e testes serem 
diferentes. 
 
7.3 Ajuste de modelos com padronização global 
 
A padronização é conveniente na análise de séries sazonais, pois tira essa 
componente e deixa a série aproximadamente estacionária, com média zero e variância 
unitária. No trabalho de Ballini (2000), foi apresentada a padronização mensal, na qual 
cada mês sofre uma padronização diferente ao longo do desenvolvimento temporal da 
série. Contudo, esta não é a única possibilidade de uso dessa técnica. Pode-se fazer a 
padronização com a média e o desvio padrão totais da série, sem separar por diferentes 
meses.  
Dessa forma, a proposta desse tópico é fazer uma padronização como descrita 




































     (7.3)* 
 
sendo µ a média, σ a variância amostral, z  a média estimada e )(zVar a variância 
estimada da série. 
Aplicando esta padronização à série de Furnas de 1931 a 1990, obtém-se a série 
apresentada na Figura 7.2: 
 
Figura 7.2 – Série Furnas com padronização global 
 
Percebe-se que, na verdade, o que se tem é uma espécie de escalonamento da série 
original, mostrada na Figura 2.1. O formato da série  o mesmo, mas com amplitudes 
distintas, diferentemente da série da Figura 2.2 e apr senta média zero e variância 
unitária.  Para uma análise mais detalhada, então, aplicou-se essa nova padronização à 
série de Furnas 1972 a 1976, com os 5 anos anteriores c mo conjunto de treinamento. 
Os horizontes de previsão continuam sendo P=1, 3, 6 e 12 passos à frente.  
Os modelos lineares serão novamente testados apenas com o algoritmo 
imunológico. As Tabelas 7.8 e 7.10 apresentam os parâmetros de ajuste desses modelos. 
Já as Tabelas 7.9 e 7.11 mostram os valores de EQM real e padronizado, além do fitness 
máximo, contador de avaliação e melhores indivíduos desses modelos respectivamente. 
As Tabelas 7.13, 7.14 e 7.15 mostram o EQM das redes neurais MLP com 8 neurônios 
na camada intermediária e o número de iterações, ESN com treinamento de Ozturk et al. 
e ESN com treinamento de Consolaro, respectivamente. Es as últimas possuem 20 esta- 






dos estados de eco e 2 componentes cada. 
 
- Modelo ARMA(2,1) com treinamento via Algoritmo Imunológico 
 
Tabela 7.8 – Parâmetros do ARMA 
Parâmetro valor 
Número inicial de indivíduos (Nind) 10 
Número de clones (Nc) 5 
Regulador de amplitude de mutação (β) 50 
Número de indivíduos reinseridos 3 
Periodicidade de reinserções (Nit) 20 
Número máximo de iterações 1000 
 
 
Tabela 7.9 – EQM de modelo ARMA(2,1) para os espaços real e padronizado para a série Furnas 
1972 a 1976 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 






Melhor Indivíduo: φ1,  φ2, 
θ1 
1 7.2051e+004 8.7509e+004 0,2852 0,3464 0,7781 16001 0,8376,  -0,1947,   0,0163 
3 1.3707e+005 1.6596e+005 0,5426 0,6570 0,6482 16001 0,3077,  -0,2905,  -0,0167 
6 1.3707e+005 1.3314e+005 0,5426 0,5271 0,6483 16001 - ,1603,  -0,1067,  0,0914 
12 1.2031e+005 1.4522e+005 0,4762 0,5749 0,6774 16001 0,4127,  -0,0486,  -0,0500 
 
 Os resultados obtidos mostram que este tipo de padronização apresenta valores 
de EQM real com desempenho pior que os apresentados no capítulo 5 do modelo 
ARMA. Este tipo de padronização acaba por deixar a série com componentes 
indesejadas e tornam o processo de previsão mais difícil que a padronização mensal 
proposta anteriormente. Não é conveniente uma análise dos dados padronizados 
comparativamente aos obtidos nos capítulos anteriores, tendo em vista que, neste caso, 
o problema abordado é distinto. 
 
 - Filtro Linear Realimentado com treinamento via Algoritmo Imunológico 
 
Tabela 7.10 – Parâmetros do Filtro Linear 
Parâmetro valor 
Número inicial de indivíduos (Nind) 10 
Número de clones (Nc) 5 
Regulador de amplitude de mutação (β) 50 
Número de indivíduos reinseridos 3 
Periodicidade de reinserções (Nit) 20 













Tabela 7.11– EQM de um filtro linear realimentado para os espaços real e padronizado para a série 
Furnas 1972 a 1976 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 






Melhor Indivíduo: a 1,  a2, 
b1 
1 6.5221e+004 7.7860e+004 0,2582 0,3082 0,7948 11001 0,8281,  -0,6279,  -0,5997 
3 1.2875e+005 1.4584e+005 0,5097 0,5773 0,6624 11001 0,2869,  -0,3488,  -0,4885 
6 1.3612e+005 1.3989e+005 0,5388 0,5538 0,6498 11001 - ,2794,   0,2781, -0,8209 
12 1.0559e+005 1.3520e+005 0,4180 0,5352 0,7052 11001 0,4220,  -0,4401,  -0,8534 
 
 Como atestado no caso do modelo ARMA, para o espaço real, novamente, há 
uma elevada degradação da resposta do preditor em todos os casos de estudo, para 
quaisquer que sejam P.
 
- Redes Neurais MLP 
 
Tabela 7.12 – EQM de uma MLP para os espaços real e padronizado para a série Furnas 1972 a 1976
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 
EQM teste – 
padron. 
Validação 
1 9.0686e+004 1.1577e+005 0,3589 0,4582 5 
3 1.2019e+005 1.5353e+005 0,4758 0,6077 8 
6 7.2655e+004 1.4020e+005 0,2876 0,5550 67 
12 1.2163e+005 2.3025e+005 0,4815 0,9114 2 
 
 
No espaço real, para P=1 foi verificado que houve uma pequena melhoria no 
desempenho da MLP com relação à padronização mensal, embora seja possível notar 
que no treinamento, entretanto, esta rede teve um desempenho pior. Entretanto, a rede, 
no caso geral teve piores resultados que as outras técnicas nesta abordagem.  
 
 
- Redes de Estado de Eco 
 
 
Tabela 7.13 – ESN de Ozturk et al. para os espaços real e padronizado para a série Furnas 1972 a 1976 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 
EQM teste – 
padron. 
1 1.1260e+005 9.4249e+004 0,3283 0,2695 
3 2.0523e+005 1.2563e+005 0,6138 0,3585 
6 1.7395e+005 1.4526e+005 0,5095 0,3889 










Tabela 7.14 - ESN de Consolaro para os espaços real e padronizado para a série Furnas 1972 a 1976
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 
EQM teste – 
padron. 
1 1.3633e+005 1.0144e+005 0,4020 0,2900 
3 2.1626e+005 1.1767e+005 0,6515 0,3374 
6 2.3953e+005 1.1060e+005 0,7268 0,3102 
12 1.8079e+005 1.4667e+005 0,5407 0,2788 
 
 As redes de estado de eco apresentaram, tal como os demais modelos no espaço 
real, uma piora no tocante ao valor do EQM real com a padronização global, embora, 
para este caso, ela tenha obtido os menores erros de EQM padronizado, se comparada 
aos demais modelos com essa abordagem. E, no caso do EQM real, ela perdeu para os 
modelos lineares apenas em P=1. 
 Sumarizando os resultados obtidos pelos modelos relativos ao conjunto de 














Figura 7.3 – Gráficos comparativos para a série Furnas 1972 a 1976, com padronização global: (a) espaço 
real (b) espaços padronizado 
 
 
É possível que essa padronização não consiga eliminar suficientemente a 
componente sazonal. Nesta abordagem, é interessante notar, pelas Figuras 2.1 e 7.2, que 
o gráfico da série no espaço padronizado é idêntico ao do espaço real, que foi 
escalonado. Isto deixa a série com média zero e variância unitária, mas visualmente 
percebe-se que a componente sazonal não é completamente excluída. A volta ao espaço 
real eleva o EQM consideravelmente nos casos estudados. Esta volta pondera as regiões 
de forma igualitária, e isso pode desfavorecer a previsão como um todo. 
A MLP foi o único modelo a ter ganhos significativos nos valores de EQM 
padronizados, no caso geral. No espaço real, apenas par  P=1 isto foi verificado. E 
nota-se que, quase sempre, esta rede tem desempenho pior que as outras técnicas. 
 
7.4 Ajuste de um Filtro IIR com Ponderação da Saída pelo Desvio 
Padrão Mensal 
 
Outra tentativa de melhorar os resultados computacion is nos modelos lineares 





que se implementou foi uma ponderação desse erro pelo desvio padrão de cada mês, 
com o intuito que o erro padronizado fosse realmente proporcional à saída real. Isto 
poderia favorecer os melhores preditores no “domínio real”, e trazer resultados mais 
próximos do que se consegue de fato com a previsão das séries, já que muito do que se 
consegue de redução de EQM se perde na volta da padronização. 
A padronização mensal, por conta disso, foi mantida neste teste. Isto também 
vale para os valores dos parâmetros livres, que são e c lhidos a priori. Os resultados 
computacionais estão sumarizados na Tabela 7.15: 
 
Tabela 7.15 -  Filtro IIR com ponderação do cálculo do EQM na função de fitness, para os espaços real e 
padronizado da série Furnas 1972 a 1976 
P EQM trein. - 
real 
EQM teste - 
real 
EQM trein. – 
padron. 
EQM teste – 
padron. 
1 3.6183e+004 4.7067e+004 0,3424 0,4090 
3 4.9740e+004 5.0192e+004 0,5076 0,6450 
6 6.2098e+004 5.6348e+004 0,4957 0,8063 
12 5.3945e+004 7.6363e+004 0,4767 0,7368 
 
 Comparando estes resultados com os da Tabela 5.23, nota-se que no espaço 
padronizado, apenas para P=12 esta alternativa apresentou um valor de EQM menos 
mas no espaço real, não houve melhorias para o conjunt  de testes. Entretanto, para 
P=1, 3 e 12, no espaço real de treinamento observa-se uma melhoria nos valores finais 
de EQM.  
 
7.5 Ajuste de uma MLP sem padronização 
 
Um último teste para averiguação dos resultados computacionais foi fazer com 
que uma rede neural MLP com treinamento via GCEM previsse a série Furnas 1972/76, 
sem nenhum tipo de padronização. Esta rede tem entradas composta por 2 atrasos e 8 
neurônios em sua camada intermediária, tal como foi feito em todos os outros ensaios 
deste trabalho, com essa metodologia. Os resultados computacionais são apresentados 









Tabela 7.16 – MLP com previsão sem padronização para a série Furnas 1972 a 1976 
P EQM trein. - 
real 
EQM teste - 
real 
Validação 
1 1.5185e+005 8.6840e+004 33 
3 2.9520e+005 1.3282e+005 55 
6 2.6262e+005 9.4975e+004 396 
12 2.4173e+005 1.3711e+005 7 
 
 É possível notar que os erros de treinamento e test foram elevados. Tendo em 
vista que a padronização é uma operação simples, para esta aplicação ela se torna 
conveniente, tendo como base essa tentativa aqui apresentada. Como visto, a 
componente sazonal pode ser retirada em grande parte assim o preditor precisa 
aproximar apenas as outras componentes que compõem a série.  
7.6 Análise de Erros 
 
Para análise do desempenho dos modelos propostos serão observados, para o 
conjuntos de testes reais e padronizados, o erro quadrático médio (EQM) e a raiz do erro 
























    (7.2) 
 
Na Tabela 7.17 e na Figura 7.4, são apresentados os valores de EQM e EM nos 
espaços real e padronizado da série Furnas 72/76, para previsão um passo à frente. 
 
Tabela 7.17 – Comparativo de desempenho para previsão da série Furnas 1972 a 1976 para 1 passo à 
frente 
Método EQM real EM EQM padro. EM padro. 
AR(2) 4.3972e+004 209.6950    0,3878 0,6227  
IIR – Genético 4.5737e+004 213.8621 0,4060 0,6372 
IIR–Imunológico 4.5750e+004 213.8925 0,4061 0,6373 
IIR – opt-aiNet 4.5747e+004 213.8855 0,4060 0,6372 
ARMA – Gen. 4.1907e+004 204.7120 0,3915 0,6257 
ARMA – Imuno 4.1905e+004 204.7071 0,3917 0,6259 
ARMA– Opt. 4.1910e+004 204.7193 0,3916 0,6258 
MLP 7.7951e+004 279.1971 0,5953 0,7716 
Echo – class. 6.4452e+004 253.8740 0,3819 0,6180 






Figura 7.4 – Comparativo de desempenho para previsão da série Furnas 1972 a 1976 para 1 passo à 
frente: EQM real e padronizado 
 
Analisando os erros de previsão para P=1, é possível notar que, no espaço 
transformado, as redes de estado de eco foram as que tiveram menor EQM. O 
desempenho dos modelos lineares foi similar, com o AR possuindo erros um pouco 
menores. Entretanto, na volta para o espaço real, o ARMA se destaca. Os modelos não 
lineares acabam por ter desempenho pior que os demais no espaço real. A MLP foi a 
que teve resultados piores nos dois espaços, com desemp nho melhor ao dos modelos 
lineares. Alguns motivos podem ser elencados para isso: reduzido conjunto de 
treinamento, devido à necessidade de validação cruzada, entradas que podem não ser 
significativas para o modelo ou o critério de validção cruzada pode não estar sendo 
adequado para parada. 
Percebe-se nitidamente que os modelos lineares ARMA e o filtro linear 
realimentado apresentam desempenho muito semelhante p ra quaisquer algoritmos de 
otimização para cálculo dos seus parâmetros. Este re ultado já era esperado, tendo em 
vista que estas técnicas, desde que adequadamente ajustad s, tendem a encontrar bons 
ótimos e, a inspiração e adaptação para computação de todas, tem muitas semelhanças 
como visto no Capítulo 5.  
A Tabela 7.18 e a Figura 7.5, mostram os valores de EQM e EM nos espaços 









Tabela 7.18 – Comparativo de desempenho para previsão da série Furnas 1972 a 1976 para 3 passos à 
frente 
Método EQM real EM EQM padro. EM padro. 
AR(2) 4.9578e+004  222.6612  0,6254   0,7908  
IIR – Genético 4.9752e+004 223.0516 0,6230 0,7893 
IIR–Imunológico 4.9749e+004 223.0448 0,6229 0,7892 
IIR – opt-aiNet 5.0481e+004 224.6798 0,5614 0,7493 
ARMA – Gen. 4.3610e+004 208.8301 0,6428 0,8017 
ARMA – Imuno 4.3606e+004 208.8205 0,6428 0,8017 
ARMA– Opt. 4.3611e+004 208.8325 0,6945 0,8334 
MLP 2.6212e+005 511.9766 1,9547 1,3981 
Echo – class. 7.5920e+004 275.5358 0,4295 0,6554 




Figura 7.5 – Comparativo de desempenho para previsão da série Furnas 1972 a 1976 para 3 passos à 
frente: EQM real e padronizado 
 
Para a análise com horizonte de previsão de 3 passos à frente, vê-se, no espaço 
padronizado, que as redes de estado de eco conseguem um EQM baixo com relação aos 
demais. Os modelos lineares com treinamento via AG e AI têm desempenho próximo. 
No caso do filtro IIR, o algoritmo opt-aiNet consegu  um desempenho superior aos 
outros modelos, enquanto que no caso do ARMA, o mesmo teve um desempenho um 
pouco pior.  
Já no espaço real, os modelos lineares novamente se d stacam com valores de 
EQM inferiores aos encontrados pelas ESN. Novamente, a MLP teve os piores 
resultados.  
A seguir, são mostrados os valores de EQM e EM nos espaços real e 






Tabela 7.19 – Comparativo de desempenho para previsão da série Furnas 1972 a 1976 para 6 passos à 
frente 
Método EQM real EM EQM padro. EM padro. 
AR(2) 5.7657e+004  240.1187  0,8704 0,9330  
IIR – Genético 5.6931e+004 238.6022 0,7617 0,8728 
IIR–Imunológico 5.6941e+004 238.6231 0,7617 0,8728 
IIR – opt-aiNet 5.6445e+004 237.5816 0,7575 0,8703 
ARMA – Gen. 5.6875e+004 238.4848 0,8664 0,9308 
ARMA – Imuno 5.6848e+004 238.4282 0,8660 0,9306 
ARMA– Opt. 5.6846e+004 238.4240 0,8659 0,9305 
MLP 2.6548e+005 515.2475 1,9943 1,4122 
Echo – class. 7.0468e+004 265.4581   0,3991 0,6317 




Figura 7.6 – Comparativo de desempenho para previsão da série Furnas 1972 a 1976 para 6 
passos à frente: EQM real e padronizado 
 
Os ajustes dos modelos para P=6 mostram que as técnicas não-lineares de ESN 
foram superiores em sua aproximação no espaço padronizad . As ESN, novamente, se 
destacam com erros baixos. Neste ponto, os modelos ARMA perdem para os filtros IIR. 
Mas, no espaço real, os modelos lineares tem desempnho muito próximos, com ganho 
para os realimentados, enquanto os modelos não-lineares se tem EQM altos, perto dos 
demais.  
Tal como nos casos anteriores, a Tabela 7.20 e a Figura 7.7 apresentam os 










Tabela 7.20 – Comparativo de desempenho para previsão da série Furnas 1972 a 1976 para 12 passos à 
frente 
Método EQM real EM EQM padro. EM padro. 
AR(2) 5.4784e+004 234.0598  0,8191 0,9050 
IIR – Genético 5.4475e+004 233.3988 0,7880 0,8877 
IIR–Imunológico 5.4495e+004 233.4416 0,7882 0,8878 
IIR – opt-aiNet 5.6543e+004 237.7877 0,7510 0,8666 
ARMA – Gen. 5.1685e+004 227.3434 0,7660 0,8752 
ARMA – Imuno 5.1713e+004 227.4049 0,7666 0,8756 
ARMA– Opt. 5.1703e+004 227.3829 0,7663 0,8754 
MLP 1.1741e+005 342.6514 0,8424 0,9178 
Echo – class. 6.6092e+004 257.0836 0,3878 0,6227 




Figura 7.7 – Comparativo de desempenho para previsão da série Furnas 1972 a 1976 para 12 
passos à frente: EQM real e padronizado 
 
Como visto nas outras observações para horizontes de previsão distintos, as 
redes de estado de eco continuam com desempenho superior ara P=12 no espaço 
padronizado. A opt-aiNet consegue melhor desempenho para o filtro IIR, neste mesmo 
caso. Na volta para o espaço real, ocorre o oposto:  filtro IIR treinado com a opt-aiNet 
tem desempenho um pouco pior. E os não-lineares têm desempenho inferior, sobretudo 
a MLP. 
 
- Série Furnas 1952 a 1956 
 
A série Furnas de 1952/56 foi utilizada para previsão, e seus valores de EQM e 







Tabela 7.21 – Comparativo de desempenho para previsão da série Furnas 1952 a 1956 para 1 passo à 
frente 
Método EQM real EM EQM padro. EM padro. 
AR(2) 5.2964e+004 230.1391  0,3084 0,5553  
IIR – Genético 5.2630e+004 229.4123 0,3047 0,5520 
IIR–Imunológico 5.2626e+004 229.4036 0,3078 0,5548 
IIR – opt-aiNet 5.3849e+004 232.0539 0,3094 0,5562 
ARMA – Gen. 4.2140e+004 205.2803 0,2864 0,5352 
ARMA – Imuno 4.2113e+004 205.2145 0,2864 0,5352 
ARMA– Opt. 4.0763e+004 201.8985 0,2834 0,5324 
MLP 4.6142e+004 214.8069 0,4646 0,6816 
Echo – class. 4.8109e+004 219.3376 0,3332 0,5772 




Figura 7.8 – Comparativo de desempenho para previsão da série Furnas 1952 a 1956 para 1 passo à 
frente: EQM real e padronizado 
 
Os modelos ARMA foram os que tiveram melhores desempenhos no espaço 
transformado, para a série em questão, seguidos pelfiltros IIR. Neste caso, as ESN 
não foram capazes de superar nenhum dos modelos lineares. 
No espaço real, novamente o destaque são os modelos ARMA, seguidos pela 
MLP.  
As Tabelas 7.22, 7.23 e 7.24, apresentam os valores de EQM e EQ real e 
padronizado para Furnas 52/56, com 3, 6 e 12 passos à frente respectivamente. Dessa 









Tabela 7.22 – Comparativo de desempenho para previsão da série Furnas 1952 a 1956 para 3 passos à 
frente 
Método EQM real EM EQM padro. EM padro. 
AR(2) 8.1562e+004 285.5906  0,4064 0,6375  
IIR – Genético 8.2040e+004 286.4263 0,4028 0,6347 
IIR–Imunológico 7.9257e+004 281.5262 0,3901 0,6246 
IIR – opt-aiNet 7.9564e+004 282.0709 0,3919 0,6260 
ARMA – Gen. 7.6658e+004 276.8718 0,3882 0,6231 
ARMA – Imuno 7.6680e+004 276.9115 0,3881 0,6230 
ARMA– Opt. 7.6686e+004 276.9224 0,3881 0,6230 
MLP 6.3138e+004 251.2728 0,8161 0,9034 
Echo – class. 9.2073e+004 303.4353 0,5806 0,7620 




Figura 7.9 – Comparativo de desempenho para previsão da série Furnas 1952 a 1956 para 3 passos à 
frente: EQM real e padronizado 
 
A previsão 3 passos à frente no espaço transformado teve a MLP com 
desempenho inferior aos demais, seguida pelas ESN’s. O modelo ARMA teve 
praticamente o mesmo valor de EQM para todos os algoritmos de treinamento, coisa 
que não se observa no filtro IIR, já que o AG não conseguiu encontrar um ótimo melhor 
que os demais. As redes de estado de eco tiveram desemp nho insatisfatório quando 
comparado os resultados dos modelos lineares. 
No espaço real, o a MLP se destacou, mas vale lembrar que o resultado final 
gráfico foi muito ruim, conforme Figura 7.9. Todavi, nota-se que as primeiras 12 
amostras foram bem ajustadas, já que sua amplitude tem muito das características do 
conjunto de treinamento. As redes de estado de eco tiveram sua previsão degradada na 








Tabela 7.23 – Comparativo de desempenho para previsão da série Furnas 1952 a 1956 para 6 passos à 
frente 
Método EQM real EM EQM padro. EM padro. 
AR(2)  6.9484e+004 263.5982        0,4511 0,6716  
IIR – Genético 5.7212e+004 239.1903 0,4361 0,6604 
IIR–Imunológico 5.7267e+004 239.3052 0,4355 0,6599 
IIR – opt-aiNet 5.7322e+004 239.4201 0,4345 0,6592 
ARMA – Gen. 6.1528e+004 248.0484 0,4660 0,6826 
ARMA – Imuno 6.1479e+004 247.9496 0,4656 0,6823 
ARMA– Opt. 6.1492e+004 247.9758 0,4657 0,6824 
MLP 9.2695e+004 304.4585 1,3788 1,1742 
Echo – class. 1.5191e+005 389.7563 0,9963 0,9981 




Figura 7.10 – Comparativo de desempenho para previsão da série Furnas 1952 a 1956 para 6 
passos à frente: EQM real e padronizado 
 
Para P=6, no espaço transformado, os filtros IIR foram os de melhor 
desempenho dentre os modelos estudados. Os algoritmos bio-inspirados, tanto para os 
filtros como para o ARMA, tiveram desempenho similar. Dos modelos não-lineares, 
apenas a ESN de Consolaro teve desempenho comparável os lineares, embora ainda 
pior. 
No espaço real, os filtros IIR foram os de melhores resultados, seguidos pelo 












Tabela 7.24 – Comparativo de desempenho para previsão da série Furnas 1952 a 1956 para 12 passos à 
frente 
Método EQM real EM EQM padro. EM padro. 
AR(2) 1.0210e+005 319.5309  0,6871 0,8289  
IIR – Genético 7.9499e+004 281.9557 0,5883 0,7670 
IIR–Imunológico 7.9488e+004 281.9362 0,5787 0,7607 
IIR – opt-aiNet 7.9440e+004 281.8510 0,5869 0,7661 
ARMA – Gen. 1.0283e+005 320.6712 0,6749 0,8215 
ARMA – Imuno 1.0295e+005 320.8582 0,6760 0,8222 
ARMA– Opt. 1.0298e+005 320.9050 0,6761 0,8223 
MLP 1.1633e+005 341.0718 1,5446 1,2428 
Echo – class. 1.2639e+005 355.5137 0,9254 0,9620 




Figura 7.11 – Comparativo de desempenho para previsão da série Furnas 1952 a 1956 para 12 
passos à frente: EQM real e padronizado 
 
 
Por fim, para a análise 12 passos à frente no espaço dronizado, o destaque 
novamente são os filtros IIR, com um EQM aproximadamente 50% menor que os da 
MLP.Os filtros lineares treinados com o AI foram os que apresentaram os melhores 
resultados dentre todas as técnicas lineares abordadas. Isto se repete no espaço real, com 
os filtros lineares obtendo melhor resposta, seguidos pelo ARMA, que teve desempenho 









Neste capítulo, foi feita a comparação dos modelos de previsão discutidos nos 
capítulos anteriores deste trabalho, com análises realizadas pelos valores de erro 
quadrático médio (EQM), tanto para as série padronizada quando para a série real. A 
série estudada foi a de vazões médias mensais do posto de Furnas entre os anos de 1972 
e 1976 e de 1952 a 1956. 
Inicialmente, foram feitos testes distintos dos queaté então tinham sido feitos 
com os modelos propostos: o primeiro aumentando o número de amostras de 
treinamento e o segundo com a realização de uma padronização utilizando a média e a 
variância total da série estudada, em vez da padronização mensal usual. E, ainda, no 
caso específico da MLP, foi feita uma previsão sem padronização alguma. O que se nota 
é que o aumento do número de amostras não significou a melhoria dos resultados nem 
no ambiente padronizado, nem no real. A volta para o espaço real foi pior que quando 
treinados da maneira aplicada nos capítulos 3, 4 e 5. A MLP sem padronização não 
apresentou resultados satisfatórios. 
Para as previsões com 5 anos de amostras de treinamento de todos os modelos, a 
previsão com 1 passo à frente foi a de melhores resultados. No entanto, era esperado 
que, à medida que P fosse se elevando, os valores de EQM crescessem. Ito se observou 
no espaço padronizado, mas como não há uma proporcinalidade entre EQM real e 
padronizado,  para o primeiro período da série (Furnas 1972/1976), o que ocorreu no 
espaço real foi que essa não foi uma regra geral: para 12 passos à frente, todos tiveram 
seu resultado melhor que para P=6, a menos do filtro IIR ajustado pela opt-aiNet, que 
teve resposta um pouco pior. Vê-se ainda que a MLP e a ESN de Ozturk et al., a pior 
previsão foi para 3 passos à frente. A tendência do espaço real foi observada no espaço 
padronizado, no qual, com exceção do filtro IIR ajustado pelo AG, todos tiveram 
melhores resultados para P=12 do que para P=6. A ESN de Consolaro, inclusive teve 
seu melhor resultado para P=12. No caso geral, para esta série, no espaço padronizado, 
o destaque é para as ESN’s, que tiveram o menor err. Já no espaço real, o modelo 
ARMA foi aquele que teve menores valores de EQM e EM. 
Já na Furnas 1952/1956, no espaço padronizado, foi verificado o esperado: os 
modelos responderam melhor, no caso geral, tanto quanto fosse menor o horizonte de 





esperado é que os modelos não-lineares tivessem resultados computacionais muito 
inferiores no tocante ao EQM aos dos lineares. Já no espaço real, outra observação é 
que, para P=3, os resultados foram sempre piores que para P=6. Em geral, o que se 
observou foi que, para o espaço padronizado, o modelo ARMA foi o de melhor 
desempenho para P=1 e 3 e, para P=6 e 12, os filtros IIR se destacaram. No espaço real 
para P=1, 3 e 6 o modelo ARMA foi o de melhor resultado geral. 
Uma observação importante acerca dos modelos lineares é que, para os 3 
algoritmos de otimização utilizados, algoritmos genético, imunológico e opt-aiNet, os 
resultados foram próximos tanto no modelo ARMA quanto para os filtros IIR.  
Entretanto, em alguns casos, apesar de valores de fitness semelhantes, os melhores 
indivíduos nem sempre são compostos por vetores com valores próximos. É o caso das 
previsões para P=6 e 12 do modelo ARMA, na série Furnas 1972/1976: enquanto o AI 
e a opt-aiNet encontraram anticorpos parecidos, o melhor cromossomo do AG tem  
genes com valores numéricos bem distintos. No valor final do fitness, isto se refletiu 
com uma queda. Em outras palavras, o AG com o ajuste proposto não foi capaz, neste 
caso, de encontrar uma região do espaço de busca que elevasse o fitness médio da sua 
população, como aquela encontrada pelos outros dois algoritmos. No caso dos filtros 
lineares isso é novamente observado. Para a mesma série no referido período, a opt-
aiNet para P=3, 6 e 12 teve o melhor indivíduo bem distinto dos encontrados pelos 
outros algoritmos. Isto, no caso de P=12 acarretou uma melhora significativa no fitness. 
E, na série Furnas 1952/1956, o AG para P=1 encontrou indivíduos bem diferentes dos 
outros, embora, o AI e a opt-aiNet também tenham achados anticorpos até certo ponto 
distintos. Assim, neste caso, o AG teve o fitness reduzido tal como em P=12, onde se 
percebe o mesmo fato. Entretanto, estes resultados são um tanto surpreendentes, pois 
era esperado que todos os algoritmos fossem capazes de encontrar o melhor dos modos 
para a função. Isto pode indicar a existência de multi odalidade na função de EQM. 
Outro observação se trata do esforço computacional que cada método de 
otimização requer. Um critério adotado para tentar quantificar isto é o número de vezes 
que a função de avaliação, ou a parte do programa que quantifica o valor do fitness de 
cada indivíduo é chamada. Na caso do modelo ARMA, o I foi o algoritmo que mais 
solicitou tal função para a primeira série. Este algoritmo tem valor determinístico pois o 
número de filhos gerados (clones) é sempre o mesmo  teve chamadas intermediárias. Já 





que, quanto maior o número de indivíduos, mais avali ções serão necessárias. Neste 









 As pesquisas relacionadas à modelagem e previsão em de vazões afluentes de 
usinas hidrelétricas têm sido intensivas nas últimas décadas, devido sobretudo à 
importância do regime hidrológico para produção de en rgia elétrica. Várias técnicas 
têm sido pesquisadas no sentido de desenvolver alternativas para a previsão de séries de 
vazões, levando em conta suas particularidades. 
 Este trabalho abordou várias técnicas de previsão de vazões, lineares e não-
lineares. Os modelos clássicos auto-regressivos (AR) foram inicialmente tratados. Em 
seguida, foram propostos modelos lineares de previsão que utilizam realimentação da 
saída prevista: os modelos auto-regressivos e de médias móveis (ARMA), incluem 
realimentação do erro da saída, gerado pela diferença tre a saída desejada e a resposta 
do modelo; os filtros lineares realimentados, ou filtros com resposta ao impulso infinita 
(IIR), que adicionam à expressão do modelo AR a saída prevista na iteração anterior. 
Dessa forma, estes dois modelos usam mais informações acerca das características 
estatísticas da série. 
Os modelos ARMA foram ajustados com a utilização de 3 algoritmos de 
otimização bio-inspirados: algoritmo genético, algoritmo imunológico (uma proposta 
modificada do algoritmo CLONALG (de Castro e Von Zuben, 2002) e a opt-aiNet (de 
Castro e Timmis, 2002b), que também é um algoritmo unológico, mas com controle 
automático do tamanho da população, baseado na teori da Rede Imunológica. 
 Outra metodologia que tem sido usada para previsão de séries de vazões são as 
redes neurais artificiais (RNA’s), sobretudo as do tip perceptron de múltiplas camadas 
(MLP), que possuem elevada capacidade de generalização. Apesar da grande utilização 
do algoritmo do gradiente, calculado via b ckpropagation, para treinamento, bastante 
difundido na literatura, optou-se por um algoritmo de 2ª ordem que não faz cálculo 
direto da Hessiana no ajuste dos pesos: o gradiente co jugado escalonado modificado. 
Esta característica torna o algoritmo de treinamento menos custoso computacionalmente 
e mantém as boas características de outros métodos clássicos de segunda ordem, que já 





aplicação no contexto de previsão de vazões as rede de estado de eco (ESN). Estas 
redes têm a propriedade de seu processo de treinamento ser feito apenas em sua camada 
linear, o que torna o algoritmo extremamente eficiente do ponto de vista computacional. 
Duas metodologias para treinamento dessa rede foram utilizadas: a de Ozturk et al. 
(2007) e a de Consolaro (2008). 
 O trabalho foi concentrou os estudos de casos na previsão da série de vazões 
médias mensais do posto de Furnas, em dois períodos distintos, utilizando os modelos 
acima citados: auto-regressivo (AR), modelo ARMA, Filtro IIR, rede neural MLP e as 
duas propostas para a rede de estado de eco. A série passou por um tratamento 
estatístico conhecido como padronização para retirada d  componente sazonal, que após 
a previsão, foi reinserida. Foram analisados os erros médios quadráticos e os erros 
médios de todos os modelos e feito um estudo sobre  d sempenho geral desses 
métodos, tanto para a série real quanto para a padronizada. 
 A série estudada foi as de Furnas nos períodos de 1972 a 1976 e de 1952 a 1956. 
Apesar de se tratar da série de uma única usina hidrelétrica, os períodos possuem 
características distintas: o primeiro corresponde a um período de chuvas regulares, 
enquanto que o segundo corresponde a período de estiagem. 
 
8.1    Abordagens Lineares 
 
 Para comparação dos modelos, a ordem de todos eles, foi igual a 2. No caso dos 
modelos lineares, ARMA e filtro IIR, apenas uma realimentação foi adicionada, para 
que a influência dela pudesse ser analisada. Isto vale para as RNA’s, que receberam 2 
entradas apenas.  
 O modelo AR pode ser visto como um caso especial de um filtro IIR, sem a 
realimentação. A ordem desse modelo foi calculada com base na análise da variância 
dos resíduos. Os parâmetros foram calculados pelas equações de Yule-Walker, numa 
terminologia estatística clássica, ou equações de Wiener-Hopf, para uma linguagem 
mais próxima à área de filtragem ótima. Uma vantagem d sse modelo é a facilidade de 
resolução das equações lineares que descrevem a solução ótima. 
 Observa-se que os erros de previsão obtidos com todos s algoritmos bio-
inspirados utilizados são muito semelhantes, mostrando que qualquer um deles pode ser 





passos à frente, o modelo ARMA foi o que obteve menores erros entre os modelos 
lineares. Entretanto, à medida que o número de passos à frente (P) aumenta, o resultado 
padronizado se degrada, chegando a ser pior do que modelo AR. Isto pode se dar pelo 
fato de o tipo de realimentação proposta recolocar no modelo saídas de erro de P passos 
anteriores e, à medida que o horizonte de previsão cresce, a correlação entre as amostras 
cai. No domínio das séries reais (sem padronização), este fato não se observa na série no 
período 72/76, no qual o modelo tem melhor resultado em todos os casos. Era esperado 
que o resultado não fosse pior que o AR, tendo em vista que os algoritmos de 
otimização poderiam ter localizado coeficientes que zerassem o termo da realimentação. 
É importante salientar que, no caso do modelo ARMA, nota-se que a literatura não 
apresenta muita informação referente a uma previsão com ajuste direto dos parâmetros 
como foi proposto. 
 O filtro linear realimentado foi ajustado pelos mes os algoritmos que o modelo 
ARMA, novamente todos os algoritmos apresentam resultados próximos é novamente 
válida. Apenas em um caso de estudo, para P=1 na série 72/76, esse modelo teve 
resultado pior que o AR. Nos demais casos, para os modelos lineares, ele foi superior 
aos outros à medida que o número de passos à frente cresce. Este resultado era 
esperado, tendo em vista que a realimentação da última saída deve trazer alguma 
informação sobre à resposta seguinte. Ainda, no casdo  modelos lineares, devido à 
busca realizada pelos algoritmos em regiões diferent s, é muito provável a existência de 
multimodalidade na função de erro quadrático médio (EQM).  
Para os 3 modelos lineares, à medida que P cresce, observa-se na saída um 
padrão similar a média de longo termo. Isto se dá, sobretudo, pela queda na correlação 
entre as entradas e as saídas desejadas que os algoritmos de otimização precisam ajustar. 
Dessa forma, o que se nota, no caso da saída padronizada, é que o modelo linear acaba 
por responder com saída próxima a zero. Outra observação é relativa ao tempo de 
treinamento de cada modelo, que favorece significativamente o modelo AR. 
  
8.2      Abordagens Não-Lineares 
 
 
A rede neural MLP, no caso geral, foi a que teve piores erros para as duas série 
estudadas. Este resultado não era esperado, tendo em vista que se trata de uma técnica 





adotada de treinamento com apenas 5 anos anteriores, o que pode ser pouco para o 
modelo. Leve-se em consideração aqui que, na verdad, o que ocorre na prática são 3 
anos para treinamento, sendo reservados outros 2 para validação cruzada. Um indício 
disso é que, mesmo não sendo superior aos demais modelos, a inserção de mais dados 
de treinamento melhorou seu desempenho. Mas, para a série de 1952 a 1956 os 
resultados no espaço padronizado foram insatisfatórios, possivelmente, por conta do 
conjunto de treinamento ter características estatísticas um tanto distintas do de teste. Isto 
degrada largamente a previsão. 
 Por fim, as redes de estados de eco apresentaram um treinamento 
computacionalmente muito eficiente, devido a ele ocorrer apenas na camada linear. A 
primeira proposta, com treinamento de Ozturk et al. (2007), obteve resultados sempre 
melhores que os modelos lineares para a série Furnas 1972/76. A proposta de Consolaro 
(2008) seguiu a mesma tendência, obtendo em alguns casos os menores dentre todos os 
erros de previsão. No tocante à comparação das duas ESN, não é possível ser conclusivo 
sobre qual das duas é melhor. Mas no caso geral, o treinamento de Consolaro (2008) 
obteve erros menores. Já para a série 52/56, constat u- e o mesmo problema observado 
na MLP: os resultados não foram melhores que os lineares, o que se atribui ao fato do 
conjunto de treinamento ser diverso do de teste, No domínio das séries reais, as 
respostas foram muito degradadas com a volta da padronização, fazendo os resultados, 
juntamente com a MLP, serem os de maior erro quadrático médio. 
O esperado para modelos não-lineares era que eles sempre obtivessem erros 
menores por possuírem maior poder de aproximação e gen ralização. Isso quase sempre 
ocorre no caso da série padronizada de 1972 a 1976 para as ESN, mas, na volta para o 
espaço real, há uma grande degradação do valor do erro. Isto pode ocorrer devido ao 
fato de o preditor “enxergar” a série padronizada e não a real. Assim, é possível que 
partes da série com maior desvio padrão no espaço re l não sejam “vistas” dessa forma 
pelo preditor e acabem sendo ponderadas ineficientemente (isso ocorreu, aliás, para 
todos os anos). Entretanto, na volta, pode ser melhor que essas partes já tenham sido 
devidamente identificadas, para que o preditor dê mais importância para aproximá-las 
em vez de outras com desvio padrão menor. Assim, é possível que os erros real e 
padronizado tornem-se diretamente proporcionais, tal como seria esperado. Nesta 





ocasionar um menor erro de teste, tendo em vista que, para dados desconhecidos, o 
comportamento pode ser diferente, pelas características estatísticas de cada conjunto. 
É possível que os modelos não-lineares sejam muito dependentes de conjuntos 
de treinamento significativos, do ponto de vista estatí tico, para que eles possam 
generalizar as funções satisfatoriamente. No problema tratado, a MLP precisa ajustar 
uma quantidade elevada de pesos (33 pesos) e o conjunto de treinamento é composto 
por 46 amostras. Outra observação sobre isso é que talvez o critério de validação 
cruzada possa não ser o mais adequado para a MLP neste caso, sobretudo quando ela 
pára o treinamento em poucas iterações. 
 
8.3    Algumas Perspectivas de Trabalhos Futuros 
 
 O estudo realizado permitiu obter um bom conhecimento sobre a série estudada 
e sobre as possibilidades das técnicas usadas para uas previsões. Mas algumas questões 
importantes ainda precisam ser investigadas. 
 Inicialmente, é relevante abordar mais profundamente a questão da escolha da 
ordem dos modelos. Existem muitos estudos estatísticos para definir qual o número 
adequado de coeficientes de um modelo AR e ARMA, como por exemplo a função de 
autocorrelação parcial. É possível ainda estudar outros tipos de realimentação para o 
modelo ARMA, no espírito dos filtros IIR, com o uso da recursão do erro da iteração 
anterior. 
Outro estudo a ser realizado é a investigação de altern tivas de ponderação das 
saídas, levando em consideração as regiões mais importantes, com desvios padrões mais 
elevados. Com isso, a série padronizada pode se aproximar da saída real nesses pontos.  
 Estudar os atrasos mais relevantes da série pode também ser uma boa alternativa 
para previsão, sobretudo para os modelos não-lineares. Nesse sentido, a elevação do 
número de atrasos também merece ser investigada. 
 Os modelos ARIMA, ou ARMA Integrados, foram propostos para análise e 
previsão de modelos não-estacionários (Ehlers, 2007). Dessa forma, um estudo mais 
aprofundado sobre a aplicação no problema abordado po erá ser importante pela 
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