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Abstract
This work is devoted to prove the global uniform exact controllability of the inviscid and
viscous Burgers-α systems. The state y is the solution to a regularized Burgers equation, where
the transport velocity z consists of a filtered version of y – specifically z = (Id − α2∂2
xx
)−1y
with α > 0 being a small parameter – in place of y. First, a global uniform exact controllability
result for the nonviscous Burgers-α system with three scalar controls is obtained, using the
return method. Then, global exact controllability to constant states of the viscous system
is deduced from a local exact controllability result and a global approximate controllability
result for smooth initial and target states.
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1 Introduction
Let L > 0 and T > 0 be given. Let us present the notations used along this work. The symbols
C, Ĉ and Ci, i = 0, 1, . . . stand for positive constants (usually depending on L and T ). For any
r ∈ [1,+∞] and any given Banach space X , ‖ · ‖Lr(X) will denote the usual norm in Lebesgue-
Bochner space Lr(0, T ;X). In particular, the norms in Lr(0, L) and Lr(0, T ) will be denoted by
‖ · ‖r. In this paper, we will consider the following two families of controlled systems:
yt + zyx = p(t) in (0, T )× (0, L),
z − α2zxx = y in (0, T )× (0, L),
z(·, 0) = y(·, 0) = vl in (0, T ),
z(·, L) = y(·, L) = vr in (0, T ),
y(0, ·) = y0 in (0, L)
(1)
and 
yt − γyxx + zyx = p(t) in (0, T )× (0, L),
z − α2zxx = y in (0, T )× (0, L),
z(·, 0) = y(·, 0) = vl in (0, T ),
z(·, L) = y(·, L) = vr in (0, T ),
y(0, ·) = y0 in (0, L).
(2)
These are the so called inviscid and viscous Burgers-α systems. The pairs (y, z) and the triplets
(p, vl, vr) respectively stand for the corresponding states and controls.
The physical motivations these systems are explained in [4], where it is shown that (1) and
(2) can be viewed as an asymptotically equivalent approximation of the shallow water equations.
Thus, z can be viewed as the fluid velocity in the x direction (or equivalently the height of the
free surface of the fluid above a flat bottom). The parameter γ > 0 is the fluid viscosity and the
role of α is to regularize the transport velocity z. Indeed, (1) and (2) can be regarded as nonlinear
regularizations of the inviscid and viscous Burgers equation, see [4]. Therefore, it is natural to try
to deduce control properties and/or estimates independent of α. For simplicity, throughout this
paper we will take γ = 1 (all the results can be extended without difficulty to the case where γ is
an arbitrary positive number).
On the other hand, systems like (1) and (2) can also be viewed as simplified 1D versions of the
so called Leray-α system introduced some time ago to describe turbulent flows as an alternative
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to the classical averaged Reynolds models, see [2, 6, 19, 20]. It is also important to highlight that
Leray-α models are related to the systems analyzed by Leray in [27] to prove the existence of
Navier-Stokes equations.
Our two main results deal with the global uniform exact controllability (with respect to α) for
systems (1) and (2). More precisely, one has:
Theorem 1 Let α > 0 and T > 0 be given. The inviscid Burgers-α system (1) is globally exactly
controllable in C1. That is, for any given y0, yT ∈ C1([0, L]), there exist a time-dependent control
pα ∈ C0([0, T ]), a couple of boundary controls (vαl , vαr ) ∈ C1([0, T ];R2) and an associated state
(yα, zα) ∈ C1([0, T ]× [0, L];R2) satisfying (1) and
yα(T, ·) = yT in (0, L). (3)
Moreover, there exists a positive constant C > 0 (independent of α) such that
‖(zα, yα)‖C1([0,T ]×[0,L];R2) + ‖pα‖C0([0,T ]) + ‖(vαl , vαr )‖C1([0,T ];R2) ≤ C.
Theorem 2 Let α > 0 and T > 0 be given. The viscous Burgers-α system (2) is globally exactly
controllable in L∞ to constant trajectories. That is, for any given y0 ∈ L∞(0, L) and N ∈ R,
there exist controls pα ∈ C0([0, T ]) and (vαl , vαr ) ∈ H3/4(0, T ;R2) and associated states (yα, zα) ∈
L2(0, T ;H1(0, L;R2)) ∩ L∞(0, T ;L∞(0, L;R2)) satisfying (2),
yα(T, ·) = zα(T, ·) = N in (0, L) (4)
and the following estimates
‖pα‖C0([0,T ]) + ‖(vαl , vαr )‖H3/4([0,T ];R2) ≤ C,
where C is a positive constant independent of α. Moreover, if y0 ∈ H10 (0, L) then the same
conclusion holds with the (yα, zα) ∈ L2(0, T ;H2(0, L;R2)) ∩H1(0, T ;L2(0, L;R2)).
Remark 1.1 We will see in the proofs of the above results that the distributed control pα is inde-
pendent of α, it only depends on T , L, the initial condition and the target state.
In this paper, we are going to deal with situations that lead to new difficulties compared to previous
works on nonlinear parabolic equations. Let us discuss these differences:
• Nonlocal nonlinearities. In the (1) and (2), the usual convective term is replaced and a filtered
(averaged) velocity appears. As a consequence, the arguments in [5] must be modified, as
shown below.
• Uniform controllability. Performing careful estimates of the controls, global uniform control-
lability results are obtained. This way, we are able to generalize some previous control results
to the context of nonlinear parabolic equations with nonlocal nonlinearities, see [5, 26].
For completeness, let us mention some previous works on the control of our main systems
and other similar models. There are a lot of important works dealing with the controllability
properties of parabolic equations and systems, see [13, 15, 18, 21] and the inviscid and viscous
Burgers equation, see [5, 10, 11, 16, 21, 23, 24, 25, 26]. In the context of regularized Burgers
equation, the local uniform null controllability for the viscous system (2) is studied in [1]. Finally,
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let us mention that, in [17], this local result was extended to any b-family (a collection of viscous
Burgers-α equations equipped with additional nonlinear stretching term).
The rest of this paper is organized as follows. In Section 2, we prove some results concerning the
existence, uniqueness and regularity of the solution to the viscous and inviscid Burgers-α systems.
Sections 3 and 4 deal with the proofs of Theorems 1 and 2, respectively. Finally, in Section 5, we
present some additional comments and questions.
2 Preliminaries
2.1 Notations and Classical Results
Let us denote by C0b (R) the Banach space of bounded continuous functions on R and let C
0,1
x ([0, T ]×
R) be the space of functions f : [0, T ]×R 7→ R that are continuous in x and t and globally Lipschitz-
continuous in space, with Lipschitz constant independent of t.
In the sequel, for any given f ∈ C0([0, T ] × R), the associated flux function Φ = Φ(s; t, x) is
defined as follows: 
∂Φ
∂t
(s; t, x) = f(t,Φ(s; t, x)),
Φ∗(s; s, x) = x,
(5)
The mapping Φ contains all the information on the trajectories of the particles transported by the
velocity f . Furthermore, we have the following existence, uniqueness and regularity result:
Proposition 1 (Theorem 10.19, [12]) Assume that f ∈ C0,1x ([0, T ] × R) and ∂f∂x belongs to
C0([0, T ] × R). Then, there exists a unique flux associated to f , that is, a unique function Φ :
[0, T ]× [0, T ]×R 7→ R satisfying (5) for all (s, x) ∈ [0, T ]×R. Moreover, Φ ∈ C1([0, T ]× [0, T ]×R).
Under the assumptions of Proposition 1, it is well known that, for each s, t in [0, T ], the mapping
Φ(s; t, ·) : R 7→ R is a diffeomorphism, with
Φ(s; t, ·)−1 = Φ(t; s, ·).
Let us now recall a result from Bardos and Frisch [3]. To this purpose, let us first note that,
for any given Banach space X with norm ‖ · ‖X and any function u ∈ C1([0, T ];X), the following
inequality holds:
d
dt+
‖u(t)‖X ≤ ‖ut(t)‖X in (0, T ), (6)
where d/dt+ represents the right derivative.
Proposition 2 (Lemma 1, [3]) Let v ∈ C0([0, T ];C0,1b (R))∩C0,1x ([0, T ]×R) and g ∈ C0([0, T ];C0b (R))
be given. Then, any solution y ∈ C0([0, T ];C1b (R)) ∩ C1([0, T ];C0b (R)) to the equation
yt + vyx = g in (0, T )× R (7)
satisfies the following inequality
d
dt+
‖y(t, ·)‖C0b (R) ≤ ‖g(t, ·)‖C0b (R) in (0, T ).
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Proof: Let Φ be the flow associated to v. For any (s, t, x) ∈ [0, T ]× [0, T ]×R, we have by (7) that
d
dt
y(t,Φ(s; t, x)) = g(t,Φ(s; t, x)).
Using this identity and the fact that Φ(s; t, ·) is a diffeomorphism, we get∥∥∥∥ ddty(t, ·)
∥∥∥∥
C0b (R)
≤ ‖g(t, ·)‖C0b (R).
Now, the result follows easily from this and from (6).
The last result of this section is an immediate consequence of the Banach Fixed-Point Theorem:
Theorem 3 Let (E, ‖ · ‖E) and (F, ‖ · ‖F ) be Banach spaces with F continuously embedded in E.
Let B be a subset of F and let G : B 7→ B be a mapping such that
‖G(u)−G(v)‖E ≤ γ‖u− v‖E ∀ u, v ∈ B, for some γ ∈ [0, 1).
Let us denote by B˜ the closure of B for the norm ‖ · ‖E. Then, G can be uniquely extended to a
continuous mapping G˜ : B˜ 7→ B˜ that possesses a unique fixed-point in B˜.
2.2 Well-Posedness of the Viscous Burgers-α System
Let us introduce the Hilbert space E := H3/4(0, T )×H3/4(0, T ). It is not difficult to check that the
trace operator Γ : L2(0, T ;H2(0, L)) ∩H1(0, T ;L2(0, L)) 7→ E, defined by Γ(ξ) := (ξ(·, 0), ξ(·, L))
is surjective, see [28, p. 18]. Furthermore, there exists a linear continuous mapping S : E 7→
L2(0, T ;H2(0, L)) ∩ H1(0, T ;L2(0, L)) such that Γ ◦ S = IE . Thus, for each (vl, vr) ∈ E we can
get ξ ∈ L2(0, T ;H2(0, L)) ∩H1(0, T ;L2(0, L)) such that
‖ξ‖L2(H2)∩H1(L2) ≤ C(‖vl‖H3/4 + ‖vr‖H3/4),
for some C > 0.
The following result concerns global existence and uniqueness for viscous Burgers-α systems:
Proposition 3 Let α > 0, f ∈ L∞((0, T )×(0, L)), y0 ∈ H1(0, L) and vl, vr ∈ H3/4(0, T ) be given.
Assume that the following compatibility relations hold:
vl(0) = y0(0) and vr(0) = y0(L).
Then, there exists a unique solution (yα, zα) to the Burgers-α system:
yαt − yαxx + zαyαx = f in (0, T )× (0, L),
zα − α2zαxx = yα in (0, T )× (0, L),
zα(·, 0) = yα(·, 0) = vl in (0, T ),
zα(·, L) = yα(·, L) = vr in (0, T ),
yα(0, ·) = y0 in (0, L).
(8)
with {
yα ∈ H1(0, T ;L2(0, L)) ∩ L2(0, T ;H2(0, L)) ∩C0([0, T ];H1(0, L)),
zα ∈ H1(0, T ;L2(0, L)) ∩ L2(0, T ;H4(0, L)) ∩ C0([0, T ];H3(0, L)). (9)
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Let us set MT := ‖y0‖∞ + ‖vl‖∞ + ‖vr‖∞ + T ‖f‖∞. Then, the following estimates holds:
‖yα‖∞ ≤ MT , ‖zα‖∞ ≤MT ,
‖yα‖H1(L2)∩L2(H2) + ‖yα‖L∞(H1) ≤ CeCM
2
T (‖f‖2 + ‖y0‖H1 + ‖vl‖H3/4 + ‖vr‖H3/4)
‖zα‖2 + α‖zαx‖2 + α2‖zαxx‖2 ≤ CeCM
2
T
[‖f‖2 + ‖y0‖H1+ (1 + α2)(‖(vl, vr)‖H3/4×H3/4)] .
(10)
Proof: The proof of existence can be reduced to find a fixed-point of an appropriate mapping Λα.
Thus, note first that there exists ξ ∈ L2(0, T ;H2(0, L)) ∩H1(0, T ;L2(0, L)) with
ξ(·, 0) = vl and ξ(·, L) = vr in (0, T ).
Accordingly, for each y¯ ∈ L∞(0, T ;L∞(0, L)) there exists exactly one z ∈ L∞(0, T ;H2(0, L)) ∩
L∞(0, T ;L∞(0, L)) with{
z − α2zxx = y¯ in (0, T )× (0, L),
z(·, 0) = vl, z(·, L) = vr in (0, T ),
satisfying:
‖z‖22 + 2α2‖zx‖22 + α4‖zxx‖22 ≤ C
(‖y¯‖22 + ‖ξ‖22 + α2‖ξx‖22 + α4‖ξxx‖22) ,
‖z‖L∞(L∞) ≤ ‖y¯‖L∞(L∞) + ‖vl‖∞ + ‖vr‖∞.
With this z, by applying (for instance) the Faedo-Galerkin method, we can easily prove the
existence of a y to the linear parabolic equation
yt − yxx + zyx = f in (0, T )× (0, L),
y(·, 0) = vl, y(·, L) = vr in (0, T ),
y(0, ·) = y0 in (0, L)
(11)
that satisfies
y ∈ H1(0, T ;L2(0, L)) ∩ L2(0, T ;H2(0, L)) ∩ C0([0, T ];H1(0, L))
and
‖yt‖L2(L2)+‖y‖L2(H2)+‖y‖L∞(H1) ≤ C
(‖y0‖H1 + ‖f‖L2(L2) + ‖vl‖H3/4 + ‖vr‖H3/4) eC‖z‖2∞ . (12)
Arguing as in the proof of [1, Lemma 1], we can deduce that the solution to (11) belongs to
the space C0([0, T ];H1(0, L)) and, in particular, yL∞(L∞) ≤ MT . Accordingly, we can introduce
the bounded closed convex set
K := {y¯ ∈ L∞(0, T ;L∞(0, L)) : ‖y¯‖L∞(L∞) ≤MT}
and the mapping Λα : K 7→ K, with Λα(y¯) = y. Obviously, Λα is well-defined and continuous and,
moreover, we can see from the estimates in (12) that G := Λα(K) is bounded in L
∞(0, T ;H1(0, L))
and Gt := {ut;u ∈ G} is bounded in L2(0, T ;L2(0, L)). From classical results of the Aubin-Lions
kind (see [29]), we deduce that G is relatively compact in L∞(0, T ;L∞(0, L)). Therefore, by
Schauder’s fixed point Theorem, Λα has a fixed point in K, which obviously implies the existence
of a solution to (8).
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We prove now that the solution is unique. Let (yα, zα) and (ŷα, ẑα) be two solutions to (8) and
let us introduce u := yα − ŷα and v := zα − ẑα. Then,
ut − uxx + zαux = −vŷαx in (0, T )× (0, L),
v − α2vxx = u in (0, T )× (0, L),
u(·, 0) = u(·, L) = v(·, 0) = v(·, L) = 0 in (0, T ),
u(0, ·) = 0 in (0, L).
(13)
Using the fact that ŷα ∈ L2(0, T ;H2(0, L)) →֒ L2(0, T ;C1[0, L]) and multiplying the first equation
of the system above by u, we get:
1
2
d
dt
‖u‖22 + ‖ux‖22 ≤ ‖zα‖∞‖ux‖2‖u‖2 + ‖ŷαx‖∞‖v‖2‖u‖2
≤ 1
2
‖ux‖22 +
‖zα‖2∞
2
‖u‖22 + ‖ŷαx‖∞‖u‖22.
Therefore,
d
dt
‖u‖22 + ‖ux‖22 ≤
(‖zα‖2∞ + 2‖ŷαx‖∞) ‖u‖22.
Since u(0, ·) = 0, Gronwall’s Lemma implies u ≡ 0 and, consequently, v ≡ 0.
Finally, let us check that zα satisfies the regularity properties in (9). To get this, let us introduce
the function given by
h(t, x) :=
vl(t)(L− x) + x vr(t)
L
.
Then, we obtain from (8) that zα = wα + h, where wα solves{
wα − α2wαxx = yα − h in (0, T )× (0, L),
wα(·, 0) = wα(·, 0) = 0 in (0, T ).
Consequently, wα ∈ L2(0, T ;H4(0, L)∩H10 (0, L))∩C0([0, T ];H3(0, L)∩H10 (0, L)) and the estimates
are uniform, with respect to α, in the space L2(0, T ;H2(0, L)∩H10 (0, L))∩C0([0, T ];H10 (0, L)).
Now, let us present a result concerning global existence and uniqueness of a (weak) solution
with initial conditions in L∞(0, L):
Proposition 4 Let α > 0, f ∈ L∞((0, T ) × (0, L)), y0 ∈ L∞(0, L) and vl, vr ∈ H3/4(0, T ) be
given. Then, there exists a unique solution (yα, zα) to the Burgers-α system:
yαt − yαxx + zαyαx = f in (0, T )× (0, L),
zα − α2zαxx = yα in (0, T )× (0, L),
zα(·, 0) = yα(·, 0) = vl in (0, T ),
zα(·, L) = yα(·, L) = vr in (0, T ),
yα(0, ·) = y0 in (0, L)
(14)
with{
yα ∈ H1(0, T ;H−1(0, L)) ∩ L2(0, T ;H10 (0, L)) ∩ C0([0, T ];L2(0, L)) ∩ L∞(0, T ;L∞(0, L)),
zα ∈ H1(0, T ;H−1(0, L)) ∩ L2(0, T ;H3(0, L)) ∩ C0([0, T ];H2(0, L)).
(15)
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Let us set MT := ‖y0‖∞ + ‖vl‖∞ + ‖vr‖∞ + T ‖f‖∞. Then, the following estimates holds:
‖yα‖∞ ≤ MT , ‖zα‖∞ ≤MT ,
‖yα‖H1(H−1)∩L2(H1) + ‖yα‖L∞(L2) ≤ CeCM
2
T (‖f‖2 + ‖y0‖2 + ‖vl‖H3/4 + ‖vr‖H3/4) ,
‖zα‖2 + α‖zαx‖2 + α2‖zαxx‖2 ≤ CeCM
2
T
[‖f‖2 + ‖y0‖2+ (1 + α2)(‖(vl, vr)‖H3/4×H3/4 )] .
(16)
Proof: For any y¯ ∈ L2(0, T ;L∞(0, L)), there exists a unique solution to the elliptic problem{
z − α2zxx = y¯ in (0, T )× (0, L),
z(·, 0) = vl, z(·, L) = vr in (0, T ),
furthermore satisfying
‖z‖22 + 2α2‖zx‖22 + α4‖zxx‖22 ≤ C
(‖y¯‖22 + ‖ξ‖22 + α2‖ξx‖22 + α4‖ξxx‖22) ,
‖z‖L2(L∞) ≤ ‖y¯‖L2(L∞) + ‖vl‖2 + ‖vr‖2.
With this z, we solve the linear problem
yt − yxx + zyx = f in (0, T )× (0, L),
y(·, 0) = vl, y(·, L) = vr in (0, T ),
y(0, ·) = y0 in (0, L)
(17)
and we find a solution y that satisfies
‖yt‖L2(H−1) + ‖y‖L2(H10 ) + ‖y‖L∞(L2) ≤ C (‖y0‖2 + ‖f‖2 + ‖vl‖H3/4 + ‖vr‖H3/4) e
C‖z‖2
L2(L∞) .
Again, as in the proof of [1, Lemma 1], we can deduce that the solution to (17) satisfies
‖y‖L2(L∞) ≤ T 1/2MT .
Let us introduce the set
K := {y¯ ∈ L2(0, T ;L∞(0, L)) : ‖y¯‖L2(L∞) ≤ T 1/2MT }
and the mapping Λα : K 7→ K with Λα(y¯) = y. Then, arguing as in the proof of Proposition 3, it
is not difficult to prove that Λα possesses a fixed-point in K.
Finally, in order to prove uniqueness, we consider to solutions u := yα − ŷα and v := zα − ẑα
and we get (13). Then, multiplying the first equation of (13) by u, we easily get the differential
inequality
d
dt
‖u(t, ·)‖22 + ‖ux(t, ·)‖22 ≤
(
‖zα(t, ·)‖2∞ +
2C‖ŷαx (t, ·)‖2
α
)
‖u(t, ·)‖22.
Since u(0, ·) ≡ 0, Gronwall’s Lemma implies u ≡ 0 and, consequently, v ≡ 0.
Let (yα, zα) be the solution to (14). From (14) and the fact that y ∈ L∞(0, T ;L∞(0, L)), the
maximum principle implies that
‖zα‖L∞(L∞) ≤ ‖yα‖L∞(L∞) ≤MT .
This ends the proof.
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3 Controllability of the inviscid Burgers-α system
In this section we present a proof of the global exact controllability property of the inviscid Burgers-
α system. We split the proof in two parts: (i) a local null controllability result; (ii) an argument
based on a time scale-invariance and reversibility in time that leads to the desired global result.
3.1 Local null controllability
We have the following result:
Proposition 5 Let T, L, α > 0 be given. Then, there exist δ > 0 and C > 0 (both independent
of α) such that the following property holds: for each y0 ∈ C1([0, L]) with ‖y0‖C1([0,L]) ≤ δ,
there exist pα ∈ C0([0, T ]) with pα(T ) = 0, vαl , vαr ∈ C1([0, T ]) and associated states (yα, zα) ∈
C1([0, T ]× [0, L];R2) satisfying (1),
yα(T, ·) = zα(T, ·) = 0 in (0, L)
and
‖pα‖C0([0,T ]) + ‖(vαl , vαr )‖C1([0,T ];R2) ≤ C ∀α > 0.
The proof is easy by applying the return method, see [5, 8, 9, 22]. It relies on a linearization
process in combination with a fixed-point argument: (i) first, we need to find a “good” trajectory
(a particular solution for the nonlinear system) steering 0 to 0 such that the linearization around
it is controllable; (ii) then, we must recover (for instance by a fixed-point argument) the exact
controllability result, at least locally, for the nonlinear system.
In our case, it is not difficult to verify that the linearization around zero is not controllable.
Accordingly, we build an appropriate nontrivial trajectory connecting (0, 0) to (0, 0).
To this purpose, let us introduce the set
ΛL,T,k :=
{
λ ∈ Ck([0, T ]; [0,∞)) : ‖λ‖L1(0,T ) > L
}
.
Let us consider the couple (ŷ(x, t), ẑ(x, t)) := (λ(t), λ(t)) and the triplet (p̂(t), v̂l(t), v̂r(t)) :=
(λ′(t), λ(t), λ(t)), with λ ∈ ΛL,T,1 and supp λ ⊂ (0, T ). Note that (ŷ, ẑ) is a particular solution to
(1), associated to the control (p̂, v̂l, v̂r). We have the following general controllability result:
Proposition 6 Let T, L > 0 be given and assume that λ ∈ ΛL,T,0. Then, for any α > 0 and any
y0 ∈ C1([0, L]), there exists (y, z) ∈ C1([0, T ]× [0, L];R2) such that
yt + λ(t)yx = 0 in (0, T )× (0, L),
z − α2zxx = y in (0, T )× (0, L),
z(·, 0) = y(·, 0), z(·, L) = y(·, L) in (0, T ),
y(0, ·) = y0 in (0, L),
y(T, ·) = 0 in (0, L).
(18)
For the proof, it suffices to use [5, Proposition 8] to find y ∈ C1([0, T ] × [0, L]) satisfying
(18)1,(18)4 and (18)5 and then solve the elliptic problem (18)2-(18)3 to construct z ∈ C1([0, T ]×
[0, L]).
Thanks to Proposition 6, one may expect that the null controllability for the nonlinear sys-
tem (1) holds. Indeed, we have the following result from which Proposition 5 is an immediate
consequence:
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Proposition 7 Let T, L > 0 be given and assume that λ ∈ ΛL,T,0. Then, there exist δ > 0
and C > 0 (both independent of α) such that, for any y0 ∈ C1([0, L]) with ‖y0‖C1([0,L]) ≤ δ and
any α > 0, there exist (vl, vr) ∈ C1([0, T ];R2) and an associated state (y, z) ∈ C1([0, T ]× [0, L];R2)
satisfying 
yt + (λ(t) + z)yx = 0 in (0, T )× (0, L),
z − α2zxx = y in (0, T )× (0, L),
y(·, 0) = z(·, 0) = vl in (0, T ),
y(·, L) = z(·, L) = vr in (0, T ),
y(0, ·) = y0 in (0, L),
y(T, ·) = 0 in (0, L)
(19)
and
‖y‖C1([0,T ]×[0,L]) ≤ C‖y0‖C1([0,L]) ∀α > 0.
Proof: We will reformulate the null controllability problem as a fixed-point equation. To do this,
we will first introduce some auxiliar functions and establish some helpful results. Thus, to any
given h ∈ C0([0, T ];C0([0, L])) ∩ L∞ (0, T ;C0,1([0, L])) we can associated the unique solution to
the time-dependent problem
z − α2zxx = h in (0, T )× (0, L),
z(·, 0) = h(·, 0) in (0, T ),
z(·, L) = h(·, L) in (0, T ).
(20)
From the maximum principle for elliptic equations, we get
‖z‖C0([0,T ];C0([0,L])) ≤ ‖h‖C0([0,T ];C0([0,L])) (21)
and
‖zx‖C0([0,T ];L∞(0,L)) ≤ ‖hx‖L∞(0,T ;L∞(0,L)).
Since λ ∈ ΛL,T , we can find η ∈ (0, L/2) such that∫ T
0
λ(s) ds > L+ 2η. (22)
Now, we consider the following extension of z to the closed interval [−η, L+ η]:
zη(t, x) :=

5z(t,−x)− 20z (t,−x2 )+ 16z (t,−x4 ) , (t, x) ∈ [0, T ]× [−η, 0],
z(t, x) (t, x),∈ [0, T ]× [0, L],
5z(t, 2L− x)− 20z (t, 3L−x2 )+ 16z (t, 5L−x4 ) , (t, x) ∈ [0, T ]× [L,L+ η].
It is not difficult to check that zη ∈ C0([0, T ];C2([−η, L+η])) and there exists C1 > 0 (independent
of α) such that
‖zη‖C0([0,T ];C0,1([−η,L+η])) ≤ C1‖z‖C0([0,T ];C1([0,L])). (23)
Then, let χ be given, with χ ∈ C∞0 (−η/2, L+ η/2), χ = 1 in [0, L] and 0 ≤ χ ≤ 1.
This way, we can introduce z∗ ∈ C0([0, T ];C2(R)), with
z∗(t, x) =
{
χ(x)zη(t, x), (t, x) ∈ [0, T ]× [−η, L+ η],
0, (t, x) ∈ [0, T ]× (R \ [−η, L+ η]). (24)
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and, using (23) and (24), we see that
‖z∗‖C0([0,T ];C0,1b (R)) ≤ C2‖z‖C0([0,T ];C0,1([0,L])), (25)
for some C2 > 0, again independent of α.
Let us set R := ηC2T and let us assume from now on that
‖h‖C0([0,T ];C0,1([0,L])) ≤ R. (26)
Then, it follows from (21), (25) and (26) that
‖z∗‖C0([0,T ];C1b (R)) ≤
η
T
. (27)
Let φ∗ be the flow associated with the ordinary differential equation ξ′ = λ(t) + z∗(t, ξ), that
is, the solution to 
∂φ∗
∂t
(s; t, x) = λ(t) + z∗(t, φ∗(s; t, x)),
φ∗(s; s, x) = x.
(28)
Claim 1 The function φ∗ = φ∗(s; t, x) is well-defined for any (t, x) ∈ [0, T ]× R and s ∈ [0, T ].
Proof: Let φ : [0, T ] × [0, T ] × R 7→ R be the flow associated to the ODE ξ′ = λ(t). Then, for
every (s, t, x) we get from (28) that
|φ∗(s; t, x)− φ(s; t, x)| =
∣∣∣∣∫ t
s
(
∂φ∗
∂τ
(s; τ, x)− ∂φ
∂τ
(s; τ, x)
)
dτ
∣∣∣∣
≤
∫ t
s
∣∣∣∣∂φ∗∂τ (s; τ, x)− ∂φ∂τ (s; τ, x)
∣∣∣∣ dτ
=
∫ t
s
|z∗(τ, φ∗(s; τ, x))| dτ
≤ T ‖z∗‖C0([0,T ];C0(R)).
Hence, for any (s, t, x) such that φ∗(s; t, x) is well-defined, one has
|φ∗(s; t, x)− φ(s; t, x)| ≤ η. (29)
This and the fact that φ(s; t, x) is well-defined for all (s, t, x) ∈ [0, T ]× [0, L]×R lead to the desired
conclusion.
Let y0 ∈ C1([0, L]) be given and let us introduce yη0 ∈ C1 ([−η, L+ η]) with
yη0 (x) =

−y0(−x) + 2y0(0), x ∈ [−η, 0],
y0(x), x ∈ [0, L],
−y0(2L− x) + 2y0(L), x ∈ [L,L+ η]
and
y∗0(x) =
{
χ(x)yη0 (x), x ∈ [−η, L+ η],
0, x ∈ R \ [−η, L+ η].
Then, it is easy to see that y∗0 is an extension of y0 to the whole real line and
‖y∗0‖C1b (R) ≤ C3‖y0‖C1([0,L]). (30)
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for some C3 > 0.
Let us set y ∈ C1([0, T ]× R), with
y(t, x¯) := y∗0(φ
∗(t; 0, x¯)) ∀(t, x¯) ∈ [0, T ]× R. (31)
Then, we have the following :
Claim 2 The function y satisfies:
yt + (λ(t) + z
∗(t, x))yx = 0 in (0, T )× R,
y(0, ·) = y∗0 in R,
y(T, ·) = 0 in [0, L].
(32)
Proof: For any t ∈ [0, T ], φ∗(0; t, ·) : R → R is a diffeomorphism and (31) is equivalent to
y(t, φ∗(0, t, x))) ≡ y∗0(x). Then, for each x ∈ R, we deduce that
yt(t, φ
∗(0; t, x)) + [λ(t) + z∗(t, φ∗(0; t, x))] yx(t, φ
∗(0; t, x)) = 0.
Using (31) and (28)2, we get
y(0, x) = y∗0(x) ∀ x ∈ R.
Moreover, it is not difficult to see that, for any 0 < η < L/2 such that (22) holds, the flow associated
to the ODE ξ′ = λ(t) satisfies φ(T ; 0, L) < −2η and we obtain from (29) that φ∗(T ; 0, L) < −η.
Since φ∗(s; t, ·) is increasing for any s, t ∈ [0, T ], we see that
φ∗(T ; 0, x) < −η ∀ x ∈ (−∞, L].
This inequality, together with the fact that
supp y∗0 ⊂ [−η, L+ η] ,
implies y(T, ·) = 0 in [0, L].
An immediate consequence of (27), C1 estimates for (28), (30) and (31) is that
‖y‖C1([0,T ]×[0,L]) ≤ C4‖y0‖C1([0,L]),
for a positive constant C4 depending on R but independent of α. Taking y0 ∈ C1([0, L]) such that
‖y0‖C0,1([0,L]) ≤ R/C4,
we have that ‖y‖C0([0,T ];C0,1([0,L])) ≤ R and we can therefore introduce the mapping F : BR 7→ BR,
where BR is the closed ball of radius R in the space C
0([0, T ];C0([0, L])) ∩ L∞(0, T ;C0,1([0, L]))
and, for each h ∈ BR, y = F(h) is given by (31).
Thanks to (31), we have that F(BR) ⊂ C1([0, T ]× [0, L]). Moreover, the following holds:
Claim 3 There exists a positive constant C that depends on ‖y0‖C1([0,L]), L,R and T , such that,
for any m ≥ 1 and any h1, h2 ∈ BR, one has
‖(Fm(h1)−Fm(h2))(t, ·)‖C0([0,L]) ≤
(Ct)m
m!
‖h1 − h2‖C0([0,T ];C0([0,L])) in [0, T ].
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Proof: The proof relies on an induction argument. Let hi ∈ BR be given for i = 1, 2. Then, let
us consider the functions zi,∗ and yi, respectively given by (24) and (31) and set y := y1 − y2 and
z∗ := z1,∗ − z2,∗. By Claim 2, we have
yt + (λ+ z
1,∗)yx = −z∗y2x in (0, T )× R,
whence, from Proposition 2,
d
dt+
‖y(t, ·)‖C0b (R) ≤ ‖z
∗(t, ·)y2x(t, ·)‖C0b (R).
Therefore, integrating from 0 to t and using that y2x ∈ C0([0, T ];C0b (R)) and the maximum principle
for elliptic PDE’s, we find a positive constant C depending on ‖y0‖C1([0,L]), L,R and T , such that
‖y(t, ·)‖C0b (R) ≤ C
∫ t
0
‖z∗(τ, ·)‖C0b (R) dτ
≤ C
∫ t
0
‖z1(τ, ·) − z2(τ, ·)‖C0([0,L]) dτ
≤ C
∫ t
0
‖h1(τ, ·)− h2(τ, ·)‖C0([0,L]) dτ.
It follows that
‖(F(h1)−F(h2))(t, ·)‖C0([0,L]) ≤ Ct‖h1 − h2‖C0([0,T ];C0([0,L])) (33)
and the result is true for m = 1.
Now, assume that the claim is true for a fixed m and let us prove that it holds also for m+ 1.
Performing computations similar to those above, we get
‖(Fm+1(h1)−Fm+1(h2))(t, ·)‖C0([0,L]) ≤ C
∫ t
0
‖(Fm(h1)−Fm(h2))(τ, ·)‖C0([0,L]) dτ.
where C is the same positive constant in (4).
Using the induction hypothesis, we deduce that
‖(Fm+1(h1)−F(h2)m+1)(t, ·)‖C0([0,L]) ≤ C‖h1 − h2‖C0([0,T ];C0([0,L]))
∫ t
0
(Cτ)m
m!
dτ
=
(Ct)m+1
(m+ 1)!
‖h1 − h2‖C0([0,T ];C0([0,L])).
Therefore, the result is also true for m+ 1 and the proof is done.
Let B˜R be the closure of BR with the norm of C
0([0, T ];C0([0, L])) and let F˜ be the unique
continuous extension of F to B˜R.
Claim 4 The extension F˜ satisfies:
F˜(B˜R) ⊂ BR.
Proof: Let h be a function in B˜R. Then:
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• F˜(h) ∈ C1([0, T ]× [0, L]) and solves (32). Indeed, let (hn)n∈N be a sequence in BR such that
hn → h in C0([0, T ];C0([0, L])). Then, the corresponding elliptic solutions to (20) and the
associated flows satisfy
zn → z in C0([0, T ];C2([0, L])) and Φn → Φ in C0([0, T ]× [0, T ]× R).
Moreover, since the Φn,Φ ∈ C1([0, T ]× [0, T ]×R), verify the corresponding functions defined
by (31) belong to C1([0, T ]× R) and verify
yn → y in C0([0, T ];C0([0, L])).
Therefore, F˜(h) = y ∈ C1([0, T ]× [0, L]).
• F˜(h) ∈ BR. In fact, notice that, by definition of F˜ , there exists a sequence (hn)n∈N ⊂ BR
such that hn → h in C0([0, T ];C0([0, L])) and
F(hn)→ F˜(h) in C0([0, T ];C0([0, L])).
On the other hand, it is not difficult to prove that
‖F˜(h)(t, ·)‖C0([0,L]) + ‖F˜(h)(t, ·)‖C0,1([0,L]) ≤ ‖F(hn)(t, ·)‖C0([0,L]) + ‖F(hn)(t, ·)‖C0,1([0,L])
4‖F(hn)(t, ·)− F˜(h)(t, ·)‖C0([0,L]).
Therefore, using the fact that F˜(h) ∈ C1([0, T ]× [0, L]), we certainly have that F˜(h) ∈ BR.
It follows from Claim 3 that F˜m is a contraction for m large enough. Then, from Banach
Fixed-Point Theorem 3, F˜ possesses a unique fixed-point y ∈ B˜R. Finally, taking into account
Claim 4, the proof of Proposition 7 is achieved.
Remark 3.1 Let T, L > 0, assume that λ ∈ ΛL,T,1 and consider the Banach space
X = C0([0, T ];C1([0, L])) ∩ C1([0, T ];C0([0, L])) ∩ L∞(0, T ;C1,1([0, L]))
If y0 ∈ C2([0, L]) is small enough, then the fixed-point mapping F can be defined in a closed
ball of X centered at zero of radius R > 0. Then, one applies Banach Fixed-Point Theorem in the
closure of this ball with the norm of C0([0, T ];C1([0, L]))∩C1([0, T ];C0([0, L])). Performing similar
computations of Proposition 7, one can deduce that there exists δ > 0 (independent of α) such that,
for any y0 ∈ C2([0, L]) with ‖y0‖C2([0,L]) ≤ δ, there exists a solution y ∈ C2([0, T ] × [0, L]) to
(19), satisfying
‖y‖C2([0,T ]×[0,L])) ≤ C‖y0‖C2([0,L]) ∀α > 0, (34)
for a constant C > 0 that is independent of α.
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3.2 Global exact controllability
In order to prove Theorem 1, we have to use scaling arguments and the time-reversibility of the
inviscid Burgers-α system. Thus, let T, L > 0 be given, let us consider initial and final states
y0, yT ∈ C1([0, L]), let δ > 0 be given by Proposition 5 and let γ0, γT ∈ (0, 1) be such that γ0 < γT ,
‖γ0y0‖C1([0,L]) ≤ δ and ‖(1− γT )yT ‖C1([0,L]) ≤ δ.
Then, by Proposition 5, there exist distributed controls p˜, p̂ in C0c ((0, T )), boundary controls
(v˜l, v˜r), (v̂l, v̂r) in C
1([0, T ]) and associated states (y˜, z˜), (ŷ, ẑ) in C1([0, T ]× [0, L]) such that
y˜t + z˜ y˜x = p˜(t) in (0, T )× (0, L),
z˜ − α2z˜xx = y˜ in (0, T )× (0, L),
z˜(·, 0) = y˜(·, 0) = v˜l in (0, T ),
z˜(·, L) = y˜(·, L) = v˜r in (0, T ),
y˜(0, ·) = γ0y0(x) in (0, L),
y˜(T, ·) = 0 in (0, L)
(35)
and 
ŷt + ẑŷx = p̂(t) in (0, T )× (0, L),
ẑ − α2ẑxx = ŷ in [0, T ]× [0, L],
ẑ(·, 0) = ŷ(·, 0) = v̂l in (0, T ),
ẑ(·, L) = ŷ(·, L) = v̂r in (0, T ),
ŷ(0, ·) = (1 − γT )yT in (0, L),
ŷ(T, ·) = 0 in (0, L).
(36)
Using (35), (36) and the facts that p˜(T ) = p̂(T ) = 0 and γ0 ∼ 0 and γT ∼ 1, we can introduce
the functions Y, Z : [0, T ]× [0, L] 7→ R and P, Vl, Vr : [0, T ] 7→ R, given by
Y (t, x) :=

γ−10 y˜
(
t γ−10 , x
)
(t, x) ∈ [0, γ0T ]× [0, L],
0 (t, x) ∈ [γ0T, γ1T ]× [0, L],
1
1− γT ŷ
(
T − t
1− γ1 , L− x
)
(t, x) ∈ [γ1T, T ]× [0, L],
Z(t, x) :=

γ−10 z˜
(
t γ−10 , x
)
(t, x) ∈ [0, γ0T ]× [0, L],
0 (t, x) ∈ [γ0T, γ1T ]× [0, L],
1
1− γT ẑ
(
T − t
1− γT , L− x
)
(t, x) ∈ [γ1T, T ]× [0, L],
P (t) :=

γ−20 p˜
(
t γ−10
)
t ∈ [0, γ0T ] ,
0 t ∈ [γ0T, γ1T ] ,
− 1
(1− γT )2 p̂
(
T − t
1− γT
)
t ∈ [γ1T, T ],
Vl(t) :=

γ−10 v˜l
(
t γ−10 , x
)
t ∈ [0, γ0T ] ,
0 t ∈ [γ0T, γ1T ] ,
1
1− γT v̂r
(
T − t
1− γT
)
t ∈ [γ1T, T ]
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and
Vr(t) :=

γ−10 v˜r
(
t γ−10 , x
)
t ∈ [0, γ0T ] ,
0 t ∈ [γ0T, γ1T ] ,
1
1− γT v̂l
(
T − t
1− γT
)
t ∈ [γ1T, T ].
It is now straightforward to check that (Y, Z) ∈ C1([0, T ]× [0, L];R2), P ∈ C0([0, T ]), Vl, Vr ∈
C1([0, T ]) and (1) and (3) are satisfied.
4 Global controllability of the viscous Burgers-α system
4.1 Smoothing effect
The goal of this section is to prove that, starting from a H10 initial data, there exists a small time
where the solution begins to be smooth. More precisely, we have the following result:
Proposition 8 Let y0 ∈ H10 (0, L) be given and let (yα, zα) be the solution to
yαt − yαxx + zαyαx = 0 in (0, T )× (0, L),
zα − α2zαxx = yα in (0, T )× (0, L),
yα(·, 0) = yα(·, L) = zα(·, 0) = zα(·, L) = 0 in (0, T ),
yα(0, ·) = y0 in (0, L).
(37)
Then, there exist T ∗ ∈ (0, T/2) and C > 0 (independent of α) such that the solution yα belongs to
C0([T ∗, T ];C2([0, L])) and satisfies
‖yα‖C0([T∗,T ];C2([0,L])) ≤ Λ(‖y0‖H10 ),
where Λ : R+ → R+ is a continuous function satisfying Λ(s)→ 0 as s→ 0+.
Proof: We will divide the proof in several steps. Throughout the proof, all the constants are
independent of α.
Step 1: Strong estimates in (0, T/2). Since y0 ∈ H10 (0, L), f ≡ 0 and vl ≡ vr ≡ 0, Proposition 3
implies the existence and uniqueness of a solution (yα, zα) to (37) satisfying (9) and (10). In
particular, we have from (10) that
‖yα‖L2(H2∩H10 ) ≤ C1‖y0‖H10 e
C‖y0‖
2
H1
0 .
Consequently, there exists t1 ∈ (0, T/2) such that
‖yα(t1, ·)‖H2∩H10 ≤
√
2
T
C1‖y0‖H10 e
C‖y0‖
2
H10 .
Step 2: Estimates in (t1, T/2). Let us set y1 := y
α(t1, ·), g := zαyαx . Then, we can easily check
that yα is the unique solution to the heat equation:
yαt − yαxx = g in (t1, T )× (0, L),
yα(·, 0) = yα(·, L) = 0 in (t1, T ),
yα(t1, ·) = y1 in (0, L).
(38)
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From the regularity of yα and zα, we have g ∈ L2(0, T ;H10 (0, L)) ∩H1(0, T ;H−1(0, L)) and
‖g‖L2(H10 ) + ‖gt‖L2(H−1) ≤ C‖y
α‖L∞(H10 )(‖y
α‖L2(H2) + ‖yαt ‖L2(L2))
≤ CeC‖y0‖
2
H1
0 ‖y0‖2H10 .
Using this estimate, the fact that g ∈ C0(0, T ;L2(0, L)) (see [14, Ch. 5, Thm. 3]), (38) and the
parabolic regularity result [14, Ch. 3, Thm. 5], we find that
yα ∈ L∞(t1, T ;H2(0, L)), yαt ∈ L∞(t1, T ;L2(0, L)) ∩ L2(t1, T ;H10 (0, L)) ∩H1(t1, T ;H−1(0, L))
and, in the time interval (t1, T ),
‖yα‖L∞(H2) + ‖yαt ‖L∞(L2)∩L21(H10 ) + ‖y
α
tt‖L2(H−1) ≤ C
(
‖g‖L2(H10 )∩H1(H−1) + ‖y1‖H2
)
≤ 1
2
Λ1(‖y0‖H10 )
(39)
where
Λ1(‖y0‖H10 ) = 2Ce
C‖y0‖
2
H1
0 ‖y0‖H10 (1 + ‖y0‖H10 ).
From (38), we have that { −yαxx(t, ·) = g(t, ·)− yαt (t, ·)
yα(t, 0) = yα(t, L) = 0
for t a.e in (t1, T ). Thus, using (39) and elliptic regularity results, (see [14, Ch. 6, Thm. 5]), we
deduce that yα ∈ L2(t1, T ;H3(0, L)) and
‖yα‖L2(t1,T ;H3(0,L)) ≤
1
2
Λ1(‖y0‖H10 ).
We also deduce that, for some t2 ∈ (t1, T/2), one has
‖yαt (t2, ·)‖H10 + ‖yα(t2, ·)‖H3∩H10 ≤
√
2
T − 2t1Λ1(‖y0‖H
1
0
).
Step 3: Estimates in (t2, T/2). Let us set y2 := y
α(t2, ·). Note that
‖g‖L2(t1,T ;H2(0,L))∩H1(t1,T ;L2(0,L)) ≤ C‖yα‖L∞(t1,T ;H10 (0,L))‖yα‖L2(t1,T ;H3(0,L))∩H1(t1,T ;H10 (0,L))
≤ C‖y0‖H10Λ1(‖y0‖H10 ) e
C‖y0‖
2
H10
and the needed compatibility conditions for regularity results holds:
g(t2, ·) + (y2)xx(t, ·) = yαt (t2, ·) ∈ H10 (0, L).
Using [14, Ch. 7, Thm. 6], we get that
yα ∈ L2(t2, T ;H4(0, L)) ∩H1(t2, T ;H2(0, L)) ∩H2(t2, T ;L2(0, L))
and, moreover, in the time interval (t2, T )
‖yα‖L2(H4)∩H1(H2)∩H2(L2) ≤ C
(‖g‖L2(H2)∩H1(L2) + ‖y2‖H3)
≤Λ2(‖y0‖H10 ),
(40)
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where
Λ2(‖y0‖H10 ) := C
(
1 + ‖y0‖H10 e
C‖y0‖
2
H1
0
)
Λ1(‖y0‖H10 ).
Step 4: Conclusion. Finally, the result in [14, Ch. 5, Thm. 4] applied to (40) leads to the
regularity C0([t2, T ];H
3(0, L)) for yα. Therefore, the conclusion follows from Sobolev’s embedding,
taking T ∗ = t2 and Λ(‖y0‖H10 ) = Λ2(‖y0‖H10 ).
Remark 4.1 Proposition 8 is also true when y0 ∈ L∞(0, L). Indeed, we can start using Proposi-
tion 3 that guarantees the existence and uniqueness of a solution (yα, zα) to (37) satisfying (15)
and (16). In particular, we have from (16) that
‖yα‖L2(H10 ) ≤ C1‖y0‖∞eC‖y0‖
2
∞ .
Therefore, there exists t1 ∈ (0, T/2) such that
‖yα(t1, ·)‖H10 ≤
√
2
T
C1‖y0‖∞eC‖y0‖
2
∞ .
Then, we can achieve arguing as in the proof of Proposition 8.
4.2 Uniform approximate controllability
In this section, the goal is to prove the following approximate controllability result starting from
sufficiently smooth initial data:
Proposition 9 Let y0, yf ∈ C2([0, L]) be given. There exist positive constants τ∗ and K > 0,
independent of α, such that, for any τ ∈ (0, τ∗], there exist pα ∈ C0([0, τ ]), (vαl , vαr ) ∈ H3/4(0, τ)×
H3/4(0, τ) and associated states (yα, zα) with the following regularity{
yα ∈ L2(0, τ ;H2(0, L)) ∩H1(0, τ ;L2(0, L)) ∩C0([0, τ ];H1(0, L))
zα ∈ L2(0, T ;H4(0, L)) ∩H1(0, τ ;L2(0, L)) ∩C0([0, τ ];H3(0, L)), (41)
satisfying 
yαt − yαxx + zαyαx = pα(t) in (0, τ)× (0, L),
zα − α2zαxx = yα in (0, τ)× (0, L),
zα(·, 0) = yα(·, 0) = vαl on (0, τ),
zα(·, L) = yα(·, L) = vαr on (0, τ),
yα(0, ·) = y0 in (0, L)
(42)
and, moreover,
‖yα(τ, .)− yf‖H1(0,L) ≤ K
√
τ (43)
and
‖pα‖C0([0,T ]) + ‖(vαl , vαr )‖H3/4([0,T ];R2) ≤ C ∀α > 0.
In order to prove this result, let us introduce λ ∈ C10 (0, 1) with ‖λ‖L1(0,1/2) > L and λ(t) =
λ(1− t) for all t ∈ [0, 1]. Let us set λτ (t) := 1τ λ
(
t
τ
)
for all t ∈ [0, τ ].
The following two results hold:
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Lemma 1 Let M > 0 be a positive constant. Then, if u0, uf ∈ C2([0, L]) and
max{‖u0‖C2([0,L]), ‖uf‖C2([0,L])} ≤M, (44)
there exists τ0 ∈ (0, 1) such that for every τ ∈ (0, τ0] we can find controls vα,τl , vα,τr in C2([0, τ ])
and associated states uα,τ , wα,τ in C2([0, τ ]× ([0, L])), satisfying
uα,τt + (λ
τ (t) + wα,τ )uα,τx = 0 in (0, τ)× (0, L),
wα,τ − α2wα,τxx = uα,τ in (0, τ)× (0, L),
uα,τ (·, 0) = wα,τ (·, 0) = vα,τl in (0, τ),
uα,τ (·, L) = wα,τ (·, L) = vα,τr in (0, τ),
uα,τ (0, ·) = u0 in (0, L),
uα,τ (τ, ·) = uf in (0, L).
(45)
Furthermore, there exists C > 0, independent of α and τ , such that
‖uα,τ‖C0([0,τ ];C2([0,L])) ≤ CM. (46)
Proof: First, thanks to the fact that ‖λ‖L1(0,1/2) > L and Remark 3.1, we know that there exists
δ > 0 (independent of α) such that, for any initial datum in a ball of C2([0, L]) centered at origin
and radius δ, there exists a solution to (19) belonging to C2([0, 1/2]× [0, L]) satisfying (34).
Let us now take τ0 ∈ (0, 1) such that τ0M ≤ δ. Then, according to the previous construction,
for each τ ∈ (0, τ0] there exist functions (y˜α, z˜α), (ŷα, ẑα) ∈ C2([0, 1/2]× [0, L];R2)), solutions to
(19) and satisfying y˜α(0, x) = τu0(x) and ŷ
α(0, x) = τuf (L − x), for all x ∈ [0, L], and (34).
Then, one defines the states
uα,τ (t, x) :=
{
τ−1y˜α(τ−1t, x) in [0, τ/2]× [0, L],
τ−1ŷα(τ−1(τ − t), L− x) in [τ/2, τ ]× [0, L]
and
wα,τ (t, x) :=
{
τ−1z˜α(τ−1t, x) in [0, τ/2]× [0, L],
τ−1ẑα(τ−1(τ − t), L− x) in [τ/2, τ ]× [0, L],
that satisfy (uα,τ , wα,τ ) ∈ C2([0, τ ]× [0, L];R2) and the associated boundary controls
vα,τl (t) := u
α,τ (t, 0) and vα,τr (t) := u
α,τ (t, L).
Since λ(τ−1t) ≡ λ(τ−1(τ − t)), the couple (uα,τ , wα,τ ) satisfies (45) and (46).
Lemma 2 Assume that M > 0, u0, uf ∈ C2([0, L]) satisfy (44) and τ0 is furnished by Lemma 1.
There exists τ∗ ∈ (0, τ0] such that, for any τ ∈ (0, τ∗] and any (uα,τ , wα,τ ) ∈ C2([0, τ ]× [0, L];R2)
satisfying (45) and (46), there exists a unique solution to
rα,τt + (q
α,τ + wα,τ + λτ )rα,τx − rα,τxx + qα,τuα,τx − uα,τxx = 0 in (0, τ)× (0, L),
qα,τ − α2qα,τxx = rα,τ in (0, τ)× (0, L),
rα,τ (·, 0) = 0, rα,τx (·, L) = 0 in (0, τ),
qα,τ (·, 0) = 0, qα,τ (·, L) = rα,τ (·, L) in (0, τ),
rα,τ (0, ·) = 0 in (0, L),
satisfying {
rα,τ ∈ L2(0, τ ;H2(0, L)) ∩H1(0, τ ;L2(0, L)) ∩ C0([0, τ ];H1(0, L)),
qα,τ ∈ L2(0, τ ;H4(0, L)) ∩H1(0, τ ;L2(0, L)) ∩ C0([0, τ ];H3(0, L))
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and
‖rα,τ‖L2(0,τ ;H2(0,L))∩H1(0,τ ;L2(0,L)) ≤ C.
Here, C is a positive constant that depends on L, T,M and τ , but it is independent of α. Moreover,
there exists a constant K that depends on L, T and M (independent of α and τ), such that
‖rα,τ‖C0([0,τ ];H1(0,L)) ≤ K
√
τ . (47)
Proof: The proof is standard. It can be easily obtained, for instance, via a Faedo-Galerkin
technique in combination with well known energy estimates.
We can now achieve the proof of Proposition 9. Indeed, given τ ∈ (0, τ∗], it is not difficult to
see that (yα, zα) given by
(yα, zα) := (uα,τ + rα,τ + λτ , wα,τ + qα,τ + λτ )
satisfies (41) and (42) with pα(t) = λτt and boundary controls v
α
l (t) = u
α,τ (t, 0)+ rα,τ (t, 0)+λτ (t)
and vαr (t) = u
α,τ (t, L)+rα,τ (t, L)+λτ (t). Moreover, using (45)6, (47) and the fact that λ
τ vanishes
in the neighbourhood of τ , we obtain (43).
4.3 Uniform local exact controllability to the trajectories
The goal of this section is to prove the local exact controllability to space-independent trajectories
for the Burgers-α system, with controls and associated states uniformly bounded with respect to
α in appropriate spaces. Thus, let m̂ ∈ C1([0, T ]) be given and note that (ŷα, ẑα) = (m̂, m̂) is
a trajectory of viscous Burgers-α system with (p̂α(t), v̂αl (t), v̂
α
r (t)) = (m̂
′(t), m̂(t), m̂(t)). We have
the following result:
Theorem 4 Let T, L, α > 0 and m̂ ∈ C1([0, T ]) be given. There exists δ > 0 (independent of
α) such that, for any initial data y0 ∈ H1(0, L) satisfying ‖y0 − m̂(0)‖H1 ≤ δ there exist pα ∈
C0([0, T ]) and (vαl , v
α
r ) ∈ H3/4(0, T ;R2) and associated states (yα, zα) ∈ L2(0, T ;H2(0, L;R2)) ∩
H1(0, T ;L2(0, L;R2)) satisfying (2) and
yα(T, ·) ≡ zα(T, ·) ≡ m̂(T ). (48)
Moreover, pα = m̂′ and the following estimates hold:
‖pα‖C0([0,T ]) + ‖(vαl , vαr )‖H3/4([0,T ];R2) ≤ C ∀α > 0, (49)
where C > 0 is a positive constant independent of α.
Let us set (yα, zα) = (uα + m̂, wα + m̂) and pα = m̂′. Then, (uα, wα) must satisfy
uαt − uαxx + (wα + m̂)uαx = 0 in (0, T )× (0, L),
wα − α2wαxx = uα in (0, T )× (0, L),
uα(·, 0) = wα(·, 0) = hαl in (0, T ),
uα(·, 0) = wα(·, L) = hαr in (0, T ),
uα(0, ·) = u0 in (0, L),
(50)
where u0 := y0 − m̂(0) and (hαl , hαr ) := (vαl − m̂, vαr − m̂). Therefore, Theorem 4 is equivalent to
the local null-controllability to (50).
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Proposition 10 Let the conditions of Theorem 4 be satisfied. There exists δ > 0 (independent
of α) such that, for any initial data u0 ∈ H1(0, L) satisfying ‖u0‖H1 ≤ δ, there exist (hαl , hαr ) ∈
H3/4(0, T ;R2) and (uα, wα) ∈ L2(0, T ;H2(0, L;R2)) ∩H1(0, T ;L2(0, L;R2)) satisfying (50) and
uα(T, ·) ≡ wα(T, ·) ≡ 0. (51)
Moreover, there exists a positive constant C > 0 (independent of α) such that
‖(hαl , hαr )‖H3/4([0,T ];R2) ≤ C ∀α > 0. (52)
Proof: The proof of this result relies on a fixed-point argument. Thus, given u0 ∈ H1(0, L) and
η > 0, one can get by reflection method an extension u∗0 ∈ H10 (−η, L+ η), with
‖u∗0‖H10 (−η,L+η) ≤ C‖u0‖H1(0,L).
Let R > 0 be given and consider the set
BηR := {u¯ ∈ L∞(0, T ;C0([−η, L+ η]) : ‖u¯‖L∞(0,T ;C0([−η,L+η])) ≤ R}.
For any u¯ ∈ BηR, we can easily deduce that there exists a unique solution to{
w − α2wxx = u¯1(0,L) in (0, T )× (0, L),
w(·, 0) = u¯(·, 0), w(·, L) = u¯(·, L) in (0, T ). (53)
Moreover, using the maximum principle, we obtain that
‖w‖L∞(0,T ;C0([0,L])) ≤ C‖u¯‖L∞(0,T ;C0([−η,L+η])) ≤ CR.
Then, again reflection method, we get an extension w∗ ∈ L∞(0, T ;C2([−η, L+ η])) with
‖w∗‖L∞(0,T ;C0([−η,L+η])) ≤ C‖w‖L∞(0,T ;C0([0,L])) ≤ CR.
We assume that L < a < b < L + η. Then, arguing as in the proof of [1, Theorem 1], we find
v ∈ L∞((0, T )× (a, b)) and u ∈ L2(0, T ;H2(−η, L+ η)) ∩ L∞(0, T ;H10(−η, L+ η)) such that
ut − uxx + (w∗ + m̂)ux = v1(a,b) in (0, T )× (−η, L+ η),
u(·,−η) = u(·, L+ η) = 0 in (0, T ),
u(0, ·) = u∗0 in (−η, L+ η),
u(T, ·) = 0 in (−η, L+ η),
(54)
and
‖v‖L∞(0,T ;L∞(a,b)) ≤ C‖u0‖H1(0,L),
for some C > 0 of the form
C := eC0[1+1/T+(1+T )(‖w
∗‖2L∞(L∞)+‖m̂
2
∞
)].
where C0 > 0 depends on a, b, L and η. Therefore, it is not difficult to deduce that the norm of u
in H1(0, T ;L2(−η, L+ η)), L2(0, T ;H2(−η, L+ η)) and L∞(0, T ;H10(−η, L+ η)) are bounded by
C‖u0‖H1 , where C is independent of α.
Consequently, there exists δ > 0 (independent of α) such that, if ‖u0‖H1 ≤ δ, one has
‖u‖L∞(0,T ;C0([−η,L+η])) ≤ R and the mapping Λα : BηR 7→ BηR, Λα(u¯) := u is well defined. Note
that
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1. Λα is well defined and continuous. Indeed, this follows from the uniqueness of solution of
(53) and (54); the continuity is obtained by using standard parabolic estimates and the fact
that, if u¯n → u¯ in L∞(0, T ;C0([−η, L + η])), then w∗n → w∗ in L∞(0, T ;C0([−η, L + η]))
and, therefore, un → u in L∞(0, T ;C0([−η, L+ η])).
2. F η := Λα(B
η
R) is relatively compact in L
∞(0, T ;C0([−η, L+ η])). Indeed, one easily obtains
that F η is bounded in L∞(0, T ;H1η,0(−η, L+η)) and F ηt is bounded in L2(0, T ;L2(−η, L+η)).
Hence, applying again [29, Corollary 4], we get the desired compactness.
Finally, by applying Schauder’s Fixed-Point Theorem, we see that there exists u ∈ BηR such that
Λα(u) = u. Then, the couple (u
α, vα), where uα is the restriction to (0, T ) × (0, L) of u and w
is the solution to (53), belongs to L2(0, T ;H2(0, L;R2)) ∩H1(0, T ;L2(0, L;R2)) and satisfies (50),
(51) and (52) with controls hαl := u(·, 0) and hαr := u(·, L).
4.4 Global exact controllability
In this section we prove Theorem 2 by combining the results obtained in Sections 4.1, 4.2 and
4.3. First recall that given y0 ∈ L∞(0, L) and the unique associated solution (yα1 , zα1 ) to (37),
Proposition 8 provides a time T ∗ ∈ (0, T/2) and a constant M∗ > 0 (both independent of α) such
that yα1 ∈ C0([T ∗, T ];C2([0, L])) and, moreover,
‖yα1 ‖C0([T∗,T ];C2([0,L])) ≤M∗. (55)
Now, let us fix N ∈ R, let us set M := max{M∗, |N |} and assume that the constant τ∗ > 0,
furnished by Proposition 9 is small enough, such that T ∗ < T/2− τ∗. Then, yα2,0 := yα1 (T/2− τ, ·)
belongs to C2([0, L]) and, from (55) and Proposition 9, there exist pα2 ∈ C0([0, τ ]), (vαl,2, vα,2r,2 ) ∈
H3/4(0, τ ;R2) and associated states (yα2 , z
α
2 ) ∈ L2(0, T ;H2(0, L;R2)) ∩ H1(0, T ;L2(0, L;R2)) sat-
isfying (41), (42) and (43), with initial datum yα2,0 and target yf = N .
Finally, decreasing τ if necessary and setting yα3,0 := y
α
2 (τ, ·), we deduce, thanks to (43), that
‖yα3,0−N‖1H ≤ δ, where δ > 0 is the constant given in Theorem 4 for a control time T/2. Hence, this
theorem (applied with m̂ ≡ N), guarantees the existence of controls (vαl,3, vαr,3) ∈ H3/4(0, T/2;R2)
such that the associated states (yα3 , z
α
3 ) satisfying (2), (48) and (49), with p
α ≡ 0 and initial datum
yα3,0.
To conclude, using (yα1 , z
α
1 ), (y
α
2 , z
α
2 ) and (y
α
3 , z
α
3 ), and the associated controls, we can build
the required solution, as stated in Theorem 2.
5 Additional comments and questions
5.1 Passage to the limit when α→ 0
Theorem 1 establishes the existence of uniformly bounded controls for the inviscid Burgers-α
equation; the family of associated solutions is uniformly bounded in C1([0, T ] × [0, L]). What
happens as α goes to 0? For uncontrolled nonlocal conservation law, a similar question related to
singular limit was studied in [7].
Thanks to Theorem 2, assuming that y0 ∈ H10 (0, L), the family of controls {(pα, vαl , vαr )}α>0
of the viscous Burgers-α systems is uniformly bounded in C0([0, T ]) × H3/4(0, T ;R2) and the
associated family of states {yα}α>0 is uniformly bounded in L2(0, T ;H2(0, L))∩H1(0, T ;L2(0, L)).
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It is not difficult to verify that {yα}α>0 converges, as α goes to 0, to a controlled solution to the
Burgers equation with same initial datum y0.
An additional interesting question is to determine the order of convergence of yα, in the con-
vergence space.
5.2 Null controllability with 2 controls
In Theorems 1 and 2, we have used 3 scalar controls. It remains open to see whether, using
arguments similar to those in [26], it is also possible to prove global uniform null controllability
with only 2 scalar controls.
5.3 Global exact controllability to the trajectories
At least two additional questions remain open here: (i) to obtain uniform global exact controlla-
bility to trajectories for the viscous Burgers-α with trajectories in W 1,∞(0, T ;W 1,∞(0, L;R2)); (ii)
to reduce the number of scalar controls.
5.4 Less regular initial conditions
In [26], the author proved a null controllability result for the Burgers equation with initial datum
in L2(0, L). Is it also possible to control uniformly L2 initial conditions in the case of the Burgers-α
system?
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