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Abstract
Minirhizotron technology is widely used to study root
growth and development. Automated analysis of root sys-
tems may facilitate new scientific discoveries that could be
applied to address the world’s pressing food, resource, and
climate issues. A key component of automated analysis of
plant roots from imagery is the automated pixel-level seg-
mentation of roots from their surrounding soil. Supervised
learning techniques appear to be an appropriate tool for
the challenge due to varying local soil and root conditions.
However, lack of enough annotated training data is a major
limitation due to the error-prone and time-consuming man-
ual labeling process. Transfer learning is a useful technique
to help with training when available datasets are limited.
Networks pre-trained on the ImageNet dataset are widely
used due to its massive scale. However, because of poor rel-
evance of the ImagetNet dataset and limited target datasets,
those pre-trained features may not work well in specific
applications such as plant root segmentation. In this pa-
per, we investigate the effect of pre-trained features from a
massive-scale, irrelevant ImageNet dataset and a relatively
moderate-scale, but relevant peanut root dataset on switch-
grass root imagery segmentation applications. We compiled
two minirhizotron image datasets to accomplish this study:
one with 17,550 peanut root images and another with 28
switchgrass root images. Both datasets were paired with
manually labeled ground truth masks. Deep neural net-
works based on the U-net architecture were used with dif-
ferent pre-trained features as initialization for automated,
precise pixel-wise root segmentation in minirhizotron im-
agery. We observed that features pre-trained on a closely
related but relatively moderate size dataset like our peanut
dataset were more effective than features pre-trained on the
large but unrelated ImageNet dataset. We obtained 99%
segmentation accuracy in switchgrass imagery using only
21 training images.
1. Introduction
Minirhizotron camera systems are a minimally-invasive
imaging technology for monitoring and understanding the
development of plant root systems[14]. A variety of root
phenotypes can be determined from minirhizotron RGB
root imagery, such as lengths, diameters, patterns and dis-
tributions at different depths. However, manually tracing
roots in minirhizotron imagery is tedious and extremely
time-consuming, which limits the number and size of ex-
periments. Thus, techniques that can automatically and ac-
curately segment roots from minirhizotron imagery are cru-
cial to improve the efficiency of data collection and post-
processing. A lot of efforts have been made to achieve this
based on traditional methods [27, 28, 21] and modern deep
learning methods [24, 23]. However, the performance of
those methods are usually limited by the quantity and qual-
ity of the data, especially for the deep learning category.
Root segmentation belongs to the field of semantic im-
age segmentation, which is one of the most challenging
tasks in computer vision. Instead of assigning labels at the
whole-image level for image classification problems, se-
mantic image segmentation requires a model to predict a
label for each pixel. Many methods based on deep con-
volutional neural networks (DCNN) have been proposed to
address semantic segmentation tasks such as fully convolu-
tional networks[13], SegNet[1], U-net[18], and deeplab[6].
Models based on the above methods have achieved success
in segmentation of medical images[18, 15, 4, 29], satellite
images[7, 16, 2], and plant images[5, 30]. Such segmenta-
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tion models are based on supervised learning of large net-
works with a very large number of parameters, requiring a
huge amount of data with ground truth to achieve a satisfac-
tory performance. Deep neural networks trained on small
datasets can quickly overfit for the small sets and perform
poorly in larger unknown sets. Thus, a fundamental issue of
using those models for many applications, including plant
science, is limited availability of training data.
To address such problems, so-called transfer learning[10,
3] techniques have been developed that apply model-
weights pre-trained on large-scale data as initial parameters,
and then they fine-tune the models on target problems that
usually have more limited training data. This process will
work based on the assumption that those pre-trained fea-
tures are fairly general and applicable to many visual im-
age applications, and can be re-used for a different specific
problem. When the target dataset is small, pre-trained fea-
tures can significantly improve the performance and help
with faster convergence. Leveraging this idea, features pre-
trained on massive scale data such as ImageNet are widely
used as initial weights in recent work, which achieved state-
of-the-art results on a variety of different tasks, such as im-
age classification[9, 20], object detection[10, 17, 19] and
image segmentation[12, 5, 8]. However, more and more
work is questioning the effects of ImageNet pre-training.
Yosinski et al. [25] showed that features in shallow lay-
ers are more general and effective when transferred to other
specific problem. On the contrary, features from higher lay-
ers are more problem-specific. Huh et al. [11] illustrated
that transfer learning performance is similar with features
pre-trained only on half of ImageNet dataset as opposed to
the full dataset. ImageNet pre-training can help even less
when it comes to discipline-specific research such as plant
root studies, due to the lack of relevance of the ImageNet
dataset relative to plant root datasets.
In this work, we collected a moderately sized peanut root
minirhizotron imagery dataset and a small sized switchgrass
root minirhizotron imagery dataset and manually traced
root segments in both sets. We trained U-net based models
with different depths on the peanut root dataset to achieve
automated, precise pixel-wise root segmentation. We also
investigated and compared the effect on segmentation per-
formance of model depth to find an appropriate model depth
for further transfer learning study. Then, we used a trans-
fer learning approach to apply pre-trained features from the
peanut root data and the ImageNet dataset on the small-
scale switchgrass root dataset to explore the effect of dif-
ferent pre-trained features and the accuracy of segmenta-
tion. Based on this approach, we found that features pre-
trained on a moderate-sized peanut dataset that was highly
related to the target switchgrass dataset were more effective
for our root segmentation problem than those pre-trained on
the large-scale but less relevant ImageNet dataset.
(a) Raw Peanut Root Image (b) Manually Labeled GT
Figure 1. Examples of peanut root minirhizotron images (col-
umn (a)) captured by minirhizotron camera systems and manu-
ally labeled ground truth masks (column (b)) generated using Win-
RHIZO software.
In the following sections we describe our datasets, the
semantic segmentation methods employed, our experiments
using those methods with our datasets and other visual im-
agery datasets, and finally draw some conclusions based
upon that work.
2. Datasets
We have compiled two minirhizotron root image
datasets. The first dataset contains 17,550 peanut root RGB
images and the second dataset has 17 switchgrass root RGB
images. All images in both datasets were acquired using
minirhizotron systems in the field, and were paired with
manually labeled ground truth masks indicating the loca-
tion of roots in each image. The details of data collection
and labelling process are as follows.
Peanut root dataset was collected in a field trial at the
Plant Science Research and Education Unit (PSREU) dur-
ing the 2016 growing season. Minirhizotron tubes 2 m in
length were installed directly under and parallel to the row
at a 45◦ angle to the soil surface after crop emergence us-
ing a hydraulic powered coring machine (Giddings Machine
Company, Windsor, CO). After installation the portion of
the minirhizotron tube protruding from the soil was cov-
ered with reflectance insulation (Reflectix Inc., Markleville,
IN) to avoid root light exposure and precipitation from en-
tering the tube. At each measurement date, images were
captured at 13.5 mm increments (resulting typically in 112
image frames) along the minirhizotron tubes using a BTC
100X video camera and BTC I-CAP image capture software
(Bartz Technology Corporation, Carpinteria, CA). Root pa-
rameter analysis was conducted using WinRHIZO Tron
software (Regent Instruments Inc., Quebec, Canada) by
hand tracing root segments within each image frame. The
binary ground truth masks were generated by hand using
the WinRHIZO Tron software package. The process con-
sists of manually drawing different sizes of rectangles to
highlight the area of roots while attempting to leave the soil
blank. Examples of collected peanut root images and cor-
responding labeled ground truth masks are shown in Figure
1. Labelling by WinRHIZO is faster than labelling images
pixel by pixel, since a large area of root pixels can be la-
beled at once. However, two shortcomings of this method
are that: 1) the width of each rectangle is constant indicat-
ing that the roots in the labeled area have the same diameter,
which is not true in practice; and 2) when the roots are not
straight, there are gaps between labeled regions and the la-
beled edges of roots are not smooth.
Switchgrass root dataset was collected using a CI-602
in-situ root imager (CID Bio- Science, Camas, WA, USA)
in minirhizotron tubes in a 2-year old switchgrass field at
the U.S. Department of Energy National Environmental Re-
search Park at Fermilab in Batavia, IL, USA. Minirhizotron
tubes were installed with an angle of 60◦ to the soil surface
to an approximate maximum vertical depth of 120 cm using
an angled guided soil core sampler. Foam caps were in-
stalled to eliminate root light exposure, reduce temperature
variation in the root zone, and stop precipitation from enter-
ing the tubes. Root images were taken at 300 dots per inch
(11.8 pixels per millimeter) from eight depth intervals along
the minirhizotron tubes. All the binary ground truth masks
were manually labeled on superpixel level[26]. Examples
of raw switchgrass images and corresponding ground truth
masks are shown in Figure 2.
(a) Raw Switchgrass Root Image (b) Manually Labeled GT
Figure 2. Examples of switchgrass root images (column (a)) cap-
tured by minirhizotron camera systems and manually labeled
ground truth masks (column (b)).
3. Methods
3.1. Network Architecture
A U-Net[18] based encoder-decoder neural network was
used for root segmentation. The network architecture is
shown in Figure 3. The left half of the architecture works
as an encoder where each block consists of two 3x3 con-
volution layers followed by one 2x2 max-pooling layer to
down sample feature maps. The right half of the architec-
ture works as a decoder where each block consists of one
transpose convolution layer and two 3x3 convolution layers.
The transpose convolution layer up-samples the size of fea-
ture maps by two. The encoder blocks are trained to extract
dense feature maps from minirhizotron RGB imagery. Via
skip connections, those feature maps will be concatenated
with higher-level ones in corresponding decoders to offer
more spatial information in output mask. The last layer is a
1x1 convolution layer (i.e., a weighted sum across all fea-
ture layers) to convert feature maps to a heat map. Then,
the softmax function is used to assign class labels to each
pixel. As it uses fully convolutional network architecture
[13], a U-Net can be trained end-to-end with input images
of any size. In order to keep the dimension of the output
segmentation mask to be the same as input images, zero
padding is used in every convolution layer. The model was
implemented using the Pytorch library(1.1.0) and trained on
a GTX 1080TI GPU with 12GB of RAM.
Figure 3. An illustration of the U-Net based encoder-decoder architecture. Each encoder block consists of two 3x3 convolution layers with
ReLU (blue rectangle) and one 2x2 max-pooling layer (green rectangle). Each decoder block consists of one transpose convolution layer
(orange rectangle) and two 3x3 convolution layers. The number of output channels of each convolution layer is denoted at the bottom of
each blue rectangle. Feature maps extracted from encoders are concatenated to the corresponding decoder via skip connection. A 1x1
convolution layer is used at the end to reduce the number of channels.
3.2. Evaluation Metrics
The neural network will generate probability score for
each pixel, representing the likelyhood of a pixel belonging
to the root class. The quality of the binary segmentation
mask is sensitive to probability thresholds which usually
vary for different models. The receiver operating character-
istic (ROC) curve shows the tradeoff between the true pos-
itive rate (TPR) and the false positive rate (FPR) for differ-
ent thresholds. The value of the area under the curve (AUC)
is usually calculated from ROC curves to evaluate overall
classification performance (both root pixels and non-root
pixels) using different probability thresholds. The perfect
score of AUC in ROC curve is 1, which indicate 100% clas-
sification accuracy on all pixels. The number of root pixels
and non-root pixels are heavily unbalanced in our switch-
grass root images. The TPR will easily reach 1 at small
FPR, even when a relatively large amount of non-root pixels
are mis-classified. Thus, it is difficult to evaluate the clas-
sification accuracy of root class on switchgrass root images
based on ROC curves, because the overall classification ac-
curacy will be overwhelmed by the classification accuracy
for non-root pixels. Therefore, we plotted the precision-
recall (PR) curves to help evaluate the classification per-
formance of root pixels specifically. The PR curves show
the tradeoff between the precision and recall for different
thresholds. Recall is the same as TPR indicating the per-
centage of correctly classified root pixels over all root pix-
els. Precision indicates the percentage of true root pixels
over all the root pixels the model predicted. A higher AUC
value for a PR curve shows that the model is more likely to
make accurate prediction on root pixels. In our experiments,
TPR (recall), FPR and precision values were calculated at
the pixel-level by comparing the output predicted mask to
the manually labeled ground truth.
4. Experiments and Results
We first trained our model on the peanut root dataset
to investigate the segmentation performance on plant root
minirhizotron imagery when moderate-sized dataset is
available. Then, we designed experiments to demonstrate
how the pre-trained features can help improve segmentation
performance when a limited switchgrass dataset is used. We
also compared the effect of features pre-trained on well-
known massive scale ImageNet dataset and features pre-
trained on our peanut root dataset.
(a) Raw Peanut Root Image (b) Manually Labeled GT (c) Depth4 Model Output (d) Depth5 Model Output (e) Depth6 Model Output
Figure 4. Segmentation results of selected test images taken across differing depths, dates, and local environments. Column (a) shows
raw input peanut root minirhizotron images. Column (b) shows the manually labeled ground truth masks. Columns (c)-(e) show the
segmentation results of models with depth 4, 5 and 6, respectively.
4.1. Segmentation Performance on Peanut Root
Dataset
Experiment setup. Model depth is crucial to the perfor-
mance, especially when the training data is limited. Deeper
networks can extract higher-level features to improve seg-
mentation performance, but it is easier to overfit on small
training datasets. To find the proper model depth for our
peanut root dataset and future use on transfer learning ex-
periment on switchgrass dataset, we implemented three
models with depth 4, depth 5 and depth 6, where model
depth refers to the number of encoders and decoders in the
down-sampling and up-sampling path. The peanut root im-
ages were collected across different dates, tubes and depths.
In order to ensure that the testing data and training data
share the same distribution, we randomly picked 90% of the
images from each date, tube and depth for training and the
remaining 10% for testing. The inputs to the model were
entire images (instead of stacking small randomly selected
patches). The model was trained end-to-end from scratch
using the SGD optimizer with learning rate 0.0001 and mo-
mentum 0.8. We set the batch size to be two due to GPU
memory limitation and used binary cross-entropy as loss
function. All models were trained for 100 epochs for five
trials with different randomly initialized parameters. We
plotted ROC curves for each model and calculated average
AUC values and standard deviation of AUC values based on
five trials.
Experimental results. The segmentation results of the
three models with different depths are shown in Figure 4.
Column (a) shows the raw peanut root images taken from
the minirhizotron system. These images were taken across
differing depths, dates, and local environments. The corre-
sponding manually labeled ground truth masks are shown
in column (b). Column (c)-(e), show segmentation masks
of our models with depth 4, depth 5 and depth 6, respec-
tively. Global threshold was set to be 0.5 to generate the
binary segmentation mask. Qualitatively, all three mod-
els provided good segmentation results. Most of the roots
can be segmented from complicated soil backgrounds. Our
method solved two major issues caused by the manual la-
belling process using WinRHIZO software, those of fixed
label width along rectangles, and gaps between neighboring
rectangles. Our model can capture the real thickness and di-
ameter variation along each root. The segmented roots are
consistent and smooth instead of having a boxy shape with
gaps in manually labeled ground truth masks. As shown in
column (c)-(e), our segmentation masks have a better rep-
resentation of roots, which can with accurate determination
of root traits in subsequent measurements.
Some interesting details were observed in the segmenta-
tion results in the last three rows in Figure 4. In the third
row, part of the top of the root is covered by soil in the raw
peanut root image. An example of the robustness of our
method is that a small area of the ground truth mask was
mislabeled; however, our method obtained the correct an-
swer in all three models. In the fourth row, the root at the
bottom left of the picture is partially covered by soil. We ex-
pected that it would be considered as a single piece of root
as it was labeled as such in the ground truth mask. The shal-
low model (depth 4) generated three separated small pieces
of root instead of one unbroken piece. In contrast, deeper
models (depth 5 and depth 6) were capable of filling the gap
and generated an unbroken root. This ability is very impor-
tant when considering the density or number of roots in a
specific area. The last row shows the case of a very compli-
cated background. Because of a wide variety of reflections,
it is very difficult to eliminate water bubbles in segmenta-
tion results. Our method was able to remove most of the
water bubbles, but there still was some residual noise in the
segmentation results. The output masks from depth 6 model
are much cleaner than depth 5 and depth 4 models, which
indicates that the deeper network is more powerful to ac-
commodate complex noise in order to match ground truth
masks as close as possible. This is reasonable, because a
deeper network can extract higher-level features to further
improve the reconstruction step in decoders.
In order to evaluate the consistency of the models, we
trained each model 100 epochs for five trials with differ-
Figure 5. ROC curves plotted for models with depth 4 (Blue),
depth 5 (Orange), and depth 6 (Green), respectively. Each model
was trained five times with random weight initialization.
Table 1. Average AUC and standard deviation of AUC calculated
from ROC curves for different models
Model Average AUC ± Std. AUC
Depth 4 0.9259 ± 0.007
Depth 5 0.9565 ± 0.007
Depth 6 0.9904 ± 0.005
ent random weight initialization. We calculate the TPR and
FPR using the entire test dataset containing 0.7 billion pix-
els. The ROC curves for each model are shown in Figure 5.
The average and Std. of AUC for each model are shown in
Table 1. The depth 6 model had the highest average AUC
of 0.9904 indicating the best segmentation accuracy among
all the models. Additionally the method showed good con-
sistency as all three models had small variance in AUC.
4.2. Transfer Learning on Limited Switchgrass
Root Dataset
Experiment setup. We designed experiments on the
small-scale switchgrass root dataset to explore the effect of
pre-trained features from popular massive-scale ImageNet
dataset and our own peanut root dataset. Compared with
the ImageNet dataset that has 14 million images, our peanut
root dataset is quite small, but much more relevant to the
switchgrass root dataset. As the goal in this experiment is to
figure out the role of pre-trained features on a general model
instead of finding the highest performing network architec-
ture, we implemented the U-net based model with down
path architecture the same as the VGG13 network[22]. Be-
sides the features in the encoder, decoder blocks also ex-
tract higher-level feature maps for up-sampling. We believe
those feature maps are also crucial for improving segmenta-
tion performance as in the limited switchgrass root dataset.
(a)
(b)
Figure 6. AUC values for (a) ROC curves and (b) PR curves at
each training epoch for all the models with different weight ini-
tialization. Blue curve: S-model, weights in both encoder and de-
coder are randomly initialized. Orange curve: I-model, weights in
encoder are initialized with ImageNet pre-trained features and ran-
domly initialized weights in decoder. Green curve: P-En-model,
weights in encoder are initialized with peanut pre-trained features
and randomly initialized weights in decoder. Red curve: P-EnDe-
model, weights in both encoder and decoder are initialized with
peanut pre-trained features.
Thus, we studied pre-trained features not only in encoder,
but also in the combination of encoder and decoder. To
make a comprehensive comparison of different pre-trained
features, we implemented four models namely: 1) S-model
whose weights are randomly initialized; 2) I-model whose
encoder is initialized with pre-trained weights on ImageNet
dataset; 3) P-En-model whose encoder is initialized with
pre-trained weights on our peanut dataset; and 4) P-EnDe-
model whose encoder as well as decoder are initialized with
pre-trained weights on our peanut dataset. These four mod-
els have exactly the same architecture but different weight
initialization. The S-model works as base-line model in the
comparison. All the models were trained on the switchgrass
dataset for 300 epochs. We used a relatively larger learn-
ing rate 5e−5 for the S-model, because it was trained from
scratch and a smaller learning rate of 1e−5 for the I-model,
P-En-model and P-EnDe-model. Since randomly initialized
weights can cause variance in segmentation results, each
model was trained five times to compare the performance
consistency. To make sure the evaluation is accurate, we
used 7 well-annotated switchgrass minirhizotron images for
evaluating the performance of each model and the remain-
ing 21 images for training. Due to the limitation of GPU
memory, each switchgrass root image was evenly cropped
into 15 small images with size 720x510 pixels. Since the
number of root pixels and the number of background pix-
els were highly imbalanced, we set positive weight of root
pixels as 20 in binary-cross entropy loss function to prevent
models from heavily biasing towards the large number of
non-root pixels.
Experimental results. As shown in Figure 6, the AUC
values based on the ROC curves and PR curves were cal-
culated for all models at each training epoch. AUC values
calculated from ROC curves indicate the segmentation ac-
curacy on both root pixels and soil pixels. According to Fig-
ure 6 (a), starting from the very beginning, models with pre-
trained features had higher AUC values than the S-model
that was trained from scratch. Under the same training con-
dition, pre-trained features improved the overall segmenta-
tion performance substantially. Specifically, features pre-
trained on the peanut root dataset were more effective than
features pre-trained on ImageNet dataset, even though the
ImageNet dataset is much larger than the peanut dataset. PR
curves show classification performance on root class. High
AUC values in PR curves represent both high precision and
recall values, indicating that features are more effective to
classify root pixels. P-En-model and P-EnDe-model had
higher AUC values, which proves that peanut pre-trained
features are more helpful than ImageNet pre-trained fea-
tures for switchgrass root segmentation. Additionally, mod-
els with pre-trained features converged faster, especially the
P-EnDe-model with both pre-trained encoder and decoder
on peanut dataset.
We selected two switchgrass root images with the best
manually labeled ground truth to show binary segmentation
masks generated by one of each of the four models at epoch
10, 100, 200 and 300 as shown in Figure 7. The quality
of the binary segmentation mask is sensitive to probabil-
ity thresholds which usually vary for different models. To
make a fair comparison, we plotted ROC curves for each
model at different epochs and picked threshold correspond-
ing to the FPR value at 1%. The FPR value was calculated
based on all test images, but it could vary for each individ-
ual image. Due to the limited dataset, the S-model could
not classify roots until several hundreds epochs. Also, a
lot of non-root pixels were mis-classified (false positive) in
Raw Images
GT
S-model
I-model
P-En-model
P-Ende-model
Epoch 10 Epoch 100 Epoch 200 Epoch 300
Raw Images
GT
S-model
I-model
P-En-model
P-Ende-model
Epoch 10 Epoch 100 Epoch 200 Epoch 300
Figure 7. Segmentation results of selected test images generated by S-model, I-model, P-En-model and P-EnDe-model at epoch 10, 100,
200 and 300.
the segmentation results. The I-model performed a bit bet-
ter than the S-model, but not as good as the P-En-model
and P-EnDe-model. Qualitatively, the P-EnDe-model had
the best contrast ratio between root pixel values and back-
ground soil pixel values, which represents the best capa-
bility to accurately segment roots from complicated back-
grounds. Additionally, even at epoch 10, the P-EnDe-model
already had decent segmentation performance, indicating
that peanut pre-trained features were more effective than
ImageNet pre-trained features.
(a)
(b)
Figure 8. (a) ROC curves and (b) PR curves for S-model, I-model,
P-En-model and P-EnDe-model at epoch 300.
Figure 8 shows the ROC and PR curves for each model
(5 trials for each model) at the 300 epoch. The average and
standard deviation value of the AUC among those 5 trials
are shown in Table 2. Models used with the peanut-pre-
trained encoder were more consistent (lower standard de-
viation of AUC on ROC curve) than models used with the
ImageNet encoder. The S-model had a poor precision score
when recall was close to 1, which indicates that a compara-
ble amount of soil pixels were mis-classified as root. Fur-
thermore, the P-En-model and P-EnDe-model with peanut
pre-trained features offered much higher precision scores
when recall was close to 1, which proves that the peanut
features were more relevant to roots instead of soil. Also,
the P-EnDe-model had the highest average AUC values on
both ROC and PR curves indicating that pre-trained features
in the decoder also were important for segmentation tasks.
5. Discussion
Our results show that pre-trained features improve the
segmentation performance when a limited dataset is avail-
Table 2. Average AUC and standard deviation of AUC calculated
from ROC and PR curves for different models
Model Average AUC ± Std. AUC
ROC Curves PR Curves
S-model 0.870 ± 0.001 0.525 ± 0.003
I-model 0.973 ± 0.004 0.652 ± 0.008
P-En-model 0.991 ± 0.000a 0.700 ± 0.020
P-EnDe-model 0.994 ± 0.000b 0.790 ± 0.000c
Only three significant digits are shown in the table. The actual value is: a
0.0004, b 0.00005 and c 0.0004
able. Also, the pre-trained features can help a model con-
verge faster and thus safe a large amount of training time.
However, (perhaps, intuitively) pre-trained features from a
massive-scale dataset are not always the best for imagery
with different visual appearances. Although the size of a
pre-trained dataset is important, it appears that the relevance
of the pre-trained with respect to the target dataset is more
crucial for segmentation performance. If those two datasets
are very different, only the features in shallow layers can
help with segmentation results, since low-level features are
more general such as edges or textures[25]. The higher-
level features are more problem-specific, which could mis-
lead the decision of a model on the target dataset. This is
even more pronounced when the model is deeper, because
the proportion of effective parameters in shallow layers is
getting smaller. In contrast, features from a dataset that is
small but highly related to the target dataset are more valu-
able regardless of how deep the model is, because both low-
level and high-level features are useful to the target dataset.
6. Conclusions
In this work, we propose the use of U-net based deep
neural networks for automated, precise, pixel-wise segmen-
tation of plant roots in minirhizotron imagery. Our model
achieved high quality segmentation masks with 99.04% ac-
curacy at the pixel-level and overcame errors in human-
labeled ground truth masks. We also found that deep net-
works can better resolve more challenging images (more
complicated backgrounds) than shallow networks. Fur-
thermore, we improved the segmentation performance on
a small-scale switchgrass root dataset by using pre-trained
features from the massive-scale ImageNet dataset and a
mid-scale peanut root dataset, followed by fine tuning on
a small switchgrass root dataset. We obtained above 99%
segmentation accuracy in switchgrass root segmentation
with pre-trained encoder and decoder from our peanut root
dataset. Our results indicate that both pre-trained encoder
and decoder can help with segmentation performance when
the target dataset is small. Also, features pre-trained on a
dataset that is relatively small but highly related to the tar-
get dataset were more effective than those pre-trained on a
massive-scale but less relevant dataset.
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