Broadly, image guided radiation therapy (IGRT) is defined as a radiation therapy procedure that uses image guidance before and during treatment. Two main approaches of IGRT including target delineation of the dataset (image) and 3D parametric dose displaying were described in this paper. In the first study, different target delineation methods such as manual delineation, thresholding methods, variational approaches, learning methods and stochastic modeling were examined by the author in positron emission tomography (PET) images which is one of the promising imaging modalities in detecting cancers and lesions. The experimental results show the effectiveness of these methods. In the other study, the author represented two widely used methods such as colorwash and isodose lines as 3D parametric dose displaying modes in endoscopic images using volumetric data of CT images. Quantitative measurements in terms of target registration error (TRE) and dose display error (DDE) were calculated in the clinical case and two different phantoms included tube phantom and leg phantom.
Introduction
IGRT is the use of frequent imaging during a course of radiation therapy for the purpose of improving the precision and accuracy of the delivery of treatment (Khan and Gerbi, 2006) . Image guidance can be different for each patient undergoing radiation therapy. For example, depending on the organ motion, daily image guidance can be used as in the case when treating the prostate or more frequent imaging to guide radiation therapy to fast moving organs such as the lung. Imaging during treatment might also increase the awareness of the range of organ motion, setup errors and changes in tumor size and shape that can take place in clinical practice (Dawson and Sharpe, 2006) . The variety of medical imaging technologies used in planning includes x-ray computed tomography (CT), magnetic resonance imaging (MRI), positron emission tomography (PET), ultrasound, endoscopy, etc. Between these imaging technologies MRI, CT and PET are widely used. CT can provide useful anatomical information for radiation therapy treatment planning. However, it has poor soft tissue contrast which might be insufficient for target and critical organ delineation. MRI can provide better soft tissue contrast compared to CT but it suffers from spatial distortions and intensity inhomogeneity (Zaidi and Naqa, 2010) .
The target volume definition is currently based on CT and MRI. Both methodologies allow imaging with high spatial resolution and accurate anatomic definition. However, in recent years PET imaging has given additional information about metabolism, physiology and molecular biology of tumor tissue (Grosu and et al, 2005) . In PET, the system detects pairs of gamma rays emitted by a positron emission radionuclide with molecular targets (tracer) using block detectors surrounding the patients. PET may detect biochemical changes in an organ or tissue that can identify the onset of a disease process before anatomical changes related to the disease can be seen with other imaging processes such as CT or MRI. It is most often used by oncologists, neurologists, neurosurgeons and cardiologists. However, it is beginning to be used more widely in other areas. In oncology, it is widely used for non-small cell lung cancer (NSCLC), small cell lung cancer (SCLC), head and neck cancers, lymphomas and esophageal cancers. In these cancers the commonly used tracer is fluorodeoxygluose (FDG) because many malignancies have higher uptake of FDG than normal tissue. However, PET can be used for a vast variety of cancers depending on the type of tracers such as 11C-methionine for brain tumors and 11C-choline for imaging pelvic tumors (MacManus et al, 2009 ).
One of the most difficult issues in PET based treatment planning is the accurate delineation of the target regions such as lesions and tumors. The difficulty in PET image segmentation is because of the low spatial resolution and high noise characteristics of PET images. The other issue, which is performed on endoscopic images, is displaying radiation dose for therapeutic assessment and surgical guidance. This platform is flexible enough to display other volumetric parameters such as PET, functional MRI or contrast CT.
PET Image Segmentation Techniques
Segmentation is one of the most challenging issues in image processing and the effectiveness of the methods can vary significantly according to the specific application and image modality (Drever et al, 2007) . Recently, several methods have been proposed for target delineation in PET images. These methods rely on one of four main groups including (1) thresholding methods, (2) variational approaches, (3) learning methods and (4) stochastic modeling based techniques (Zaidi and Naqa, 2010) .
Target volume definition using a visual assessment
Visual tumor delineation is commonly used in clinical practice. This method is time consuming and susceptible to the window level and color setting. Also, it relies on human intelligence and experience which results in inter-and intra-observer variability (Zaidi and Naqa, 2010; Drever et al, 2007) . However, it is considered a reference to measure the performance of proposed semi and automatic segmentation methods (Morcey and et al, 2009 ).
Thresholding methods
Several thresholding methods have been proposed to segment lesions and tumors in PET images. In the thresholding approach, threshold value (T) is selected to separate regions of interest (ROIs) from the background:
where I is the intensity of pixel/voxel. Various methods have been proposed to determine the "optimal" threshold value. Prior to the threshold selection, the intensity of PET image voxels is converted to the standardized uptake values (SUVs) as follow:
The commonly used thresholding value is the 40-50% of the maximum value of the SUV. The other proposed methods include signal to background ratio (SBR), Nestle et al and Black et al methods. In the SBR method the threshold value depends on the mean background accumulation and on the signal of the lesion/tumor. Black et al proposed the following linear regression function to define the optimal threshold value:
Nestle et al used the following formulation:
(4) where β=0.15, Imean is the mean intensity of all pixels surrounded by the 70% Imax within the tumor and Ibkg is the mean intensity in the neighbor organ furthest from the target. Thresholding methods are easy to implement and roughly have good performance but they are sensitive to the motion artifacts, noises and tumor heterogeneity (Zaidi and Naqa, 2010; Drever et al, 2007) .
Variational approaches
These methods are based on intensity variation (gradient differences). Deformable models are widely used methods which are in this category. These models are curves, surfaces or solids defined within an image. These models deform under the influences of the internal forces, which represent the curve or surface bending or external forces obtained from image data. One of the popular deformable models is the snake based method. If the deformable contour/surface is represented by
 then its movement can be calculated:
where the first term represents internal energy and controls the tension and rigidity of the contour. In this term, the first order derivative makes the contour behave like an elastic string and the second order derivative makes the model behave like a rigid rod. The second term represents the external energy which is responsible for the capture range of the model. These methods require the initialization and topology adaption such as splitting or merging (Zaidi and Naqa, 2010) . The robustness of object segmentation based on deformable models depends on the relative difference of position and topology of the model with respect to the data: a close initialization with correct topology guaranties a proper recovery of the object. Furthermore, the closeness of the initial model greatly influences the time of computation needed for the segmentation. In general, the model is initialized manually at the center of the tumors/lesions. However, several researchers have developed deformable models that can adapt their geometry to the geometry of the object. In order to overcome the limitations of these methods, a family of geometric deformable models known as level set methods (LSM) are developed. The LSM tries to represent a closed curve Γ by using an auxiliary function ϕ, called the level set function. Γ is represented as the zero level set of ϕ as
 . These models perform image segmentation by starting with an initial curve and evolving its shape using the corresponding equation (Alizadeh and et al, 2014; Hemmati and et al, 2013; Eskandari and et al, 2012) .
During the evolution process, curvature and/or constant deformation are used as the speed of curve evolution and locally depend on the image data. The ultimate goal of curve evolution is to yield desirable image segmentation for t →∞: on the other hand, curve evolution should stop at object boundaries. These methods are all mathematically well developed and are relatively accurate but unfortunately, are not applicable in noisy images. Stability and convergence of these methods could be subject to fluctuation if the parameters are not properly selected (Li and et al, 2007; Alizadeh and et al, 2014) .
Learning methods
In this case, the voxels of interest (lesion or tumor voxels) are discriminated based on the extracted features. There are two common types of learning methods: (1) supervised and (2) unsupervised. In supervised learning methods, unknown samples are estimated from labeled samples such as a training set (e.g., classification of samples into defined classes) while in unsupervised methods only input samples are given to the learning system (e.g. clustering). Commonly used classifiers are knearest neighbor (KNN), artificial neural network (ANN) and support vector machine (SVM). Widely used clustering methods are k-means algorithm, fuzzy C-mean (FCM) and expectation maximization (EM). Due to the heterogeneity of PET images, clustering methods have more promising results than classifiers. However, using pre-processing algorithms can prepare images to work using classifiers too (Zaidi and Naqa, 2010) . These methods might have very good results but unfortunately, they are complex and have high computational cost. Also, feature selection might be a challenge in these methods too.
Stochastic modeling
Stochastic models can be used to analyze the variability inherent in biological and medical processes and to provide new perspectives, methodology, models, and intuition to aid in other mathematical and statistical studies (Taylor and Karlin, 1998) . Stochastic modeling is commonly used tool to deal with uncertainty of pixel values in PET images. The objective of this method is to exploit the statistical differences between tumor uptake and surrounding normal tissues. For example, in one study, it is assumed that image intensities distributed with Gaussian probability density function and then unknown parameters of likelihood function, estimates using EM method. These methods are well developed for noisy PET images but suffer from the effect of initialization and convergence to local optimal solution.
Validation of PET Image Segmentation Techniques
Several methods have been proposed to validate PET image segmentation including manual segmentation by expert, simulation studies, experimental phantom study, such as using 4D nonuniform rational B-splines based cardiac-torso (NCAT) known as the 4D extended cardiac-torso (XCAT) phantom, and clinical studies with and without macroscopic specimen. Table 1 represents the target volume delineation using nine proposed methods on both CT and FDG-PET transaxial slices for the clinical study of a patient presented with histologically proven NSCLC (maximum diameter determined by histology is 7 cm). These methods are included: manual segmentation on both CT (CTman) and PET (PETman) images, four semi-automated methods (comprising the SBRbased adaptive thresholding techniques included region growing (RG), Nestle et al and black et al) and three fully automated methods (standard FCM, FCM-S which incorporates nonlinear anisotropic diffusion filtering thus allowing the integration of spatial contextual information and FCM-SW algorithm which also considers inhomogeneity of tracer uptake through the use of the à trou wavelet transform). Also, the overlap fraction used to assess geographic mismatch between the biological target volumes (BTVs) are delineated using different techniques with respect to the BTVSBR is shown (Zaidi and Naqa, 2010) . 
Displaying 3D Radiation Dose for Therapeutic and Surgical Guidance
In this study, the author has developed a method to register and display 3D parametric dose data in 2D endoscopic images but this method can easily be considered in other imaging technologies such as PET images. 2D endoscopic images are registered to 3D CT volumetric images using electromagnetic sensors that attach to the flexible endoscope. These sensors are used to track position and orientation of the endoscope which is used in the registration procedure. Two dose displaying modes considered by the author include colorwash and surface isodose lines (Qiu and et al 2012) . For colorwash display, the individual isodose surface shapes are assigned a color from the colormap based on the value of fpi average which are the smoothed dose interests of each surface point. For display of isodose lines, isolines are generated using 3D marching cubes over the set of fpi average , with bands and edges extracted (Qiu and et al 2012) . Single colors are assigned to individual isodose lines based on the colormapping (figure 3). The average scalar fpi average is calculated as:
The volumetric dose data is represented in CT space as dose voxels, where the dose value at Cartesian coordinates k is D(k). V dose represents the set of points contained by the dose volume in CT space, P denotes the set of points of the surface rendering, kpi denotes the Cartesian coordinates of the i th surface point and d is the depth along the normal n vector. Due to the pixilation artifacts of the dose display, the author proposed to use a smoothing function based on the dose value of the neighbor area:
where wji is assigned a weight for a surface point pi and J denotes the set of neighboring points of pi.
Visualization accuracy
The accuracy of the dose visualization was tested using a calibrated plastic phantom including marking points defined by an expert to compare with actual isodose lines. Two quantitative measurements included target registration error (TRE) and dose display error (DDE) proposed by the author. The TRE is the measure of the registration error between the landmarks which were identified in the endoscopic image and matched with the corresponding 3D points on the CT image, while DDE measures the error between those points on the isodose lines defined in the endoscopic image and corresponding 3D dose points. Table 2 shows the calculated TRE and DDE for the grid tube shown in figure 3 and a mock sarcoma case using the leg phantom with fiducial markers (Qiu and et al 2012; Alizadeh and Qaradaghi, 2016; Maghsoudi and et al, 2014) . Also, the author examined the frame rates in the grid phantom, clinical case (a male patient with T1 N0 M0 glotic cancer) and leg phantom. The frame rates for the isoline and colorwash displaying modes were compared to the baseline image with no dose display (shown in Table 3 ) (Dhandra and et al, 2006; Qiu and et al 2012) . 
Conclusion
The two main approaches proposed in this study included target volume segmentation and 3D displaying of radiation dose, described by the authors. Most published studies reporting on the use of image segmentation in the field of PET-guided radiation therapy focused on FDG as a tracer whereas very few investigations paid attention to other probes. Also, PET/CT images may represent additional information to delineate target volume more accurately. Tumor heterogeneity, motion artifacts, low spatial resolution and high noise characteristics are main issues in the segmentation of PET images. However, several methods proposed in this field of study include thresholding, region growing, clustering, stochastic models, deformable models, classifiers and several other approaches. The performance of these methods were evaluated using manual countering by an expert, simulation studies, experimental phantom studies and clinical studies with and without macroscopic specimen. Displaying dose is another main approach in treatment planning. The author developed a method to display dose information obtained by CT scanner on endoscopic images. This method gives additional information to the oncologists about tissue toxicities and tumor responses to the treatment planning. Similar to the segmentation studies, the validation of the proposed methods was tested on clinical and phantom studies.
