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論文要旨
近年の実システムの大規模化・複雑化により，システムの設計・運用・制御や工業製品の
性能に対する要求の実現が困難となっている。また，近年では，コンピュータパワーの飛
躍的な増大が，数値計算に多大な貢献をしている。さらに，モデリング・シミュレーショ
ン技術などの周辺技術は急速に発展している。このような最適化を取り巻く環境の変化に
伴い，新たな最適化アルゴリズムの開発が重要な課題となっている。
上述の背景を踏まえ，メタヒューリスティクス（発見的近似解法）が注目されている。メ
タヒューリスティクスは，解情報とそれに対応した対象の評価値情報のみを利用して最適
化を行う手法の枠組みであり，実用的な時間内でそれに応じた近似解を求めることができ，
微分可能性や連続性などを保証した数学モデルを必要としない。また，多くのメタヒュー
リスティクスは，生物現象・物理現象などから着想を得て開発され，最適解あるいは準最
適解を探索する手法である。例えば， Fireﬂy Algorithm（FA）はホタルの点滅行動に基
づく手法である。
メタヒューリスティクスは調整可能なパラメータを有することが重要な特長となり，そ
れによって幅広い問題を効率よく解くことができる。しかし，パラメータ設定は，使用者
に対して高い専門的な知識・経験や，問題構造や探索条件に応じた使用者による試行錯誤
を要求する。したがって，多様な問題構造においてメタヒューリスティクスは高い探索性
能を発揮可能な適応能力を有することが望ましい。つまり，実システムにおける多様な最
適化問題は適応性および可調整性を有するアルゴリズムの構築が重要な課題となる。
従来の単一目的最適化問題は唯一の最適解を求めるが，使用者の希求を満たす多様な解
を獲得することが困難である。使用者による解の選択の自由度を拡張するために，多峰性
関数において複数の解を同時に発見する手法の開発が重要な研究課題となっている。例え
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ば経路計画問題では考える場合に多様な解を獲得することは使用者によって望ましい。単
一目的最適化手法は唯一の経路を発見する。しかし，経路が渋滞や事故など何らかの問題
で使えなかった場合，再度最適化を行うか，複数回の最適化を実行する必要がある。多様
な経路を予め求めることには使用者の要求を満たす多様な経路の集合からすぐに別の迂回
経路を利用できるといった利点がある。以上の観点から，最適化の実応用ではしばしば複
数かつ多様な解の獲得が要求される場合がある。本研究グループは，これまでに「評価値
が一定以上優れる」かつ「解相互の距離が一定以上離れる」解集合を獲得する問題として
「優良解集合探索問題」を提案している。
単一目的最適化問題におけるメタヒューリスティクスの探索性能の向上のためには，「多
様化・集中化」という探索指針を適切に実現することが重要である。また，単一目的最適化
問題における多様化・集中化を活用し，探索状態の評価と制御に基づく適応的なパラメー
タの調整を行うことでメタヒューリスティクスの適応性および可調整性の向上が可能であ
る。それを踏まえ，優良解集合探索問題のための多様化・集中化を提案し，パラメータに
より探索状態の評価と制御を行うことで，アルゴリズムの適応性および可調整性の向上が
期待できる。
本研究グループの先行研究では，メタヒューリスティクスの一つであるFAの探索メカ
ニズムの解析を行い，探索の過程で複数の群に分かれ，並行して複数の有望領域の探索が
できるという性質に着目した。そして，FAと優良解集合探索問題の親和性があることを明
らかにし，FAに基づく優良解集合探索手法の構築を行った。
しかしながら，優良解集合探索問題におけるアルゴリズムの適応性および可調整性が不
十分であり，多様化・集中化の戦略を用いることで，可調整性の考慮および適応性の更な
る向上が可能である。以上を踏まえ，本論文は多様化・集中化の観点からFAの持つパラ
メータの解析により，多様化・集中化の評価と制御に基づくパラメータ調整則をFAに付
加した適応型FAの開発を行った。
本論文の要点は以下の通りである。
(1) FAと優良解集合探索問題の親和性があることを明らかにした。FAの解析を通して，
多様化・集中化の観点からパラメータと探索ダイナミクスの関係を明らかにした。
(2) 優良解集合探索問題ための多様化・集中化を提案し，FAの解析結果に基づき優良
解集合探索問題のための多様化・集中化の実現状態の評価指標を提案した。そして，
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数値実験を通して探索状態によって評価指標の変化を確認し，評価指標の有用性を
検証した。
(3) 優良解集合探索問題のための多様化・集中化に基づき，事前に設定された目標値ス
ケジュールに探索状態の評価指標を追従させるための適応的なパラメータの調整機
能を持つ適応型FAを構築した。いくつかのベンチマーク関数を用いた数値実験に
より，オリジナルFAおよび先行研究と比較し，優れた探索性能を確認した。
目次
論文要旨 i
1 序論 1
1.1 本論文の背景と目的・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 1
1.2 本論文の構成・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 3
2 最適化問題 5
2.1 単一目的最適化問題・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 5
2.2 多目的最適化問題・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 6
2.2.1 多目的最適化問題の概要 ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 6
2.2.2 多目的最適化問題に対する要求 ・・・・・・・・・・・・・・・・・・・・・・・・・ 7
2.3 優良解集合探索問題・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 8
2.3.1 最適化の実用に対する要求・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 8
2.3.2 優良解集合探索問題の定義・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 9
2.3.3 優良解集合探索問題に適したアルゴリズムの性質・・・・・・・・・・・・ 10
3 メタヒューリスティクスの探索構造の解析 13
3.1 メタヒューリスティクスの基本的な探索構造・探索戦略・・・・・・・・・・・・・ 13
3.1.1 メタヒューリスティクスの解釈 ・・・・・・・・・・・・・・・・・・・・・・・・・ 13
3.2 Particle Swarm Optimization・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 15
3.2.1 Particle Swarm Optimizationの概要・・・・・・・・・・・・・・・・・・・・・ 15
3.2.2 Particle Swarm Optimizationのアルゴリズム・・・・・・・・・・・・・・ 15
3.2.3 Particle Swarm Optimizationの性質・・・・・・・・・・・・・・・・・・・・・ 17
目次 v
3.3 Diﬀerential Evolution・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 20
3.3.1 Diﬀerential Evolutionの概要・・・・・・・・・・・・・・・・・・・・・・・・・・・ 20
3.3.2 Diﬀerential Evolutionのアルゴリズム・・・・・・・・・・・・・・・・・・・・ 20
3.3.3 Diﬀerential Evolutionの性質・・・・・・・・・・・・・・・・・・・・・・・・・・・ 22
3.4 Fireﬂy Algorithm・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 24
3.4.1 Fireﬂy Algorithmの概要・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 24
3.4.2 Fireﬂy Algorithmのアルゴリズム・・・・・・・・・・・・・・・・・・・・・・・ 25
3.4.3 Fireﬂy Algorithmの性質・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 27
4 優良解集合探索問題のための探索戦略 29
4.1 クラスタ機構による探索戦略・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 29
4.2 多様化・集中化による探索戦略・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 30
5 クラスタ情報に基づくFireﬂy Algorithm 34
5.1 優良解集合探索問題に対する Fireﬂy Algorithmの解析・・・・・・・・・・・・・・ 34
5.2 クラスタ情報を活用するパラメータの調整則の提案・・・・・・・・・・・・・・・・ 35
5.2.1 Fireﬂy Algorithmの解析・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 35
5.2.2 クラスタ情報に基づくパラメータの調整則の提案・・・・・・・・・・・・ 36
5.3 数値実験による検証・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 40
5.3.1 数値実験条件・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 40
5.3.2 実験結果・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 41
6 46
6.1 優良解集合探索問題に対する Fireﬂy Algorithmの解析・・・・・・・・・・・・・・ 46
6.1.1 Fireﬂy Algorithmのパラメータと多様化・集中化に関する解析・・ 48
6.2 Fireﬂy Algorithmの多様化・集中化の評価指標・・・・・・・・・・・・・・・・・・・ 49
6.2.1 探索状態の評価指標の提案・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 49
6.2.2 評価指標の提案・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 49
6.2.3 評価指標の有用性の検討 ・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 50
6.3 探索状態の評価と制御に基づく適応型
Fireﬂy Algorithm・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 52
目次 vi
6.4 数値実験による検証・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 57
6.4.1 実験条件・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 57
6.4.2 実験結果・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 57
7 まとめと今後の課題 64
7.1 今後の展望・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・ 65
参考文献 66
謝辞 71
A K-means法 72
B ベンチマーク関数 75
1 序論
1.1 本論文の背景と目的
近年の実システムの大規模化・複雑化，システムの設計・運用・制御や工業製品の性能
に対する要求の高度化［1］を踏まえた，高い実用性を有する新たな最適化問題の構築が重要
な課題となっている。
従来の単一目的最適化問題は唯一の最適解を求めるが，使用者の希求を満たす多様な解
を獲得することが困難である［6］。使用者による解の選択の自由度を拡張するために，多峰
性関数において複数の解を同時に発見する手法の開発が重要な研究課題となっている。例
えば経路計画問題を考える場合，多様な解を獲得することは使用者によって望ましい。単
一目的最適化手法では唯一の経路を発見するが，経路が渋滞や事故など何らかの問題で使
えなかった場合，再度最適化を行うか，複数回の最適化を実行する必要がある。多様な経
路を予め求めることには使用者の要求を満たす多様な経路の集合からすぐに別の迂回経路
を利用できるといった利点がある。以上の観点から，最適化の実応用ではしばしば複数か
つ多様な解の獲得が要求される場合がある。本研究グループは，これまでに「評価値が一
定以上優れる」かつ「解相互の距離が一定以上離れる」解集合を獲得する問題として「優
良解集合探索問題」を提案している。
近年では，コンピュータパワーの飛躍的な増大が，数値計算に多大な貢献をしている。
さらに，モデリング・シミュレーション技術などの周辺技術は急速に発展している。この
ような最適化を取り巻く環境の変化に伴い，新たな最適化アルゴリズムの開発が重要な課
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題となっており，メタヒューリスティクス（発見的近似解法）が注目されている。多くの
メタヒューリスティクスは，生物現象・物理現象などから着想を得て開発され，最適解あ
るいは準最適解を探索する手法である。また，メタヒューリスティクスは調整可能なパラ
メータを有することが重要な特長となり，それによって幅広い問題を効率よく解くことが
できる。しかし，パラメータ設定は，使用者に対して高い専門的な知識・経験や，問題構
造や探索条件に応じた使用者による試行錯誤を要求する。従って，多様な問題構造におい
てメタヒューリスティクスは高い探索性能を発揮可能な適応能力を有することが望ましい。
つまり，実システムにおける多様な最適化問題は適応性および可調整性を有するアルゴリ
ズムの構築が重要な課題となる。
ところで，単一目的最適化問題におけるメタヒューリスティクスの探索性能の向上のた
めには，「多様化・集中化」［1］［2］［3］［4］［16］［21］［27］［29］という探索指針を適切に実現す
ることが重要である。また，単一目的最適化問題における多様化・集中化を活用し，探索
状態の評価と制御に基づく適応的なパラメータの調整を行うことで，メタヒューリスティ
クスの適応性および可調整性の向上が可能である。
先行研究では，従来の単一目的最適化問題を対象としたメタヒューリスティクスは，唯
一の大域的最適解あるいは準最適解を探索するアルゴリズムであることを目標に開発され，
多様な解集合の獲得の要求には適していない。一方，メタヒューリスティクスの一つであ
るFireﬂy Algorithm（以下，FA）の探索メカニズムの解析を行い，探索の過程で複数の群
に分かれ，並行して複数の有望領域の探索ができる。従って，FAは優良解集合探索問題に
対する基本的な性質を有する。FAが有する性質を活用することで，FAに基づく優良解集
合探索手法の構築を行った。しかし，先行研究のアルゴリズムの適応性および可調整性が
不十分であり，多様化・集中化の戦略を用いることで，可調整性の考慮および適応性の更
なる向上が可能である。以上を踏まえ，本論文は多様化・集中化の観点からFAの持つパ
ラメータの解析により，多様化・集中化の評価と制御に基づくパラメータ調整則をFAに
付加した適応型FAの開発を行った。
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1.2 本論文の構成
本節では，本論文の構成について述べる。
第 1 章では，本研究における提案内容が必要とされる背景・本研究の目的・概要・本論
文の構成について述べる。
2 章では，従来の単一目的最適解問題において十分に考慮することが困難な要求が存在
することを述べる。さらに，評価値が一定以上優れ，かつ解相互の距離が一定以上離れた
多様な解集合を探索する要求を満たすことが期待される「優良解集合探索問題」の定義を
述べる。
3 章では，メタヒューリスティクスの探索構造を解析し，メタヒューリスティクスに共通
する探索戦略を抽出する。さらに，代表的なメタヒューリスティクスであるParticle Swarm
OptimizationやDiﬀerential Evolutionなどとの比較を行いながら，単一目的最適化問題
における多峰性関数に適用した際に探索点群が複数に分かれるFAについて，優良解集合
探索問題と親和性を有することを明らかにする。
4 章では，（1）優良解集合探索問題のためのアルゴリズムの特有の性質の解析により，ク
ラスタ機構を用いた探索戦略を構築する。（2）従来の単一目的最適化問題のための構造解
析を通じて得た探索戦略の観点から，メタヒューリスティクスの適応能力と探索性能の関
係について議論する。その議論を基に，優良解集合探索問題のための探索戦略（多様化・
集中化）を構築する。
5 章では，FAの探索構造の解析から，FAは複数の有望領域を並行して探索する性質を
有していることを述べ，優良解集合探索問題に対して高い親和性があることを明らかにし
た。その性質を活用してクラスタ構造を取り入れることで，FAのパラメータ調整則を提
案した。そして，優良解集合探索問題における基礎的なケースを想定し，解相互の距離が
離れた複数の最適解を有するベンチマーク関数を対象とした数値実験を行う。オリジナル
FAとクラスタ情報に基づく FAを比較し，提案手法の有用性を検討する。
6 章では，多様化・集中化と実用的な最適化の観点から，優良解集合探索問題のための
メタヒューリスティクスにおける探索戦略に基づくアプローチにより，優良解集合探索問
題に対して適応能力・探索性能を有する適応型FAを開発した。そして，優良解集合探索
問題における基礎的なケースを想定し，解相互の距離が離れた複数の最適解を有するベン
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チマーク関数を対象とした数値実験を行う。それぞれのオリジナルのFA，クラスタ情報に
基づくFAと適応型FAを比較し，優良解集合探索問題の基礎的なケースに対する提案手法
の性能と探索状態の制御を評価し，提案手法の有用性を検討する。
最後に 7 章では，論文の内容をまとめると同時に，今後の課題や研究展望について述
べる。
2 最適化問題
本章では，単一目的最適化問題と多目的最適化問題の説明をした上で，単一目的
最適化問題による唯一の最適解を探索するアプローチや多目的最適化のアプロー
チでは十分に考慮することが困難な要求が発生することを述べる。また，使用者
の希求を満たす客観と主観が混在するなど性質を獲得することが困難であり，最
適化の実応用において従来の最適化によるアプローチでは十分に考慮することが
難しい要求の存在について指摘する。さらに，このような要求を満たすための優
良解集合探索問題を定式化する。
2.1 単一目的最適化問題
最適化問題は，与えられる制約条件（constraint）のもとで，目的関数を最大あるいは
最小とする決定変数（decision variable）の値を求める問題として定式化される。一般に
単一目的最適化問題（Single-Objective Optimization Problem）では，要求されている目
的は唯一であることが知られている［2］。単一目的最適化問題は，目的関数 f(x)をm個の
不等式制約条件 gi(x)と l個の等式制約条件 hj(x)のもとで，f(x)を最小とする決定変数
x ∈ Rnを求める問題として，以下のように定式化される。
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⎧⎨
⎩
min
x
f(x)
sub.to gi(x) ≤ 0 i = 1, · · · , m
hj(x) = 0 j = 1, · · · , l
(2.1)
上式におけるx = (x1, x2, · · · , xn)T ∈ X ⊂ Rnはn次元の決定変数のベクトルを表し
ており，Xは実行可能領域（feasible region）を表す。
2.2 多目的最適化問題
2.2.1 多目的最適化問題の概要
実際の問題の多くは，複数の評価基準を同時に考慮する必要がある。このとき，複数の
評価基準は，一方を良くすれば他方が悪くなるようなトレードオフの関係が多い。例えば，
工業製品の性能や機能とコストの間にトレードオフの関係が存在する。このような，複数
の目的を同時に満たす最も良い解の決定として多目的最適化問題が定式化される［7］。
決定変数ベクトルは x ∈ Rn，実行可能領域をX ⊂ Rnとした時，k目的の目的関数ベク
トルf (x) = (f1(x), f2(x), · · · , fk(x))T を最小化する多目的最適化問題は次式のように
定式化される。
{
min
x
f (x) = (f1(x), f2(x), · · · , fk(x))T
sub.to x ∈ X (2.2)
多目的最適化における解の優劣は，優越関係によって判断される。次式を満たす時，解x
は解 yを優越する（x ≺ y）。以下，i = 1, 2, · · · , kである。
x ≺ y ⇐⇒ ∀i, fi(x) ≤ fi(y) ∧ ∃i, fi(x) < fi(y) (2.3)
多目的最適化における最適解は，他のすべての解に優越されない解であるパレート解とし
て定義される。パレート解は一般に集合として存在し，それらの間に客観的な優劣関係は
生じない。パレート解集合P は次のように与えられる。
P = {x ∈X|∀y ∈X, y ≺ x} (2.4)
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パレート解集合を目的関数空間上で図示したものはパレートフロンティアと呼ばれる。
図 2.1（a）に多目的最適化における決定変数空間の概略図，図 2.1（b）に多目的最適化に
おける目的関数空間の概略図を示す。
(a) 決定変数空間の概略図 (b) 目的関数空間の概略図
図 2.1： 多目的最適化における決定変数区間・目的関数空間の概略図
2.2.2 多目的最適化問題に対する要求
多目的最適化においては，通常，単一目的最適化で要求される「解の収束性」に加え，
「解の分布」が要求される。「解の分布」とは，「解の分布の広がり」と「解の分布の一様性」
として解釈できる。
• 収束性：獲得した近似パレート解がパレート最適解集合へ十分近づいているか
• 分布の広がり：獲得した近似パレート解集合がパレート最適解集合の全域に広がっ
ているか
• 分布の一様性：獲得した近似パレート解集合が偏ることなくパレート最適解集合の
上で一様に分布しているか
近似パレート解集合の例を図 2.2に示す。
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(a) 理想的な近似パレート解集合 (b) 収束性に劣る近似パレート解集合
(c) 一様性に劣る近似パレート解集合 (d) 広がりに劣る近似パレート解集合
図 2.2： 近似パレート解集合の例
2.3 優良解集合探索問題
2.3.1 最適化の実用に対する要求
最適化の実応用では不測の事態を考慮した代替案の提示［5］や定式化・客観的評価が困難
な目的の考慮［6］などを要求される場合があるが，従来の最適化によるアプローチではこ
れらを十分に考慮することが困難である。単一目的最適化問題における解の性能は，決定
変数（解）が与えられれば，その値に対応する目的関数値として決定する。しかしながら，
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相互の距離が離れた解は，目的として表現された評価（目的関数値）が同程度であったと
しても，目的として表現されていない他の性能・性質等において異なる特徴を有する可能
性がある。このため，実応用における要求に応えることが期待される多様な解集合は，目
的関数値が優れ，かつ解空間上における相互の距離が離れた解集合になると考えられる。
本研究グループが提案した，評価値が一定以上優れ，かつ解相互の距離が一定以上離れ
た多様な解集合を探索する優良解集合探索問題（Superior Solution Set Search Problem）
［13］［14］について説明する。優良解集合に属する解は意思決定者の希求水準を満たし，解
相互の性質が大きく異なる。これは優良解集合から意思決定者の選好に応じた解の選択を
可能にするため，定式化が困難な目的に対しても有効であり，工学的な価値が高いと考え
る。現実の最適化においては，例えば工業デザインに見られるように，客観的評価が可能
な目的（製品性能など）と主観的評価をせざるを得ないような目的（デザインなど），即
ち性質の異なる複数の目的を有する最適化問題が存在する。新幹線の先頭形状や構造物の
シェルなどの最適化設計は客観的に評価できる物理特性とは性質の異なることと，主観的
に評価されるデザインも考慮する，優良解集合探索問題の例であり，イメージ図を図 2.3
に示す。
上述のことを踏まえ，使用者が定めた基準よりも目的関数値が優れ，かつ解相互の距離
が遠く離れた解から優良解集合が構成されるように，概念の提案とそれに基づく定義を行
う。優良解集合から最終的な解を選択することで，実応用における要求も考慮することが
期待される。また，優良解集合には，使用者が任意に定めることのできるパラメータが存
在する。パラメータにより，優良解集合に含まれる解の目的関数値と解相互の距離を調整
できるため，使用者によって異なる要求に応えることが期待される。
2.3.2 優良解集合探索問題の定義
本論文では，実行可能領域X内の決定変数x (X ⊆ Rn)について評価関数 f(x)の最小
化問題を扱う。まず，大域的最適解の評価値 f(x)を基準とした評価値の制約 δ ≥ 0を満
たす解x ∈Xの下位集合L(δ) ⊂Xを，次式 (2.5)で定義し，その例を図 2.4(a)に示す。
L(δ) = {x ∈X | f(x) ≤ f(x) + δ} (2.5)
さらに，xˆ ∈ Rnに対する ε-近傍（xˆを中心とする半径 ε > 0の開球）N (xˆ; ε)を，次式
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図 2.3： 優良解集合探索問題における最適設計の例
(2.6)で定義し，その例を図 2.4(b)に示す。
N (xˆ; ε) = {x ∈ Rn | ‖x− xˆ‖ < ε} (2.6)
以上より，優良解集合Q(δ, ε)を，次式 (2.7)で定義し，イメージ図が図 2.4(c)を示す。
Q(δ,ε)={x∗∈L(δ)|x ∈ N (xˆ; ε), f(x∗)≤f(x)} (2.7)
優良解集合Q(δ, ε)は，評価値が同程度に良く，かつ解相互の距離が離れた局所的最適解
の集合となる。優良解集合Q(δ, ε)を発見することを目的とした問題を，優良解集合探索問
題と定義する。
2.3.3 優良解集合探索問題に適したアルゴリズムの性質
これまで述べたように，優良解集合は目的関数値が一定以上優れ，かつ解相互の距離が
一定以上離れた複数の局所的最適解集合から構成される。このような性質を有する優良解
集合を探索するためには，優良解集合の付近（有望領域）を並行して探索できるアルゴリ
ズムが要求される。複数の有望領域を並行して探索するためには，(a) クラスタ間の多様
性を維持しつつ，(b) クラスタ内では従来の単一目的最適化手法のように広い領域から狭
い領域に探索（多様化・集中化）を行う性質を有することが望ましい。また，モデリング
の際に実システムの複雑さを保持できることが望ましいため，直接探索型であることから
モデリングに与える制約が少ないメタヒューリスティクスを使用することが望ましい。一
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(a) L(δ)
(b) N (xˆ; ε)
(c) Q(δ, ε)
図 2.4： 1次元 (n = 1)の多峰性関数における優良解集合の例
第 2章 最適化問題 12
方，これまでに提案されてきた多くのメタヒューリスティクスは唯一の大域的最適解・準
最適解を探索することを目的としており，各探索点が大域的な探索を行うため，複数の有
望領域を並行して探索することが困難である。次章では代表的なメタヒューリスティクス
を複数挙げ，上述の観点からメタヒューリスティクスの各手法について考察する。
3 メタヒューリスティクスの探索構造の解析
本章では，これまでに提案されているメタヒューリスティクスのアルゴリズム
を探索構造を解析から，メタヒューリスティクスに共通する探索戦略・探索構造
を抽出する。さらに，代表的なメタヒューリスティクスである Particle Swarm
OptimizationやDiﬀerential Evolutionなどとの比較を行いながら，単一目的最
適化問題における多峰性関数に適用した際に探索点群が複数に分かれる Fireﬂy
Algorithmについて，優良解集合探索問題と親和性を有することを明らかにする。
3.1 メタヒューリスティクスの基本的な探索構造・探索戦略
3.1.1 メタヒューリスティクスの解釈
メタヒューリスティクスでは，一般的に生物現象や物理現象などの様々な現象のアナ
ロジーに立脚している。しかし，最適化対象の問題構造や探索状況に応じて適応的なパラ
メータ調整を行うと同時に，優れた探索性能を有する実用的な最適化手法を開発するため
には，多くのメタヒューリスティクスに対する本質的な部分を解析することで，普遍的な
メタヒューリスティクスの探索構造・探索戦略を抽出し，活用していくことが重要である。
本節では，多くメタヒューリスティクスにおける重要な探索構造・探索戦略として考察を
行う。
メタヒューリスティクスは生物現象等に着目して行われ，アナロジーに立脚した視点や
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図 3.1： メタヒューリスティクスの探索構造
優れたメカニズムを脱却し，メタヒューリスティクスの本質的な探索構造を考察すること
が重要である［2］［3］。著者は様々なメタヒューリスティクスについて解析を行い，以下の
操作が二つ挙げられる。
近傍生成：現在の探索点から，探索点間の相互作用や探索履歴などの情報を活用し，移
動先の候補を生成する操作である。
探索点の更新：生成した移動先の候補から，何らかのルールに基づいて探索点の移動を
行う操作である。
メタヒューリスティクスは，（i）近傍生成，（ii）探索点の更新，はメタヒューリスティク
スの普遍的な探索構造を構成する主要な操作である。メタヒューリスティクスは（i）（ii）
を繰り返すことで探索を行う。イメージ図は図 3.1を示す。本論文では，これらの操作に
よりメタヒューリスティクスの探索構造を解析する。
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3.2 Particle Swarm Optimization
3.2.1 Particle Swarm Optimizationの概要
Particle Swarm Optimization（以下，PSO）［8］［9］［21］は，単純化された社会モデルの
模擬を通じて 1995年に J. KennedyとR. Eberhartにより開発されたメタヒューリスティ
クスの一つである。ここではパーティクルと呼ばれる候補解の集団を持ち，粒子の位置と
速度に対する簡単な数式に基づいて探索空間内でこれらの粒子を動かすことによって問題
を解決する。各粒子の動きは，その局所的に最もよく知られている位置の影響を受けるが，
探索空間における最もよく知られた位置に導かれ，他の粒子によってより良い位置が見つ
かると更新される。
PSOの特徴は，相互作用を持つ複数の探索点を有する多点探索アルゴリズムであること，
探索点間で互いに最良解に関する情報を共有し，その情報に基づいて探索を行うことがあ
げられる。また，微分可能性や連続性を保証した数学モデルを必要とせず，非常に簡単な
アルゴリズムで構成される。
3.2.2 Particle Swarm Optimizationのアルゴリズム
本節では，PSOの各操作を概説し，PSOのアルゴリズムを述べる。まず，各探索点がそ
れまでの探索で発見したそれぞれの最良解がpbestiである。また，すべての探索点がこれ
までに発見した一番優れた探索点が gbestである。それを基づいて各操作を説明する。
各探索点は現位置xtiから，それぞれの最良解pbesti = (pbesti1, pbesti2, · · · , pbestin)T
と群全体の最良解 gbest = (gbest1, gbest2, · · · , gbestn)Tを参照し，および前回の移動
ベクトルvti = (v
t
i1, v
t
i2, · · · , vtin)Tの重み付き線形結合として新たな移動ベクトルvt+1i を
生成し，式 (3.1)のように示す。
vt+1ij = w · vtij + c1 · rand1 · (pbesttij − xtij) + c2 · rand2 · (gbesttj − xtij) (3.1)
ただし，rand1と rand2は [0, 1]1の一様乱数，w，c1，c2はそれぞれの項に対する重みパ
ラメータである。
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図 3.2： Particle Swarm Optimizationにおける探索点の移動
探索点の移動は式 (3.2)で与えられ，図 3.2で示す。
xt+1ij = x
t
ij + v
t+1
ij (3.2)
以上を踏まえ，目的関数 f(x) (x ∈ Rn)の最小化問題に対するParticle Swarm Opti-
mizationのアルゴリズムを以下に示す。
【Particle Swarm Optimizationのアルゴリズム】
Step 0:[準備]
Particleの数 2  m ∈ N1，Particleのパラメータ 0 < w ∈ R1，0 < c1 ∈ R1，
0 < c2 ∈ R1，及び最大反複回数 Tmaxを与え，t = 1とおく。
Step 1:[初期化]
各 Particleの初期位置 xi1 ∈ Rn（i = 1, 2, · · · , m）と初期速度 vi1 ∈ Rn（i =
1, 2, · · · , m）を与える。初期位置xi1は実行可能領域内にランダムに，初期速度 vi1
はランダムに与える。
pbesti
1 = xi
1 i = 1, 2, · · · , m
gbest1 = pbestig
1
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とおく。
ただし，ig = argmin
i
f(pbesti
1)
Step 2:[vi，xiの更新]
vt+1ij = w · vtij + c1 · rand1 · (pbesttij − xtij) + c2 · rand2 · (gbesttj − xtij)
xt+1ij = x
t
ij + v
t+1
ij i = 1, 2, · · · , m; j = 1, 2, · · · , n
とおく。
Step 3:[pbestiと gbestiの更新]
I = {i|f(xit+1) < f(pbestit), i = 1, 2, · · · , m}
とおく。
pbesti
t+1 = xi
t+1 i ∈ I
pbesti
t+1 = pbesti
t i /∈ I
gbesti
t+1 = pbestig
t
とおく。
ただし，ig = argmin
i
f(pbesti
t+1)
Step 4:[終了判定]
t = Tmaxならば終了。さもなければ t := t + 1として Step 2へ行く。
3.2.3 Particle Swarm Optimizationの性質
図 3.3 に，多峰性関数である 2n minima関数にPSOを適用した際の探索の様子を表す。
図中では ◦が各探索点を表す。PSOの探索点群が一箇所の有望領域に集中することを確認
できる。PSOの特徴は，鳥や魚の群れの採餌行動を模擬した，群全体で共有している最良
解情報 gbestと各個体が有する最良解情報pbestの活用にある。PSOによる決定変数空
間の探索においては，群全体で共有している最良解情報gbestへ向かう差分ベクトルの影
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響が大きく，各探索点は gbestへ強く引き寄せられる。従って，PSOの探索点群は最終的
に一箇所の有望領域を集中的に探索することになる。以上の解析より，PSOは単一目的最
適化問題に適することが確認できる。
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図 3.3： 2n minima関数にParticle Swarm Optimizationを適用した場合の探索の様子
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3.3 Diﬀerential Evolution
3.3.1 Diﬀerential Evolutionの概要
Diﬀerential Evolution（以下，DE）［10］は 1995年にK. V. PriceとR. M. Stornにより
考案された多点探索型メタヒューリスティクスの一つである。Genetic Algorithm（以下，
GA）等の進化的最適化手法の基本的な操作と似ており，突然変異（diﬀerential mutation），
交叉（crossover），選択（selection）を繰り返すことで探索を行う。
3.3.2 Diﬀerential Evolutionのアルゴリズム
本節では，DEの各操作を概説し，DEのアルゴリズムを述べる。まず，突然変異では，
ランダムに異なる探索点xtr1，x
t
r2，x
t
r2を選択し，式 (3.3)で与えられ，イメージ図 3.4（a）
を示す。
vti := x
t
r1 + F · (xtr2 − xtr3) (3.3)
(a) 突然変異 (b) 交叉（一様交叉）
図 3.4： Diﬀerential Evolutionにおける各操作のイメージ
ここで，F は膨張率と呼ばれ，突然変異ベクトルの生成する範囲を定めるパラメータで
あり，F は [0, 1] ∈ R1の範囲に設定されることが多い。
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突然変異ベクトル utiを生成した後，交叉を行う。交叉では，全操作ベクトル x
t
iに対し
て，交叉開始点 nを決定し，操作ベクトルの要素 xij (j = 1, 2, · · · , D)毎に交叉率CRを
用いて交叉判定を行い，xtijと v
t
ijの要素を次式の様に置換し，試験ベクトルu
t
i ∈ RDを生
成し，式 (3.4)で与えられ，イメージ図 3.4（b）を示す。
utij : =
{
vtij randj  CR ∪ j = n
xtij otherwise
(3.4)
最後の選択において，交叉により生成されたそれぞれの試験ベクトル utiとそれぞれの解
個体 xtiを比較する。次世代の個体ベクトルである x
t+1
i を次式で決定し，個体ベクトル集
団を更新する。
xt+1i : =
{
uti f(u
t
i)  f(xti)
xti otherwise
(3.5)
以上を踏まえ，目的関数 f(x) (x ∈ Rn)の最小化問題に対するDiﬀerential Evolutionの
アルゴリズムを以下に示す。
【Diﬀerential Evolutionのアルゴリズム】
Step 0:[準備]
解ベクトルの次元数D ∈ N1，解ベクトル数 2  m ∈ N1，膨張率 F ∈ R1，交叉
CR ∈ R1，最大世代 Tmax ∈ N1を与える。
Step 1:[初期化]
初期解集団x0i ∈ RDを与え，t = 1とする。ただし i = 1, 2, · · · , m。
Step 2:[突然変異]
全操作ベクトルxtiに対して，互いに異なるようにランダムに選出されたx
t
r1，x
t
r2，
xtr3 ∈ RDと膨張率F を用いて，次式の変異ベクトル vti ∈ RDを生成する。
vti := x
t
r1 + F · (xtr2 − xtr3)
Step 3:[交叉（一様交叉）]
全操作ベクトルxtiに対して，交叉開始点nを決定し，操作ベクトルの要素xij (j =
1, 2, · · · , D)毎に交叉率CRを用いて交叉判定を行い，xtij と vtij の要素を次式の様
に置換し，試験ベクトルuti ∈ RDを生成する。
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utij : =
{
vtij randj  CR ∪ j = n
xtij otherwise
Step 4:[選択]
全操作ベクトル xtiに対して，次式の様にu
t
iと比較を行い，優れた評価値を持つベ
クトルをxt+1i ∈ RDとする。
xt+1i : =
{
uti f(u
t
i)  f(xti)
xti otherwise
Step 5:[終了判定]
t := t + 1とし，t = Tmaxであれば応答を終了する。さもなければ Step 2へ行く。
3.3.3 Diﬀerential Evolutionの性質
図 3.5 に，多峰性である 2n minima関数にDEを適用した際の探索の様子を示す。図中
では ◦が各探索点を表す。DEはランダムに選択された探索点から他のランダムに選択さ
れた探索点へ向かう差分ベクトルを生成し，その差分ベクトルに従った変異ベクトル vki の
生成を行う。そして，交叉によって他の探索点の情報を用いて新たな探索点を生成してい
る。さらに，DEの各探索点は良い目的関数値を有する解を探索すると必ず更新するため，
各探索点は現時点よりも良い目的関数値を有する解が存在する領域を探索する。従って，
DEの探索点群は最終的に一箇所の有望領域に集中することを確認できる。以上の解析か
ら，DEは単一目的最適化問題に適することが確認できる。
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図 3.5： 2n minima関数にDiﬀerential Evolutionを適用した場合の探索の様子
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3.4 Fireﬂy Algorithm
3.4.1 Fireﬂy Algorithmの概要
Fireﬂy Algorithm（以下，FA）［11］［12］はホタルの点滅活動のアナロジーに基づく最適
化手法である。現実のホタルの活動では，各個体が光を発することで他のホタルとコミュ
ニケーションを行い，採餌や求愛行動を行う。一般的に，明るいホタルはその魅力が強く，
各ホタルは自身の周囲の明るい光を発するホタルに引き寄せられる。Xin-She Yangは上
記の生物現象をに着想を得て，多点探索型のメタヒューリスティクスである FAを 2007年
に提案した。
FAでは，（1）探索点の魅力は参照点の光強度に限らず，（2）探索点の魅力は探索点と
参照点の距離に反比例し，光強度に正比例をする，（3）光強度は探索点の評価値を決める，
上記の三原則で探索を行う。
FAでは他の探索点に近づくように各探索点が移動する。この時，FAでは光強度（探索
点の評価値）および魅力（移動量を決定するための係数）を基に，参照する探索点と移動量
を決定する。まず，FAでは，各探索点は自身よりも優れた光強度をもつ探索点を参照し，
移動を行う。最も優れた探索点はランダムに移動する。次に，各探索点は参照する探索点
の魅力を基に，移動する量を決定する。現実のホタルのコミュニケーションでは，光の強
さは距離の 2乗に反比例するため，遠くのホタルを目視することはできない。同様に，FA
における探索点の魅力は，探索点間の距離の増加に伴い減少する。そして移動を行う際，
図 3.6： Fireﬂy Algorithmによる移動のメカニズム
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参照する探索点の魅力が強いほど大きく近づく。
FAの根幹は，光強度が弱い探索点の強い探索点を参照する移動にある。光強度は，探索
点の評価値に従い，強ければ強いほど探索点の評価値が優れる。一番強い探索点はランダ
ムに移動する。FAによる移動のメカニズムが図 3.6を表す。
3.4.2 Fireﬂy Algorithmのアルゴリズム
本節では，FAの各操作を概説し，FAのアルゴリズムを述べる。まず，強度と魅力を定
量的に把握するため，FAの光強度 Iと魅力 βを式 (3.6)，(3.7)で定義する。
Ii =
1(
|f tmin − f(xti)|+ 1
) (3.6)
ただし，f tminは探索点集団内の各探索点が有する評価値の内，最も優秀な評価値である。
β = β0e
−γ‖ytj−xti‖2 (3.7)
β0は魅力の最大値であり，γは光の減衰に関するパラメータである。そして各ホタルは，
自身より光強度の強い全てのホタルに引き寄せられる。ホタル iが jに近づく時の移動式
は式 (3.8)のように定義される。
xti := x
t
i + β0e
−γ‖ytj−xti‖2(ytj − xti) + αR (3.8)
Rは [−0.5, 0.5]nの一様乱数ベクトルを表す。αは乱数項のスケールに対応するパラメー
タである。最も光強度の強いホタル xminは，式 (3.9)にしたがってランダムに移動する。
xtmin := x
t
min + αR (3.9)
以上を踏まえ，目的関数 f(x) (x ∈ Rn)の最小化問題に対する Fireﬂy Algorithmのア
ルゴリズムを以下に示す。
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【Fireﬂy Algorithmのアルゴリズム】
Step 0:[準備]
最大反複回数 Tmax ∈ N1，探索点数 2  m ∈ N1，各パラメータ α ∈ R1，β0 ∈ R1，
γ ∈ R1を定める。反複回数 t = 1とする。
Step 1:[初期化]
実行可能領域 X 内に探索点 x1i (i = 1, 2, · · · , m)をランダムに生成する。y1i =
x1i (i = 1, 2, · · · , m)として，解を保存する。i = 1とする。
Step 2:[光強度の算出]
保存した解 yti(i = 1, 2, · · · , m)を基に，各探索点の光強度 Iiを計算する。
f tmin = min{f(yti)|i = 1, 2, · · · , m}
Ii =
1(
|f tmin − f(xti)|+ 1
)
Step 3:[探索点の移動]
Ii < Ijを満たす xtjが存在する場合，j = 1とおく。Ii < Ijならば，以下の式に従
い探索点xtiを移動する。
xti := x
t
i + β0e
−γ‖ytj−xti‖2(ytj − xti) + αR
R ∈ [−0.5, 0.5]n は一様乱数ベクトルを表す。j := j + 1とする。以上の操作を
j = mまで繰り返す。さもなければ，以下の式に従い探索点 xtiを移動する。
xti := x
t
i + αR
Step 4:[探索点の更新]
i = mならば，探索点xtiを更新し，解 y
t+1
i を保存する。さもなければ，i := i + 1
とし，Step 2へ戻る。
xt+1i = x
t
i, y
t+1
i = y
t
i
Step 5:[終了判定]
t = Tmaxならば，終了する。さもなければ，t := t + 1，i = 1として，Step 2へ
戻る。
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3.4.3 Fireﬂy Algorithmの性質
図 3.7 に，多峰性である 2n minima関数にFAを適用した際の探索の様子を示す。図中
では ◦が各探索点を表す。FAの探索点群は複数に分かれ，複数の有望領域を並行して探索
できることがわかる。FAの特徴は，蛍を模擬した光強度に基づく解の参照，参照した解へ
向かう差分ベクトルによる移動にある。この移動量は探索点と参照した解までの距離の増
加に従って減少する。つまり，移動する探索点と参照点までの距離は遠い場合に移動量が
小さく，距離は近い場合に移動量が大きい。FAはこれらの性質により探索点群が複数に分
かれるという基本的な優良解集合探索のためのアルゴリズムの性質を有している。以上の
解析から，FAは優良解集合探索問題に適することが確認できる。
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図 3.7： 2n minima関数にFireﬂy Algorithmを適用した場合の探索の様子
4 優良解集合探索問題のための探索戦略
本章では，（1）優良解集合探索問題のためのアルゴリズムの特有の性質の解析
により，クラスタ機構を用いた探索戦略を構築する。（2）従来の単一目的最適化
問題のための構造解析を通じて得た探索戦略の観点から，メタヒューリスティク
スの適応能力と探索性能の関係について議論する。その議論を基に，優良解集合
探索問題のための探索戦略（多様化・集中化）を構築する。
4.1 クラスタ機構による探索戦略
多峰性関数を対象とした代表的なメタヒューリスティクスを適用した際の探索の推移を
示した図 3.3，図 3.5，図 3.7より，Fireﬂy Algorithm（以下，FA）のみが複数の有望領
域を並行して探索できることを指摘した。つまり，FAは優良解集合探索問題に対する基本
的な性質を有すると考える。従って，提案する優良解集合探索問題にFAを適用した場合
を想定し，探索機構を解析する。
本論文ではFAの近傍生成を以下のように捉える。解析が困難になるため，乱数による
影響は極めて小さいと仮定して考えない。
(1) 移動する探索点より光強度の強い探索点（目的関数値の優れた探索点）の参照
(2) 移動する探索点から参照した探索点へ向かう差分ベクトルの生成
(3) 移動する探索点と参照した探索点までの距離の増加に従って減少する
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(1)より，移動する探索点は自身よりも目的関数値の優れた探索点を参照する。さらに (2)
と (3)により，移動する探索点と参照した探索点までの距離が遠い場合にその方向の移動
量は小さく，距離が近い場合にその方向の移動量は大きい。これらの性質により，優良解
集合探索の過程においてFAは最終的に複数の探索点群（クラスタ）に分かれると考える。
以上の探索機構により，FAは相互の距離が離れた複数の探索点群（クラスタ）を並行して
探索できると考える。
各探索点の移動量を変化させる作用が強くすれば，探索点群（クラスタ）は早めに一つ
の群に集めて探索する。これは探索点群（クラスタ）が複数に分かれることを妨げ，優良
解集合を探索する上で非効率的である。しかしながら，各探索点の移動量を変化させる作
用を弱くすれば，探索が進化することを妨げ，優良解集合を探索する上で非効率的である。
従って，決定変数空間を効率良く探索できる最適化手法の観点からは，移動量の決定が極
めて重要となる。そのため，より明確な複数のクラスタに分かれる機構を加えることで，
移動する探索点と同クラスタ内の参照した探索点の移動量は大きく調整し，移動する探索
点と異なるクラスタ内の参照した探索点の移動量は小さく調整する。これらは，決定変数
空間を効率良く探索ができ，優良解集合を探索する性能の向上が期待できる。
4.2 多様化・集中化による探索戦略
メタヒューリスティクスはそれぞれの手法が持つ調整可能なパラメータを通じて効率的
に探索を行うことができる。しかし，適切なパラメータ設定には問題構造や探索条件を考
慮する必要があり，高い専門的な知識・経験を必要とするなど，使用者に対する負担が存
在する。一方，メタヒューリスティクスは，最適化分野の外部環境の変化に対応すること，
様々な問題や探索条件に対しても高性能な探索を実現することが望ましい。したがって，
メタヒューリスティクスの実システムへの応用を考えれば，適応的なパラメータ調整則の
開発は重要な課題である。
工学分野における最適化問題の解構造は偏りを有しており，この偏りが近接最適性原理
（Proximate Optimality Principle：POP ）と呼ばれている［1］［2］。POPとは「良い解同
士は何らかの類似構造を持つ」という原理のことである。多くの最適化問題に対して，良
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図 4.1： 単一目的最適化問題のための効率的な探索戦略
い解における類似構造を活用することによって，より良い解を効率的に探索できる可能性
が高い。ここで，POPの「良い解」，「類似構造」を以下のように解釈する。
「良い解」：優れた評価値をもつ解
「類似構造」：解同士の距離が近いこと
メタヒューリスティクスの探索構造はPOPに基づき構成されており，解空間の偏り構造を把
握・活用することで，効率的な探索を行うことができる。また，POPの効果を活用する多く
のメタヒューリスティクスの適応能力を向上する探索指針として，多様化（Diversiﬁcation）・
集中化（Intensiﬁcation）が適用されている［1］［2］［3］［4］［15］［16］［21］［24］［27］［29］。
多様化・集中化は抽象的な概念であるため，様々な解釈が存在している。このため，各
個人で多様化・集中化に対する解釈が異なる場合が多い。また，探索構造や対象問題に対
して，多様化・集中化の実現方法は，各手法によっても異なる。このように，多様化・集中
化に対する明確な定義が存在しないため，多様化・集中化の概念を具体化する必要がある。
さらに，抽象的な概念・状態を実現するための操作を具体的に分類しておくことで，「多様
化・集中化に対する解釈」と「多様化・集中化を生み出す操作」の乖離を埋めることがで
きる。
単一目的最適化問題は唯一の大域的最適解あるいは準最適解を探索することが知られて
いる。単一目的最適化問題において，多様化・集中化（探索戦略）の実現状態を「探索範
囲・探索点分布の広さ」に対応することができる。つまり，多様化によって探索範囲・探索
点分布が広がり，集中化によって探索範囲・探索点分布が狭まる。また，多くのメタヒュー
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図 4.2： 優良解集合探索問題のための効率的な探索戦略
リスティクスでは，時間の許す限りで効率的な探索を行うために，「探索序盤では多様化，
探索終盤では集中化」という探索戦略の実現を目指している［1］［2］［3］［4］［15］［16］［21］。
図 4.1に，2次元空間の 2nminima関数における単一目的最適化問題のための探索戦略のイ
メージを示す。
上述の多様化・集中化のコンセプトを優良解集合探索問題に適用すると，効率的な探索
かつ探索性能の向上が同時に実現可能である。しかしながら，優良解集合探索問題は目的
関数の評価値が優れ，かつ解相互の距離が離れた複数の局所的最適解を探索する。それを
踏まえ，最適化問題によって探索ダイナミクスが異なるので，メタヒューリスティクスの
探索戦略は具体化や構築も異なる。しかしながら，優良解集合探索問題において，複数の
有望領域を並行して探索するためには，(1) クラスタ間の多様性を保ちつつ，(2) クラスタ
内では従来の単一目的最適化手法のように多様化・集中化を行う性質を有することが望ま
しい。
本論文では，以上の解析から優良解集合探索問題のための多様化・集中化を定義する。
多様化を「クラスタ内の解同士の活用の抑制」および「クラスタ間の解の相互作用の抑制」
を行う操作とし，集中化を「クラスタ内の解同士の活用の促進」および「クラスタ間の解の
相互作用の促進」を行う操作とする。また，優良解探索問題における，有限な時間内で効率
的な探索するため，「探索序盤では各クラスタが多様化，探索終盤では各クラスタが集中化」
という探索戦略の実現を目指している［24］［27］［29］。図 4.2に，2次元空間の 2nminima関
数における優良解集合探索問題のための探索戦略のイメージを示す。優良解集合探索問題
における，メタヒューリスティクスでは探索過程で多様化・集中化を適切に実現すること
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で，探索性能かつ適応性の向上が期待できる。
5 クラスタ情報に基づくFireﬂy Algorithm
本章では，Fireﬂy Algorithm（以下，FA）の探索構造の解析から，FAは複数
の有望領域を並行して探索する性質を有している。それに基づく優良解集合探索
問題に対して高い親和性があることが明らかにした。その性質を活用してクラス
タ構造を取り入れることで，FAのパラメータ調整則を提案した。そして，優良解
集合探索問題における基礎的なケースを想定し，解相互の距離が離れた複数の最
適解を有するベンチマーク関数を対象とした数値実験を行う。提案手法とオリジ
ナルFAを比較し，提案手法の有用性を検討する。
5.1 優良解集合探索問題に対するFireﬂy Algorithmの解析
これまでに提案された多くのメタヒューリスティクスは唯一の大域的最適解あるいは準
最適解を探索することを目的としており，探索点ごとが大域的な探索を行うため，複数の
有望領域を並行して探索することが困難である。一方，優良解集合は目的関数の評価値が
一定以上優れ，かつ解相互の距離が一定以上離れた複数の局所的最適解集合から構成され
る。優良解集合を探索するため，有望領域を並行して探索できる能力が必要である。
FAの特徴は，蛍を模擬した光強度に基づく解の参照，参照した解へ向かう差分ベクトル
による移動する。この移動量は探索点と参照した探索点までの距離の増加に従った減少す
る。つまり，移動する探索点と参照点までの距離は遠い場合に移動量が小さく，距離は近
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い場合に移動量が大きい。FAはこれらの性質により探索点群が複数に分かれるという基
本的な優良解集合探索のためのアルゴリズムの性質を有している［23］［25］［26］。
また，低次元の際にFAは探索の過程に複数の局所的最適解を同時に求めることができ
る。しかし，次元数の増加に伴い，FAに対して優良解集合を並行して探索できる能力が
弱くなっている。従って，優良解集合探索問題のために，低次元での探索性能を更なる向
上，高次元の時に優良解集合の探索能力を付加といった，アルゴリズムの開発は重要な課
題となっている。
4章の解析から，他のメタヒューリスティクスと比べ，FAは優良解集合の探索過程で複
数の群に分かれ，複数の有望領域の探索を並行できるという性質がある。従って，多くの
単一目的最適化手法と異なり，FAが有する性質を活用することで，効率良く，優良解集合
を探索できることが期待される。一方で，優良解集合探索にFAを応用する上で，多くの
改良の余地が残されている。FAは探索過程で複数の群に分かれる性質を有しているが，よ
り明確な複数の群に分かれるための機構（クラスタ）を加えることで，さらなる性能の向
上が期待できる。
5.2 クラスタ情報を活用するパラメータの調整則の提案
5.2.1 Fireﬂy Algorithmの解析
本節では FAのアルゴリズム中の以下の操作に着目し，FAの探索ダイナミクスを解析
する。
・探索点xiと参照点 yのユークリッド距離によって決定される参照点 yに近づく移動，
および参照点xiに加えられる乱数による摂動によって近傍解が生成される。
・探索点xiは必ず生成された近傍に更新される。
まず，FAの「探索点の更新」が探索点の改悪を許可するため，乱数項による摂動のみでは
探索点の改善を行うことは困難である。一方で，FAにおける乱数項は探索点が収束した後
の局所探索に寄与すると考える。
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このことから，FAの探索点の改善に大きく寄与するのは，更新点xiがより優秀な参照
点 yに近づく移動であると考える。しかし，この移動が比較的小さい場合，効率的な改善
が行えない一方で，優れた参照点に近づく移動が比較的大きい場合，複数の群に別れるこ
となく，最良解の周辺にすべての探索点が収束する。優良解集合探索問題を効率的に解く
ためには，優れた参照点に近づく移動を適切に調整する必要がある。また，複数のクラス
タに分かれる探索において，クラスタ毎の探索状況が異なるため，すべてのクラスタを一
様に制御することは困難であると考えられる。従って，各クラスタの状態に応じて個別に
調整することが考えられる。各クラスタの状態に応じて適切に調整することで，FAの性能
向上が期待できる。
5.2.2 クラスタ情報に基づくパラメータの調整則の提案
これまでの解析から，FAのパラメータγは，FAにおいて根幹となるホタルのアナロジー
を表現するパラメータであり，FAの探索点群が複数のクラスタに分かれる性能，つまり，
優良解集合を探索する性能に大きな影響を与えることがわかる。さらに，FAは優良解集合
を探索する過程で，自動的に複数のクラスタに分かれる。そこで，FAが優良解集合を探
索する過程で複数のクラスタに分かれる性質を考慮した，パラメータ γの調整則を提案す
る。以下に，提案する γ調整則のアルゴリズムを示す。
【γ調整則のアルゴリズム】
Step 0 : [ 準備 ]
クラスタ数K，パラメータCを定める。
Step 1 : [ クラスタの割り当て ]
各探索点xti(i = 1, 2, · · · , m)を，K個のクラスタに割り当てる。また，各クラスタ
の重心Gtk(k = 1, · · · , K)を計算する。（今回はK-means法を用いた。K-means法
については，付録Aを参照されたい。）
Step 2 : [ γの決定 ]
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図 5.1： 移動点とクラスタ重心間の距離のイメージ
以下の式に応じて γを定める。
γi =
− ln(C/β0)
‖xti −Gtk‖2
ここで，kは探索点xtiが割り当てられたクラスタの番号を指す。
FAは距離が近い探索点を参照した場合に βを β0に近づけ，距離が遠い探索点を参照し
た場合に，βを小さくすることで，探索点群を複数に分ける。このため，上述を実現できる
ような γを設定することが，優良解集合の探索においては望ましい。一方で，「遠い距離」
と「小さい β」に関しては，明確な基準がない。そこで，本論文では，「遠い距離」を移動
点からクラスタ重心までの距離 r（図 5.1）とし，「小さい β」を使用者が定めるパラメータ
Cとして与えることとする（図 5.2）。クラスタ重心の計算には，様々な方法を用いること
が出来るが，今回は実装が容易なK-means法［18］を用いる。図 5.2に，βの分布のイメー
ジを示す。βの分布は γによって定まるが，提案する調整則は以下の式 (6.3)を用いる。
γi =
− ln(C/β0)
‖xti −Gtk‖2
(5.1)
式 (6.3)にしたがって γを調整することで，距離 ‖xti −Gtk‖の際に β = Cを満たすよう
に γを調整することを実現する。ただし，K-means法に用いた重心点Gtkは第 kクラスタ
の一番優れた点とすることで，計算量を増やせずに γの調整を考えられる。
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図 5.2： βの分布のイメージ
同時に，パラメータαは，FAにおける探索領域の範囲を制御するためのランダム摂動の
ステップ幅である。優良解集合探索問題における，各群の安定性を考えると，摂動が強く
なると収束しにくく，摂動が弱くなると収束しやすい。このため，探索序盤では広い領域
の探索を行い，探索終盤では狭い領域の探索を行う。FAにおいて「近傍生成」の時に探索
点が改悪でも移動することで，徐々に摂動の分布が縮小する。そのため，スケジューリン
グ的調整則を利用し，具体的な αの調整則を式 (5.2)に示す。
αt = αmax − t
Tmax
· (αmax − αmin) (5.2)
目的関数 f(x) (x ∈ Rn)の最小化問題に対するクラスタ情報に基づくFireﬂy Algorithm
を以下に示す。
【クラスタ情報に基づくFireﬂy Algorithmのアルゴリズム】
Step 0:[準備]
最大反複回数 Tmax ∈ N1，探索点数 2  m ∈ N1，各パラメータ β0 ∈ R1，K ∈ N1
を定め，反複回数 t = 1とする。αmax，αminを与え，次式ように αを定める。
αt = αmax − t
Tmax
· (αmax − αmin)
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Step 1:[初期化]
実行可能領域 X 内に探索点 x1i (i = 1, 2, · · · , m)をランダムに生成する。y1i =
x1i (i = 1, 2, · · · , m)として，解を保存する。i = 1とする。
Step 2:[光強度の算出]
保存した解 yti(i = 1, 2, · · · , m)を基に，各探索点の光強度 Iiを計算する。
f tmin = min{f(yti)|i = 1, 2, · · · , m}
Ii =
1(
|f tmin − f(xti)|+ 1
)
Step 3:[γの算出]
K-means法によって各探索点 xtiを第 k (k = 1, 2, · · · , K)クラスタに割り当て
る。そして，以下の式に従って γiを調整する。
γi =
− ln(C/β0)
‖xti −Gtk‖2
ここで kは探索点xtiが割り当てられているクラスタの番号であり，G
t
kは各クラス
タの最良探索点である。
Step 4:[探索点の移動]
Ii < Ijを満たす xtjが存在する場合，j = 1とおく。Ii < Ijならば，以下の式に従
い探索点xtiを移動する。
xti := x
t
i + β0e
−γi‖ytj−xti‖2(ytj − xti) + αR
R ∈ [−0.5, 0.5]n は一様乱数ベクトルを表す。j := j + 1とする。以上の操作を
j = mまで繰り返す。さもなければ，以下の式に従い探索点 xtiを移動する。
xti := x
t
i + αR
Step 5:[探索点の更新]
i = mならば，探索点xtiを更新し，解 y
t+1
i を保存する。さもなければ，i := i + 1
とし，Step 2へ戻る。
xt+1i = x
t
i, y
t+1
i = y
t
i
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Step 6:[終了判定]
t = Tmaxならば，終了する。さもなければ，t := t + 1，i = 1として，Step 2へ
戻る。
5.3 数値実験による検証
5.3.1 数値実験条件
数値実験では，十分な反復回数を設定し，γを固定したFAと提案する調整則に従って γ
を調整するFAについて，より多くの優良解x∗ ∈ S(δ, ε)を得る性能を評価する。ただし，
厳密なx∗の獲得は不可能なため，‖xiTmax − x∗‖ ≤ 0.5を満たすxiTmaxが存在するならば
x∗を得たとする。本稿では，基礎的検討のために，δ, εに依らず，優良解集合S(δ, ε)が
定まるように問題を設定する。このため，解相互の距離が離れた複数の大域的最適解xを
有する，ベンチマーク関数Function 1（以下，F1），Function 2（以下，F2），Function 3
（以下，F3），Function 4（以下，F4）の 5，10，20次元を対象とし，表 6.2に数値実験に
用いるベンチマーク関数を示す。この場合，x∗ = x(∀δ ≥ 0 ∧ ∀ε > 0)となる。
共通の実験条件として，試行数Trial = 50回，最大反復回数 Tmax = 1000回とした。ま
た，各パラメータは，β0 = 1.0，αは次式に従い αt = αmax − tTmax · (αmax − αmin)を調整
し，推奨値にはαmax = 0.1，αmin = 0.01とした。γ固定のオリジナルFAに関しては，表
6.2に示すように γを 0.05 ∼ 1.0の範囲で 20通りに 0.05ずつ変化させた。また，提案手
法のパラメータは，同じクラスタ内の探索点を参照する場合は C = 10−7，異なるクラス
タ内の探索点を参照する場合はC = 10−9とし，K = 4とした。評価指標は，1試行で獲
得した優良解の数について，全試行中における最大値をBest，最小値をWorst，平均値を
Mean，標準偏差を S.D.とし，用いた。
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表 5.1： 実験に用いたベンチマーク関数
Functions Deﬁnitions
Function 1 min
(
f(x + Y ), f(x − Y ), f(x+Z), f(x − Z)
)
Function 2 min
(
f(x+ Y ), g(x+ Z), f(x − Y ), g(x − Z)
)
Function 3 min
(
f(x+ Y ) + E, g(x+Z)− E, f(x − Y ) + F, g(x − Z)− F
)
Function 4 min
(
g(x+ Y ), f(x+ Z), g(x − Y ), f(x − Z)
)
f(x) Sphere Function :
∑n
i=1(xi)
2
g(x) Schwefel′s Function :
∑n
i=1
(∑i
j=1 xj
)2
Vectors Deﬁnitions
Y [2.5, 2.5, · · · , 2.5, 2.5]
Z [2.5,−2.5, · · · , 2.5,−2.5]
Constants Deﬁnitions
E 2.5
F 5
5.3.2 実験結果
表 5.2 ∼表 5.5に，それぞれの数値実験結果を示す。ただし，提案手法（Fireﬂy Algorithm
based on Cluster Information: FA-CI）の結果における後の添え字は，γ固定（Original
Fireﬂy Algorithm：OFA）の場合も含めた中での提案手法の順位を示す。さらに，平均値
Meanに着目する。ベンチマーク関数F1として 5次元の場合，提案手法 FA-CIは，OFA
（パラメータ固定の場合）の 20通り中における 15位の結果であるが，ほぼ同等の性能であ
る。10次元，20次元の場合には，OFA（パラメータ固定の場合）の 20通りと比較して，
提案手法FA-CIの性能がOFAの 1位の結果よりも優れる。ベンチマーク関数F2，ベンチ
マーク関数F3とベンチマーク関数F4として，OFA（パラメータ固定の場合）の 20通り
と比較して，提案手法FA-CIの性能がOFAの 1位の結果よりも優れる。以上より，クラ
スタ情報を用いたFA-CIは優れた性能を有することが検証できた。
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6 探索状態の評価と制御に基づく適応型Fireﬂy Algorithm
本章では，多様化・集中化の観点からFireﬂy Algorithm（以下，FA）の探索ダ
イナミクスの解析を行うことで，FAの多様化・集中化とパラメータの調整能力を
明らかにしたことで，優良解集合探索問題においてFAの探索状態の評価と制御
に基づき，適応能力の高いFAを構築する。そして，優良解集合探索問題におけ
る基礎的なケースを想定し，解相互の距離が離れた複数の最適解を有するベンチ
マーク関数を対象とした数値実験を行う。それぞれのオリジナルのFA，クラスタ
情報に基づくFAと適応型FAを比較し，提案手法の有用性を検討する。
6.1 優良解集合探索問題に対するFireﬂy Algorithmの解析
メタヒューリスティクスは調整可能なパラメータを有している。パラメータの可調整性
を活用し，探索条件や問題構造に応じて適切に設定することで効率的に探索を行うことが
できる［15］［17］。パラメータ設定は，使用者に対して高い専門的な知識・経験や，問題構
造や探索条件に応じた使用者による試行錯誤を要求する。一方で，メタヒューリスティク
スが最適化分野の環境の変化に対応可能であることから，多様な環境下での使用が想定さ
れるため，様々な問題や探索条件に対しても高い探索性能を実現するための適応性が必要
である。従って，メタヒューリスティクスの実システムへの応用や更なる有用性の向上の
観点から，パラメータの設定・調整に対する有効な知見を抽出することで，系統的な分類・
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図 6.1： 研究の位置付けのイメージ
整理や，適応的なパラメータの調整方法の開発が求められている。そして，アルゴリズム
に内在するパラメータの調整と探索軌道の間に定性的・定量的な関係を見出すことで，問
題構造に応じたパラメータの調整が可能となる［17］。
5章では，FAの探索メカニズムの解析を行い，探索の過程で複数の群に分かれ，並行し
て複数の有望領域の探索ができるという性質に着目した。そして，FAと優良解集合探索問
題の親和性があることを明らかにし，クラスタ情報に基づくFAの構築を行った。しかし
ながら，優良解集合探索問題におけるアルゴリズムの適応性および可調整性が不十分であ
り，優良解集合探索問題のための多様化・集中化の戦略を用いることで，可調整性の考慮
および適応性の更なる向上が期待できる。
本章の提案した適応型FAの位置付けのイメージを図 6.1に示す。本章では，多様化・集
中化の観点からFAの持つパラメータの解析により，多様化・集中化の評価と制御に基づ
くパラメータ調整則をFAに付加した適応型FAの開発を行う。
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6.1.1 Fireﬂy Algorithmのパラメータと多様化・集中化に関する解析
本節では，5.2.1節の解析を踏まえ，FAのパラメータと多様化・集中化に関する解析を
行い，FAの各操作の作用と多様化・集中化の関係を明らかにする。参照点への移動量はパ
ラメータ βにより調整される。優良解集合探索問題を効率的に解くためには，優れた参照
点に近づく際の移動量を適切に調整する必要があるが，移動量が比較的小さい場合，効率
的な改善が行えない。一方で，優れた参照点に近づく移動が比較的大きい場合，複数の群
に別れることなく，最良解の周辺にすべての探索点が収束する。このため，参照した探索
点との距離に応じて，βが適切な値に調整されることが望ましい。βの分布は，パラメー
タ γにより大きく変化するため，優良解集合探索において，γは極めて重要なパラメータ
になる。
同時に，パラメータαは，FAにおける探索領域の範囲を制御するためのランダム摂動の
ステップ幅である。優良解集合探索問題における，各群の安定性を考えると，摂動が強く
なると収束しにくく，摂動が弱くなると収束しやすい。このため，各群の状態に応じて適
切に調整されることが期待される。本論文では，FAを優良解集合探索問題に適用すると探
索点群が複数のクラスタに分かれることを活用し，クラスタの探索状態の評価と制御を考
える。
さらに，多くのメタヒューリスティクスが有する探索指針として多様化・集中化がある。
本章では，優良解集合探索問題のための多様化・集中化を定義する。多様化を「クラスタ
内の解同士の相互作用の抑制」，「クラスタ間の解の相互作用の抑制」および「摂動の拡大」
を行う操作とし，集中化を「クラスタ内の解同士の相互作用の促進」，「クラスタ間の解の
相互作用の促進」および「摂動の縮小」を行う操作とする。
以上のパラメータ解析から，γが大きい場合，優れた参照点に近づく移動が強くなり（集
中化），γが小さい場合，優れた参照点に近づく移動が弱くなる（多様化）。本論文におけ
る，FAのパラメータと多様化・集中化の関係を表 6.1のように表す。
第 6章 49
表 6.1： Fireﬂy Algorithmのパラメータと多様化・集中化の関係
Parameters Deﬁnition
γ Small ⇐⇒ Large
Search Strategy Diversiﬁcation ⇐⇒ Intensiﬁcation
6.2 Fireﬂy Algorithmの多様化・集中化の評価指標
6.2.1 探索状態の評価指標の提案
一般的にメタヒューリスティクスの性能の向上において，多様化・集中化を適切に実現
することが重要である［1］［2］［3］［4］［15］［16］［21］が，優良解集合探索問題において 6.1節
の解析では，FAは多様化・集中化の調整能力を有していないことを指摘した。本章では，
優良解集合探索問題のための多様化・集中化の評価指標を新たに定義する。さらに，数値
実験を通して探索状態によって評価指標の変化を確認し，評価指標が優良解集合探索問題
のための多様化・集中化の探索状態を評価可能であることを示し，評価指標の有用性を検
証した。
6.2.2 評価指標の提案
多様化・集中化を実現するため，クラスタ内とクラスタ間の相互作用の強さを調整する。
本節では，6.1.1節のパラメータの解析に基づく「クラスタ内とクラスタ間に関する作用の
促進・抑制」による多様化・集中化の実現状態の評価を考える。
以上を踏まえ，まずクラスタ内とクラスタ間に関する作用の評価指標について考える。
本論文では，クラスタ情報を活用し，クラスタ内の探索点の集中状態・クラスタ間の多様
性を評価する。そのため，クラスタ内の探索点の分散度の評価指標Aを式（6.1）で定義
し，クラスタ内の探索点の相互作用を評価する。一方，クラスタ間の探索点の分散度の評
価指標Bを式（6.2）で定義し，クラスタ間の探索点の相互作用を評価する。評価指標Aは
クラスタ内の探索点の状態を評価し，クラスタ内とクラスタ間の探索点による分散度の相
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対関係B/Aはクラスタ間の多様性を評価する。
A = 1
m
√
n
K∑
k=1
mk∑
i=1
dki (6.1)
B = 1
m
√
n
K∑
k=1
mk∑
i=1
Dki (6.2)
ただし，dkiは第 kクラスタ内の探索点 xiと同のクラスタ内の点のユークリッド距離で，
Dkiは第 kクラスタ内の探索点 xiと他のクラスタ内の点のユークリッド距離であり，mは
探索点数である。AとBはそれぞれ√nで割ることで，次元数 nの影響を受けない。
以上を踏まえ，本論文ではクラスタの多様化・集中化の実現状態は，クラスタ内とクラ
スタ間に関する作用によって変化するため，Aが大きいおよび B/Aが小さい場合を多様
化，Aが小さいおよびB/Aが大きい場合を集中化として対応付けることで，AとB/Aが
クラスタの多様化・集中化の評価指標として期待できる。
6.2.3 評価指標の有用性の検討
本節では数値実験を通し，評価指標Aと B/Aがクラスタの多様化・集中化を評価可能
であることを示す。まず，得られた優良解の個数Sによって，AとB/Aの値や推移が異な
ることを検討する。ベンチマーク関数Function 1, Function 2（表 6.2を参照されたい）に
FAを適用し，得られた優良解の個数毎の評価指標の変化を示す。共通の実験条件として，
探索点数m = 50，次元数n = 5，摂動幅α = 0.05，減衰に関するパラメータ γ = 0.25，評
価回数 Tmax = 1000とする。
図 6.2に，得られた優良解の個数 S = 2, 3, 4の場合の評価指標Aと B/Aの推移を示
す。S = 4の場合，クラスタ内の分散度の評価指標Aは減少する傾向が確認でき，クラス
タ間の分散度の評価指標B/Aは増加する傾向が確認できる。得られた優良解の個数 Sの
異なる場合も，クラスタ内の分散度の評価指標Aは減少する傾向があるが，早めに収束す
ることを確認すると同時に，クラスタ間の分散度の評価指標 B/Aは増加する傾向がある
が，Sの増加に伴い離れた程度が高くなることが確認できる。したがって数値実験を通じ
て，本論文で定義した評価指標AとB/Aは，クラスタによる多様化・集中化（探索状態）
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0 200 400 600 800 1000
t
0
1
2
3
4
5
E
va
lu
a
ti
o
n
V
al
u
e
A
B/A
(e) S = 4 (Function 1)
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図 6.2： Fireﬂy Algorithmにおける得られた優良解の個数S によって評価指標AとB/A
の推移（n = 10）
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を評価可能であることが確認できた。以上の検討から，探索条件と探索状態に応じて γと
αを調整し，探索過程でクラスタの多様化・集中化を適切に実現することで，FAの探索性
能の向上が期待できる。
6.3 探索状態の評価と制御に基づく適応型
Fireﬂy Algorithm
これまでにメタヒューリスティクスの適応化に関する研究として，パラメータ調整方法
はいくつかが報告されている［8］［10］［12］［14］［20］［21］［22］。著者は，最適化アルゴリズ
ムの適応性の観点から分類できると考えている。この観点に基づいて，以下のようにメタ
ヒューリスティクスの手法のパラメータ調整方法を分類することができる。
• パラメータ固定則：文献［8］［10］［12］
パラメータは予め設定し，探索過程で変化させずに探索する機構
• スケジューリング的調整則：文献［20］
パラメータは使用者が予め定められたスケジュールに従い，パラメータを調整する
機構
• 反応的調整則：文献［21］
探索過程において，予め定めた何らかの条件を満たした際にパラメータを調整する
機構
• 適応的調整則：文献［14］［22］
予め外部から探索の指針となる何らかの情報を与えた上で，探索過程で得られた情
報から，探索の指針に従うようパラメータを調整する機構
• 自律適応的調整則
探索過程で得られた内部情報のみから指針を作成および改善し，パラメータを調整
する機構
本論文では，上述の分類における適応的調整則を用いる各メタヒューリスティクス手法
の開発，4章と 6.2節を踏まえ，本節ではクラスタ探索状態の評価と制御に基づく適応型
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FAを提案する。4章では，FAに基づいて優良解集合探索問題のための多様化・集中化の
評価指標を提案し，数値実験を通じてクラスタの多様化・集中化を定量的に評価できるこ
とを確認した。またパラメータの性能解析と多様化・集中化の関係を 6.1.1節で明らかにし
た。従って，探索過程においてFAの多様化・集中化の実現状態を評価しながら，事前に
設定した目標値に評価指標が追従するように調整することで，多様化・集中化を制御する
ことが可能となる。
γの調整則ついては，著者は 5.2.2節で提案した調整則に則る。式 (6.3)は，βの式 β =
β0e
−γ‖ytj−xti‖2において，γが左辺に来るよう式変形し，移動点xtiから参照点 ytjまでの距
離を
∥∥ytj − xti∥∥に置き換え，βをCへ置き換えたものである。また，クラスタリング手法に
は任意のものを用いることができるが，今回は代表的な手法の 1つである k-means法［18］
を用いることで，クラスタの情報を活用する。
γi =
− ln(C/β0)
‖xti −Gtk‖2
(6.3)
式 (6.3)にしたがってγを調整することで，距離‖xti −Gtk‖の際にβ = Cを満たすように
γを調整することを実現する。ただし，K-means法に用いた重心点Gtkは第kクラスタの一
番優れた点とすることで，計算量を増やせずにγの調整を考えられる。そのため，Cを調整
することで γを調整することができる。探索点xtiが同クラスタ内の探索点を参照する場合
の具体的なCの調整則を式 (6.4)に示す。事前の目標スケジュール I tA (t = 1, 2, · · · , Tmax)
を与えておき，各評価回数 tにおいて評価指標Aの値と比較し，Aが I tAに追従するよう
に調整幅ΔCでCを調整する。
C =
{
min{C +ΔC, Cmax}, (A ≥ I tA)
max{C −ΔC, Cmin}, (A < I tA) (6.4)
一方，探索点xtiが異なるクラスタ内の探索点を参照する場合の具体的なCの調整則を式
(6.5)に示す。事前の目標スケジュール I tB/A (t = 1, 2, · · · , Tmax)を与えておき，各評価回
数 tにおいて評価指標B/Aの値と比較し，B/Aが I tB/Aに追従するように調整幅ΔCでC
を調整する。
C =
{
min{C +ΔC, Cmax}, (B/A < I tB/A)
max{C −ΔC, Cmin}, (B/A ≥ I tB/A)
(6.5)
同時に，パラメータαは，FAにおける探索領域の範囲を制御するためのランダム摂動の
ステップ幅である。優良解集合探索問題における，各群の安定性を考えると，摂動が強く
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図 6.3： 指数の目標スケジュール IAと IB/A
なると収束しにくく，摂動が弱くなると収束しやすい。このため，探索序盤では広い領域
の探索を行い，探索終盤では狭い領域の探索を行う。そのため，スケジューリング的調整
則を利用し，具体的なαの調整則を式 (6.6)に示す。
αt = αmax − t
Tmax
· (αmax − αmin) (6.6)
この調整則では，目標値スケジュール IAと IB/Aを適切に設定することで，各探索階段
における探索状態を制御することができる。また，優良解集合探索問題を実用的な時間内
で効率的に解くため，「探索序盤では各クラスタ内の探索点が多様な状態であり，探索終
盤では各クラスタ内の探索点が集中している」および「探索序盤では各クラスタが近く，
探索終盤では各クラスタが離れている」という探索戦略の実現を目指している。本論文で
は，指数スケジュールを使用する。図 6.3に，本論文で使用する目標値 I tの指数を示し，
式 (6.7)にスケジュール式を示す。
I t = Istart
( Iend
Istart
) t
Tmax
(6.7)
なお，評価指標Aに対して，推奨値は Istart = 4.5，Iend = 0.01であり，評価指標 B/A
に対して，推奨値は Istart = 0.01，Iend = 4.5である。目的関数 f(x) (x ∈ Rn)の最小化問
題に対するAdaptive Fireﬂy Algorithmを以下に示す。
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【Adaptive Fireﬂy Algorithm】
Step 0:[準備]
最大反複回数 Tmax ∈ N1，探索点数 2  m ∈ N1，各パラメータ β0 ∈ R1，K ∈ N1
を定める。反複回数 t = 1とする。αmax，αminを与え，次式ように αを定める。
αt = αmax − t
Tmax
· (αmax − αmin)
Step 1:[初期化]
実行可能領域 X 内に探索点 x1i (i = 1, 2, · · · , m)をランダムに生成する。y1i =
x1i (i = 1, 2, · · · , m)として，解を保存する。i = 1とする。
Step 2:[光強度の算出]
保存した解 yti(i = 1, 2, · · · , m)を基に，各探索点の光強度 Iiを計算する。
f tmin = min{f(yti)|i = 1, 2, · · · , m}
Ii =
1(
|f tmin − f(yti)|+ 1
)
Step 3:[γの算出]
K-means法によって各探索点 xtiを第 k (k = 1, 2, · · · , K)クラスタに割り当て
る。評価指標AとB/Aを次式に従って計算し，目標値 I tAと I tB/Aを与える。
A = 1
m
√
n
K∑
k=1
mk∑
i=1
dki
B = 1
m
√
n
K∑
k=1
mk∑
i=1
Dki
ただし，dkiは第 kクラスタ内の探索点 xiと同のクラスタ内の点のユークリッド距
離で，Dkiは第 kクラスタ内の探索点xiと他のクラスタ内の点のユークリッド距離
である。
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そして，以下の式に従って γiを調整する。
γi =
− ln(C/β0)
‖xti −Gtk‖2
ここで kは探索点xtiが割り当てられているクラスタの番号であり，G
t
kは各クラス
タの最良探索点である。もし，探索点xtiと参照点G
t
kが同クラスタの場合に，次式
ように調整する。
C =
{
min{C +ΔC, Cmax}, (A ≥ I tA)
max{C −ΔC, Cmin}, (A < I tA)
さもなければ，次式ように調整する。
C =
{
min{C +ΔC, Cmax}, (B/A < I tB/A)
max{C −ΔC, Cmin}, (B/A ≥ I tB/A)
Step 4:[探索点の移動]
Ii < Ijを満たす xtjが存在する場合，j = 1とおく。Ii < Ijならば，以下の式に従
い探索点xtiを移動する。
xti := x
t
i + β0e
−γi‖ytj−xti‖2(ytj − xti) + αR
R ∈ [−0.5, 0.5]n は一様乱数ベクトルを表す。j := j + 1とする。以上の操作を
j = mまで繰り返す。さもなければ，以下の式に従い探索点 xtiを移動する。
xti := x
t
i + αR
Step 5:[探索点の更新]
i = mならば，探索点xtiを更新し，解 y
t+1
i を保存する。さもなければ，i := i + 1
とし，Step 2へ戻る。
xt+1i = x
t
i, y
t+1
i = y
t
i
Step 6:[終了判定]
t = Tmaxならば，終了する。さもなければ，t := t + 1，i = 1として，Step 2へ
戻る。
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6.4 数値実験による検証
6.4.1 実験条件
数値実験では，十分な反復回数を設定し，γを固定したオリジナル FA，クラスタ情報に
基づくFAと提案した適応型FAについて，より多くの優良解x∗ ∈ Q(δ, ε)を得る性能を評
価する。ただし，厳密なx∗の獲得は不可能なため，‖xTmaxi −x∗‖ ≤ 0.5を満たすxTmaxi が
存在するならば x∗を得たとする。本論文では，基礎的検討のために，δ, εに依らず，優良
解集合Q(δ, ε)が定まるように問題を設定する。このため，解相互の距離が離れた複数の大
域的最適解xを有する，ベンチマーク関数F1，F2，F3，F4の 5，10，20次元を対象とし，
表 6.2に数値実験に用いるベンチマーク関数を示す。この場合x∗ = x(∀δ ≥ 0 ∧ ∀ε > 0)
となる。
共通の実験条件として，試行数Trial = 50回，探索点数m = 50，最大反復回数Tmax = 1000
とした。また，各パラメータは，β0 = 1.0，αは次式に従いαt = αmax− tTmax · (αmax−αmin)
を調整し，推奨値にはαmax = 0.1，αmin = 0.01とした。γ固定のオリジナルFAに関して
は，表 6.2に示すようにγを 0.05 ∼ 1.0の範囲で 20通りに 0.05ずつ変化させた。また，提
案手法のパラメータは，同じクラスタ内の点を参照する場合はCmax = 10−6，Cmin = 10−8，
ΔC = 10−8，異なるクラスタ内の点を参照する場合は Cmax = 10−8，Cmin = 10−10，
ΔC = 10−10とし，αmax = 0.1，αmin = 0.01，K = 4とした。評価指標は，1試行で獲
得した優良解の数について，全試行中における最大値をBest，最小値をWorst，平均値を
Mean，標準偏差を S.D.とした。また，オリジナルFAの 20通りと適応型FAを合わせた
結果における，適応型FAの順位をRankと表現する。Rankの値は，適応型FAがオリジ
ナルFAのどのような順位より優れているかを示す。
6.4.2 実験結果
表 6.3 ∼表 6.6に，それぞれの数値実験結果を示す。ただし，提案手法（Adaptive Fireﬂy
Algorithm: AFA）とクラスタ情報に基づく FA（Fireﬂy Algorithm based on Cluster
Information: FA-CI）の結果における後の添え字は，γ固定（Original Fireﬂy Algorithm:
OFA）の場合も含めた中での提案手法の順位を示す。また，図 6.4にベンチマーク関数
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表 6.2： 実験に用いたベンチマーク関数
Functions Deﬁnitions
Function 1 min
(
f(x + Y ), f(x − Y ), f(x+Z), f(x − Z)
)
Function 2 min
(
f(x+ Y ), g(x+ Z), f(x − Y ), g(x − Z)
)
Function 3 min
(
f(x+ Y ) + E, g(x+Z)− E, f(x − Y ) + F, g(x − Z)− F
)
Function 4 min
(
g(x+ Y ), f(x+ Z), g(x − Y ), f(x − Z)
)
f(x) Sphere Function :
∑n
i=1(xi)
2
g(x) Schwefel′s Function :
∑n
i=1
(∑i
j=1 xj
)2
Vectors Deﬁnitions
Y [2.5, 2.5, · · · , 2.5, 2.5]
Z [2.5,−2.5, · · · , 2.5,−2.5]
Constants Deﬁnitions
E 2.5
F 5
F1, F2, F3, F4（n = 10）を対象とした適応型 FAを適用した場合，多様化・集中化の評
価指標Aと B/Aの推移を示す。図 6.4より，適応型FAでは，探索過程で評価指標Aと
B/Aがそれぞれの目標値 I tAと I tB/Aに追従することを確認した。
さらに，平均値（Mean）に着目する。ベンチマーク関数F1として 5次元の場合，FA-CI
とAFAは，OFA（パラメータ γ固定の場合）の 20通り中における 15位の結果であるが，
ほぼ同等の性能である。10次元，20次元の場合には，OFA（パラメータ固定の場合）の
20通りと FA-CIを比較して，FA-CIの性能が 2位であり，AFAの性能が最も優れる。ベ
ンチマーク関数F2，ベンチマーク関数 F3とベンチマーク関数 F4として，OFA（パラメー
タ固定の場合）の 20通りとFA-CIを比較して，FA-CIの性能が 2位であり，AFAの性能
が最も優れる。以上より，クラスタ情報を用いた FA-CIはOFAより性能向上することが
確認でき，多様化・集中化によるAFAはクラスタ情報を用いた FA-CIより更なる性能向
上を確認できる。特に次元数が増加するに伴い多様化・集中化によるAFAの性能が優れ
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図 6.4： 適応型Fireﬂy Algorithmにおける評価指標AとB/Aの推移（n = 10）
るていることが確認できる。したがって，クラスタの探索状態の評価と制御に基づくパラ
メータの調整則を導入することで，クラスタによる多様化・集中化の調整能力が向上し，
FAの適応能力・探索性能を更に向上させることができた。
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7 まとめと今後の課題
本章では，論文の内容をまとめると同時に，今後の課題や研究展望について述
べる。
本研究の成果を以下に示す。
• メタヒューリスティクスの一手法である Fireﬂy Algorithm（以下，FA）は，代表
的なメタヒューリスティクスである Particle Swarm Optimizationや Diﬀerential
Evolutionなどと異なり，複数の有望領域を同時に探索することができることから
優良解集合探索問題に対して基本的な性質を有することを明らかにした。
• 優良解集合探索問題に対してクラスタ情報を活用することが有効であると考え，各
クラスタにおける最も優れた目的関数値を有する探索点Gkを活用した FAに基づ
く優良解集合探索手法を提案した。
• 従来の単一目的最適化問題のための構造解析を通じて得た探索戦略（多様化・集中
化）の観点から，優良解集合探索問題と単一目的最適化問題の問題構造の相違点に
ついて議論した。その議論を基に，優良解集合探索問題のための探索戦略（多様化・
集中化）を構築した。
• 優良解集合探索問題のための多様化・集中化の観点から，FAのパラメータと多様
化・集中化の関係を明らかにした。そして，探索状態の評価と制御に基づく適応型
FAを提案した。
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• 提案したクラスタ情報に基づく FAおよび探索状態の評価と制御に基づく適応型 FA
とオリジナルFAを数値実験を通じて比較し，それぞれの提案手法の有用性を評価
した。
7.1 今後の展望
今後の展望は以下のとおりである。
• 提案した優良解集合探索問題において使用者が定めるパラメータ δ, εに関する検討。
• 本論文で取り扱った問題の次元よりも高い次元や本論文で取り扱った問題よりも複
雑な優良解集合探索問題に対する検討やより効率良く探索できる優良解集合探索手
法の提案。
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A K-means法
クラスタリングとは，分類対象の集合を，内的結合 (internal cohesion) と外的分離
(external isolation) が達成されるような部分集合に分割することである［18］。同じクラス
タに属する要素の類似性は可能な限り大きく，異なるクラスタ間での要素の類似性は可能
な限り小くなるように分類を行う。K-means法はMacqueenが提案した，クラスタリング
のための典型的なアルゴリズムの 1つである［19］。
K-means法は欲張り探索で局所解を求める手法であるため，初期状態によって最終結果
は大きく影響される。一般的な対処法は，初期状態をランダムに変更して複数回 K-means
法を実行して幾つかの分割を獲得し，それらの分割の中で評価関数を最小にするものを選
ぶ。また，同じクラスタにならないことが事前に予測される対象があれば，初期クラスタ
でそれらの対象を別のクラスタの代表点とする。
n個のデータ点 (x1, x2, · · · , xn)とK個のクラスタの中心 (a1, a2, · · · , ak)を定め，各デー
タ点が最も近いクラスの中心は最小の二乗和を持ち，ターゲット関数Wnが次式と表される。
Wn =
n∑
i=1
min
16j≤K
|xi − aj |2 (A.1)
Wnでは，すべてのデータ点から各クラスタの中心までの距離の 2乗の和を計算するの
で，クラス内の距離の測度のみを反映する。クラスタリングアルゴリズムの基本的な考え
方によれば，クラスタリング収束関数はクラス内距離とクラス間距離を総合的に考慮する
必要がある。そして，K-means法を適用した場合の探索の様子は図 A.1で示す。
以下に，今回用いたK-means法のアルゴリズムを示す。
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(a) 初期状態 (b) 反複回数（t=3）
(c) 反複回数（t=5） (d) 最終状態
図A.1： K-means法を適用した場合の探索の様子
【K-means法のアルゴリズム】
Step 1 : [準備]
要素xi(i = 1, 2, · · · , m)を与え，クラスタの数Kを定める。
Step 2 : [初期化]
各要素xi(i = 1, 2, · · · , m)に対してランダムにクラスタを割り振る。
Step 3 : [クラスタの重心計算]
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割り振った各クラスタの重心Gk(k = 1, 2, · · · , K)を計算する。
Gk = 1Pk
Pk∑
j=1
clusterkj
ただし，Pkは k番目のクラスタに属する要素の数であり，clusterkは k番目のク
ラスタに属する要素である。
Step 4 : [再割り当て]
各要素xiと各重心Gkの距離を求め，要素xiを最も近い重心のクラスタに割り当て
直す。
Step 5 : [終了判定]
クラスタの割り当てが変化しないなら終了する。さもなければ Step 3へ戻る。
B ベンチマーク関数
本論文で用いたベンチマーク関数について記述する。
1. Sphere Function
f(x) =
n∑
i=1
x2i
x∗ = (0, 0, · · · , 0) f(x∗) = 0
0
5
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図B.2： 等高線
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2. Schwefel Functuon
g(x) =
n∑
i=1
( i∑
j=1
xj
)2
x∗ = (0, 0, · · · , 0) g(x∗) = 0
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図B.3： 概形
-5 0 5
x1
-5
0
5
x
2
図B.4： 等高線
3. Functuon 1
F1(x) = min
(
f(x+ Y ), f(x − Y ), f(x+Z), f(x − Z)
)
Y = [2.5, 2.5, · · · , 2.5, 2.5] Z = [2.5,−2.5, · · · , 2.5,−2.5]
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図B.5： 概形
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図B.6： 等高線
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4. Functuon 2
F2(x) = min
(
f(x+ Y ), g(x+Z), f(x − Y ), g(x − Z)
)
Y = [2.5, 2.5, · · · , 2.5, 2.5] Z = [2.5,−2.5, · · · , 2.5,−2.5]
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図B.7： 概形
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図B.8： 等高線
5. Functuon 3
F3(x) = min
(
f(x + Y ) + E, g(x+ Z)− E, f(x − Y ) + F, g(x − Z)− F
)
Y = [2.5, 2.5, · · · , 2.5, 2.5] Z = [2.5,−2.5, · · · , 2.5,−2.5] E = 2.5 F = 5
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6. Functuon 4
F4(x) = min
(
g(x+ Y ), f(x +Z), g(x − Y ), f(x − Z)
)
Y = [2.5, 2.5, · · · , 2.5, 2.5] Z = [2.5,−2.5, · · · , 2.5,−2.5]
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図B.11： 概形
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図B.12： 等高線
7. 2n minima Function
h(x) =
n∑
i=1
{x4i − 16x2i + 5xi}
x∗ ≈ (−2.90,−2.90, · · · ,−2.90) h(x∗) ≈ −78n
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