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Reimbursement of English mental health hospitals is moving away from block
contracts and towards activity and outcome‐based payments. Under the new
model, patients are categorised into 20 groups with similar levels of need,
called clusters, to which prices may be assigned prospectively. Clinicians,
who make clustering decisions, have substantial discretion and can, in princi-
ple, directly influence the level of reimbursement the hospital receives. This
may create incentives for upcoding. Clinicians are supported in their allocation
decision by a clinical clustering algorithm, the Mental Health Clustering Tool,
which provides an external reference against which clustering behaviour can
be benchmarked. The aims of this study are to investigate the degree of mis-
match between predicted and actual clustering and to test whether there are
systematic differences amongst providers in their clustering behaviour. We
use administrative data for all mental health patients in England who were
clustered for the first time during the financial year 2014/15 and estimate mul-
tinomial multilevel models of over, under, or matching clustering. Results sug-
gest that hospitals vary systematically in their probability of mismatch but this
variation is not consistently associated with observed hospital characteristics.
KEYWORDS
classification, discretionary behaviour, episodic payment, hospitals, mental health, mixed‐effects
models1 | INTRODUCTION
Most mental health services in England are provided as a part of the publicly funded National Health Service (NHS) and
are free at the point of delivery to patients. These services have primarily been funded through fixed budgets indepen-
dent of the actual services delivered (block contracts) agreed between purchasers (commissioners) and providers of care
(Mason, Goddard, Myers, & Verzulli, 2011). These arrangements have typically been negotiated on the basis of historical
expenditure. From April 2017, mental health (MH) providers were to be remunerated through one of two approaches- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
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2 MOSCELLI ET AL.(NHS England, 2016; NHS Improvement, 2017): (a) a capitation payment model, which is a per‐person risk adjusted
sum to cover a range of care for the population across a number of different settings or (b) an episodic payment model,
which rewards providers according to the number and type of patients they treat, and sometimes the quality of care they
provide, similar to the prospective payment system (PPS) used to fund acute hospital care in England and other coun-
tries (Khan, Nowak, & NHS England, 2014; O'Reilly et al., 2012; Sood, Buntin, & Escarce, 2008). In both payment
approaches, prices for mental health care (either per patient or per treatment) are set locally.
In this article, we focus on the episodic payment system. In this system, patients are categorised into one of 20 clus-
ters according to need, and these clusters are grouped into one of three superclasses (nonpsychotic, psychotic, organic)
depending on the prevalent profile and MH disorder of the patient (see Table 1).1 Under the episodic payment approach,
each cluster will attract a fixed daily price, which is different for inpatient (admitted) and outpatient (nonadmitted) care.
Table 1 provides the average cost for an episode of care by cluster across all hospitals. Clusters also define the relevant
period of care, and the system requires patients to be reviewed and assigned to clusters according to those periods. The
clusters are mutually exclusive meaning that a patient should only be assigned to one cluster at any given time.
Patients are assigned to a cluster by a clinician or clinical team, who can be assisted in their assignment process
(known as “clustering”) by an algorithm, called the Mental Health Clustering Tool (MHCT). The paper‐based MHCT,
which has been recommended for use since 2013 (Monitor and NHS England, 2013a, 2013b), consists of 18 items and
combines information from the 13 items of the Health of the Nation Outcomes Scales (HoNOS; Wing, Curtis, & Beevor,
1994), a routine outcome measure used in mental health services, and the five items of the Summary Assessment of Risk
and Need (SARN) instrument (Self, Painter, & Davis, 2008; Self, Rigby, Leggett, & Paxton, 2008), which assesses need
and risk on both a current and historical basis (see Online Appendix Table A.I). A computerised version of the MHCT
algorithm has been developed to support clinicians and provides a probability of a patient being assigned to a particular
cluster. The MHCT has been designed “to ensure consistency of clustering and to improve the overall accuracy of cluster
allocation” (McKenna, 2012).2 A clinician is, however, able to override the algorithm allocation and the ultimate clas-
sification is based on clinical judgement.
The reimbursement of mental health care will be based on the patients' categorisation into clusters. In particular, the
proposed episodic payment approach links a provider's payment to the volume and type of mental health care activity,
independently of how much treatment any individual patient receives or how that treatment is delivered and is thus a
form of PPS. The potential advantages and risks of PPS have been discussed extensively in the literature (Charlesworth,
Davies, & Dixon, 2012; Jacobs, 2014). One key risk is the potential of upcoding in which providers assign patients to cat-
egories that maximise payment but do not appropriately reflect patients' needs (Dafny, 2005; O'Reilly et al., 2012). In
mental health services, upcoding is possible because clustering is performed by members of the clinical team rather than
by clinical coders. With only 20 clusters, clinical teams may, to varying degrees, be aware of the relative monetary value
attached to each. The use of the computerised version of the MHCT is not mandatory,3 and its suggested cluster
allocation can be manually overridden.
Although the allocation of patients to clusters other than that recommended by the MHCT algorithm could repre-
sent an appropriate clinical decision, it could also, intentionally or unintentionally, benefit hospitals financially (Jacobs,
2014). Some random variation in clustering is expected because care needs varying across patients and not all risk fac-
tors are observable or recorded. This has little effect on providers' reimbursement because the expected payment for a
given (latent) patient type is unaffected. Conversely, any systematic coding differences across providers of care would
raise concerns because it potentially results in an inappropriate allocation of financial resources. Systematic differences
may arise because of differences in unmeasured case mix across providers4 or because providers engage in discretionary
coding to their advantage. Either mechanism calls into question the appropriateness of reimbursing MH providers based
on clusters.
This work is the first to assess whether providers differ systematically in their coding behaviour and whether this is
associated with their observable characteristics, such as the average cost of care. In doing so, we provide the first1There are 20 clusters; 0–21, with 9 being blank, and 0 a variance cluster, which is used if no other suitable cluster can be found, the use of which
should reduce over time. We consider 19 clusters (0–21, excluding 0 and 9).
2The documentation of the algorithm can be found here: http://webarchive.nationalarchives.gov.uk/20130507000015/https:/www.gov.uk/govern-
ment/publications/mental‐health‐pbr‐road‐test‐package‐for‐2013‐14.
3Although anecdotally, it is believed to be used in most services, there is no information regarding how widespread the use of this algorithm is.
4For example, the clusters' definitions may lead to a systematically misclassification of patients in favour of some providers over others due to unob-
served patients' characteristics.
TABLE 1 Superclasses and clusters
Superclass
Cluster
number Cluster label
Average cost per
episodea (in £)
Order by
average cost
Nonpsychotic 1 Common mental health problems (low severity) 1,293.92 1
2 Common mental health problems 1,539.66 2
3 Nonpsychotic (moderate severity) 1,741.27 3
4 Nonpsychotic (severe) 2,232.43 4
5 Nonpsychotic (very severe) 3,201.27 6
6 Nonpsychotic disorders of overvalued Ideas 2,870.06 5
7 Enduring nonpsychotic disorders (high disability) 3,226.87 7
8 Nonpsychotic chaotic and challenging disorders 4,218.92 8
N/A 9 Blank cluster
Psychotic 10 First episode in psychosis 5,541.50 3
11 Ongoing recurrent psychosis (low symptoms) 3,083.34 1
12 Ongoing or recurrent psychosis (high disability) 4,741.86 2
13 Ongoing or recurrent psychosis (high symptom and disability) 7,709.77 6
14 Psychotic crisis 9,088.57 7
15 Severe psychotic depression 6,859.16 5
16 Dual diagnosis (substance abuse and mental illness) 6,132.45 4
17 Psychosis and affective disorder difficult to engage 9,353.91 8
Organic 18 Cognitive impairment (low need) 974.58 1
19 Cognitive impairment or dementia (moderate need) 1,728.65 2
20 Cognitive impairment or dementia (high need) 3,790.52 3
21 Cognitive impairment or dementia (high physical need
or engagement)
5,291.61 4
Note. Cluster 9 is not used. Cluster 0 (not shown) is a variance cluster to which allocations can be made if no other suitable cluster can be found, but which
should be used less over time.
aThe average cost per episode is computed across all hospitals in year 2013/14, as specified in Equation (1), Section 3.
MOSCELLI ET AL. 3comprehensive assessment of the coding behaviour of all NHS MH providers in England by exploiting a large, national
patient‐level data set. We test whether the clustering process is subject to upcoding by MH providers, defined as positive
discrepancies between patients' assignment to cluster by clinicians and the cluster allocation suggested by the MHCT
algorithm. Importantly, having an external standard, the MHCT, against which observed coding can be compared, is
a unique feature of our study and sets us apart from the existing literature on discretionary coding in PPS.2 | RELATED LITERATURE
Concern that a payment mechanism that relies on the classification of patients by clinicians might be subject to distor-
tion or manipulation first arose with the adoption of PPS by the U.S. Medicare in 1983, although the potential for dis-
tortion had been previously recognised (Simborg, 1981). Under Medicare PPS, patients are reimbursed according to the
diagnosis‐related group (DRG) that they are allocated to and hospitals are perceived to have discretion over the alloca-
tion (Ellis & McGuire, 1986).
The nature and manifestation of that discretion has been subject to considerable debate and research. At one
extreme, the falsification of records or deliberate distortion of evidence constitutes fraud (Jesilow, 2005), and such a pos-
sibility has given rise to an active debate on how hospital payment systems might need to be policed and audited (Kuhn
& Siciliani, 2008). Less extreme is the possibility that treatment decisions and care pathways might be influenced by the
desire to allocate a patient to a better paid (or better resourced) DRG (Rosenberg & Browne, 2011).
The empirical investigation of these phenomena was driven by the observation of increasing costs arising from more
complex and costly bundles of DRGs being observed overtime: A phenomenon referred to as DRG creep (Simborg, 1981).
If DRG creep is not a consequence of patients getting sicker, or of more sophisticated but appropriate treatments being
used, it is conjectured likely to be a manifestation of hospitals upcoding—deliberately increasing the complexity of the
procedures that they undertake—and there is now credible evidence that this exists in practice, both for the U.S. and for
other health care systems that have adopted DRG mechanisms (Silverman & Skinner, 2004; Steinbusch, Oostenbrink,
Zuurbier, & Schaepkens, 2007).
4 MOSCELLI ET AL.Besides indicating that the risks of upcoding and other forms of manipulation5 are real, the literature points to
some potentially important determinants. First, because manipulation may be motivated by financial returns, one
hypothesis is that for‐profit health care providers may be more inclined to upcode. Both theoretical and empirical sup-
port for this is, however, mixed. In regard to theory, not‐for‐profit providers may still desire to produce a financial
surplus in order to further their own goals. In practice, the relationship between managers and clinicians, rather than
the overarching goals of the providing organisation, appears to be a more important driver for upcoding (Silverman &
Skinner, 2004). Second, the design of any DRG system would seem to be important in limiting or facilitating manip-
ulation. Systems that rely on objective, medically meaningful criteria are inherently more resistant to manipulation,
whereas the more complex a system becomes and the greater the proliferation of DRGs, the greater the risk
(Steinbusch et al., 2007).
The phenomena of DRG creep and upcoding have predominantly been considered in relation to acute hospital phys-
ical health services, following the broad adoption of the PPS systems for hospital services, which started in the United
States and spread extensively to Europe (Ellis & McGuire, 1986; Steinbusch et al., 2007). Translating the insights into the
mental health care context considered in this paper poses challenges. Relative to most acute care payment systems,
which have hundreds to thousands of DRGs,6 the MH clustering system, we consider is simple and limited. However,
the criteria upon which clustering is undertaken, seem a priori to be subject to clinician discretion, which in turn may
be an inherent characteristic of care for mental illness (Goldman & Grob, 2006; Bellows & Halpin, 2008). Hence, our
analysis of the extent of provider discretion within this emerging system is of importance to health policy makers in
framing the development of mental health care payment systems.3 | DATA
The analysis uses administrative data from the Mental Health Services Data Set, which covers 53 English NHS MH hos-
pital trusts (the providers). For each patient, we obtain the observed cluster allocation as well as a rich set of individual‐
level variables, including patients' gender, age (coded in age bands), marital status (single, married, separated, divorced,
undisclosed), ethnicity (White, Black, Asian, other), and approximate level of deprivation at small area level (in quin-
tiles). Patients' residence is reported at small area level (the Lower Layer Super Output Area). Each small area includes
approximately 1,500 inhabitants and is designed to be homogeneous with respect to tenure and accommodation type.
We use Lower Layer Super Output Areas defined according to 2001 Census boundaries by the English Office for
National Statistics.7 We link this geographic identifier to the 2010 Index of Multiple Deprivation (IMD) to approximate
deprivation levels at small‐area level (McLennan, Barnes, Noble, & Dibben, 2011; Noble, Wright, Smith, & Dibben,
2006). Information on patient severity is provided by the ratings on the HoNOS and SARN instruments.
We restrict our analysis to patients who had not been clustered between April 1, 2011, and March 31, 2014, and who
received treatment between April 1, 2014, and March 31, 2015. These dates are determined by the financial years that
are used in recording data. Patients who have been clustered during a previous care episode may be at risk of having
their cluster allocation carried forward without detailed review; that is, any subsequent clustering may not be indepen-
dent of previous decisions. We therefore exclude all patients who have received treatment as recorded in Mental Health
Services Data Set data in the previous 3 years (266,100 patients), and any subsequent clustering after the first episode
between April 1, 2014, and March 31, 2015 (18,526 patients).8 To ascertain the persistence of clustering assignment
for the same patients over time, we estimate the polychoric correlations (Kolenikov & Angeles, 2004; Olsson, 1979)
between current and past clusters, separately by superclass.
For each patient, we observe the actual cluster allocation given for their first episode and further calculate the most
likely cluster using the computerised MHCT algorithm (http://www.cppconsortium.nhs.uk/algorithm/). The algorithm5The use of downcoding to reduce the risk of audit has also been considered http://www.racmonitor.com/rac‐enews/2150‐medicare‐audits‐drg‐
downcoding‐in‐hospitals‐algorithms‐substituting‐for‐medical‐judgment‐part‐i.html
6For example, there are 747 DRGs in the U.S. Medicare (https://www.cms.gov/icd10manual/fullcode_cms/P0368.html), while 538 DRGs are used for
hospital treatment reimbursement in Italy (Lanzarini et al., 2014); in the United Kingdom, there are over 1,400 Health care Resource Groups (http://
content.digital.nhs.uk/hrg4)—the U.K. equivalent of DRGs.
7There were 32,482 LSOAs in England according to this definition.
8Note that patients in our sample may have been treated in primary care by their general practitioner, where clustering is not used, or by mental health
hospitals prior to the financial year April 1, 2011, to March 31, 2012, which predates the introduction of clusters.
MOSCELLI ET AL. 5requires the user to choose a superclass (nonpsychotic [clusters 1–8], psychotic [10–17] or organic [18–21])9 and then
calculates probabilities associated with each cluster in this superclass based on the ratings on the HoNOS and SARN
instruments. Clusters with higher probabilities are more likely to be those intended to be used in accordance with
the episodic payment coding guidelines (Monitor and NHS England, 2013a, 2013b). The best fit cluster is defined as
the cluster with the highest probability (measured in percentage points) according to the MHCT algorithm.
We examine several hospital‐level characteristics that we expect to determine hospitals' clustering behaviour.
First, for a given level of reimbursement, providers with higher cost structures face a stronger incentive to engage in
discretionary coding that could inflate payment. We use detailed costing data provided by all public hospital providers
in England10 to compute the average cost per episode by hospital h ϵ {1,…,H} and superclass jϵ{1, 2, 3} for the year
2013/14. These data provide information on the daily costs for an admitted and nonadmitted patient day, as well as
the total number of days per cluster.11 The average cost per episode in hospital h and superclass j in year t is then cal-
culated as follows:
AEChjt ¼ ∑
r ∈ j
Erht C
A
rhtD
A
rht þ CNArht DNArht
 " #
∑
r∈ j
Erht
 !−1
; (1)
where Erht is the number of patients' episodes in cluster r treated in hospital h, CArhtand C
NA
rht are, respectively, the daily
costs for admitted and nonadmitted days in cluster r = 1, …, Rj and hospital h, and D
A
rht and D
NA
rht are, respectively, the
average number of admitted and nonadmitted days in cluster r and hospital h. To account for the possible non‐linear
effects of costs on clustering behaviour, we split the average cost per episode variable into terciles of its distribution.
Second, many providers will contract with a number of purchasers (Clinical Commissioning Groups [CCGs]), each
of which can negotiate their own prices for clusters. We hypothesise that providers with more concentrated contracting
relationships find it easier to tailor their coding behaviour to maximise payments, an argument similar to that made by
Fernandez, McGuire, and Pradou (2017). But it may also be that providers with more, and smaller contracts may engage
more in discretionary coding as they believe monitoring to be less intense. We approximate concentration of contractual
arrangements by the percentage of a provider's patients that are covered by the main CCG, that is, the one representing
the most of patients in the previous financial year (t‐1 = 2013/14).
Third, coding behaviour might be related to experience,12 which we capture using both the number of patients
treated by the provider in year t‐1 and a measure of staff engagement. In the absence of direct measures of staff engage-
ment, we have used as a proxy, information collected through the 2013/14 NHS Staff Survey on staff training, learning,
and development.13 Specifically, we computed the staff engagement proxy as the proportion of respondents in each MH
hospital who agreed/strongly agreed with the following questions: “My training, learning and development has helped
me to.... a)...do my job more effectively; b)...stay up‐to‐date with professional requirements; c)...deliver a better patient
/ service user experience.” We believe this provides a reasonable proxy for the dimension of staff engagement that is
correlated with clinical coding and good operational practice.
Finally, patients living in more deprived neighbourhoods are expected to have higher levels of need, thus requiring
more resources (Epstein, Stern, & Weissman, 1990). This may translate into a higher probability of deviation from the
benchmark MHCT clusters. For this reason, we include the percentage of the provider's patient population belonging to
the most deprived quintile of the 2010 IMD score distribution as an additional measure of need.9The superclass selected for the purpose of the MHCT was not recorded for 13% of observations in our sample. We used the superclass implied by the
actual, observed cluster allocation on the grounds that clinicians will generally be able to ascertain the superclass with a high degree of certainty but
may be more uncertain about the individual cluster therein.
10All NHS providers in England are required to return detailed‐costing data annually to inform the calculation of future reimbursement tariffs (see
www.gov.uk/government/collections/nhs‐reference‐costs). The reference cost data for 2013/14 are available at https://www.gov.uk/government/pub-
lications/nhs‐reference‐costs‐2013‐to‐2014.
11Unfortunately, data on reimbursement by cluster are not available; hence, we cannot test if the probability of upcoding increases as the difference in
reimbursement between clusters increases.
12This is similar to the volume‐outcome relationship that has been reported for many health care procedures in which providers learn with volume so
that higher past volumes generate better outcomes for current patients (Gaynor, Seider, & Vogt, 2005).
13See http://www.nhsstaffsurveys.com/Page/1040/Past‐Results/Staff‐Survey‐2013‐Detailed‐Spreadsheets/.
6 MOSCELLI ET AL.All hospital‐level variables other than average deprivation are measured in the year prior to our analysis period
(i.e., respectively in t‐1 = 2013/14, whereas t = 2014/15) to mitigate the risk of endogeneity bias due to reverse
causality.4 | METHODS
To establish the extent to which the observed clustering of patients by providers deviates from the best fit cluster rec-
ommended by the MHCT, and whether this is associated with observed or unobserved hospital characteristics, we esti-
mate two types of multilevel regression models (Rice & Jones, 1997, Snijders & Bosker, 2012).
First, we perform mixed‐effects logistic regression with patients i = 1, …, nh treated by providers h = 1, …, H and:
Pr Yih ¼ 1½  ¼
exp Xih′βþ P′ihδ þ Z′hθþ μh
 
1þ exp Xih′βþ P′ihδ þ Z′hθþ μh
 ; (2)
where Yih equals 1 if the MHCT best fit cluster and observed cluster differ and 0 otherwise, Xih is a vector of observed
patient characteristics including gender, age, marital status, ethnicity, and local area deprivation, Pih is the probability
of the best fit cluster assigned by the MHCT, Zh is observed provider characteristics such as volume of activity and
production cost in 2013/14, and μh is a normally distributed random provider effect with 0 mean and variance σ
2.
The provider effect μh captures systematic variation across providers, conditional on observed patient and provider
characteristics.14
Second, and as an extension of the above, we utilise the fact that clusters are ordered according to the level of care
required (and therefore resource use and likely reimbursement) to further differentiate mismatches into over and under
clustering. Over clustering arises when the observed cluster number is higher than the cluster number suggested by the
MHCT, and vice versa. We estimate multilevel multinomial logit models (Hedeker, 2003) of the form:
Pr Yih ¼ k½  ¼
exp Xih′βk þ P′ihδk þ Z′hθk þ μhk
 
∑3k¼1 exp Xih
′βk þ P′ihδk þ Z′hθk þ μhk
 ; k ¼ 1; 2; 3; (3)
μh1
μh2
 eBVN 0
0
 
;
σ21 σ12
σ12 σ22
 ! !
;
where Yih equals 1 in the case of under clustering, 2 in the case of over clustering, and 3 if MHCT and the observed
clustering agree, which forms the base category.
To quantify the unobserved provider heterogeneity, we follow Larsen and Merlo (2005) and compute the median
odds ratios (MORs) as follows:
MOR ¼ med exp 2σ2 0:5 × Φ−1 0:75ð Þh in o; (4)
The MOR expresses the ratio of the probability of mismatch across two randomly chosen providers, with the higher
probability forming the numerator. This can be compared with the odds ratios of other explanatory variables and thus
helps to put the relative importance of unobserved heterogeneity into context.
We run separate analyses for each superclass. To check the robustness of our findings, we conducted three further
analyses. First, we checked the impact of reordering the clusters on the basis of average episode cost (Section 5.3); sec-
ond, we tested for a systematic provider effect on assignment (Section 5.4); lastly, we tested the impact of including
patients who had previously been clustered (Section 5.5).
All models are estimated using Markov Chain Monte Carlo techniques (Browne, 2012) with maximum likelihood
estimates as starting values obtained via iterative generalised least squares (Goldstein, 1986). To achieve stationarity,
we run the Markov Chain Monte Carlo chain for 55,000 iterations and discard the first 5,000 iterations as burn‐in period14We choose a random effects approach over a fixed effects approach to avoid incidental parameter bias in non‐linear models (Lancaster, 2000) and
because we wish to explore the impact of observed hospital level characteristics on coding behaviour.
TABLE 2 Newly clustered patients by Superclass and mental health clusters in 2014/15
Nonpsychotic Psychotic Organic
Clusters Patients % Clusters Patients % Clusters Patients %
1 4,471 5.12 10 5,728 33.81 18 21,246 48.00
2 6,532 7.49 11 2,686 15.86 19 16,653 37.62
3 20,998 24.06 12 1,983 11.71 20 4,571 10.33
4 27,093 31.05 13 1,538 9.08 21 1,796 4.06
5 11,860 13.59 14 2,799 16.52
6 4,241 4.86 15 1,014 5.99
7 7,193 8.24 16 734 4.33
8 4,877 5.59 17 459 2.71
Total 87,265 100 16,941 100 44,266 100
MOSCELLI ET AL. 7(Draper, 2011; Geyer, 2011). To reduce autocorrelation and heteroscedasticity, we utilise the estimates of every 50th rep-
lication to compute point estimates and 95% credible intervals (CrIs). All computations are performed in MLwin 3.00
operated through the runMLwin 64‐bit routine (Leckie & Charlton, 2013) in Stata 13.155 | RESULTS
5.1 | Descriptive statistics
Our analysis sample consists of 148,472 patients (Table 2). The distribution of patients across clusters is highly concen-
trated, with at least 30% of patients in each superclass being categorised in a single cluster.
Table 3 presents descriptive statistics by superclass. Each hospital treated on average over 32,000 patients in the
year prior to our analysis period, whereas the average percentage of patients in the CCG with the largest commis-
sioning agreement with each provider is around 40% of their case‐load (range 14.4–97.6%). Of the 53 providers,
only six had 75% or more of their total activity commissioned by a single CCG. The average cost per episode
was highest for psychotic patients (around £6,060) and lower for nonpsychotic and organic patients (around
£2,530). On average, the percentage of patients residing in the most deprived quintile of the IMD 2010 distribution
was over 29%.
We estimate the polychoric correlations between current and past cluster assignments for each episode with
multiple clusters, using the full sample of MH patients treated in year 2014/15.16 The correlations (standard errors
in parenthesis) are 0.5826 (0.001615), 0.5936 (0.001599), and 0.5956 (0.001596) for clusters in the nonpsychotic, psy-
chotic, and organic superclasses, respectively, which establishes that cluster assignment is persistent within each
superclass.
Table 4 compares the Best Fit cluster allocation (rows) suggested by the MHCT algorithm with the observed clus-
ter allocation (columns). The diagonal indicates the proportion of patients where suggested and observed allocations
coincide. The average agreement across the 20 clusters is 35.9%, with only four cells showing agreement in excess of
50%. The weighted kappa statistic, a measure of agreement that penalises according to the degree of mismatch
(Cohen, 1968), is equal to 0.3759 (0.0020) in the nonpsychotic superclass subsample, and respectively 0.2022
(0.0042) and 0.4675 (0.0034) for the psychotic and organic superclass subsamples, suggesting slight to moderate agree-
ment (Landis & Koch, 1977).17
The match between observed and suggested cluster allocation varies across the superclasses. The highest aver-
age match is observed for the organic superclass with 49.6% (range 30.3–74.9%), possibly because there are fewer
groups, whereas the lowest average match is observed for the psychotic superclass (29.5%; range 13.8–48.3%). In15In the Online Appendix, we also show results of mixed‐effect multinomial regressions in which we model the probability of a patient being assigned
to a given MH cluster within a certain MH superclass.
16These correlations are estimated in Stata by using the polychoric user‐written function (Kolenikov & Angeles, 2004), that provides a more accurate
estimate than the Stata built‐in function (Uebersax, 2015).
17The weights are defined in the standard way as 1 − |r − d|/(m − 1), where r and d index the rows and columns of the clusters by the different assign-
ment mechanisms (MHCT algorithm or clinician) within each superclass, and m is the maximum number of possible clusters within each superclass.
TABLE 3 Descriptive statistics by mental health superclass
MH hospital‐level variables (varying by MH hospital only, not by superclass)
Mean SD Median
Number of hospital patients in 2013/14 (‘000 s) 32.54 13.42 29.62
% patients from largest commissioning CCG in 2013/14 42.72 22.82 34.22
% patients residing in most deprived quintile (hospital level) 29.53 18.04 25.77
Staff Engagement (% staff agree or strongly agree) 69.48 3.74 70.15
MH hospital‐level variables (varying by MH hospital AND by superclass)
Nonpsychotic Psychotic Organic
Mean SD Median Mean SD Median Mean SD Median
Average cost per episode in 2013/14 (in £1,000 s) 2.68 1.39 2.46 6.06 2.73 5.60 2.53 1.74 2.33
Patient‐level variables
Nonpsychotic Psychotic Organic
Mean SD Median Mean SD Median Mean SD Median
Female 0.58 0.49 0.47 0.50 0.61 0.49
Age (mean) 42.19 18.87 39 42.73 19.49 39 80.24 9.58 82
age 0–18 years 0.05 0.21 0.04 0.21 — —
age 19–29 years 0.27 0.45 0.28 0.45 0.00 0.03
age 30–39 years 0.18 0.39 0.18 0.39 0.00 0.04
age 40–49 years 0.18 0.38 0.16 0.37 0.01 0.08
age 50–59 years 0.13 0.34 0.13 0.33 0.03 0.16
age 60–69 years 0.07 0.26 0.08 0.27 0.09 0.28
age 70–79 years 0.06 0.23 0.06 0.24 0.28 0.45
age over 80 years 0.05 0.22 0.06 0.23 0.60 0.49
Ethnicity: White 0.70 0.46 0.64 0.48 0.80 0.40
Ethnicity: Mixed 0.01 0.11 0.02 0.13 0.00 0.06
Ethnicity: Asian 0.04 0.19 0.09 0.29 0.03 0.16
Ethnicity: Black 0.02 0.14 0.09 0.28 0.01 0.12
Ethnicity: Other 0.23 0.42 0.17 0.37 0.16 0.37
Marital Status: Divorced 0.04 0.19 0.04 0.20 0.04 0.19
Marital Status: Married 0.19 0.39 0.18 0.38 0.35 0.48
Marital Status: Undisclosed 0.33 0.47 0.24 0.43 0.30 0.46
Marital Status: Separated 0.03 0.16 0.02 0.15 0.01 0.08
Marital Status: Single 0.37 0.48 0.47 0.50 0.06 0.24
Marital Status: Widowed 0.04 0.19 0.04 0.20 0.26 0.44
IMD 2010 1st quintile (least deprived) 0.13 0.34 0.10 0.30 0.20 0.40
IMD 2010 2nd quintile 0.16 0.37 0.13 0.34 0.21 0.41
IMD 2010 3rd quintile 0.20 0.40 0.17 0.38 0.21 0.41
IMD 2010 4th quintile 0.23 0.42 0.24 0.43 0.19 0.39
IMD 2010 5th quintile (most deprived) 0.28 0.45 0.35 0.48 0.18 0.38
Total HoNOS score (0–48) 12.74 5.93 12 14.98 6.80 15 11.07 5.89 10
Total SARN score (0–24) 3.65 3.64 3 5.27 4.00 5 2.11 2.85 1
Proportion with total SARN score >0 0.74 0.44 1 0.86 0.35 1 0.54 0.50 1
Probability of MHCT best fit cluster 28.53 8.18 26.43 17.37 2.36 16.73 43.55 8.27 42.98
Note. CCG: Clinical Commissioning Group; HoNOS: Health of the Nation Outcomes Scales; IMD: Index of Multiple Deprivation; MH: mental health; MHCT:
mental health clustering tool; SARN: Summary Assessment of Risk and Need. The analysis includes patients treated in 53 mental health hospitals in England in
the nonpsychotic Superclass, and 52 in the psychotic and organic superclasses.
8 MOSCELLI ET AL.those instances where observed and suggested cluster allocation are in disagreement, the observed cluster is usually
adjacent to that suggested, though with no clear direction, and the probability of observed assignment decreases
with the distance between observed and suggested cluster. A noteworthy exception is the psychotic superclass in
TABLE 4 Differences in assignment to mental health Cluster: mental health clustering tool algorithm versus Clinician assignment (row‐
wise percentages)
Cluster assigned by clinician at first clustering
R
ec
om
m
en
d
ed
cl
u
st
er
ðfr
om
ru
n
n
in
g
M
H
C
T
al
go
ri
th
m
Þ
Superclass: Nonpsychotic
1 2 3 4 5 6 7 8 Number of patients
1 22.51% 17.73% 28.92% 16.98% 5.40% 1.66% 3.82% 2.99% 6,149
2 19.82% 34.69% 18.70% 15.34% 5.40% 1.78% 2.11% 2.17% 1,519
3 7.80% 12.34% 46.98% 19.98% 5.33% 1.25% 4.10% 2.22% 22,282
4 2.55% 5.26% 19.10% 50.09% 12.08% 2.02% 6.00% 2.90% 28,499
5 0.96% 1.33% 5.12% 25.25% 50.50% 4.48% 7.56% 4.80% 7,992
6 0.68% 1.61% 6.48% 19.16% 23.53% 26.01% 14.82% 7.71% 4,399
7 1.51% 3.39% 15.63% 26.99% 7.92% 15.21% 24.09% 5.27% 9,033
8 1.06% 2.49% 12.46% 24.19% 13.95% 5.17% 11.76% 28.94% 7,392
Superclass: Psychotic
10 11 12 13 14 15 16 17 Number of patients
10 48.32% 6.86% 7.81% 5.79% 16.55% 4.58% 9.29% 0.81% 743
11 28.00% 40.28% 10.97% 3.89% 8.63% 2.20% 3.42% 2.61% 2,954
12 36.72% 19.22% 23.11% 4.67% 9.52% 3.21% 1.49% 2.04% 3,423
13 41.49% 8.00% 7.69% 16.69% 21.68% 3.01% 0.50% 0.95% 4,225
14 24.30% 4.99% 8.39% 14.61% 37.31% 4.48% 0.87% 5.06% 1,383
15 30.30% 8.42% 7.90% 7.12% 12.70% 28.81% 2.17% 2.58% 1,937
16 29.12% 7.52% 6.63% 5.67% 20.16% 1.30% 27.27% 2.32% 1,463
17 22.51% 13.16% 14.64% 11.32% 15.01% 4.80% 4.80% 13.78% 813
Superclass: Organic
18 19 20 21 Number of patients
18 74.89% 23.09% 1.68% 0.34% 20,337
19 29.31% 57.54% 10.68% 2.47% 16,459
20 16.76% 36.76% 35.43% 11.05% 4,905
21 14.42% 26.67% 28.58% 30.33% 2,565
Note. MHCT: mental health clustering tool. Rows: recommended clusters according to the MHCT algorithm. Columns: clusters assigned by clinician at first
clustering. The superclass used in this tabulation is the one implied by the mental health cluster recorded in the Mental Health Services Data Set. Each cell
reports the percentage of patients classified in a given cluster by the clinician(s) as a proportion of the total number of patients assigned to the same cluster
by the MHCT algorithm (total by row).
MOSCELLI ET AL. 9which patients are likely to be assigned to cluster 10 (“First episode in psychosis”) independent of the severity of
the suggested cluster, that is, the distance between classes.185.2 | Determinants of mismatch between observed and suggested cluster allocation
Table 5 shows the main regression results. Columns 1–3 report results for Equation (2), which models the probability of
mismatch between the clinician and the MHCT algorithm.19 Columns 4–9 report results for Equation (3), which further18Cluster 10 is a specific clinical presentation, which is usually treated in early intervention in psychosis teams and not all patients who develop psy-
chosis will necessarily start in cluster 10.
19In Online Appendix Table B.I., we show the results of the same binary logit mixed effect regression model, when only hospital random effects are
included, and then additional covariates are sequentially added.
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MOSCELLI ET AL. 11distinguishes between over clustering (patients are assigned to a higher cluster than suggested by the MHCT) and under
clustering. The reference category in each analysis is agreement between clinician and MHCT algorithm.
Focussing on the first analysis (first three columns of Table 5), in each superclass, the probability of a mismatch is
negatively correlated with the probability of the Best Fit cluster suggested by the MHCT (significant at p < 0.01). This
suggests that clinicians and the algorithm respond to similar signals of severity so that the degree of discretionary coding
reduces as the uncertainty about cluster allocation reduces. However, the relationship is not perfect: the average mar-
ginal effect20 of a percentage point increase in the probability of Best Fit cluster (that is measured in percentage points)
is associated with a 0.64% decrease (SE: 0.0002) in the probability of mismatch in the nonpsychotic subsample, and
with a decrease in the probability of mismatch of 1.13% (SE: 0.0014) for psychotic patients and a decrease of 0.43%
(SE: 0.0003) for organic patients, respectively.
In the nonpsychotic superclass, higher cumulative HoNOS scores are associated with lower probability of a mis-
match, and this holds true for over and under clustering alike. Conversely, for patients in the psychotic and organic
superclasses, the models estimate a positive association between cumulative HoNOS score and mismatch. For the first
patient group, the association is driven by an increased probability of under clustering but not over clustering. Higher
SARN scores are associated with a higher probability of mismatch for patients in the nonpsychotic and organic
superclasses.
Only a few provider characteristics are statistically significantly associated with the probability of mismatch. Pro-
viders with higher volumes of activity in the past year are less likely to diverge from the MHCT suggestion, although
the effect is only statistically significant for the organic superclass. The proportion of a provider's patients residing in
the most deprived areas of the country is associated with a lower probability of mismatch for the nonpsychotic super-
class, and a lower probability of over clustering (but not under clustering) for the organic superclass. Average cost and
contractual homogeneity are not associated with divergent coding behaviour for any superclass at the 5% level.
The estimated MORs reveal the existence of substantive unexplained between‐hospital variability in coding behav-
iour. Using results from Equation (2); columns 1–3 in Table 5), in two randomly selected hospitals, the probability of a
given patient being clustered differently by the clinician and the MHCT algorithm is approximately 45–64% higher in
one hospital than the other. These effects are large in comparison to the effects of observable patient and provider char-
acteristics. For example, in the organic superclass (column 3) increasing a hospital's activity by 10,000 patients or
increasing a patient's HoNOS score by 10 points leads to an increased risk of mismatch of 14% and 8.5%, respectively.
Using results from Equation (3); columns 4–9 in Table 5), we find that provider heterogeneity is more pronounced in
the probability of under clustering than over clustering but that this difference is not statistically significantly different
from zero as indicated by overlapping 95% CrIs.5.3 | Robustness check: Mismatch when clusters are ordered by average cost per episode
One potential drawback in our empirical analysis is the assumption that clusters are ordered according to the level of
care required, and therefore also by their expected reimbursement.21 However, the order based on reference unit costs
of the clusters is not the same as the clusters' nominal order. To test whether our results on the quantification of the
coding discretion are robust to the cluster ordering, we reorder the clusters within each superclass based on the average
cost per episode across all hospitals in year 2013/14, (see Equation (1), Section 3), and we reestimate the models in
Table 5 using the new cluster order based on such average costs.22 The last two columns of Table 1 report the average
cost per episode of each cluster and the clusters' order based on such average costs. The original ordering is almost
unchanged for nonpsychotic clusters; it is exactly the same in the organic superclass, and shows several changes in
the clusters of the psychotic superclass. The results of the new estimation are presented in Table 6 and show that
although the significance level of some of the regression odd ratios coefficients (HoNOS and SARN scores) for
mismatching in the psychotic superclass change (but not their magnitude; compare columns 6 and 7 of Tables 5 and20The average marginal effect is calculated as the change in the probability of mismatch for a 1‐percentage point increase in the independent variable
of interest holding all other covariates at their observed level; averaged across all observations in the sample (Cameron & Trivedi, 2010).
21The binary mixed effect logit regression model shown in Table 5, columns 1–3, and the multinomial mixed effect logit regression models shown in
Online Appendix Tables C.I–III are not affected by the assumed cluster order.
22By using the average cost per episode across all hospitals in year 2013/14 as shown by Equation 1, the ordering of clusters based on reference costs
takes into account the fact that the effective cost per cluster is a weighted average of the costs of both admitted and nonadmitted patients that are
treated by the hospital.
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MOSCELLI ET AL. 136), both the point estimates of the MORs and their 95% CrIs remain largely unchanged. The other two superclasses are
not affected by the change. Overall, these findings are reassuring about the robustness of our results on discretionary
hospital coding with respect to the ordering of the clusters.5.4 | Robustness check: Provider effect on patients' assignment to individual clusters
We also investigate the presence of a systematic provider effect on patients' assignment to individual clusters to test
whether providers disagree in their assignment to specific clusters (see Online Appendix C). Provider heterogeneity is
somewhat more pronounced in this analysis than when assessing mismatch, as evidenced by the larger variation in
MORs from 1.46 to 3.59 across clusters in different superclasses. However, MORs are broadly similar across clusters
in the same superclass, suggesting that the allocation of patients to some clusters rather than others suggesting these
is less heterogeneity across providers, once the patient's prevalent MH disorder, identified by the assigned superclass,
has been determined.5.5 | Robustness check: Determinants of mismatch using the full sample
In Online Appendix Tables D.I and D.II, we present the estimation results of the regression models investigating the
mismatch in the patient assignment, without imposing the restriction of patients not having been previously clustered.
We use a 50% clustered random sample (with clustering by MH hospitals and MH clusters) of the original sample of
patients treated in year 2014/15.23 The results for the MORs are either very similar to the ones provided in Tables 5
and 6 (with clusters ordered by average costs), or the 95% CrI of the two sets of estimates (with and without the “newly
clustered patient” restriction) overlap at least partially, suggesting once again the robustness of our findings.6 | DISCUSSION AND CONCLUSIONS
The English NHS is moving to a new reimbursement model for mental health care that links payment to activity, thus
aligning the payment system in MH to those common in many physical health care systems. Although this change may
help create a fair and sustainable funding system, there are also well‐known risks of unintended consequences such as
incentives to inappropriately allocate patients higher payment groups.
We have examined the extent to which the categorisation of NHS patients by MH providers is subject to discretion.
For this purpose, we investigated differences between patients' first cluster assignments by clinicians and those assign-
ments suggested by an external standard, the MHCT algorithm. We find MORs ranging from 1.46 to 1.88, which reflects
significant unexplained variation between providers in how they allocate patients to clusters over and above observed
need factors. Unobserved provider effects are at least as important as observed hospital characteristics such as volume
or deprivation in determining cluster allocation. Variations between providers may be driven by differences in severity,
treatment thresholds, or subjective perceptions in recording of HoNOS scores. Some of the predictors in our model may
be suggestive of discretionary behaviour, for example, where they reflect resource pressures, although others may be
more indicative of broader aspects impacting on service delivery, for example, levels of deprivation, though these
may also indirectly affect decisions around levels of care intensity. However, the observed discretionary behaviour
may not be associated with attracting higher payments due to financial considerations because average costs were
not associated with upcoding. Furthermore, we do not find evidence that provider differences are more likely to result
in upcoding than downcoding.
Our study has a number of limitations. First, it is possible that there may be legitimate unobservable differences
between providers that determine their allocation behaviour that we have not been able to account for. In this case,
the observed MORs capture discretionary behaviour as well as case‐mix differences and external constraints, although
it is a priori unclear whether this leads to inflated or deflated estimates of the MOR. Second, although the MHCT has
been recommended as a guide for clustering, its use may differ across providers and this would also be captured by the
MOR. Unfortunately, use of the MHCT is not recorded, so we cannot explore this further. Finally, throughout the study
period providers were required to cluster patients but reimbursement was not linked to cluster allocation at this time.23The full sample is too large to be analysed in MLwin. Nevertheless, the 50% clustered random sample should provide unbiased, albeit slightly less
precise results.
14 MOSCELLI ET AL.Hence, our analysis should be understood as exploring the potential for discretionary coding, rather than as evidence
that providers respond to incentives by exploiting the flexibility granted by the classification system.
The considerable degree of discretion in the English MH clustering system has important implications for
policymakers in the design and operation of the payment system. Clinical judgement may play a larger role in allocation
within the MH context than in acute care where diagnostic information and procedures may be more clear‐cut and,
hence, auditable. Nevertheless, those responsible for the design of the MH payment system will need to find ways to
put checks in place to ensure the integrity and fairness of the reimbursement model. The MHCT may offer a starting
point, and providers could be required to justify deviations from the proposed cluster allocation if the level of mismatch
breaches certain thresholds. This would require continued development and validation of the MHCT algorithm to
ensure that it generates consistent groupings of patients with similar needs (Jacobs, 2014).ACKNOWLEDGEMENTS
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