Abstract. The first variable star catalogue in a giant elliptical galaxy NGC 5128 (Centaurus A) is presented. Using multi-epoch observations with ISAAC at the VLT we have detected 1504 red variables in two halo fields covering 10.46 arcmin square. For the variables with at least 10 good measurements, periods and amplitudes were determined using Fourier analysis and non-linear sine-curve fitting algorithms. The final catalogue contains 1146 long period variables with well established light curve parameters. Periods, amplitudes, JsHKs photometry as well as individual Ks-band magnitudes are provided for all the variables. The distribution of amplitudes ranges from 0.3 to a few magnitudes in the Ks-band, with a median value around 0.7 mag. The amplitudes, mean magnitudes and periods indicate that the majority of variables belong to the class of long period variables with semiregular and Mira variables. Exhaustive simulations were performed in order to assess the completeness of our catalogue and the accuracy of the derived periods.
Introduction
In a stellar population older than few hundred Myr the near-IR light is dominated by red giants. Of these, first ascent giants are the brightest among the metal-poor stars older than 1-2 Gyr. In composite stellar populations, like those found in galaxies, the first ascent giants are mixed with asymptotic giant branch (AGB) stars. The red giants fainter than the tip of the first ascent giant branch are usually referred to as red giant branch (RGB) stars. In the following RGB is used to denote the first ascent giants, although it should be kept in mind that it is not possible to separate RGB and AGB stars that are fainter than the RGB tip.
In −1.0 dex and in the Galactic bulge, bright stars have also been detected above the tip of the RGB (Frogel & Elias 1988 , Guarnieri et al. 1997 , implying the presence of bright AGB stars in metal-rich and old populations. Essentially all of the bright giants above the RGB tip in globular clusters seem to be long period variables (LPVs; Frogel & Elias 1988 , Frogel & Whitelock 1998 . The frequency of LPVs in old metal-rich globular clusters of the MW and in the Bulge has been studied by Frogel & Whitelock (1998) . Old populations of lower metallicity are known not to have AGB stars brighter than the RGB tip. The presence or absence of these bright giants located above the tip of the first ascent giant branch has important implications for the magnitude of the surface brightness fluctuations specifically in the near-IR (e.g. Mei et al. 2001 , Liu et al. 2002 , a method used to determine distances to galaxies that are too distant to have their stellar content resolved, but that still present fluctuations due to the underlying light of giant stars (Tonry & Schneider 1988) .
The properties of LPVs have been reviewed by Habing (1996) . They are thermally pulsing asymptotic giant branch (TP-AGB) stars with main sequence masses between 1 and 6 M ⊙ . They present variability with periods of 80 days or longer, and often the longest period variables show variable or multiple periods. Two main classes of LPVs are Mira variables (Miras) and semiregular variables (SRs). SRs usually have smaller amplitudes as well as shorter periods and more irregular light curves than Miras. SRs are sometimes subdivided into subclasses (SRa, SRb) depending on the regularity and multiplicity of their periods and shape of their light curves. The separation between Miras and SRs is not always clear (e.g. Kerschbaum & Hron 1992 , 1994 . The classical definition requires that Miras have V -band amplitudes larger than 2.5 mag and regular periods in the range of 80-1000 days (GCVS Kholopov 1985) . Mean K-band amplitudes of Miras are ∼ 0.6 mag (e.g. Feast et al. 1982 , Wood et al. 1983 ).
In the gE NGC 5128 Soria et al. (1996) , based on V I HST CMD, and Marleau et al. (2000) , based on JH NICMOS data, suggested a presence of up to 10% bright AGB stars belonging to an intermediate-age population. Harris et al. (1999 Harris et al. ( , 2000 on the contrary did not find bright AGB stars in their V I CMDs of two halo fields in NGC 5128. However, V and I bands are not very sensitive indicators of these cool giants and thus some of them might have been confused with the RGB tip or foreground stars and few stellar blends or stars with larger photometric errors.
Our group has obtained VLT images with FORS1 and ISAAC in the halo of NGC 5128 in order to study the bright giants in the halo of the galaxy (Rejkuba et al. 2001) . We have observed two halo fields in the V and K s -bands finding a large number of bright AGB stars, extending up to bolometric magnitude of -5. Field 1 coincides with the prominent north-eastern diffuse stellar shell (Malin et al. 1983 . Crossing it in diagonal there is a chain of young stars (Mould et al. 2000 , Fassett & Graham 2000 . Field 2 is located away from the known stellar shells and dust bands, ∼ 9 ′ south from the galactic nucleus. It coincides with the field observed with HST in V and I-bands with WFPC2 by Soria et al. (1996) and in J and H-bands with NICMOS by Marleau et al. (2000) . Part of the VLT ISAAC K s -band data analyzed here were already described in Rejkuba et al. (2001) . Already with the first few epochs of K s -band imaging it was obvious that variable stars were present among the bright red giants. The preliminary results of the multi-epoch imaging in K s -band were presented by .
We present here the full near-IR data-set containing multi-epoch K s -band imaging and single-epoch data in the J s -and H-bands obtained over the period of 3 years with ISAAC at the VLT. In this paper the data reduction, the photometry, and the catalogue of the variable stars are presented. In the following papers these data are used to investigate the variability characteristics of the population of stars found above the RGB tip, and to derive the distance to NGC 5128 using the Mira period-luminosity relation in the K-band. Multicolor information will further be used to investigate the chemical composition of these variables, and to put constraints to their ages. In the next section we briefly present the data and the reduction procedures. Section 3 contains the photometry. The technique used to detect the variable stars is described next. The light curves and periods of the long period variables are derived in Sect. 5. A detailed description of the completeness simulations is given only in the electronic version of the article where also the complete catalogue of all the variable stars can be found. Sect. 6 presents the main results of the our simulations, while the last section summarizes the results.
The data

The observations
We have obtained a total of 20 epochs of K s -band photometry in Field 1 and 24 epochs in Field 2 between April 1999 and July 2002. Most of our data were obtained using the ISAAC near-IR imaging spectrometer at the ESO Paranal UT1 Antu 8.2m telescope. These data were obtained in Service Mode. One Field 2 epoch comes from data obtained in Visitor Mode at the ESO La Silla NTT 3.5m telescope equipped with SOFI near-IR imaging spectrometer.
The instrument setup for the observations was the following: all but 2 epochs for each field were observed with the short wavelength arm of ISAAC, which is equipped with a 1024 × 1024 pixel Hawaii Rockwell array with a pixel scale of 0.
′′ 148. The last two epochs of the K s -band series for both fields were observed with the long wavelength arm of ISAAC with a 1024 × 1024 InSb Aladdin array from Santa Barbara Research Center. The pixel size of the Aladdin array with 0.
′′ 1478 is almost identical to that of Hawaii detector.
During the service observations of 3 epochs of Field 2, the integration was interrupted before the end of the sequence due to changing weather conditions. Additional observations for these epochs were taken a few days after the original sequences. Thus we reduced them as separate epochs, yielding 24 data points for Field 2, including the epoch observed with SOFI at NTT, and 20 epochs for Field 1. Additional J s -and H-band single epoch observations were obtained in April and May 2002 with ISAAC, also in service mode. J s and H-band observations were secured with a short wavelength arm of ISAAC. The J s filter was preferred over the J filter, due to the presence of red leaks in the K-band of the latter. From here on "Jband" is used to denote observations taken with J s filter and "K-band" for K s observations. The observation taken with K s filter with SOFI at NTT is described in Rejkuba (2001) .
The summary of the observations is given in Table 1 , where on the left we describe the Field 1 observations and on the right the Field 2 observations. For each field, the first column is the Julian date of the observation in the form MJD = JD − 2400000, in the second column the exposure time in minutes is given, the next is airmass, then seeing in arcseconds, and in the last field the filter and the sequential number of the K-band epoch are presented. Table 1 . Near-IR multi-epoch photometry observing log. On the left Field 1 observations, and on the right Field 2 observations are described. MJD is JD-2400000, Exp is the exposure time in minutes and X is the mean Airmass during the observing sequence. 
MJD
Data reduction
Data reduction followed the procedure described in Rejkuba et al. (2001) . We first correct for the electronic ghost using the ESO supplied routine in the ECLIPSE package. Then we subtract the dark and divide with the sky flats provided from the service observing standard calibrations. The DIMSUM package (Stanford et al. 1995) in IRAF was used to subtract the sky in a double skysubtraction run, the second time masking the objects detected in the registered and combined frames after the first sky subtraction. The double sky subtraction procedure is particularly important for these crowded images. We noticed that in a single sky subtraction pass, bright regions were often over-subtracted producing dark halos around the bright stars. Finally the sky-subtracted images were aligned with IMALIGN and all the images taken in a single jittered sequence were combined with IMCOMBINE task in IRAF.
The photometry
The PSF fitting photometry was done for each single epoch image individually. First we used DAOPHOT II and ALLSTAR (Stetson 1987) to create a PSF for each frame and to define the coordinate transformations between the frames. The complete star list was created from the median combined image that had only the best seeing epochs (i.e. those with FWHM stellar profiles measured < 3 pix). These included epochs 1Ks01, 1Ks02, 1Ks04, 1Ks05, 1Ks07, 1Ks10, 1Ks15, 1Ks17, 1Ks18 and 1Js for Field 1, and epochs 2Ks01, 2Ks02, 2Ks05, 2Ks09, 2Ks10, 2Ks13, 2Ks16, 2Ks17 and 2Ks18 for Field 2. The total exposure time of these median combined images are 9.4 and 8.4 hours. We found that better results were obtained in this way instead of combining all the images. PSF fitting photometry using this star list and coordinate transformations was performed simultaneously on all images of a single field with the ALLFRAME programme (Stetson 1994 ′ 31, and the total exposure times in K-band are 19.67 and 21.17 hours, for Fields 1 and 2, respectively. These are the deepest near-IR images obtained so far in an external galaxy halo. 
The photometric calibration
Not all the epochs were observed in photometric conditions. The K-band photometry was brought to the system of one of the photometric nights that had excellent seeing: epochs 1Ks07 and 2Ks10 for Fields 1 and 2, respectively, both observed on July 8, 2000. The zero point of 24.257 ± 0.042 for that night has been derived from the observations of Persson et al. (1998) standards supplied by ESO service observing . J-and H-band photometric zero points were derived using the observations of Persson standard stars obtained during the same night as the NGC 5128 observations in the corresponding filter (see Table 1 ) and their values are 24.737 ± 0.039 and 24.626 ± 0.033. For all three filters extinction coefficients measured by ESO observatory staff and reported on ISAAC web pages were assumed (0.06 for K s and J s -band and 0.05 for H-band).
The quality of the photometry can be assessed from Figure 1 where we plot differences of individual epoch measurements vs. mean magnitudes. The mean magnitudes were calculated weighting the individual measurements with their photometric errors calculated by ALLFRAME:
Only the stars with individual ALLFRAME σ uncertainty measurements smaller than 0.2 mag are plotted. The limiting accuracy of our photometry at the bright end is ±0.05 mag, getting worse at faintest magnitudes. The region around K=20 has more scattered measurements than the mean. This is where most variable stars are found. The mean magnitude calculated with the above equation will, however, be overestimated (too bright) for variable stars with large amplitudes because brighter phases will typically get higher weights.
Search for variable stars
Variable stars were identified using a procedure similar to the one described by Welch & Stetson (1993) and Stetson (1996) . First, we selected all the stars with mean of all photometric errors given by ALLFRAME, as measured on each individual epoch frame, smaller than 0.2 mag. We then required for each star to be detected on more than 5 frames and constructed variability indexes J, K and L, following the prescriptions by Stetson (1996; equations 1-3) .
In particular the index J is used for single observations assuming P i = δ 2 i − 1, where δ i is a normalized residual of the measurement from the mean magnitude. The mean magnitude is calculated using a weighting with inverse square of the measurement error (weight w i ) according to equation 1.
The index J is a robust measure of the external repeatability relative to the internal precision. For single epoch observations containing only random noise its value tends to zero. For a physical variable it is a positive number. The index K is a robust measure of the kurtosis of the magnitude histogram and its value is fixed by the shape of the light curve, with K=0.9 for a pure sinusoid and K=0.798 for a Gaussian magnitude distribution, a limit approached when random measurement errors dominate over physical variation. Including the information about Fig. 3 . Variability index L vs. magnitude for simulated non-variable stars, i.e. those with light curve constant in time, is plotted in the upper two panels for fields 1 (left) and 2 (right). This diagram is used to decide the detection limit for the variable stars. In the lower panels scatter of the individual magnitude measurements around the mean magnitude is shown.
the variability and the shape of the light curve, Stetson defined the final variability index L as:
The second term in this expression assigns an additional weight to stars with the highest number of measurements. Figure 2 is a plot of the variability index L for all the stars in Field 1 and 2 in the left and right panels, respectively. The stars above the solid line (upper panels), plotted with slightly larger symbols, were searched for periodic variations. The limits that separate variable from non-variable sources were determined in the following way: in completeness simulations stars with constant magnitude light curves were added to the frames and their photometry and variability indexes were measured in identical way as for the programme stars. A similar plot of the variability index vs. magnitude was used to decide on the separation line between the variable and non-variable stars (Figure 3 ). With the adopted variable star detection limits (solid lines in the upper panels) less than 2% of sources from these simulations are found above the lines. Note however, that at least some of these may have their light curves contaminated by a neighbouring variable star. Simulations necessary to evaluate the completeness of the variable star search are described below.
With such selection criteria 601 stars in Field 1 and 903 stars in Field 2 are found to be variable. Of these 536 and 878 had at least 10 measurements with individual errors smaller than 0.5 mag, and light curves were constructed for them.
Light curves and periods of LPVs
Fourier analysis of the K-band light curves was used to search for the periodic signal in the data in the range of 30 < P < 1700 days. Only individual measurements with ALLFRAME uncertainty smaller than 0.5 mag were used. First, an initial guess of the period was obtained using a routine that calculates spectral power as a function of angular frequency (ω = 2πf ; Lomb 1976):
where K j and K are the individual and mean magnitudes, σ is the variance, t j is the Julian Date (JD) of the measurement, and τ is defined as:
The period obtained from the frequency with largest power corresponds to the most probable sinusoidal component. It was further improved with a non-linear leastsquare fitting of the function
From this, the best fitting period (P), amplitude (2 × √ A 2 + B 2 ), mean magnitude (K 0 ), and phase (t 0 ) were obtained.
In optical passbands Miras often have asymmetric light curves, usually steeply rising to the maximum and with a shallower decline. In near-IR the variations are more regular and nearly sinusoidal (e.g. Whitelock et al. 2000) . Hence a sine-wave gives a reasonable approximation to most of the LPVs.
Our code that determines the best fitting period was tested on a subsample of data on Mira variables published by Whitelock et al. (2000) . Their data are similar to ours, with 10-15 data points per star and photometric errors of the order of 0.05 mag in K. In 8 out of 10 cases we obtain the same period as Whitelock et al. In two cases our periods were significantly different (in one case we derived 74 days period with respect to the published value of 185 days and in the second case our period is 422 days where Whitelock et al. got 327 days), but the light curves folded with these periods looked as good or even smoother than the published light curves. In some cases is possible to obtain more than one acceptable period when there are less than ∼ 15 data points. It is not clear however, if these stars really pulsate with two different periods or the insufficient data allow to derive such different periods due to aliases in the sampling of the data.
In Figure 4 we show two examples of a periodogram, the original light curve in time domain and the light curves folded with the period obtained from the highest power frequency from the periodogram and by a sine curve fitting. In a few cases there are evidences for the presence of the second period or a luminosity modulation in the data (e.g. star F2 #194 in Figure 4 ), but we have determined only the main period, because for most of the variables the data were not good enough for a more detailed analysis. Most of the times when a good period could be derived, the two periods were similar, but sometimes they differed by up to 20-30 days and both light curves were of acceptable quality. This illustrates that the accuracy of the derived periods and amplitudes varies considerably from one star to the next, depending on the number of observations, their individual errors and the stability of the light curve over the sampling interval.
It is interesting to note that some LPVs in the LMC with periods in excess of ∼ 420 days, which appear to be rather bright for their periods when compared to other LPVs in the K-band or M bol vs. log P diagram, show a pronounced hump on the rising branch. These stars are tentatively identified as being in the Hot Bottom Burning stage of evolution on account of, for example, the strong Li apparent in some of their spectra (Glass & Lloyd Evans 2003) . Star F2 #194 shows such a hump and it is lying 0.28 mag above the mean period-luminosity relation (Rejkuba 2003, in preparation) . Reviewing the light curves of all the variables with P > 420 days that are at least 0.3 mag brighter than the mean K-band magnitude at a given period, we found that approximately 1/3 (∼ 15 stars) present a similar hump. For some of the other 2/3 stars the light curve coverage is not sufficiently good to exclude the presence of a hump.
The comparison of the periods obtained through Fourier analysis and by a sine-curve fitting is shown in Figure 6 . Variables in Field 1 are shown with open squares and those in Field 2 with crosses. The upper left panel is a Fig. 6 . Comparison of periods derived through Fourier analysis (P Fourier ) and sine-curve fitting (P sin ) for variables in Field 1 (open squares) and Field 2 (crosses) and the dependence of the differences between the two methods on quality of the fit parameters: significance measures strength of the periodicity signal in Fourier analysis and reduced χ 2 is a direct indicator of the quality of the sinecurve fit. direct comparison of the periods determined with the two methods, while the other panels show how the difference depends on period (upper right), on significance of the period obtained from Fourier analysis (lower left) and on reduced χ 2 of the sine-curve fit. There is no significant difference between the two fields. The larger differences are more probable for variables with low χ 2 of the sine-curve fit. This is an expected result due to the fact that not all the variables have strictly sinusoidal light curves. On the contrary, there is no strong dependence on the significance parameter which measures the strength of the peak in the periodogram (e.g. Figure 4 ). Significance is a smaller number for stronger (more significant) period. We have visually inspected all the variables folded with both periods and in cases where one of the two gave clearly much smoother light curve that period was retained, otherwise the final period is a mean of the two. A more quantitative accuracy of the periods, as well as the completeness of the detection of variables with a given period was derived using Monte Carlo simulations (see next section).
For 99 variable stars in Field 1 and 169 in Field 2 no acceptable periods could be obtained because of the nonsinusoidal variations, large errors combined with small amplitudes, periodicity outside our probed range (30 < P < ∼ 1000 day), presence of multiple periods, irregularity (cycle-to-cycle variations) in Miras or semiregulars, or absence of period (e.g. microlensing, background AGN or SN). More data are necessary to determine the nature of these variables. Among these are also LPVs that have periods longer than ∼ 1000 days, for which our observations Table 2 . Data for a sample of variables with light curves plotted in Fig. 5 . The columns from left to right list: star ID, x and y position with respect to the reference epoch, the best fitting period, semi-amplitude, reduced χ 2 of the sine-curve fit, significance of the period from Fourier analysis, single epoch J and H-band magnitudes, and mean K-band magnitude from the sine-curve fit. did not cover much more than 1 period and thus it was not possible to determine an accurate period.
The light curves for 437 variables in Field 1 and 709 in Field 2, for which we could determine periods, as well as the tables with the best fitting parameters for these stars, are presented only in the electronic version of the article. In Figure 5 we show a sample of light curves folded with the periods that are indicated in each panel. In the example there are bright and faint variables from both fields. Table 2 lists for these stars: ID number, x and y position with respect to the reference frame (1Ks07 and 2Ks10 for Field 1 and Field 2, respectively), number of epochs with magnitude measurements with σ < 0.5, periods, semi-amplitudes ( √ A 2 + B 2 ) as obtained from sinecurve fitting, reduced χ 2 of the fits, significances, the Jand H-band magnitudes, and the K-band magnitudes from the sine-curve fit. Negative numbers for x and y positions mean that the star was out of the limits of the reference frame. The initial positions (x,y)=(1,1) correspond to (α, δ) = Tables 3 and 4 presented in the electronic version. Additionally, in the electronic version of the article we list all the raw K-band measurements for 1504 variables in both fields (Tables 7 and 8 ). Magnitude 99.99 and the error 9.99 denote that no measurement for that Table 3 . LPVs in Field 1. The columns from left to right list: star ID, x and y position with respect to the reference epoch, the best fitting period, semi-amplitude, reduced χ 2 of the sine-curve fit, significance of the period from Fourier analysis, single epoch J and H-band magnitudes and mean K-band magnitude. Magnitude 99.99 denotes that no measurement for that star was obtained. Table 7 . Individual measurements of the K-band magnitudes for all the red variable stars detected in Field 1. The columns from left to right list: star ID, x and y position with respect to the reference epoch, the reference epoch K-band magnitudes and errors and all the other individual K-band magnitudes and the errors of the measurements as given by ALLFRAME to which 0.04 mag calibration error have been added in quadrature. Magnitude 99.99 and the error 9.99 denote that no measurement for that star was obtained. Table 8 . Individual measurements of the K-band magnitudes for all the red variable stars detected in Field 2. The columns from left to right list: star ID, x and y position with respect to the reference epoch, the reference epoch K-band magnitudes and errors and all the other individual K-band magnitudes and the errors of the measurements as given by ALLFRAME to which 0.04 mag calibration error have been added in quadrature. Magnitude 99.99 and the error 9.99 denote that no measurement for that star was obtained. It should be noted that while the large majority of the variables with the determined periods are long period variables with periods in excess of 100 days, there are 27 stars in Field 1 and 13 stars in Field 2 for which most probable periods were shorter than 51 days. However, the significance of these periods is in all cases is very low, with significance parameter > 0.8 for all but two stars in Field 1 for which signif > 0.65. If the quoted periods are real, these stars could be Cepheids or some other kind of variables. Cepheids are expected to be found among younger populations in star forming regions like that present in our Field 1 . Unfortunately our sampling is not good enough to determine reliably the variability type from the light curve shape.
Completeness and contamination
The completeness of the photometric catalogue in the J, H and K-bands was determined with crowding experiments. In ten different crowding experiments a set of stars with magnitudes uniformly distributed between 15.7 < K < 25.2 was added to all the images after the appropriate re-scaling for the photometric zero point differences and shifting the stars so that they all fall at the same physical position in the sky coordinates. The J − K and H −K colors of the stars were chosen to follow a mean ridge line of the observed red giant branch (Figure 7) . A realistic, observed, amount of Poissonian noise was added as well. The photometry was then re-calculated in the same way as described above.
The results of these completeness experiments are shown in Figures 8, 9 and 10. Our photometry is complete more than 50% in the K and H-bands for stars brighter than 22.5 and 21.5 mag for fields 1 and 2, respectively. These numbers for the J-band are 22.75 and 22.25 mag. Some bins have completeness larger than 100% due to false detections or migrations due to blends with original stars in the images. Note however, that we assume that the simulated star is detected only if its measured magnitude does not differ from the input value by more than 0.75 mag.
The left panels of Figures 8 to 10 show differences between input (added) and recovered (measured) magnitudes which is indicative of photometric errors at a given magnitude. From them it is evident that the stars fainter than 50% completeness have very large photometric errors. Apart from the completeness and photometric error estimations, these simulations were also used to determine criteria for the detection of variable stars. The results are summarized in Figure 3 and are described in Section 4.
Further simulations of variable stars were used to gain information on the completeness and contamination in our LPV catalogue. Since the detection probability of a variable depends not only on the mean magnitude of the star, but also on period and amplitude, as well as on sampling distribution, different sets of simulations were carried out.
Dependence of the probability of the detection of a variable star with a given period on the actual distribution of the observations can be estimated with numerical simulations similar to those by Saha & Hoessel (1990) and Bersier & Wood (2002) . Given a period P and initial phase φ 0 at the time t 0 of the first observation, the phase distribution can be calculated for our set of observations. Assuming that to detect a variable a uniform coverage in phase is required, with (1) at least two observations between phases 0 and 0.2, (2) at least two detections with phases between 0.2 and 0.5 and (3) at least two measurements with phases between 0.5 and 0.8, the resulting period detection probability is presented in Figure 11 . Note that for a more realistic estimate this curve should be multiplied by the incompleteness corresponding to the mean magnitude of the variable. An additional factor in the period detection probability is the amplitude of the variable.
A better estimate of the detection probability for variables with given magnitudes, amplitudes and periods, can be obtained through simulations similar to the crowding experiments. In a series of such experiments we have added Fig. 12 . Probability of detecting a variable star as a function of amplitude for simulated variable stars with periods of P=100 day (top panels) and P=450 days (bottom panels). A simulated variable is considered to be detected only if |∆mag| < 0.75 and |∆P | ≤ 25. Simulations for Field 1 are on the left and those for Field 2 on the right. Different symbols are used for different magnitude bins: triangles for stars brighter than K=20.5, crosses for K > 20.5 and filled dots for all the stars irrespective of their magnitude. artificial variable stars with sinusoidal light curves with given periods, amplitudes and magnitudes. The magnitude range was chosen between 19.5 < K < 21.5, similar to that of detected LPVs in NGC 5128 halo.
One series of completeness experiments tested our detection sensitivity to the amplitudes of variable stars. Variable stars with amplitudes between 0.1 and 1.4 mag for two fixed periods, 100 and 450 days were added to the original frames in 18 different crowding experiments for each field. In each single experiment all the variables had the same amplitude and period, but a range of magnitudes as mentioned above. In Figure 12 the percentage of detected variables, those with −0.75 ≤ ∆mag ≤ 0.75 and −25 < ∆P < 25, as a function of amplitude is given for variables brighter than K = 20.5 (triangles) and those with K > 20.5 (crosses). Filled dots denote detection probability (or completeness) as a function of amplitude of variables for all the stars irrespective of their magnitudes. It is obvious from the fact that the bright stars have completeness higher than 100% that there is some migration of faint stars into the brighter magnitude bin.
This effect can also be seen in Figure 13 where we plot differences between detected and input magnitudes (bottom panels) and differences in detected and input amplitudes (top panels) as a function of input amplitude for all the variables. Simulations of Field 1 variables are plotted with filled dots and those of Field 2 with open squares. There is a systematic bias in the sense that we detect stars brighter than they are and with somewhat larger amplitudes. The magnitude of this bias is proportional to the amplitude of the variable. Partially this difference may be due to the way the mean output magnitude is calculated, but using different means still produces a slight bias. In order to have an estimate of bias independent of an a priori knowledge about the period and phase, because for some of the variables we could not determine periods and some stars in the field escaped detection as variable stars, we plot in Figure 13 differences in mean magnitudes as they get calculated by DAOMASTER task in DAOPHOT.
From Fig. 12 it is obvious that most of the large amplitude variables (∆K > 0.3) will be detected for stars with shorter periods. Our variable star catalogue is highly incomplete for stars with amplitudes of 0.2 mag or smaller, irrespective of period. The absolute value of which percentage of variables with a given amplitude will be detected for longer period LPVs depends strongly on our choice of detection criterion. If we consider that a variable star is detected only if its measured period does not deviate from the input one by ±25 days, detection probability at P=450 days is between 50 and 80%, but if we allow a larger uncertainty in period detection, our catalogue is more complete.
In order to see what is the completeness of our catalogue with respect to period of variable stars and how precise our period measurements are we performed a series of experiments in which we have added to our frames artificial variable stars with sinusoidal light curves with typical amplitudes for LPVs (∆K = 0.7 mag) and magnitudes in the range between 19.5 < K < 21.5, similar to that of detected LPVs in NGC 5128 halo. Periods were chosen at 50 day interval, ranging from 50 to 1100 days. In particular 365 day and 182 day period variable stars were also added. Photometry of all the added stars was performed in the same way as before and the light curve parameters calculated as explained above. The measured Fig. 14 . Probability of detecting a variable star as a function of period for simulated variable stars with amplitudes of ∆K = 0.7 mag for Field 1 (top left) and Field 2 (top right panel). Here a simulated variable is considered to be detected only if its detected magnitude did not differ from the measured value by more than 0.75 mag and if its measured period did not differ from the input one by more than ±25 days. Bottom panels show difference in measured and input periods for variables as a function of period. detection probability as a function of period is presented in Figure 14 . Again we plot the detection probability for all the simulated stars with a given period with filled dots. Open triangles and crosses are used for bright (K < 20.5) and faint (K > 20.5) stars, respectively. In plotting the top panels of Fig. 14 we assumed a variable star to be detected only if (i) its mean magnitude did not differ from the input mean magnitude by more than 0.75 mag, (2) if it was detected in at least 10 frames, and (iii) if its measured period did not differ from the input period by more than ±25 days. Due to this last restriction there is an almost zero probability to detect variables with periods around 700-800 days. However, in our catalogue there are variables with these periods. In fact the bottom panels of Figure 14 show a dependence of the difference between measured and input periods as a function of input period. From this it is obvious that for the variables with periods in the range between 700 and 800 days we systematically overestimate their periods by as much as 50-100 days. In the top panels these variables are considered nondetections. Periods for variables with periods longer than 800 days can be determined more accurately. An additional potential systematic error could come from period aliasing. Our observations do not span time continuously. Rather, they are grouped in three to six month windows with inter-window gaps of 200 to 320 days. Thus, it is possible that stars with actual periods in the range 175 -200 days were assigned periods of order of one year, because only alternate maxima fell within our observing windows.
Conclusions
We have presented the first catalogue of variable stars in a giant elliptical galaxy. 1504 red variables were detected in two halo fields of NGC 5128 (Centaurus A) covering 10.46 arcmin square. For 1146 variables with at least 10 good measurements we have determined periods, amplitudes and mean K-band magnitudes using Fourier analysis and non-linear sine-curve fitting algorithms. Periods, amplitudes and JHK photometry are given for 1146 long period variables. Additionally, individual K-band measurements are given for all the red variables.
Our extensive completeness simulations show that periods determined for these long period variables are accurate to ±25 days except in the range of 700-800 days where the accuracy does not exceed ±50 to 100 days. Additionally there may be a few cases where an aliasing period may introduce a larger error due to less than optimal sampling.
Mean magnitudes of variable stars are measured to be brighter than simulated mean magnitudes by up to ∼ 0.3 mag and this brightening depends on the amplitude of a variable stars. Typically for variables with amplitudes smaller than ∼ 1 mag measured mean magnitudes are very similar to the input magnitudes. This brightening is partially due to the way the mean magnitude is calculated. For constant light curve stars in the same magnitude range as the variable stars (19.5 < K < 21.5) there is no bias, i.e. the difference between measured and input magnitude is consistent with zero.
Our variable star catalogue is close to 90% complete for short period long amplitude variables. For variable stars with variability amplitudes of 0.2 mag or smaller detection probability is 50% or smaller. There is a strong dependence of the detection probability on the period of a variable. Our simulations show that most variable stars with periods in the range of 700-800 days will have their periods strongly biased toward larger values, overestimating the period by as much as 50-100 days.
In the next paper the complete analysis of the period and amplitude distribution as well as their dependence on the magnitude and color of the variable stars will be presented. The comparison with long period variables in the Milky Way and the Magellanic Clouds will be made.
