Introduction
During the 1990s and 2000s there were significant spatial changes in state housing density in New Zealand (Schrader, 2005) . We use Housing New Zealand Corporation (HNZC) data, census data and Quotable Value New Zealand (QVNZ) housing data to investigate determinants and impacts of these spatial changes over [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] . We investigate which area characteristics are systematically associated with sales and acquisitions of state houses, and whether HNZC sales and acquisitions led to subsequent changes in deprivation and house prices.
Our analysis exploits two natural experiments driven by differing political philosophies. The National government, elected in 1990, had a focus on state house sales. As a result, they substantially reduced the size of the state housing portfolio, whilst ensuring housing stock was located principally in areas of high demand. There were three types of sales that occurred. First, state houses could be sold to tenants at market value under the Home Buy scheme. Vacant state houses could also be sold privately as a vacant sale and, in a few instances, large numbers of vacant houses were sold to one owner as a community partner sale. The Labour government, elected in November 1999, changed the direction of state house policy. They increased acquisitions, removed the Home Buy scheme and greatly reduced the number of vacant sales.
We begin our analysis by examining the types of areas associated with differing levels of vacant sales, homebuys and acquisitions. Furthermore, we analyse determinants by house type:
for example, comparing vacant sales of 1-2 bedroom state houses with vacant sales of 3+ bedroom state houses. We also explore the area characteristics associated with higher densities of state housing.
Initially, we run pooled OLS regressions for each category (vacant sales, homebuys, and acquisitions) across three inter-censal periods. However, the coefficients are not stable across the three periods, reflecting the changing state housing policies. This leads to our cross sectional analysis where we examine the effect of deprivation and housing affordability on sales and acquisitions in an area. We also examine the effect of prior changes in these area characteristics to control for whether an area was already "improving" or not. We hypothesise that prospective purchasers prefer to purchase a state house in "better" neighbourhoods or ones that are "upand-coming" so as to preserve or enhance their investment. Thus we expect that both homebuys and vacant sales tended to occur in less deprived (and/or improving) areas. This tendency will be mediated by affordability issues, especially for existing state house tenants; thus we hypothesise that, ceteris paribus, a greater number of homebuys occurred in more affordable areas. Finally, we expect acquisitions to have occurred predominantly in more deprived areas where house prices are relatively low, so enabling the state to offer social housing to those most in need.
Having determined the factors associated with vacant sales, homebuys and acquisitions we examine the impacts that HNZC sales and acquisitions had on the local area. First, we examine the effect that sales and acquisitions had on the subsequent change in deprivation level of an area. We then examine the effect that sales and acquisitions had on subsequent changes in local house prices. We expect areas which experience an increase in acquisitions to become more deprived and areas which experience a large percentage of homebuys to become less deprived.
We also expect house prices to rise in areas which experience a large percentage of homebuys.
This expectation reflects the hypothesis that a shift in the housing tenure status of an individual or household has an impact on those residents' attachment and commitment to the community (DiPasquale and Glaeser, 1999; Skilling, 2004 and and may lead to positive outcomes for issues such as crime (Sampson et al., 1997) , immigration (Sinnings, 2010) , outcomes for children (Green and White, 1997; Haurin et al., 2002; Mohantly and Raut, 2009) , and general well-being (Cobb-Clark and Hildebrand, 2006) . 1 The Home Buy scheme is of particular use for examining whether a community experiences positive outcomes as a result of an exogenously sourced rise in the homeownership rate. By definition, the same residents remain in the house (at least initially) while their tenure status changes, since the Home Buy scheme was available only to a state house tenant who purchased the property in which they were already living. Our results for the impacts of the Home Buy scheme on the community therefore reflect a unique set of exogenous policy choices. Consistent with the literature on the hedonic pricing of houses, any impacts on the community of the scheme should be reflected in the area's house prices which summarise the broader amenity value of an area. Thus our test of the impacts of homebuys on subsequent house price appreciation (after controlling for other existing and prior factors) is of particular interest for understanding the impacts of tenure status on community outcomes. Section 2 describes our datasets, their construction, application, and descriptive statistics.
Section 3 describes the regression models used to examine the area characteristics associated with sales and acquisition patterns; section 4 presents and discusses the corresponding results; section 5 investigates whether HNZC sales and acquisitions led to subsequent changes in area outcomes; and Section 6 concludes.
1 Some other studies suggest that homeownership may also have negative individual effects; for instance Oswald (1996 Oswald ( , 1999 finds an increase in homeownership rates is associated with an increase in unemployment, while Ellis (2006) suggests that homeowners who concentrate their wealth in housing face more investment risk.
Data Description

HNZC Data
The HNZC dataset that we use is described fully in . It contains information on 80,983 state houses over the period January 1936 to February 2010. We use data from 1993 onwards, following the date at which HNZC started actively managing the houses.
The dataset contains information regarding the acquisition dates of the properties and specific characteristics of the properties, such as the number of bedrooms and the type of property -for example whether the property was a single, double or multi unit building. The dataset also provides information on whether the properties were sold or destroyed, the sale prices and sale dates of the properties, and the type of sale. There were three sale types that occurred between 1993 and 2010. State houses could be sold to the current tenants under the Home Buy scheme, sold privately as a vacant sale, or sold to a community group as a Community Partner sale (Schrader, 2005; 
Population Data
All descriptive statistics and results are presented at the CAU level.
We use data from the 1986, 1991, 1996, 2001, and 2006 censuses to generate population characteristic variables for each area; the data are fully documented in Stillman and Maré (2008). 6 These variables allow us to control for area characteristics as well as identifying what characteristics, if any, are systematically associated with higher or lower acquisitions, homebuys, and vacant sales. For instance, as discussed in the Introduction, three of the hypotheses of this project are that less deprived areas are associated with more vacant sales and more homebuys, while more deprived areas are associated with a greater number of acquisitions.
Population and migrant counts are calculated for the usually resident population aged 18 and over in each geographical area, excluding individuals with missing information. Included in the population and migrant counts are all non-institutionalised adults. Table 2 summarises the mean characteristics of the population over the five censuses.
Housing Market Data
The house sale price data comes from QVNZ. QVNZ maintains a dataset of all property sales that have occurred from 1982 onwards and provides data for several categories of residential dwellings. QVNZ has matched this dataset to census meshblocks and has made it available at the meshblock level on an annual basis. Stillman and Maré (2008) 7 use the QVNZ data to create average sale prices in each geographic area of residential dwellings 8 in each of the census years. They aggregate sales data in each meshblock up to census area units in two different ways. Firstly they weight by the population in each meshblock in that year, and secondly they weight by the number of sales in each meshblock in that year. We use the log of the median real sales price (in 1991 dollars) 9 aggregated to CAU level weighted by the number of sales in each meshblock.
Deprivation Index
The deprivation index compiled by Salmond et al. (2002) is calculated for each census year using a combination of census variables that reflect aspects of material and social deprivation. The deprivation index allocates each meshblock in New Zealand a deprivation score. The deprivation index is provided in two forms: the deprivation interval variable and the deprivation ordinal scale. The deprivation interval variable is the first principal component score, scaled to have a mean of 1000 index points and standard deviation of 100 index points. The ordinal scale, derived from the first principal component score, ranges from 1 to 10, where 1
represents not deprived and 10 represents highly deprived.
We are interested in examining the relationship between sales and acquisitions and the level of deprivation in an area. The Salmond et al. deprivation index is given at meshblock and CAU level for the corresponding census year but aggregation of this index to 2001 CAUs on a consistent basis is problematic. Since this is a generated index, we have conducted our own principal component analysis on a large number of census variables, 10 Table 3 summarises the correlations between the deprivation interval variable, our generated deprivation score, and the different area characteristics for 2001. While there are some area characteristics, such as the log of real income, that are highly correlated with the deprivation interval variable (and so could possibly be used as proxies for deprivation), if we were to use one of these variables as a proxy for deprivation, we would not be able to control for other area characteristics due to the presence of strong multicollinearity amongst the variables. Hence we use the generated deprivation score as our measure of CAU deprivation.
and use the first principal component score to generate our own measure of deprivation. Our generated deprivation score 
Data Creation
This project requires the merging of the HNZC data, QVNZ data and census data, in order to model each sales/acquisitions category between each census as a percentage of initial 10 These variables include, for the local population: mean age, percent aged 65+ (omitted percent aged 18-64), percent female, percent with school qualifications, with post-school qualifications, with degree qualifications and with missing qualifications (omitted percent with no qualifications), percent unemployed or not in the labour force, percent married, in a de facto relationship, divorced/separated, widowed, and missing marital status (omitted nonfamily), mean number of 0-4-, 5-12-, 13-17-, 18-24-, 25-64-, and 65+-year-olds 
have on the sales and acquisitions of state houses over the census periods. We test whether the effect of each area characteristic is stable over time. Equations (1) and (2) illustrate the first set of panel regressions and the subsequent statistical tests undertaken. We have allowed for area and time fixed effects and clustered the standard errors on CAUs.
Where e CAU, t = µ CAU + τ t + ε CAU, t , t = 1991 CAU, t , t = , 1996 CAU, t , t = , 2001 Wald test: 1991, 1996, 2001 
Where e CAU, t = µ CAU + τ t + ε CAU, t , t = 1991 CAU, t , t = , 1996 CAU, t , t = , 2001 Wald test: 1991, 1996, 2001 H A : θ t is not constant over time Equation (2) 
is not constant over time
In all of the panel regressions covering all three periods we reject the null hypothesis of constant coefficients across time. When we run regressions covering just two periods, we cannot reject the null hypothesis for four of the regressions but do reject stable coefficients for one of the regressions. The rejections of constant coefficients across the three periods reflect the different policies adopted by the National and Labour governments during this time. The absence of stable coefficients over time leads to our cross sectional analysis, examining the models for each census period individually.
Cross Sectional Regressions
We analyse the determinants of each of the sales/acquisition categories over each of the census periods separately using cross sectional regressions. In contrast to the panel regressions, we do not include the individual census area characteristics as left hand side variables. Instead we use our generated deprivation score, and by doing so, eliminate the problems associated with multicollinearity existing between the census variables.
Our first cross sectional regressions investigate the effect that deprivation has on the sales and acquisitions for each census period. Each regression is a function of our generated deprivation score, the initial state housing stock (as a proportion of total dwellings) and the change in the deprivation score between the prior two censuses.
(Sales or Acquisitions as % of total private dwellings) CAU, (t+5) -t = α + β(State Housing Stock) CAU, t
We include the change in deprivation to get a measure of whether the area was already 'improving' or not. This specification is shown in Equation (4).
Secondly, we are interested in determining if there exists a relationship between the median house price in an area and the number of sales and acquisitions in that area. We do this in two ways. Firstly, we supplement Equation (4) with the inclusion of the log of real median house price and the prior change in the log of real median house price. In some circumstances, the change in house price over the previous five years may be a better indicator of whether house prices are seen to be "expensive" for the area, since this variable abstracts from the influence of unchanging natural amenities, such as views, coastal location or proximity to the city. This specification is shown in Equation (5).
(Sales or Acquisitions as % of total private dwellings) CAU, (t+5) -t = α + β(State Housing
Alternatively, instead of using the log of real median house prices, we use the log of the ratio of real median house prices to real income in an area to examine the effect that house price 20 Thus ΔDep_ScoreCAU,t ≡ Dep_ScoreCAU,t -Dep_ScoreCAU,t-5 where t is measured in years.
affordability (relative to local incomes) has on sales and acquisitions. Given spatial differences in both house prices and incomes across the country (with both variables generally being higher in Auckland and Wellington than other parts of New Zealand), we place most emphasis on the results of Equation (6), which includes house prices in a manner that accounts for differences in incomes across areas.
Finally we run each of the cross sectional regressions for the two sales categories.
However, this time each category is defined as the percentage of the initial state housing stock and we do not include the initial level of state housing stock as a right hand side variable. These specifications are shown in Equations (7), (8), and (9).
(Sales as % of state housing stock) CAU, (t+5) -t = α +λ(Dep_Score) CAU, t + δ(ΔDep_Score) CAU, t + e CAU, t (7) (Sales as % of state housing stock) CAU, (t+5) -t = α + λ(Dep_Score) CAU, t + δ(ΔDep_Score) CAU, t + θln(houseprice) CAU, t + φ (Δln(houseprice)) CAU, t + e CAU, t (8) (Sales as % of state housing stock) CAU, (t+5) -t = α + λ(Dep_Score) CAU, t + δ(ΔDep_Score) CAU, t + θln(houseprice/income) CAU, t + φ (Δln(houseprice/income)) CAU, t + e CAU, t (9)
Again we place most emphasis on the results from Equation (9) where we control for house prices relative to local incomes. If we are interested primarily in the determinants of the likelihood of a sale within a given set of state houses, we consider the results from Equation (9), whereas the results from Equation (6) are more useful if we are primarily interested in the type of area in which state houses are sold or acquired.
Determinants of Sales by House Type
We examine the spatial distribution of vacant sales and homebuys by house type. For each vacant sale and homebuy type (defined as a percentage of state housing stock of that type)
we run two regressions, estimated using seemingly unrelated regressions (SURs). The first set of SURs separates vacant sales and homebuys into 1-2 bedroom state houses and 3+ bedroom state houses. The second set of SURs separates the two sales categories into single unit state houses and other property type state houses. Each SUR is a function of the deprivation level, the change in the deprivation level between the prior two censuses, real house prices relative to income, and the change in real house prices relative to income between the two prior censuses.
These specifications are shown in Equations (10) 
Determinants of the State Housing Stock
Finally, we examine the area characteristics of the stock of state houses over time. We model the stock of state houses as a proportion of total private dwellings, 21 Firstly we run a panel regression exploring the determinants of the stock of state houses over time. We test for area and time fixed effects and clustered the standard errors on CAUs.
Equation (12) Where e CAU, t = µ CAU + τ t + ε CAU, t , t = 1991 CAU, t , t = , 1996 CAU, t , t = , 2001 Wald test: 1991, 1996, 2001 
is not constant over time
We reject the null hypothesis of constant coefficients across time, leading to our cross sectional analysis.
Our cross sectional regressions are shown in Equations (13), (14) and (15) 
Discussion of Results
Acquisitions
From Tables 5, 6 and 7, corresponding to equations (4), (5) and (6), there appears to be a strong relationship between acquisitions (as a percentage of total private dwellings) and the deprivation level of an area over the three census periods. There does not, however, appear to be a consistent relationship between acquisitions and the prior change in the deprivation level of an area. Our results suggest that a greater percentage of acquisitions occurred in deprived areas relative to non deprived areas. This is consistent with both the National and Labour governments' intentions of increasing state housing stocks in areas of high demand, those generally being deprived areas. However, documented that during the 2000's, increases in state housing density were witnessed in both (initially) non deprived and deprived areas. The relatively non deprived areas were most likely to be on the outskirts of urban areas with initially low population densities and, hence, given little weighting in the regression analysis. This unexpected relationship between acquisitions and house prices may be partly explained by the large number of acquisitions occurring in the outskirts of urban areas. It is most likely that these fringe urban areas, on average, would (initially) have more expensive houses compared to urban areas with high densities of state housing. However, given that our results 22 Olssen et al. (2010) .
suggest more acquisitions occurred in deprived areas, one would expect that house prices, on average, would be cheaper in these areas. Table 3 shows only a weak negative correlation between our measure of deprivation and house prices, likely reflecting the prevalence of deprived areas in Auckland, which has high prices relative to other parts of New Zealand. This "Auckland effect" reinforces the positive relationship between acquisitions and house prices.
Our results also suggest a weaker relationship between acquisitions and the prior change in house prices in an area. Placing greater emphasis on the results for the period 2001-2006 (as 67% of acquisitions occur in this time), our results from Table 6 suggest that during this period, a greater percentage of acquisitions occurred in areas where house prices were falling, and, from Table 7 , a greater percentage of acquisitions occurred in areas where house prices were falling relative to income. These results are consistent with an increased number of acquisitions in fringe urban areas, in which house prices may have started to fall due to the rising state housing density. As noted in section 3, the change in the house price variables may be of more relevance to our analysis than the house price level variables. In addition to controlling for unchanging amenities the change variables also effectively control for any "Auckland effect" that may 
Vacant Sales
From Tables 5, 6 and 7 there appears to be a strong, inverse relationship between the number of vacant sales (as a percentage of total private dwellings) in an area and the deprivation level of an area.
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From Tables 6 and 7 dwellings in that area during 1996-2001. The interpretation from Table 7 suggests a 10% higher real median house price relative to real income in an area in 1996 is associated with a 0.08 percentage point decrease in vacant sales in that area during 1996-2001. Tables 8, 9 and 10, corresponding to Equations (7), (8) and (9) The results in Table 10 It is important to distinguish between the results presented in Tables 5, 6 , and 7 versus those presented in Tables 8, 9 , and 10. When the sales category is defined as a percentage of initial total dwellings, the question we are examining is: Given the state housing stock in each area, would we expect to see a greater number of state house sales in one area compared to another based on area characteristics? When the sales category is defined as a percentage of initial state housing stock the question we are now examining is: Would we expect a greater percentage of initial state houses sold in one area compared to another? Thus, the results in Tables 8, 9 and 10 are examining what area characteristics determine where people are more likely to purchase a state house, whereas Tables 5, 6 and 7 examine the trends of the state housing sales and acquisitions across different areas.
Our results in Tables 5, 6 and 7 suggest there were a greater number of vacant sales in areas of low deprivation with low house prices. Our results presented in Tables 8, 9 and 10 suggest a greater percentage of initial state houses were sold as vacant sales in areas of low deprivation where house prices were low relative to income. Tables 5, 6 and 7 show a strong inverse relationship between homebuys and deprivation.
Homebuys
Our results suggest that a greater number of homebuys (as a percentage of total private dwellings) occurred in less deprived areas consistent with our hypothesis. There does not appear to be a consistent relationship between the number of homebuys and the change in deprivation (paying particular attention to 1996-2001 results, as this is when the majority of homebuys occurred). Thus, evidence of whether the area was improving or not does not seem to affect the level of homebuys in an area.
House prices appear to impact negatively on the percentage of homebuys in an area, but only to a small degree. Table 6 suggests that a 10% higher real median house price in an area in 1996 led to an approximate 0.006 percentage point decrease in homebuys relative to total private dwellings in that area between 1996 and 2001. For the same period, the results in Table 7 suggest a 10% higher real house price relative to income in 1996 led to an approximate 0.01 percentage point decrease in homebuys during 1996-2001. Our results also suggest that areas in which real house prices were increasing (and real house prices relative to real income were increasing) during 1991-1996 saw fewer homebuys during 1996-2001. These results accord with our hypothesis that many existing residents of state houses were less able to purchase in areas where house prices, on average, were higher.
The results presented in Tables 8, 9 and 10 also show a significant, inverse relationship between homebuys and deprivation. The results suggest that a greater number of homebuy sales (expressed as a percentage of initial state housing stock) occurred in less deprived areas. Also, placing greater emphasis on the results from 1996-2001, one observes that areas which were already improving (in terms of deprivation) during 1991-1996 witnessed a greater number of homebuys relative to their state housing density.
There does not appear to be a relationship between the level of house prices in an area and the number of homebuys (as a percentage of initial state housing stock) in an area. However, our results suggest that areas in which house prices had fallen (and areas where house prices had fallen relative to income) during 1991-1996 witnessed a greater percentage of homebuys during 1996-2001. Thus, homebuys were more prevalent in areas that had become relatively more affordable over time. Again, this result is in accordance with our hypothesis.
Overall the results in Tables 5, 6 and 7 suggest there were a greater number of homebuys in non deprived areas with low house prices, and where house prices (and housing affordability) in the past had fallen. In Tables 8, 9 and 10 our results suggest a greater percentage of initial state houses were sold as homebuys in less deprived areas that were improving, and where house prices (and housing affordability) in the recent past had fallen.
Discussion of Results by State House Type
Vacant Sales
The results from Table 4 suggest that a greater proportion of 3+ bedroom state houses were sold as vacant sales compared to the proportion of 1-2 bedroom state houses; however, the difference is relatively small. From the Wald test in Table 11 , corresponding to Equation (10), we cannot reject either of the null hypotheses. Thus, there is no evidence suggesting that the determinants of the likelihood of a vacant sale are different for state houses of different sizes, and there is also no evidence that investors had a higher propensity to purchase larger houses. Table 14 suggest investors preferred to purchase single unit state houses in less deprived areas where house prices relative to income had fallen over 1991-1996. Table 4 indicates that a 3+ bedroom house was more likely to be sold as a homebuy than a 1-2 bedroom house. Furthermore, the rejection of both null hypotheses in Tables 11 and 12 shows that, firstly, the determinants of homebuy purchase decisions differed across house type and, secondly, residents had a higher propensity to purchase larger houses. Our results in Table   11 suggest that residents of both 1-2 bedroom and 3+ bedroom state houses were more likely to purchase their house if they lived in a less deprived area; however, the effect of deprivation on homebuys of 1-2 bedroom state houses was not as strong as for 3+ bedroom houses. Residents of 3+ bedroom houses were also more likely to buy in an area where house prices had fallen relative to income over the past five years (1991) (1992) (1993) (1994) (1995) (1996) . 
Homebuys
State Housing Stock
Finally we examine the characteristics of the spatial distribution of the stock of state houses.
There is a strong, consistent relationship between the density of state housing in an area and the deprivation level of the area over each of the four census years covered by this study (Tables 13,   14 and 15). As expected, our results suggest that the more deprived the area, the higher the density of state housing. Secondly, the effect of deprivation on the density of state houses increases over 1991-1996 and falls over 1996-2006. These trends are most likely explained by the two different political parties in power over this time. The 1990s National government placed a greater emphasis on reducing state house holdings in high priced areas and strategically locating state housing in areas of high demand. As a result, during the 1990s less deprived areas witnessed a decline in state housing density. The Labour government, having the aim of increasing the overall state housing stock, increased state housing density in both deprived and (initially) non-deprived areas, albeit with a greater concentration on areas of high demand.
From Tables 14 and 15 there does not appear to be a strong, consistent relationship between state housing density in an area and house prices in an area. This is most likely because the majority of the stock of state houses were acquired many decades ago. The areas in which state houses were initially acquired were most likely then to have been fringe urban with relatively low house prices. However, as population grew and cities expanded, it is likely that these areas were no longer on the outskirts and house prices changed in relative value.
Auckland Results
All the results estimated and presented for New Zealand (Tables 5-15 ) have also been estimated for just the Auckland Region, so abstracting from influences that may differ across regions. We have done so because we wish to test, in section 5, the impacts of state house sales and acquisitions at the both the national level and at a regional level for Auckland (New Zealand's dominant city). Prior to doing so, we need to understand which variables we must control for in order to isolate the impacts of the sales and acquisitions variables on deprivation and house price outcomes. For Auckland, we find consistent relationships between deprivation and the level of sales and acquisitions as we did across New Zealand. House price determinants of sales and acquisitions in some cases differ for Auckland relative to New Zealand. However, we find that house prices are still a significant determinant for sales and acquisitions within Auckland. Thus, in section 5, it remains important to control for both deprivation and house prices, and prior changes in those variables, when looking at the effects of sales and acquisition policies on outcomes.
Impacts of HNZC Sales and Acquisitions
Previous studies, cited in the Introduction, have investigated the impact of homeownership on societal outcomes. The difficulty in such studies is to isolate an exogenous event that causes a switch in tenure status from tenant to homeowner (or vice versa). The state house sales programme in New Zealand, driven by political philosophy, is one such exogenous event, especially in the way that the Home Buy scheme enabled existing state house tenants to purchase their existing residence, an option which previously had been denied to them. We investigate whether an increase in acquisitions, vacant sales and, in particular, homebuys led to subsequent changes in deprivation and house prices in an area. The house price outcomes are used as a market-based summary measure of community wellbeing or amenity values. We concentrate on the impacts of sales and acquisitions conducted over the 1996-2001 period since the bulk of sales occurred over this period and the period also saw sizeable acquisition activity. 1996 and 2001, and 1991 and 1996 . This specification is shown in Equation (16). We then run a similar regression; however, this time we use real median house price relative to income as a control for house prices in an area. Both of these regressions are run for all of New Zealand and for the Auckland Region to examine consistency of results.
Regression Specifications
(ΔDeprivation) CAU, 2006 CAU, -2001 CAU, 2001 CAU, -1996 + β 3 (ΔDep_Score) CAU, 1996 CAU, -1991 + λ 1 (ln(houseprice)) CAU, 2001 + λ 2 (Δln(houseprice)) CAU, 2001 CAU, -1996 + λ 3 (Δln(houseprice)) CAU, 1996 CAU, -1991 CAU, 2001 CAU, -1996 + β 3 (ΔDep_Score) CAU, 1996 CAU, -1991 + λ 1 (ln(houseprice)) CAU, 2001 + λ 2 (Δln(houseprice)) CAU, 2001 CAU, -1996 + λ 3 (Δln(houseprice)) CAU, 1996 CAU, -1991 + e CAU (17)
Discussion of Results
As expected, the results for New Zealand in Tables 16 and 17, corresponding to Equation (16) The results in Tables 18 and 19 , corresponding to Equation (17) Table 18 suggests that a 1 percentage point increase in homebuys in an area during 1996-2001 is associated with a 2.7% increase in real house prices in that area over [2001] [2002] [2003] [2004] [2005] [2006] . Table 19 finds, for New Zealand, that a 1 percentage point increase in homebuys in an area during 1996-It is therefore more useful to examine the effect of sales and acquisitions on house prices, as house price changes measure the change in the overall "amenity value" that purchasers attribute to a community. 24 The correlation between our deprivation measure and the mean number of 0-4 year olds in a private dwelling is 0.70 for 2001.
2001 is associated with a 2.3% increase in real house prices relative to real income in that area over [2001] [2002] [2003] [2004] [2005] [2006] . When examining just the Auckland region, the results in Tables 18 and 19 indicate an even stronger positive relationship between the percentage of homebuys in an area and the change in local real house prices (and house prices relative to income).
These homebuy results accord with the hypothesis that a change in the housing tenure status of a given resident from state tenant to homeowner (as occurred, by definition, with the Home Buy scheme) has positive spin-offs for the local community. These positive externalities are capitalised into a higher price of houses in the local area over and above what would have occurred due to the effects of our prior deprivation and house price control variables.
The results for both New Zealand and Auckland suggest that vacant sales and acquisitions over 1996-2001 had little or no effect on subsequent house price changes (or changes in house prices relative to income) over [2001] [2002] [2003] [2004] [2005] [2006] . The acquisitions result is perhaps surprising given that acquisitions increase the measured deprivation of an area, consistent with the policy intent to provide homes for deprived people. The practice of "pepper-potting" acquired state houses amongst a broader community, as adopted over this period (mitigating intense concentrations of state housing), may be one reason that local house prices were broadly unaffected by acquisition patterns (Schrader, 2005) .
Vacant sales differ from homebuys in that, by definition, a vacant sale corresponds to a change in resident, whereas the resident remains the same with a homebuy. Some vacant sales resulted in a shift in tenancy status for the house from having a tenant to having a homeowner (i.e. of the new resident), but others resulted in sale of the house to a landlord, thereby replacing one tenant with another. Accordingly, compared with the Home Buy scheme, there is less reason to expect that vacant sales will lead to changing amenity values or deprivation levels in a community, and this is in accordance with our results.
Conclusions
New Zealand's changing state housing policies over the two decades following 1990 gave rise to two natural experiments regarding the sales and acquisitions of state houses. The 1990s
National government sought to reduce the overall state house stock and to redirect it away from non-deprived areas to areas most in need, while the post-1999 Labour government sought to increase the overall stock, often through acquiring new state houses in fringe urban areas. This paper uses state housing data provided by HNZC, population data from the 1986, 1991, 1996, 2001 and 2006 censuses, and house price data from QVNZ, to explore the spatial distribution of sales and acquisitions of state houses over 1991-2006.
We have examined the effect of deprivation and house prices on acquisitions and sales in an area over three inter-censal periods, 1991-1996, 1996-2001, and 2001-2006 . Over the three periods, acquisitions generally occurred in deprived areas, where house prices and house prices relative to incomes were high. This latter, unexpected, relationship between acquisitions and house prices was most likely due to a large number of acquisitions occurring in the Auckland urban fringe where house prices, even in deprived areas, were high relative to the rest of New For vacant sales and homebuys we focused our attention on the results for the period 1996-2001, as this is when the majority of each sale type occurred. We find that there was a greater number of vacant sales in areas of low deprivation with relatively low house prices and low house prices relative to income. We find no evidence to suggest that purchasers preferred to purchase larger houses versus smaller houses (based on bedroom numbers). However, the evidence indicates that purchasers preferred to purchase stand-alone dwellings rather than other property types.
As hypothesised, we find that a greater number of homebuys occurred in less deprived areas with low house prices and low house prices relative to income. Furthermore, our results suggest that a greater number of homebuys occurred in areas where house prices and house prices relative to income had fallen in the recent past. We also find that, for a given set of state houses, residents were more likely to purchase their house in a less deprived area that was improving (in terms of deprivation) and where house prices and housing affordability had fallen in the past five years. When we further examined homebuys by house type we find that residents, on average, preferred to purchase larger, standalone houses.
We also explored the area characteristics of the stock of state houses over time. As expected, higher densities of state houses were located in more deprived areas. There was no consistent relationship between the state housing stock and house prices. This reflects the fact that the majority of state houses had been acquired many decades before and so the current stock was unrelated to current house prices.
Having determined which factors need to be controlled for with regard to the purchase decision, we were able to examine the impacts of sales and acquisitions on subsequent changes in deprivation and house prices in an area. As expected, areas which experienced an increase in These results are consistent both for New Zealand and for the Auckland Region. The results for the latter area, which are estimated across a more homogeneous housing market than the full New Zealand sample, suggest an even stronger positive relationship between homebuys and future house price increases in an area than indicated by the New Zealand results. Thus, after controlling for existing levels and prior changes in both deprivation and house prices, our results are consistent with the hypothesis that the sale of state houses to existing tenants had positive impacts on the local community, with this effect being capitalised into local house prices.
Future work could extend these results to a unit record analysis of whether neighbouring properties benefit more from state house homebuy sales than do more distant properties. If so, this would suggest that observable characteristics of the house (e.g. mown lawns, house maintenance, etc.) or of the household (e.g. residents' behaviour) may have changed as a result of the purchase decision. If the effect is spatially more diffuse, the neighbourhood benefits may reflect more of a changing social capital phenomenon whereby the purchaser participates more fully in local community activities such as Neighbourhood Watch (a local crime-reduction scheme) or assisting in school activities. New Zealand's natural experiments with state housing, driven by differing political philosophies of alternating governments, therefore offer valuable opportunities to investigate the impacts that tenure status can have on individual and community outcomes. Our results suggest that the Home Buy scheme did affect community outcomes positively, but the exact source of those benefits is still yet to be determined. 0.1121 0.0000 Notes: *p<0.10, **p<0.05, ***p<0.01. All estimates are variance weighted by the total number of private dwellings in each CAU. 12% of vacant sales of 1-2 bedroom houses occurred during 1991-1996, 81.5% occurred during 1996-2001 and 6.5% occurred during 2001-2006 . 18% of homebuys of 1-2 bedroom houses occurred during 1991-1996, 81% occurred during 1996-2001 and 1% occurred during 2001-2006 . 10% of vacant sales of 3+ bedroom houses occurred during 1991-1996, 83% occurred during 1996-2001 and 7% occurred during 2001-2006 . 25% of homebuys of 3+ bedroom houses occurred during 1991-1996, 75% occurred during 1996-2001 and <1% occurred during 2001-2006 . Wald test (1) tests if all coefficients of the explanatory variables excluding the constant term are the same across the two sub-categories. Wald test (2) includes the constant term. 0.0000 0.0000 Notes: *p<0.10, **p<0.05, ***p<0.01. All estimates are variance weighted by the total number of private dwellings in each CAU. 13% of vacant sales of single unit houses occurred during 1991-1996, 82% occurred during 1996-2001 and 5% occurred during 2001-2006 . 24% of homebuys of single unit houses occurred during 1991-1996, 76% occurred during 1996-2001 and <1% occurred during 2001-2006 . 5% of vacant sales of other property types occurred during 1991-1996, 83% occurred during 1996-2001 and 12% occurred during 2001-2006 . 11% of homebuys of other property types occurred during 1991-1996, 87% occurred during 1996-2001 and 2% occurred during 2001-2006 . Wald test (1) tests if all coefficients of the explanatory variables are the same across the two sub-categories, but excludes the constant term. Wald test (2) includes the constant term. 
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