Abstract-Accelerated Destructive Degradation Tests (ADDTs) provide timely product reliability information in practical applications. This paper describes Bayesian methods for ADDT planning under a class of nonlinear degradation models with one accelerating variable. We use a Bayesian criterion based on the estimation precision of a specified failure-time distribution quantile at use conditions to find optimum test plans. A large-sample approximation for the posterior distribution provides a useful simplification to the planning criterion. The general equivalence theorem (GET) is used to verify the global optimality of the numerically optimized test plans. Optimum plans usually provide insight for constructing compromise plans which tend to be more robust, and practically useful. We present a numerical example with a log-location-scale distribution to illustrate the Bayesian test planning methods, and to investigate the effects of the prior distribution and sample size on test planning results.
M
ANY modern high-quality products are expected to perform their functions properly for years, or even decades. Traditional life tests result in few or no failures, providing little or no information about reliability. Accelerated destructive degradation tests (ADDTs) are sometimes used in manufacturing industries to obtain reliability information more quickly. Usually, variables like temperature, voltage, or pressure can be used as accelerating variables to accelerate the degradation of a material or product. In designing an experiment, decisions must be made before data collection, and data collection is usually restricted by limited resources. Careful test planning is crucial for efficient use of limited resources: test time, test units, and test facilities. The basic idea in designing an experiment is that statistical inference for the quantities of interest can be improved by selecting appropriate test conditions to minimize or otherwise control the variability of the estimator of interest. Generally, ADDT plans specify the test conditions of the accelerating variables, the amount of running time, and the corresponding allocation of test units to each condition. One can find an optimum test plan for a given criterion, such as the estimation precision of a failure-time distribution quantile at use conditions. Optimum test plans provide insight for constructing good practical test plans.
For some applications, specific information about the underlying models or parameters is usually available from past studies or empirical knowledge about the failure mechanism from previous experimentation. When using Bayesian design methods, a prior distribution is used to describe the available information on model parameters. The primary motivation for this paper is to address the need to use such prior information in accelerated destructive degradation test planning. Bayesian methods can be used to formally incorporate prior information into estimation and test planning, providing test plans with better statistical precision (i.e., smaller estimation variance).
B. Related Literature
Shi and Escobar and Meeker [13] describe methods for ADDT planning using a non-Bayesian approach, and outline much of the related literature in this area. Chaloner and Verdinelli [3] give a nice review of Bayesian design methods. Hamada et al. [8] show methods to find near-optimal Bayesian experimental designs for regression models using genetic algorithms. Clyde and Müller and Parmigiani [2] describe Bayesian design methods for a logistic regression model. There is an extensive literature on Bayesian accelerated life tests (ALTs) planning. Work of particular relevance to this paper includes the following. Polson [11] provides a general decision theory for ALT Bayesian design problems. Zhang and Meeker [16] present Bayesian methods for planning ALTs to estimate a specific quantile of interest. In this paper, we follow the general Bayesian design framework proposed by Zhang and Meeker [16] , but apply it to ADDT planning.
C. Overview
The remainder of this paper is organized as follows. Section II presents the ADDT degradation model, and provides the degradation distribution and failure-time distribution induced by the model. Section III describes the Bayesian planning criterion, prior distribution specification, and general equivalence theorem used to verify the optimality of test plans. Section IV, based on an application, illustrates the methods of finding Bayesian optimum plans and optimized compromise plans under different situations for the specification of prior information. Section IV also investigates the effects that changing the amount of prior information and sample size will have on Bayesian test plans. Section V gives some conclusions, and areas for future research.
II. DEGRADATION MODELS

A. Model
Shi and Escobar and Meeker [13] describe non-Bayesian methods of finding ADDT plans for an important class of destructive degradation models. This paper illustrates the Bayesian ADDT planning methods based on the same degradation model. The ADDT regression model is (1) The degradation rate with respect to transformed time at transformed accelerating variable level is . The sign of determines whether the degradation is increasing or decreasing over time. A positive value of corresponds to increasing degradation, and a negative value of corresponds to decreasing degradation. is a deviation that describes unit-tounit variability with , where is a completely specified cumulative distribution function (cdf). For example, one could use for the standardized -normal cdf, or for the standardized smallest extreme value cdf. The model in (1) is nonlinear with respect to the parameters , and the elements of are fixed but unknown.
B. Degradation Distribution and Failure-Time Distribution
At a given test condition of running time and accelerating variable level, the cdf for the transformed degradation is where . For applications where performance degrades gradually as usage time increases, failure time is defined as the time when the degradation level reaches a specified critical level. This condition is known as a "soft failure" (see Section 13.4 of Meeker and Escobar [9] ). Let denote the transformed critical level for the degradation distribution at which failure is assumed to occur.
For decreasing degradation (i.e., when is negative), the event that the failure time is less than is equivalent to the event that the observed transformed degradation is less than the transformed critical level at time . Then the failure time cdf is for (2) where and For increasing degradation (i.e., when is positive), the derivation of the failure-time cdf is similar.
Let denote the monotone increasing transformation function for time. That is, . From (2), the quantile of the failure-time distribution for decreasing degradation is if otherwise.
C. Reparametrization of the Model for Prior Distribution Specification
In our numerical computation for either estimation or test planning, we use an alternative set of "stable" parameters (as defined by Ross [12] ). This reparameterization breaks the otherwise strong correlations between some pairs of estimators. It also speeds convergence of the estimation algorithms for both maximum likelihood (ML), and Markov Chain Monte Carlo (MCMC). Another important advantage of the new parameters is that they have meaningful interpretations. This advantage makes it easier to elicit marginal prior distributions from the engineers working in the area.
Let denote the mean of the accelerating variable, and let denote the mean transformed time. Then the model (1) can be reparameterized as where is the intercept of the average accelerating line (i.e., degradation line for ) at , is the slope of the average accelerating line, and is the regression coefficient corresponding to the variable. The vector denotes the stable parameters. The relationship between the stable parameters and the original parameters can be expressed as , , and .
III. BAYESIAN ADDT PLANNING
A. Fisher Information Matrix
We denote a test condition in terms of transformed time , and transformed accelerating variable , by . An ADDT plan, denoted by , will specify a set of test conditions , and the corresponding proportional allocation of test , and is a standardized probability density function (pdf). It can be shown that, under the stable parametrization , the Fisher information for test plan is where , is the total sample size, and is the scaled Fisher information for a single unit at . The vector contains the partial derivatives of the degradation with respect to the parameters , and can be expressed as
The basic elements , , and can be computed using the LSINF algorithm (see Escobar and Meeker [6] ). For the special case of a -normal distribution and no censoring, the basic elements are , , and .
B. Bayesian Planning Criterion
The appropriate criterion for test planning depends on the goal of the experiment. To plan an efficient experiment, one should specify a utility function reflecting the purpose of the experiment, and then select a test plan that maximizes the expected utility. In most reliability applications, the objective is to estimate a particular quantile, such as the quantile, of the failuretime distribution at use conditions, say, . Because is a monotone increasing function of , we can use a Bayesian ADDT criterion based on the estimation precision of , where . For decreasing degradation, the elements of are where are as defined in Section II-C. For increasing degradation, the elements of are the same as those for decreasing degradation, except that
We define the utility function as the negative of the posterior variance of . An optimum ADDT plan maximizes this utility function. Because the posterior variance depends on the unobserved data, a marginal expectation of the posterior variance over all possible data can be used as an objective function under a Bayesian test planning criterion. Generally, approximations must be used for the posterior variance because the exact expected utility is, in general, a complicated integral that has no closed form, and that is computationally intractable. When sample sizes are reasonably large, the posterior variance can be expressed as a simple function of information from the prior distribution and the data. Let denote the variance-covariance matrix of the prior distribution for . Then is the prior precision matrix for . Let denote the joint prior distribution for . Following the general approach in Zhang and Meeker [16] , for large-sample approximations, the Bayesian test planning criterion is to find a test plan that maximizes the objective function (3) A similar approximation was used in Clyde and Müller and Parmigiani [2] . In our work, using R, we use the default NelderMead algorithm in function optim().
To estimate precisely, the -confidence interval for should be as narrow as possible. Denote the ML estimate of by . An approximate -confidence interval for is Exponentiation yields as an approximate confidence interval for where (4) For Bayesian test planning, the estimated variance in (4) is replaced by the large-sample approximation of the expected posterior variance of . Similar to deriving the objective function in (3), the large-sample approximation of the expected posterior variance of can be expressed as This result gives the equation at the bottom of the page. We call the "precision factor." The upper (lower) endpoint of the -confidence interval for is approximately larger (smaller) than the ML estimate . Minimizing the precision factor is equivalent to maximizing the objective function in (3). Because is easier to interpret as a measure of precision for a positive parameter , we can use it for the comparisons among different Bayesian ADDT plans.
C. Prior Distribution
Prior distributions for the parameters can be obtained from engineering judgment, previous experiments, and past data. In Bayesian experimental design, it is often necessary to specify two different prior distributions: • the prior distribution to be used to design the experiment, and • the prior distribution to be used in the inference. Some papers, for example, Tsutakawa [14] , and Etzione and Kadane [5] , have discussed the need to use one prior distribution to allow computation of test-plan properties, and another prior distribution that will be used for the Bayesian inference procedure. One motivation for this need is that the risk of those conducting the experiment is different from that of those who are concerned with the accuracy of the inference from the experiment. This idea can be seen from the objective function (3) in which the precision matrix quantifies the prior information for the inference, and represents the prior distribution used to compute the test-plan properties. Generally, the prior distribution to be used to compute the test-plan properties must be informative for all parameters. An experimenter may, however, prefer to use a non-informative prior for the inference by having be identically zero, as was done in Chaloner and Larntz [1] .
We will explore several different combinations of prior distributions for doing Bayesian ADDT planning, and to provide insight into the effect of changing the prior distribution. In particular, we will use a point-mass prior , an informative prior for all parameters , an informative prior for just one parameter (and diffuse priors for the others), and a non-informative prior . Table I summarizes different cases that we will use for test planning in terms of the specification of the prior distribution for the design , and for the inference separately. As mentioned above, the non-informative prior for the inference is implemented by setting . Note that informative prior distributions are used for the design in all cases. This fact is because test planning criteria are highly sensitive to the particular form of any diffuse prior for the design. Some information about the model parameters is required to obtain sensible test planning results.
D. General Equivalence Theorem
Whittle's [15] general equivalence theorem (GET) can be used to check the optimality of test plans. The outputs for an application of the GET can also suggest whether an optimum plan is unique or not, or suggest why a given plan is not optimum. We will use the GET to check the optimality of the test plans that we find.
The directional derivative of at , and in the direction of an alternative plan , is defined as In Bayesian ADDT planning, the derivative function of (3) at can be derived as (5) where . Let be a singular test plan that puts all units at a single test condition . Suppose that a given ADDT plan has test conditions, . Then this plan is an optimum plan for the Bayesian criterion if it satisfies , and for any other singular plan in the experimental region.
IV. NUMERICAL EXAMPLE
In this section, we use the adhesive bond B application in Shi and Escobar and Meeker [13] to illustrate the Bayesian ADDT planning methods.
A. Application
Adhesive bond B was to be evaluated for use in manufacturing an inkjet cartridge. The adhesive is used to bond a protective coating to protect the printhead of the inkjet cartridge. When the adhesive becomes weak, there can be delamination, and ink can attack the electronics in the printhead, causing failure. The degradation response is the strength (in Newtons) of the adhesive bond over time. There was special interest in estimating the time at which 1% of the product would have a strength below 40 Newtons when operating at the use condition of 25 (i.e., Fig. 1 
provides a visualization of the degradation distributions as a function of time at 25
for specific values of the parameters , , , and . The strength axis is a logarithmic axis, and the time axis is a square root axis, corresponding to model assumptions that imply linear degradation in these scales. The horizontal line at 40 Newtons is the failure-definition degradation level for this application. At each point in time with a vertical line, the shaded area below the horizontal line is the failure probability at that time.
The original ADDT plan for this application used 88 test units. As a baseline, 8 units with no aging were measured at the start of the experiment. A total of 80 additional units were aged and measured according to the temperature, and time schedule, both in Table II. For the reparameterization to stable parameters, the centroid of the accelerating variable , and the mean transformed time are obtained based on this original test plan. In particular, we use , and , where is the proportional allocation at test condition . The numerical values for this centroid are , and . The purpose of this reparameterization is to improve the stability of parameter estimation by removing strong correlations between parameters, and making the likelihood function have a nicer shape. Because of the invariance property of ML estimators, such a reparameterization has no effect on final answers.
B. Specification of the Prior Distribution
For this application, parameter can be interpreted as an effective activation energy. Given previous experience with a failure mechanism, engineers often have useful prior information for this parameter. Prior distributions for the other three parameters , , and could be obtained from previous experiments, and past data (e.g., Escobar et al. [7] ). This application has decreasing degradation, so the degradation slope is negative. The effective activation energy and standard deviation of the residuals are positive parameters. Hence, the uncertainty for the four parameters can be described by a -independent multivariate lognormal distribution with specified 0.01 and 0.99 quantiles (any particular quantiles could be used, but we find these particular values to be useful in eliciting prior information from engineers). Due to the prior specification issues mentioned in Section III-C, we will illustrate Bayesian ADDT planning by specifying four possible prior distributions [i.e., a point-mass , informative for all parameters , informative for parameter only , and a non-informative prior (implemented by setting )].
Point-Mass Prior Distribution
: Shi and Escobar and Meeker [13] describe non-Bayesian methods of finding ADDT plans for the same adhesive bond B application. The locally optimum test plans developed in that paper require the specification of planning values for the model parameters. The planning values of the parameters used there will be used to specify a point-mass prior distribution for the parameters. This approach will allow us to compare, directly, the non-Bayesian and Bayesian test plans. A point-mass prior distribution is assumed to be highly informative, centered around the planning values. Thus the point-mass prior distribution can be approximately specified by -normal distributions with the mean at the planning values, and a small standard deviation. For this application, the approximate point-mass prior distribution is , , , and .
Informative Prior Distribution
: Table III summarizes the -independent multivariate lognormal distribution for parameters , and the corresponding log-location scale hyperparameters for the informative prior information.
Partially Informative Prior Distribution : For this application, engineers often have access to highly informative prior information for the effective activation energy (i.e., parameter in our model). Often there is strong information about this parameter, based on previous experience and knowledge of the physics or chemistry of the failure mechanism (indeed, in some applications of accelerated testing, the effective activation energy is assumed to be known). For other parameters, often, the prior information is limited. Table IV summarizes the marginal lognormal distribution for the parameters and their corresponding log-location scale hyperparameters for the partially informative prior information. 
C. Bayesian Optimum Test Plans
There are usually practical constraints for test planning. For the adhesive bond B application:
• 88 test units are available for the sample size, • 70 is the maximum temperature, and • 16 weeks is the maximum available time for testing. After the specification of the prior distributions, we can explore Bayesian test planning for the different cases listed in Table I . Optimum test plans obtained under each situation in the following part are all continuous test plans (a continuous test plan is one that has non-integer allocations because optimization was done without integer constraints on the number of units allocated to the test conditions).
Shi and Escobar and Meeker [13] describes non-Bayesian methods of finding ADDT plans, and presents an optimum plan structure in terms of transformed accelerating variable and transformed time , as shown in Fig. 2 . Section 5.1 of that paper explains why the test conditions of optimum ADDT plans are usually on the boundary of the experimental region, and why a non-degenerate optimum ADDT plan is expected to have three test conditions. The details for these reasons are omitted here.
Case A: In nonlinear models, the non-Bayesian optimum plans are expected to be special cases of Bayesian optimum plans which correspond to point-mass prior distributions for the design and non-informative prior distributions for the inference.
For Bayesian test planning with a point-mass prior distribution, we explore optimum plans following the same structure as Fig. 2. , and are the maximum transformed accelerating variable, and transformed time, respectively. Because (1) has three parameters, there are expected to be three test conditions for an optimum plan. The three test conditions include a baseline condition , a highest stress test condition at and , and a right boundary test condition at . The variable for the condition , and two proportionate allocations and , are optimized to maximize the objective function in (3). For this case, the resulting Bayesian optimum plan is shown in Table V . As expected, this optimum plan from Bayesian test planning with a point-mass prior for the design, and a non-informative prior for the inference, is the same as the one obtained from non-Bayesian test planning methods in Shi and Escobar and Meeker [13] . From (3), when the prior information for the inference is , the absolute value of the objective function is inversely proportional to the sample size , which is reflected in . Under the sample size of , the objective function of this optimum plan, , is , and the precision factor is 1.907. The optimality of this Bayesian test plan can be verified using the GET, as described in Section III-D. The plot of the directional derivatives is the same as the one obtained from the non-Bayesian method in Shi and Escobar and Meeker [13] , and is omitted here to avoid redundancy.
Case B: Following the same steps used in case A, a Bayesian optimum plan for case B is shown in Table VI . This optimum test plan is close to the one obtained in case A. It verifies the conclusion from Chaloner and Larntz [1] that, for prior distributions with support over a small region, Bayesian optimum plans are similar to non-Bayesian optimum plans. Again for this case, the absolute value of the objective function is inversely proportional to the sample size. Under the sample size of 88, the objective function of this optimum plan, , is 24.07, and the precision factor is 1.881. Cases C and D: For these two cases, we incorporate some prior information for inference by specifying an informative
. From the objective function (3), we can see that the sample size reflected in , relative to the amount of prior information, plays a role in the posterior distribution and test planning. When the sample size is large, the posterior distribution will tend to be driven by the data, and will not be sensitive to the prior distribution for the inference. In contrast, when the sample size is small, the prior distribution will have more effect on both the posterior distribution, and the design. Hence, we investigate Bayesian optimum plans under two different sample sizes: a small sample size , and a large sample size . As before, we explore optimum plans following the structure in Fig. 2 . Tables VII and VIII show test conditions, the values of the objective function, and the precision factors for the optimum plans of two cases under sample sizes 88, and 300, respectively. Note that the first two columns in both tables are common for the two cases. The optimality of these test plans can be verified using the GET in the same way as was done above. Fig. 3 shows a plot of the directional derivatives for case D with . The shapes of the directional derivative plots for the other cases are similar except for magnitude changes in the values.
From Tables VII and VIII, we can see that, with a large sample size, the prior distribution for the inference will not strongly influence Bayesian test planning, as compared to test plans using a small sample size. As the sample size becomes larger, the prior information becomes less influential in the inference, and the resulting optimum plans should approach a plan for which the available prior information is to be used in test planning, but not for the inference (i.e., the test plan obtained in Case B).
For all of the cases mentioned above, alternative optimum plans exist. As seen from Fig. 3 , the directional derivatives are all zero when the alternative singular plan puts all the test units at a test condition with 70 as the temperature level. This result indicates the existence of alternative optimum test plans that can be obtained by moving the test condition along the upper temperature boundary in Fig. 2 . Using the plan specification notation in Section III-A, an alternative optimum plan can be expressed in terms of , , and of the initial optimum plan , which is given as (6) where , and . The optimality of alternative plans can be proved in a way that is sim- [13] , and is omitted here.
D. Bayesian Optimized Compromise Test Plans
Optimum plans have some disadvantages. For example, they tend to be highly sensitive to model specification errors, and such plans provide little or no information about departures from the acceleration model. For this reason, it has been suggested (e.g., Chapter 6 of Nelson [10] , and Chapter 20 of Meeker and Escobar [9] ) to construct compromise test plans that tend to be more robust and practical. An optimum plan can usually provide useful insight for obtaining good compromise test plans.
For the adhesive bond B application, Shi and Escobar and Meeker [13] propose an optimized compromise plan for non-Bayesian test planning. The idea there can also be used to find Bayesian optimized compromise plans. For the compromise plan, we allocate some test units at the baseline conditions, and an equal proportion of units at each of nine additional equally-spaced test conditions. The nine equally-spaced test conditions use three fixed time levels at 12, 14, and 16 weeks; and a fixed highest temperature level at 70
. The lowest temperature level is chosen to maximize the objective function in (3). The middle temperature level is the mean of the other two temperature levels. For case D, the informative prior distribution is used for both the design, and for inference. With a sample size of , after rounding in the allocations, the compromise plan has 7 units at the baseline, and 9 units at each of the other nine test conditions. The optimized lowest temperature level is 53.2 , and the middle temperature level is 61. 6 . This Bayesian optimized compromise plan is presented in Table IX. The objective function for this compromise plan is 16.46. And the precision factor for this Table I , similar Bayesian optimized compromise plans can be found in the same way, but the details are not given here.
V. CONCLUSION AND AREAS FOR FUTURE RESEARCH Planning ADDTs with prior information is useful for making reliability inferences in practical applications. In this paper, we present Bayesian test planning methods for ADDT problems under an important class of nonlinear regression models when prior information is available on the model parameters. We use a Bayesian criterion based on the estimation precision of a failuretime distribution quantile at use conditions. A large-sample approximation provides a useful simplification for the posterior distribution. The GET is an important tool to verify that the numerically optimized plans are globally or near-globally optimum. We also examine the effects of changing the amount of prior information and sample size on Bayesian test planning.
The Bayesian methods illustrated in this paper can be extended to the ADDT planning problems with more complicated degradation models, such as models with multiple accelerating variables (e.g., temperature and humidity), or nonlinear relationships between degradation and time. For some products, there may be more than one failure mechanism. This condition can cause degradation observations to be right-censored, as described in Escobar et al. [7] . The statistical competing risk model (see David and Moeschberger [4] ) can be used as the degradation model for such applications. Bayesian test planning methods could be used for ADDT problems with such competing risk models. In addition, Monte Carlo simulation methods could complement the results obtained from the largesample approximation approach used in this paper. Such simulations are particularly useful for providing visualization of sampling variability resulting from different test plans, as illustrated in Chapter 20 of Meeker and Escober [9] .
