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SZIMULÁCIÓS EREDMÉNYEK AZ ELEMI GAUSS 
FOLYAMAT PARAMÉTEREI BECSLÉSEINEK 
ELOSZLÁSÁRA
Arató Mátyás — Benczúr András
BEVEZETÉS
A dolgozatban megvizsgáljuk a stacionárius Gauss-Markov folyamat m = M§(t) és X
(M l(t(t) — m)(g(t + r) — m)] = —  e_xlr )^ paraméterei különböző becsléseinek viselkedését
2л
Monte-Carló módszerrel.
Az Arató-Benczur [1] (lásd még Benczúr [1]) táblázatai alapján lehetőség van (m = 0 ese­
tén) az időben folytonos eset maximum likelihood becslése és a 2. §. (2.1) — (2.5) becslései­
nek összehasonlítására. Az 1.1 — 1.6 táblázatok megadják T = 20, 60, 100 megfigyelés esetén 
az empirikus eloszlások p = 0.01, 0.05, 0.1, 0.5, 0.9, 0.95 kvantiliseit. Figyelemre méltó a 
statisztikai irodalomban nem használt
4 T 22 2 £?
0 1
becslés eloszlása kvantiliseinek jó egyezése a Xp (elméleti úton nyert) oszlop kvantiliseivel.
A 3 §. táblázataiban a (3.1) — (3.3) becslések eloszlásainak kvantiliseit adjuk meg. A II. 
táblázat m becsléseinek átlagát és szórását adja meg. Az m különböző becslései azonosan vi­
selkednek és szórásuk közel van az elméletileg adódó ----- értékhez (de nem az -----  érték-
2X 2X
hez). A X paraméter becsléseiből nem adódnak alsó konfidencia határok, mivel tetszőleges 
X becslésre adott p esetén X-tól függetlenül létezik olyan xp, hogy
SUP PX ,m í*  >  \ } >  P '
X> 0 v
Az xp értékek numerikus meghatározása csak a (3.3) becslések esetén sikerült elméleti úton. 
A III. táblázatok megadják a p (p = 0.01, 0.05, 0.1, 0.5, 0.9, 0.95) kvantilisek viselkedését 
X függvényében.
Az empirikus eloszlásfüggvényeket 100-as mintákra határoztuk meg. Egy X, T értékpár­
hoz 10-20 ilyen empirikus eloszlásfüggvényt számoltunk ki. A program leírását a 4. §-ban ad­
juk meg. Adott paraméterérték és kiinduló véletlen szám esetén a program 1-2 perc időtartam 
alatt fut le (CDC 3300-as típusú gépen).
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1. § . A LIKELIHOOD FÜGGVÉNY
A £(t) időben folytonos stacionárius, Gauss-Markov folyamat az M£(t) = m, M(£(t) — m) • 
(£(t + r) — m) = a2 • е-л-^  összefüggésekben szereplő m, a2, X paraméterekkel jellemezhe­
tő (m tetszőleges valós, X >  0). Ismeretes, hogy a a2 = 2Xa2 paraméter a ?(t), 0 < t <  T 
folyamat egy realizációjából 1 valószínűséggel becsülhető (Baxter tétele). A folyamatot jellemző 
két paraméternek а X és m mennyiségeket tekintjük, mivel a
(1.1) t = t' • T , í ( t ) =  f(t') • o-e • V t
leképezéssel az általános feladatot a о - = 1  és T = 1 esetre vezethetjük vissza. A továbbiak­
ban ezért a realizációkat mindig a [0, 1] intervallumban vizsgáljuk. A két paraméter együttes 
becslése eloszlása megvizsgálását Kolmogorov vetette fel 1948-ban Jerevánban. Részbeni megol­
dást — amikor is egyetlen ismeretlen paraméter van — adnak Arató [1], [2], valamint Benczúr [1] 
és Arató-Benczúr [1] cikkei.
Az időben folytonos folyamatról jólismert, hogy kielégíti a
dÉ(t) = -  П  • dt + de(t) 
sztochasztikus differenciálegyenletet.
A továbbiakban szükségünk van a következő tételre:
1. Tétel: A £(n) reguláris folyamat akkor és csak akkor stacionárius Gauss-Markov típu­
sú, ha kielégíti a
(1.2) £(n) = p£(n -  1) + e(n)
differencia egyenletet, ahol e(n) egy független Gauss sorozat.
Az 1. Tétel alapján az időben folytonos folyamat diszkrét £(пД) megfigyelései, (Д >  0 
és n = 0, ± 1, ± 2, . . .), kielégítik a (2) összefüggést, ahol
a~\-A 1 , (1 — e ~ 2 x ' A  )—  , uz = -------------------
2X e 2X
A (2) összefüggés módot nyújt az időben folytonos folyamat pontos imitálására számológépen.
A |(t), 0 <  t <  1 realizációk terén értelmezett Px Gauss-Markov mérték, valamint a 
V = L X W standard mérték, ahol L a Lebesgue, W pedig a feltételes Wiener mérték Radon 
— Nikodym deriváltja (lásd Arató [2])
dP
(1.3) —  (|(t))
dv
= V —  exp [( |(0 ) -  m)2 + (£(1) -  m)2 -  1 + X J ( |(  1 ) — m)2ds]l =
f ír l 2 o J
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= У —  exp {--  ~  [I2 (0) + £2 ( 1 ) + X } s2 (s)ds -  2m($(0) + ?(D + X /  t(s)ds) +
' 7Г { 2 0 0
9 1 пП Г  X. ( f ( l ) - K O ) ) 2 1 1 ,+ m2(l + X) -  1] f = У — exp | -  —  [ —----- ---------- -  1 + X /(K s) -  ; i(s )d s)2ds +
J " TT 2 2 о 0
|(0 ) + |(1 ) ,  1 ,  1
+ 2 (m ------------------ )2 + X(m -  /£(s)ds)2 ] l .
2 0 J
Az időben diszkrét g j , . . .  ,£n realizáció sűrűségfüggvénye
(1.4) p (X j,. . . ,x n)=  (2тгст) n (1 - p 2)
n -  1
exp
2a2( l - p 2)
[(xx - m ) 2 (1 - p 2) +
+ 2 (x  — px , -  m (l -  p))2 ] l  = (Ъта) n (2тго)112 exp j ----- [ ( x ,—
i=2 J 1 2 a 2
-  m)2 (1 -  p2) + 2 (x. -  px._ j -  m(l -  p2))2 ]
i=2
A (3) és (4) összefüggésekből az m, X (ül. m, p) paraméterek maximum likelihood becslése­
ire a következő egyenleteket kapjuk:
(1.5) —-----(s2 — 1/2) -  Xs2 - ( m - m j ) 2 -  X(m — m2)2 = 0 ,
ZA
2(m — mj ) + X(m — m2) = 0 ,
ahol
*(0)+  É(l) 1 1 1
mj = ------ ---------  , m~ = f  £(s)ds, sj = —  (|(1 ) - £ (0 ) )2 , s2 = /(£(s) -  /£ (t)d trd s.
2 z о 1 4  1 о о
A A






(2 + X)2 -  2X(2 + X)2(sJ -  1/2) -  2X2(2 + X)2s2 -  2X3(m2 -  m ^ 2 -  
— 2X4(m2 — mx)2 = 0 .
Az s2, s2, m2 — mj statisztikák előnye, hogy függetlenek a £(t) folyamat kiindulási érté­
kétől.
Az időben diszkrét esetben
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( 1 . 6 )  — | ( 1  +  p )  (Xj  -  m )  +  s  [X. -  ш  -  p ( X j _ j  -  m ) ] j  =  0  -
o ç 2
-  Y ~ -~ p 2  + ^2 { P(x i -  m)2 + S [Xj - m - p ( x . _ 1 -  m)] (x- . j  -  m ) j =  0
adódik, ahonnan
xi + xn + d  -  p )”|  Xj
ín = -------------------------- ^---------
2 + (n -  2)( 1 -  p)
-  p • a2 + (1 — p 2) | p  (xx -  ín)2 + I  [X. -  ín -  p(Xj_ j -  ín)] (xi_ 1 -  ín)}.= 0. 
Az
m i = *CD), m2 = -=rb(t)dt ,  s2 = 4 [ ? 2(0)+ £2(T)], s22 = / ? 2(t)dt
2 Io 2 0
statisztikák együttes karakterisztikus függvényére, lásd Arató [ 1 ], (M £(t) = 0 esetén)
M
f 2 2 0  2VX e 2 y>}/2 (e 4 )
eXP { i(“ ‘ m 1 +  « .* 0 , +  « ,">2 +  ö 4^02 J -  ^
• exp
1 f a. a ,a?  + a?a2 ia, i a , X + a , a ,o 2 ia, ст2 ,
—  J----- L_J_§----- L _ í - T + f —1------ ?-------- -2 -3 - 6 irt 1 e П 4- p úv«? (
é’i (°=4 ) 2
2, ,  ) [ (  9- 1 ( l  +  e ‘) 4 + i “ 3 ffg
1 _ e -^,(a4) (K -  Tia2a2 + V K 2 -  2Tal ia4 )e*(a4) -  (K -  Ta2 ia2 -  *(a4 ))
------------------- ) •  — -------------------------------------------------------------------------------------------
ip1(a4) Tip(a2,a4)
i«l |р(а4)
„2 (1 + е ^ (а4>) - ia ,a .2 ^
2 е 3 е у к г  _  2Т(7- )•- 1 &л€ 4
(К — Ta2ia9 + ip(a4 )) — (К — Ta2ia4 ) <р(а4 ) ) е ^ (“4)
Tip(a2,a4 )
adódik, ahol К = X • T
«P j (а) = \ / К 2 — 2 Т а | ia
^ 2 ,а4 ) = ^ (а4) ( K - T a 2 i a2 +  <p(a4 ))2 -
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е ^ (в4) (К -  T a fia 2 -  v?(a4))2 .
A karakterisztikus függvény felírása azonban nem jelenti a probléma megoldását, mivel a legegy-
1 T T 1
szerűbb becsléseket véve is a két ismeretlen paramétere, (pl. a —  /  g(t)dt, J(£(s)------ J£(t)dt)2 ds
Т о  о T
statisztikákat) azok eloszlása (karakterisztikus függvénye) nem határozható meg. A statisztikák 
aszimptotikus viselkedésére vonatkozó következtetéseket azonban le tudjuk vonni. Tekintsük a 
VXnij, \ZXm2, Xsj^, X2s22 statisztikák karakterisztikus függvényét X -*■ 0 esetén. Könnyen 
látható, hogy
Mei(ai \ / \ m  J + a2\ /Äm2+ + 04 A.2 S02 ) _
< i + + )
| l —a?ia2 + -y [ ( l  — a?ia2)2 + 1 2 aie
2 l a 4 1/2
+ a(K)
2. § . EGYETLEN ISMERETLEN PARAMÉTER KÜLÖNBÖZŐ BECSLÉSEI ÉS A 
BECSLÉSEK ELOSZLÁSAI





normális eloszlású m, D2(m) =
2 +  X
paraméterekkel (lásd pl. Grenander [1]).
Legyen a továbbiakban m = 0 és az ismeretlen paraméter X. A X paraméter maximum 
likelihood becslésének eloszlását különböző X értékekre egy előbbi cikkünkben megadtuk 
(Arató — Benczúr [1]). Mivel mind a folytonos, mind a diszkrét esetben eddig ez az egyetlen ana­
litikus úton meghatározott s táblázatba foglalt eloszlás, a gyakorlatban használt becsléseknek a 
maximum likelihood becsléssel való összehasonlítása és az időben diszkrét és időben folytonos 
eset eredményeinek összevetése igen fontosnak tűnik. A már említett Arató -  Benczúr [1] cikk 
táblázataiból látható, hogy a maximum likelihood becslés eloszlásának normális eloszlással való 
közelítése csak XT > 1000 értékekre használható! Ez a körülmény is szükségessé teszi a pon­
tos eloszlások meghatározását, amikor az lehetséges. A CDC-3300-as gépre került szimulációs 
programban az időben diszkrét megfigyelések p = e“ ^T (ahol T a [0,1] intervallumba eső 
megfigyelések száma) paraméterének különböző becsléseit vizsgáljuk, ahonnan a X = —T logp 
összefüggés alapján számíthatók X becslései. A program leírását a 4. § .-bari adjuk meg. A 
következő becsléseket vizsgáljuk:







f  M i-
T ? s ? 2 
1 1
T
Z f. f. ,1 ь1- 1
s  %?0 1
T +  1
P 3
T






T +  1
T 7 
2 Sfc2
(2.5) p5 a p maximum likelihood becslése:
(1 - p 2) ( S  f i - !  - P 5Ts \ 2 ) - P 5(I - P 5)/2X= 0 .
T értékét 20, 60, 100-nak (egyes esetekben 500, 800, 1000) választottuk. A folytonos folya­
mat maximum likelihood becslése eloszlásával való összehasonlításból látható, hogy a 0 <  X <  
< 10 intervallumban a folytonos folyamattal való egyezéshez gyakorlatilag elegendő a T = 60, 
ill. 100 választása.
Fix X, T értékek esetén n = 100 különböző realizációra határoztuk meg a X. ,
(i = 1, . . . , 5; к = 1,2, . . .  , 100)-értékeket s a megfelelő F, (x) (i = 1, . . . , 5) empiri-i»n
kus eloszlásokat:
Fi , „ «  = han 4 k  < x < 4 k +i
( i=  1 , __ , 5;  к = 1 , 2 , . . .  100).
Az alábbi táblázatban megadjuk a különböző becslések p kvantiliseit a p = 0.01,0.05,0.1,0.5,0.9, 
0.95 értékekre, azaz a táblázatban (adott T, X értékek mellett) fix p-re azon Xp szerepel, mely­
re F. n(Xp) = p. A Xp értékeket az empirikus eloszlásokból átlagolással számítottuk (adott X, T 
esetén 10 — 20 darab 100-as elemszámú empirikus eloszlásfüggvény meghatározására került sor).
A táblázatok 6. oszlopában az időben folytonos folyamat maximum likelihood becslésre el­
méletileg számolt Xp érték szerepel.
Külön táblázatban megadjuk az empirikus eloszlásfüggvényekből számított várható értékek 
átlagát is (I. 7. táblázat)
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1.1. táblázat (p =  0.01 empirikus kvantilisei)








*5 V o i
(3)(2)(1) (3) (3) (3X2X1) (3X2X1)
20 -0.16 0.945 -0.042 0.36 * 10" 3 0 .1 4 * 1 0  6
0.000001 T= 60 -0.05 0.96 -0.034 0 .1 3 * 1 0  ° 0.77 * 10 7 0.15* 10
100 -0.18 0.91 -0.089 0.16*  10 6 0.90 * 10" 7
(6) (5) (5) (6) , (6) <20 -0.085 0.91 -0.065 0.14 *10 5 0.14 *10  3
0.00001 T= 60 -0.22 0.92 -0.133 0.15 * 10 5 0 .12*  10 5 0.15 * 10"
100 -0.22 0.89 -0.081 0 .1 3 * 1 0  5 0.07 * 10 5
(H ) (5) (5) (11) (H )
20 -0.42 0.82 -0.15 0.13 * 10 4 0 .14*  10 4
0.0001 T= 60 -0.45 0.91 -0.07 0 .1 4 * 1 0  4 0 .1 4 * 1 0  4 0.15 *10"
100 -0.39 0.82 -0.17 0 .08*  10 4 0.15 * 1 0  4
(18) (18) (18)
20 -0.68 0 .14*  10" 3 0.14 * 10 3
0.001 T= 60 -0.80 0 .1 3 * 1 0  3 0.11 * 1 0  3 0.15* 10"
100 -0.98 0.15 * 10 3 0.10 * 10  3
(14X13X13) (5) (5) (14X13X13) (14X13X13)
20 -1 .16 0.65 -0 .32 0 .13*  10 2 0 .1 2 * 1 0  2
0.01 T= 60 -1 .02 0.63 -0.36 0 .1 5 * 1 0  3 0 .1 0 * 1 0  2 0.16 *10
100 -0.95 0.57 -0.42 0.15 * 10  2 0 .1 0 * 1 0  2
(8X8X7) (8X8X8) (8X8X8)
20 -1 .80 0.017 0.016
0.1 T= 60 -1.58 0.018 0.017 0.16*10
100 -1 .50 0.014 0.012
(9)(8)(8) (9X8X8) (9X8X8)
20 -1.98 0.07 0.08
0.5 T= 60 -1.58 0.08 0.06 0.09
100 -1.31 0.09 0.06
(13)(12)(12) (5) (5) (13X12X12) (13X12X12)
20 -1.55 0.58 -0.39 0.16 0.18
1.0 T= 60 -1.69 0.67 -0.31 0.20 0.20 0.205
100 -1.14 0.53 -0 .46 0.16 0.14
(8) (5) (5) (8) (8)
20 -1.26 0.72 0.73 0.40 0.41
2.0 T= 60 -0.77 0.86 0.87 0.51 0.45 0.48
100 -0.57 0.84 0.84 0.48 0.35
(13) (10) (10) (13) (13)
20 -0.28 0.97 -0.003 0.68 0.64
3.0 T= 60 -0 .08 1.11 0.12 0.73 0.62 0.807
100 -0.19 1.11 0.120 0.67 0.56
(10) (10) (10) (10) (10)
20 -0.55 1.056 0.084 0.95 0.80
4.0 T= 60 0.02 1.36 0.47 1.08 0.98 1.192
100 0.13 1.49 0.509 1.07 0.75
(12X11X11) (10) (10) (12X11X11) (12X11X11)
20 0.25 1.37 0.40 1.46 1.13
5.0 T= 60 0.93 1.86 0.87 1.58 1.34 1.615
100 0.78 1.97 0.98 1.53 1.21
(10) (5) (5) (9) (9X9X8)
20 2.31 2.74 1.77 3.81 2.76
10.0 T= 60 3.27 4.12 3.13 4.25 3.21 4.20
100 3.12 4.26 3.27 4.21 3.18













1.2. táblázat (p =  0.05 empirikus kvantilisei)







*5 V o 5
(3X2X1) (3) (3) (3) (3X2)0)
20 -0 .0 2 0.97 -0.006 0.21 * 10 6 0.23 4 1 0 ^
T= 60 -0 .7 0  * 1 0 '2 0.99 -0.0030 0.22 * 10 6 0.19 * 10  “ 0.26 * 10“
100 -0.01 0.99 -0.0053 0.11*  10 '6 0.19 4  10“ 6
(6) (5) (5) (6) (6)
20 -0 .0 2 0.96 -0.0101 0.25 * lO j 0.24 4 1 0 j
T= 60 -0 .0 3 0.97 -0.014 0.27 *  10 5 0.20 *10  5 0.26 *10
100 -0 .0 4 0.97 -0.021 0.24 + 10 5 0.13 *1 0  5
(H ) (5) (5) (H )  a (11) a20 -0 .1 3 0.93 -0.036 0.27 * 10 4 0.25 * 10 4
T= 60 -0 .1 0 0.95 -0.04 0 .26* 10 4 0.20 *10  4 0.26 * 10“
100 -0 .0 8 0.95 -0.04 0 .27*  10 4 0 .1 4 * 1 0  4
(18) (18) , (18)
20 -0 .1 9 0.26 4 10 3 0.25 * 10 3
T= 60 -0 .2 0 0.25 * 10 3 0.20* 10 3 0.26 *  10“
100 -0 .2 2 0 .27*  10 3 0.18* 10 3
(14) (5) (5) (13) . (14)
20 -0 .42 0.78 -0.19 0.24 * 10 2 0.22 * 10 2
T 60 -0 .35 0.83 -0.15 0.26 *  10 2 0.23* 10 2 0.26 * 10“
100 -0.41 0.79 -0.202 0.27 * 10 2 0.20* 10 2
(5) (8) (8)
20 -0 .8 2 0.026 0.026
T= 60 -0 .69 0.030 0.028 0.27* 10
100 -0 .64 0.026 0.020
(8) (8) (9)
20 -0 .7 4 0.14 0.13
T= 60 -0 .65 0.16 0.12 0.15 * 10
100 -0 .6 6 0.14 0.09
(13) (5) (5) (12) (12)
20 -0 .46 0.83 -0.144 0.29 0.28
T= 60 -0 .52 0.91 -0.044 0.34 0.31 0.332
100 -0 .44 0.88 -0.13 0.30 0.25
(8) (5) (5) (8) (8)
20 -0.25 1.16 1.16 0.63 0.58
T= 60 0.28 1.43 1.43 0.81 0.73 0.75
100 0.36 1.32 1.32 0.74 0.71
(13) (10) (10) (13) (13)
20 0.61 1.56 0.87 1.13 1.02
T= 60 0.79 1.51 0.64 1.25 1.15 1.233
100 0.67 1.70 0.73 1.12 0.92
(10) (10) (10) (10) (10)
20 0.93 2.06 1.093 1.67 1.30
T= 60 1.55 2.24 1.25 1.70 1.54 1.760
100 1.27 2.15 1.16 1.62 1.38
(12X12X11) (10) (10) (12) (11)
20 1.54 2.45 1.48 2.13 1.86
T= 60 2.04 2.73 1.74 2.28 2.27 2.325
100 1.97 2.83 1.84 2.23 1.91
(9X10X9) (5) (5) (9) (8)
20 3.68 4.74 3.77 5.23 3.99
T= 60 5.03 5.66 4.67 5.71 5.12 5.50
100 5.04 5.66 5.67 5.09 5.07
10.0













1.3. táblázat (p =  0.1 empirikus kvantilisei)







(3)(2)(1) (3) (3) (3)(1)(1) (3)(2)(1)
20 -0 .5 7 *  10"2 0.97 -0.003 0.37* 10 ° 0.36 *10  1
T= 60 -0.45 * 10 2 0.99 -0.002 0.28 * 10 ° 0.25 * 10 1
100 -0.49 * 10 2 0.99 -0.002 0.27 *  10 6 0.16 * 10 1
(6) (5) (5) (6) s (6)20 -0.013 0.97 -0.0065 0.34 * lO j 0.32 *  10 '
T= 60 -0.02 0.98 -0.0092 0.41 * lO j 0.31 *  10 ■
100 -0.02 0.98 -0.0108 0.33*10  5 0.18 * 10 '
(11) (5) (5)
( 1 1 )  a
(11)
20 -0.05 0.95 -0 .02 0.37* 10 4 0.35 *  10 ‘
T= 60 -0.04 0.96 -0.02 0 .38*10  4 0 .2 2 * 1 0  ‘
100 -0.04 0.97 -0.019 0.37* 10 4 0.20 * 10 ‘
(18) (18) (18)
20 -0.12 0.38* 10 3 0 .3 7 * 1 0
T= 60 -0.10 0.36 *  10 3 0.29 * 10
100 -0.13 0.37 * 10 3 0.24 * 10
( 14)( 13)( 13) (5) (5) (14) (14)
20 -0.25 0.86 -0.11 0.33 * 10 2 0 .3 2 * 1 0
T= 60 -0.22 0.89 -0.093 0.35*10  2 0 .29*10
100 -0.25 0.87 -0 .12 0.37* 10 2 0.27 *  10
(8X8X7) (8) (8)
20 -0.50 0.041 0.041
T= 60 -0.46 0.038 0.036
100 -0.39 0.035 0.029
(9)(9)(8) (9) (9)
20 -0.31 0.20 0.19
T= 60 -0.36 0.21 0.17
100 -0.45 0.22 0.12
(13X13X12) (5) (5) (13X13X12) (13X12X12)
20 -0.05 0.98 0.0104 0.42 0.40
T= 60 0.03 1.07 0.084 0.45 0.41
100 -0.09 1.07 0.075 042 0.36
(8) (5) (5) (8) (8)
20 0.36 1.48 1.48 0.74 0.80
T= 60 0.71 1.77 1.78 1.08 1.02
100 0.67 1.606 1.608 0.91 1.01
(13) (10) (10) (13) (13)
20 1.06 1.930 0.96 1.41 1.35
T= 60 1.32 2.04 1.05 2.03 1.44
100 1.17 2.16 1.17 1.47 1.23
(10) (10) (10) (10) (10)
20 1.53 2.69 1.72 2.03 1.78
T= 60 1.91 2.73 1.74 2.19 1.99
100 1.80 2.64 1.71 2.06 1.77
(11) (10) (10) (12) (12)
20 2.17 2.97 1.980 2.47 2.34
T= 60 2.59 3.39 2.38 2.89 2.86
100 2.50 3.33 2.34 2.65 2.40
(9) (5) (5) (9) (9)
20 4.46 5.904 4.93 6.03 5.10
T= 60 6.15 6.90 5.92 6.52 6.23
100 5.71 6.77 5.78 5.87 5.55
0.369 *10" 6 
0 .369* 10" 5
0.369 *  10 4
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1.4. táblázat (p =  0.5 empirikus kvantilisei)







(3)(2X1) (3) (3) (3X1X0 (3X2X1)
20 -0 .01  *  10 3 0.98 -0 .1 3 *  10 3 0.24 * 10 5 0.23 *10
T= 60 -0 .3 0  * 1 0  4 0.99 -0 .6 7 *  10 4 0 .15* 10 3 0.14 * 10
100 0.20 * 10 4 1.00 -0 .18  * 10 3 0 .17* 10 5 0.90 * 10
(6) (5) (5) , (6) „ (6)
20 0.48 -»-10 3 0.98 -0 .27  * 10 3 0.21 * 10  4 0.22 *  10
T= 60 -0 .2 8  *  10 3 0.99 -0 .1 8 *  10 3 0.25* 10 4 0 .19*  10
100 0.09 * 10 3 0.99 -0 .92  * 10 4 0.21 *  10 4 0 .12*  10
(11) , (5) (5) (11) (11)20 -0 .2  * 10 3 0.97 -0 .19  * 10  3 0.23 * 10 3 0 .2 1 * 1 0
T= 60 0.001 0.99 0.33 * 10 3 0.22 * 10 3 0 .1 6 * 1 0
100 0 .1 3 *  10 3 1.00 0.11 *  10 2 0.22 *10” 3 0.12 * 10
(18) (18) (18)
20 0.065 0 .22*10  2 0.21 * 10
T= 60 0.044 0 .22*10  2 0.18 *10
100 -0.00043 0.22*10  2 0.12 * 10
(14) (5) (5) (14) , (14)
20 0.018 1.00 0.025 0.020 0.018
T= 60 0.033 1.02 0.036 0.021 0.018
100 0.039 1.01 0.017 0.020 0.014
(8) (8X8X7) (8X8X7)
20 0.31 0.21 0.19
T= 60 0.21 0.20 0.19
100 0.29 0.20 0.17
(9) (9) (9)
20 0.94 0.87 0.75
T= 60 0.82 0.83 0.71
100 0.90 0.87 0.57
(13) (5) (5) (13) (13)
20 1.59 .2.64 1.66 1.47 1.41
T= 60 1.68 2.74 1.79 1.65 1.49
100 1.61 2.73 1.73 1.53 1.29
(8) (5) (5) (8) (8)
20 2.62 3.81 3.82 2.38 2.35
T= 60 2.79 3.908 3.91 2.79 2.70
100 2.73 4.07 3.48 2.48 2.33
(13) (10) (10) (13) (13)
20 3.50 4.49 3.47 3.42 3.47
T= 60 3.85 5.17 4.12 3.79 3.52
100 3.67 4.72 3.64 3.75 3.17
(10) (10) (10) (10) (10)
20 4.55 5.61 4.61 4.44 4.26
T= 60 5.01 5.79 5.01 4.72 4.56
100 4.68 5.805 4.815 4.66 4.68
(12) (10) (10) (12) (12)
20 5.55 6.49 5.52 6.68 5.61
T= 60 6.09 6.88 5.89 5.81 5.86
100 5.92 6.79 5.79 5.81 5.43
(9) (5) (5) (9) (8)
20 10.50 11.52 10.54 10.28 10.64
T= 60 11.06 11.92 10.93 10.80 10.95






-  13 -








20 0.59 +10" 2 0.98
0.000001 T= 60 0.30 +10 2 0.99
20 0.38 + 10 2 1.00
(6) (5)
20 0.02 0.98












































10.0 T= 60 19.45 21.604
100 18.04 21.45








(3) , (3)(2X1) (3)(2)(1)
0 .20+ 10" 2 
0.0016 
0.0024
0.95 + 10 4 
0.36 + 10 4 
0.51* 10"4
0.90 *10  4 
0.18 * 10 4 
0.27 *  10 4





(6) -3 0.47 * 10 3
0.61* 10 3
0.66* 10 3
(6) -3 0.44 + 10 3
0.43 * 10 3
0.43 * 10 3
0.636 *10" 3
(5)
0.03 (11) -2 0.9 * 10 2 (11) -2 0.9 + 10 2
0.03 0 .52*10  2 0.6 + 10 2 0.636 + 10“ 2
0.03 0.86*10 2 0 .4 5 + 1 0  2
(18) (18)
0.072 0.065




































20.61 18.12 19.06 18.53
20.44 18.45 18.16













A táblázatban adott z, amelyre P { Xj <  z}=  0.95
Л Л  A A  A
*1 \  ^3 \  ^5 \) .9 5
1.6. táblázat (p =  0.95 empirikus kvantilisei)
(3) (3) (3) (3)(2)(1) (3)(2)(1)
20 0.013 0.98 0.0040 0.26 *  10 3 0 .24*10  3
T= 60 0.42 * 10 2 0.99 0.0030 0.72 -*-10 Z 0.11 * 10 3 0.255 *10 3
100 0.01 1.00 0.005 0.24 * 10 3 0 .12*10  3
(6) (5) (5) (6) , (6) „
20 0.032 0.99 0.015 0.34 -*-10 2 0.33 *  10 2 -
T= 60 0.035 1.01 0.0204 0.34 * 10 2 0.26 * 10 2 0.255 *10 2
100 0.037 1.01 0.014 0.73 *  10 2 0.37* 10 2
(11) (5) (5) (11) (11)
20 0.11 1.05 0.092 0.035 0.032
T= 60 0.12 1.068 0.074 0.021 0.42 0.255* 10 1
100 0.15 1.104 0.106 0.0307 0.019
(18) (18) (18)
20 0.53 0.28 0.23
T= 60 0.38 0.23 0.209 0.255
100 0.43 0.21 0.14
(14) (5) (5) (14) (14)
20 1.57 2.77 1.99 1.03 0.87
T= 60 1.41 2.419 1.42 1.206 1.05 1.17
100 1.32 2.22 1.24 0.92 0.75
(8) (8) (8)
20 3.86 3.27 3.28
T= 60 3.42 2.83 2.88 3.268
100 4.13 3.96 3.67
(9) (9) (9)
20 6.04 5.65 5.39
T= 60 5.82 5.18 5.03 5.605
100 5.26 5.71 4.08
(13) (5) (5) (13) (13)
20 7.95 10.26 9.86 6.76 7.43
T= 60 6.52 9.12 8.13 7.43 6.92 7.103
100 7.69 8.46 7.27 6.86 6.81
(8) (5) (5) (8) (8)
20 9.39 11.03 11.03 8.21 8.97
T= 60 10.56 11.87 11.98 9.25 9.75 9.272
100 9.57 10.51 10.51 8.64 8.34
(13) (10) (10) (13) (13)
20 12.25 13.24 12.26 9.89 12.32
T= 60 11.61 13.30 12.31 10.97 10.95 11.082
100 11.47 12.58 11.52 10.56 10.25
(10) (10) (10) (10) (10)
20 13.32 15.05 14.08 11.88 13.19
T= 60 13.68 15.35 14.36 12.33 13.08 12.732
100 13.20 14.91 13.92 12.55 12.61
(12) (10) (10) (12) (12)
20 16.03 16.96 15.98 13.77 16.25
T= 60 15.33 16.58 15.59 14.12 15.04 14.395
100 15.16 16.450 15.57 13.99 14.36
(9) (5) (5) (9) (8)
20 27.92 28.55 27.58 . 22.27 29.07
T= 60 23.50 24.90 23.91 20.63 23.22 21.47
100 22.75 24.93 23.93 20.78 21.53
10.0
























(3)(2)(1) (3X2X1) (3X2X1) (3X2X0 (3X2X1)
20 0.1 *10 2 0.98 0.1 *10  2 0 .2 * 1 0  3 0.5 *  10 3
T= 60 0 .4 * 1 0  2 1.00 0 .2 * 1 0  2 0.6 *10 2 0.7 *10 2
100 0 .1*  10 2 0.99 -0 .6 * 1 0  3 0.4 *  10 3 0.3 *  10 2
(6X6X6) „ (5X5X5) (5X5X5) „ (6X6X 6), (6X6X6)
20 0.9 *  10 2 0.98 0.45 *  10 2 0.3 *  10 2 0 .3 * 1 0  2
T= 60 0.5 *10 2 0.99 0 .2 9 * 1 0  2 0 .5 * 1 0  2 0.4 *  10 2
100 0 .5*10  2 1.00 0.92 *10" 2 0.5* 10“ 2 0 .3 * 1 0  2
(11)(11)(11) (10X10X9) (10X10X9) (11X11X11) (11X11X11)
20 0.02 0.99 0.02 0.02 0.02
T= 60 0.03 1.04 0.05 0.03 0.03
100 0.03 1.02 0.03 0.03 0.02
(18X18X18) (18X18X18) (18X18X18)
20 0.08 0.08 0.09
T= 60 0.08 0.09 0.07
100 0.09 0.09 0.07
(14X13X13) (5X5X5) (5X5X5) (14X13X13) (14X13X13)
20 0.20 1.27 0.29 0.22 0.21
T= 60 0.27 1.29 0.29 0.26 0.22
100 0.22 1.18 0.18 0.21 0.75
(8X8X7) (8X8X7) (8X8X7)
20 0.74 0.73 0.70
T= 60 0.69 0.72 0.67
100 0.84 0.82 0.74
(9X9X8) (9X9X8) (9X9X8)
20 1.63 1.59 1.56
T= 60 1.59 1.59 1.48
100 1.49 1.55 1.26
(13X13X12) (5X5X5) (5X5X5) (13X13X12) (13X12X12)
20 2.47 3.69 2.72 2.30 2.38
T= 60 2.54 3.67 2.67 2.52 2.34
100 2.48 3.65 2.65 2.44 2.21
(8X8X8) (5)(5)(5) (5X5X5) (8X8X8) (8X8X8)
20 3.47 4.68 4.68 3.27 3.70
T= 60 3.83 5.10 5.10 3.75 3.65
100 3.59 4.57 4.57 3.44 3.30
(13X13X13) (10X10X10) (10X10X10) (13X13X13) (13X13X13)
20 4.77 5.30 4.81 4.43 5.45
T= 60 4.87 6.03 5.03 4.72 4.66
100 4.55 5.67 4.57 4.44 4.15
( ío x io x io )  ( ío x io x io )  ( ío x io x io ) (ío x io x io ) (10X10X10)
20 5.61 7.05 6.07 5.48 6.06
T= 60 6.02 7.16 6.17 5.84 5.85
100 5.67 6.87 5.88 5.59 5.40
(12X12X11) (10X10X10) (10)(10)(10) (12X12X11) (12X12X11)
20 7.11 8.25 7.28 6.52 7.59
T= 60 7.12 8.13 7.14 6.87 6.97
100 6.88 7.99 6.99 6.67 6.50
(9X9X9) (8X8X7) (8X8X7) (9X9X9) (8X8X8)
20 12.34 13.95 12.97 11.78 15.26
T= 60 12.25 13.14 12.15 11.82 12.07
100 11.97 13.12 12.13 11.69 11.47
10.0
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A táblázatokban a táblázat fejlécében megadott értékhez tartozó kvantilisek xjp átlagérté­
kei szerepelnek (x.p azon xip értékek átlaga, melyre Pn| \ .  <  xipj- = p, ahol X; a (2.i) (i =
= 1 , 2 , . . .  ,5) összefüggés alapján számolt becslés). A Xp oszlopban (6. oszlop) az időben foly­
tonos eset X paramétere maximum likelihood becslése eloszlásának p kvantilise. Az egyes oszlo­
pokban zárójelben szereplő egész szám adja meg, hogy hány minta alapján számoltuk az átlagokat.
Annak illusztrálására, hogy a megfigyelésszám növelésével a becslések eloszlásai lényegesen 
nem javulnak, tekintsük a T = 1000 és X = 10 értékekhez tartozó Хп , X4i, X5i (I. 8.
А Л A
táblázat) valamint a T = 800 és X = 0.1 értékekhez tartozó Xu, X4i, X5i, becslések 
(i = 1,2, . . .  , 100) rendezett táblázatát (I. 9. táblázat). A táblázatokban а X. becslések empi­
rikus eloszlásait is megadjuk (amikor mindkét paraméter ismeretlen).
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1.8. táblázat (X = 10.0, T =  1000)
.405E*1 .427Е*1 .464Е*1 ,496Е*1
V v XV.V,  л.
Л
empirikus eloszlása 
•503Е*1 .553Е+1 ,594Е*1 •603Е»1 •  .610Е*1 .625Е*1
•669Е*1 ,684Е*1 ■685Е+1 •700Е+1 ■702Е*1 ■713Е-1 .729Е*1 ,742Е*1 .823Е+1 .835Е*1
.848Е*1 •856Е+1 .880Е»1 .885Е*1 ,888Е*1 •911Е+1 .923Е*1 .926Е*1 .931Е*1 •946Е+1
.95 ЗЕ»1 .955Е+1 .968Е*1 .970Е*1 ,974Е*1 .986Е*1 .989Е*1 .997Е‘1 ■999Е-1 .100Е*2
.100Е*2 .100Е»2 .103Е*2 .103Е*2 .104Е*2 • 105Е+2 .106Е*2 • 107Е+2 .108Е*2 .108Е*2
.114Е*2 .115Е»2 .118Е-2 .118Е»2 .120Е*2 ,121Е*2 ■121Е+2 .122Е*2 ,124Е*2 ,124Е-*2
•125Е+2 ,132Е*2 ,134Е*2 •135Е+2 ,135Е*2 .139Е*2 • 140Е+2 .142Е*2 .143Е-2 .149Е*2
.149Е*2 ,149Е*2 ,153Е*2 .154Е+2 .154Е+2 ,156Е*2 .158Е-2 ■ 162Е+2 ■ 168Е-2 .173Е-2
,175Е*2 ■ 178Е+2 ,180Е*2 ,183Е*2 .186Е-2 ,188Е*2 ,191Е*2 .191Е*2 .191Е»2 .192Е*2
.195Е+2 .196Е*2 .203Е*2 .224Е*2 ,226Е*2 .227Е*2 ■231Е+2 .240Е*2 ,263Е*2 .267Е*2
•408Е+1 .490Е*1 ,508Е*1 .519Е*1
\ s empirikus eloszlása 
■541Е*1 .544Е+1 .624Е*1 .646Е*1 .651Е*1 •676Е+1
•678Е+1 ,681Е*1 .685Е+1 ■ 717Е+1 .732Е*1 .740Е*1 .746Е*1 .746Е«1 .751Е*1 ,765Е*1
.768Е»1 .772Е*1 .790Е»1 .864Е*1 ,888Е*1 .890ЕП .898Е+1 .928Е+1 ■928Е+1 .930Е-1
,935Е*1 .939Е*1 .939Е*1 .960Е*1 ,977Е*1 •979Е+1 .982Е*1 ,986Е*1 .993Е*1 .994Е*1
.994Е*1 .101Е*2 ■ 102Е-2 .103Е*2 ,104Е»2 • 104Е+2 • 104Е+2 ■ 104Е+2 ,105Е*2 • 106Е+2
.107Е*2 ,107Е*2 .109Е*2 ,111Е*2 • 111Е+2 ,112Е*2 .113Е*2 ,114Е*2 ■ 114Е+2 ,117Е*2
.118Е*2 .122Е+2 ■ 124Е+2 ,125Е*2 .125Е*2 .126Е-»2 • 130Е+2 ■ 131Е+2 .135Е*2 ■ 136Е+2
.136Е*2 .137Е*2 .140Е+2 .140Е*2 .140Е*2 ■ 141Е+2 ,145Е+2 ,149Е*2 ,153Е*2 ■ 155Е+2
.156Е*2 .159Е+2 ,161Е*2 .168Е»2 .168Е*2 .174Е+2 ,181Е*2 ,182Е»2 ■ 190Е+2 .191Е*2
.192Е*2 .194Е+2 ,196Е*2 .201Е*2 .226Е+2 .231Е+2 •234Е+2 ,237Е*2 .258Е+2 .271Е-2
.415Е*1 .481Е*1 .497Е*1 -542ЕН
A f
Лд empirikus eloszlása 
^52Е»1 .636Е+1 •640Е+1 .666Е*1 .670Е*1 .684Е+1
•691ЕЧ .719Е*1 .739Е*1 .739Е*1 .745Е*1 .746Е*1 ,782Е*1 .827Е*1 .830Е+1 •844Е+1
.844Е*1 .850Е*1 .852Е»1 ,854Е*1 •865Е+1 -870Е+1 .905Е»1 .908Е*1 .912ЕЧ -926Е+1
■932Е+1 .955Е*1 .957Е*1 •965Е+1 ■976Е+1 .985Е+1 .991Е+1 .999Е*1 ■ 100Е+2 .100Е*2
,101Е*2 .101Е*2 .101Е*2 .103Е*2 ,104Е*2 .105Е*2 .106Е+2 ,107Е*2 ,109Е*2 .109Е*2
.111Е+2 ,112Е*2 ,114Е*2 .114Е*2 ,115Е»2 ■ 116Е+2 .116Е*2 .117Е*2 .117Е*2 ,118Е»2
■ 122Е+2 ,125Е*2 .126Е*2 .126Е*2 ,127Е*2 .128Е*2 .132Е*2 .132Е*2 .137Е*2 .142Е+2
.142Е*2 • 145Е+2 .149Е*2 .150Е*2 ,151Е*2 ,152Е*2 .155Е+2 .157Е+2 ,158Е+2 • 158Е+2
.165Е*2 ,166Е*2 ■ 166Е+2 ■172Е+2 .173Е»2 .176Е*2 ■ 177Е-2 • 177Е+2 .177Е*2 ■ 179Е+2
.180Е*2 .198Е‘2 ,208Е*2 ,210Е*2 ,212Е*2 .220Е*2 •229Е+2 .240Е*2 .259Е*2 .259Е*2
.511Е+1 ,557Е*1 .573Е»1 ,648Е*1
ki empirikus eloszlása 
■668Е*1 .698Е*1 .710Е+1 .717Е*1 ,742Е*1 ,829Е*1
■834Е-1 .863Е*1 ,889Е*1 ,912Е»1 .935Е*1 .939ЕЧ .957Е*1 •962Е+1 .966Е-1 ■967Е+1
.978Е*1 ,979Е*1 .990ЕЧ .100Е<-2 .101Е*2 •103Е+2 ,109Е*2 .109Е*2 .110Е*2 • 113Е+2
.113Е»2 .114Е+2 ,115Е*2 .115Е*2 • 115Е+2 .116Е*2 ,116Е*2 • 117Е+2 .118Е+2 ,119Е*2
.119Е*2 .120Е*2 .121Е*2 .122Е*2 .123Е+2 ,124Е*2 ,125Е*2 ,125Е*2 .128Е-2 ,130Е*2
.132Е»2 .134Е+2 .136Е+2 .137Е*2 ■ 141Е+2 .142Е-2 .145Е*2 • 146Е+2 .148Е*2 .149Е+2
,149Е*2 .150Е»2 ,152Е*2 .153Е*2 .153Е-2 • 163Е+2 .166Е*2 .167Е*2 .168Е*2 .169Е>2
.169Е*2 .170Е*2 .173Е*2 .174Е*2 .175Е*2 ,179Е*2 .185Е*2 ,185Е*2 ,188Е*2 .197Е*2
Л97Е+2 ■200Е+2 ,200Е*2 .207Е*2 ,211Е*2 •212Е+2 .213Е+2 .219Е+2 .220Е*2 .221Е+2
,229Е*2 .239Е*2 .244Е+2 ,245Е*2 .260Е*2 .264Е+2 •290Е+2 ,319Е»2 ,321Е*2 •380Е-2
.586Е*1 .610Е*1 .618Е*1 .687Е*1
empirikus eloszlása 
,701Е*1 .720Е+1 .728Е*1 .738Е+1 .797Е*1 ,823Е*1
.826Е*1 ,851Е*1 ,875Е*1 .904ЕЧ .914Е+1 .941Е*1 •944Е+1 •960Е+1 •971Е+1 ,979Е*1
.980Е+1 .100Е+2 • 102Е+2 .103Е*2 .104Е*2 .105Е+2 .105Е*2 • 106Е+2 .108Е*2 .108Е»2
■108Е+2 .110Е*2 .111Е*2 .113Е»2 .115Е+2 ■ 116Е+2 .116Е*2 .117Е*2 ,118Е*2 ,120Е*2
.120Е*2 .120Е*2 ■121Е+2 .121Е‘2 .122Е*2 .122Е-*2 • 125Е+2 .128Е*2 ,131Е*2 .132Е*2
.133Е+2 .137Е*2 .138Е‘2 • 139Е+2 .139Е*2 .142Е+2 .144Е*2 ,147Е*2 .150Е*2 .152Е+2
:15 2Е+2 ,153Е*2 .154Е*2 .155Е*2 .156Е*2 • 158Е+2 • 161Е+2 ■ 165Е+2 .-166Е*2 .169Е*2
.172Е+2 .174Е*2 .174Е*2 ,176Е*2 .180Е*2 .186Е*2 • 188Е+2 ■ 191Е+2 ,198Е*2 .198Е*2
•200Е+2 .204Е*2 .204Е*2 .204Е+2 ,212Е*2 .213Е*2 ■214Е+2 .223Е+2 .224Е*2 ,241Е*2
.241Е*2 .244Е+2 •247Е+2 .248Е*2 .262Е*2 .278Е*2 .285Е*2 .318Е*2 ,326Е*2 .386Е*2
.241Е*1 .344Е*1 .460Е+1 .502Е*1
\ 3 empirikus eloszlása 
.530Е+1 .554Е*1 .580Е*1 .629Е*1 . .671Е*1 .679Е»1
.756Е*1 .825Е*1 .839Е*1 .853Е*1 .863Е+1 .940Е+1 .119Е*2 .128Е*2 .135Е»2 .142Е*2
.155Е*2 ,157Е*2 .169Е+2 • 171Е+2 .176Е-*2 .187Е*2 ,206Е*2 ■229Е+2 •232Е+2 .252Е*2
•256Е+2 ,268Е*2 ,268Е*2 ,269Е»2 .271Е*2 ,272Е*2 •285Е+2 ,287Е*2 .287Е*2 .299Е*2
.308Е*2 .316Е+2 .330Е*2 .408Е*2 ■457Е+2 .479Е+2 .499Е*2 .501Е*2 .517Е*2 .5 25Е+2
.553Е*2 .603Е*2 .609Е*2 ,687Е*2 .698Е»2 .723Е+2 ,731Е*2 ■742Е+2 .746Е*2 ,803Е*2
,805Е*2 .823Е+2 .101Е*3 .101Е+3 .103Е*3 ■ 118Е+3 -139Е*3 .151Е*3 .159Е*3 .197Е*3
.201Е»3 ,238Е*3 .239Е+3 .25 ЗЕ*3 .254Е*3 ,262Е*3 .325Е*3 •340Е+3 ,428Е*3 ■431Е+3
.501Е*3 .547Е*3 .549Е*3 .605Е*3 .877Е*3 .996Е*3 .109Е*4 .112Е»4 • 137Е+4 .152Е-4
.161ЕЧ .184Е+4 .194Е+4 .212Е*4 ,237Е*4 .305Е*4 .406Е+4 •980Е+4 ,264Е*5 ,251Е*6
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1.9. táblázat (X = 0.1, T = 800)
-.189E+1 -.138E*1 .  -.119E*1 -,685E*0
A.J empirikus eloszlása 
-.661E+0 -.565E+0 --503E+0 -.404E+0 -.381Е-Ю -.379ЕЛ)
-.373ЕЛ) -.335E+0 -.309E+0 -.305ЕЛ) -.272E+0 -.249ЕЛ) -.223E+0 -.222E+0 -.257E-0 -.201ЕЧ)
-Л90ЕЧ) -,186E*0 -Л 82ЕЛ) -.174ЕЧ) -Л72Е-0 -Л49Е+0 -.126E»0 -Л22Е+0 -.948E-1 -.729E-1
-.546E-1 -.533E-1 ..379E-1 -.363E-1 -.130E-1 -.424E-2 •315E-1 •3.68E-1 ■500E-1 -559E-1
■613E-1 .849E-1 .969E-1 .116E*0 .121E+0 Л28Е+0 ,202E*0 .245ЕЧ) ■247E+0 .268ЕЧ)
.297E+0 .301ЕЧ) .309E+0 .319E+0 •323E+0 .329ЕЛ) .355E+0 .369E*0 .392E*0 -393ЕЧ)
.401ЕЧ) .416E*0 .431ЕЛ) .445ЕЛ) .458E+0 .477E+0 .485E+0 ,497E»0 ■555E+0 .593ЕЛ)
.649ЕЧ) .767ЕЮ ,806E*0 .821E<0 ■936E+0 .100E*1 .106E*1 .111E+1 .115ЕЛ .117E*1
.119ЕЛ .126ЕЛ Л29Е-1 .132E+1 Л35Е+1 Л73Е+1 .177E*1 178E+1 .211E+1 .302E*1
.305ЕЛ .393ЕЛ ,408E*1 ,498E*1 ■589E+1 •596E+1 •724E+1 .725E+1 .108E*2 .251E*2
.424E-3 .426E-3 .441E-3 ■518E-3
A ,
\ s  empirikus eloszlása 
.592E-3 .606E-3 •660E-3 •673E-3 •693E-3 .729E-3
•823E-3 •885E-3 ■891E-3 •925E-3 •969E-3 ■993E-3 Л01Е-2 .101E -2 Л09Е-2 Л30Е-2
.145E-2 Л46Е-2 .147E-2 .160E-2 Л76Е-2 Л76Е-2 Л76Е-2 .188E-2 Л91Е-2 Л93Е-2
■ 195E-2 Л98Е-2 Л98Е-2 •222E-2 .233E-2 .25 7E-2 ■268E-2 •276E-2 .277E-2 .282E-2
•286E-2 •293E-2 •315E-2 ■351E-2 ■361E-2 .443E-2 .455E-2 ■504E-2 •508E-2 ■519E-2
.570E-2 .579E-2 ■585E-2 .598E-2 •631E-2 ■833E-2 •833E-2 ■862E-2 •881E-2 ■902E-2
•936E-2 .104E-1 .109E-1 .114E-1 Л32Е-1 Л37Е-1 Л41Е-1 Л53Е-1 .155E-1 Л68Е-1
• 174E-1 Л81Е-1 •206E-1 .234E-1 •236E-1 •242E-1 •251E-1 .286E-1 .289E-1 ■303E-1
.342E-1 .349E-1 •363E-1 •381E-1 • 392E-1 .440E-1 -488E-] -516E-1 ■612E-1 -867E-1
.113E*0 .114E+0 Л23Е-0 .135E+0 .146EO .159ЕЧ) .194E+0 .199E-0 •380E+0 .159E*1
.169E-1 Л70Е-1 Л76Е-1 •206E-1
\4  empirikus eloszlása 
■236E-1 .242E-1 •262E-1 •270E-1 .277E-1 ■291E-1
■ 331E-1 ■351E-1 .354E-1 .368E-1 ■386E-1 .393ЕЛ .404E-1 , ■409E-1 -433E-1 Л20Е-1
-578E-1 ■585E-1 ■590E-1 .640E-1 •700E-1 .702ЕЛ ■709E-1 -752E-1 •765E-1 .778E-1
•781E-1 .788E-1 .791E-1 .879E-1 .925E-1 .101ЕЧ) Л06Е+0 Л10Е+0 Л11Е+0 .112E*0
.113ЕЛ) .117E*0 .125ЕЧ) ' .140E+0 .144ЕЛ) .176E*0 .179E+0 ,199E*0 .203E+0 .203E*0
•225E+0 .228E*0 •232E+0 .239E+0 ■247E+0 .325ЕЧ) .332E*0 .340E*0 ■ 349E+0 .358ЕЛ)
.380EO .413E*0 .438E*0 •449E+0 ■526E+0 .549E+0 ■552E+0 .608E-0 ,639E»0 -678E+0
■688E+0 .714E+0 .820E+0 .906E+0 .927ЕЧ) ■938E+0 .102E+1 .109E+1 .114E*1 .117ЕЛ
.137ЕП .139E*1 Л41Е+1 .148ЕЛ .148E*1 Л67Е+1 Л85Е+1 .207ЕЛ .233ЕЛ .319E*1
■406E+1 .424E+1 .482E+1 .489ЕЛ •500E+1 .561E*1 ■632E+1 .661E+1 Л09Е+2 ■245E+2
.560E+0 .941E*0 .980E+0 .112ЕЛ
Xi empirikus eloszlása 
,125E*1 .129ЕЛ .130E*1 .139E*1 .144ЕЛ .146E+Í
• 146E+1 .152E»1 .153E-1 Л57Е+1 Л77Е+1 .189ЕЛ Л96Е+1 Л96Е+1 .200E-1 .202E+1
•213E+1 ,221E*1 .223E+1 .230ЕЛ •240E+1 .241ЕЛ ■267E+1 .273E-1 ,274E*1 ■274E+1
,282E*1 .296ЕЛ .300E+1 .300ЕЛ ,305E*1 .311ЕЛ • 313E+1 ■318E+1 •322E+1 .322E*1
■328E+1 ,329E*1 .332E-1 .ЗЗЗЕЛ .340E*1 .341ЕЛ ■347E+1 .ЗбОЕ^Л .369E*1 •378E+1
,381E*1 .385ЕЛ ■423E+1 ■431E+1 .434E*1 •439E+1 ,483E*1 .484E+1 .486E+1 .487E*1
.499ЕЛ ■520E+1 .523E*1 .542ЕЛ .545E*1 .550ЕЛ .556E*1 .557E-*1 .600ЕЛ ■602E+1
•612E+1 ,614E*1 .637E*1 ,696E*1 .704E-1 .735ЕЛ ■744E+1 ■795E+1 ,828E*1 .838ЕЧ
.842E*1 ■ 893E+1 ■903E+1 •919E+1 - .935E+1 .980E+1 Л02Е+2 Л07Е+2 ,108E+2 Л 16E+2
Л19Е+2 Л20Е+2 .128E>2 Л31Е+2 Л34Е+2 .137E*2 .141E*2 Л68Е+2 .176E*2 -259E+2
,470E*0 .527E»0 •535E+0 .602E+0
X3 empirikus eloszlása 
.654E+0 ,682E*0 .684E*0 ,752E»0 .803E*0 .855E+0
•877E+0 .956ЕЛ) ■994E+0 Л03Е+1 Л09Е+1 .110E+1 Л 11E-1 .147E*1 ,150E»1 ,153E*1
,154E*1 Л62Е+1 Л65Е+1 .169E+1 ,172E*1 Л93Е+1 .194ЕЛ Л95Е+1 .197ЕЛ ,206E*1
■213E+1 .216ЕЛ .221E+1 •223E+1 .238E+1 .252E-*1 .260ЕЛ .291E*1 -295E+1 ,300E*1
.313EU .323ЕЧ .336E+1 .338ЕЛ •352E+1 .357E+1 .365ЕЛ -374E+1 .377ЕЛ .409ЕЛ
■432E+1 .466E+1 ■471E+1 .508E+1 •512E+1 .561E*1 .573ЕЛ .5 80E+1 •593E+1 .631E*1
.669E*1 ■734E+1 .746E-1 .781ЕЛ .981E*1 Л06Е+2 ,107E*2 .143E+2 Л49Е+2 Л57Е+2
,174E*2 ,175E»2 Л93Е+2 Л97Е+2 .202E+2 ■219E+2 .220E+2 .224E+2 .233E*2 -238E+2
.246E+2 ,264E*2 ■319E+2 ,425E*2 .480E*2 ,557E*2 •619E+2 ,720Ef2 .922E+2 Л 18E*3
Л23Е-3 .138E+3 .161E*3 .328E+3 .405E+3 •541E+3 ,696E*3 .951E*3 •222E+4 .523ЕЧ
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A táblázatok értékelése alapján látható, hogy a statisztikai gyakorlatban leginkább hasz-
A A A
nált A.J, X2, л3 becslések nem megfelelőek és nem használhatók konfidencia intervallumok 
szerkesztésére. A X ., X, becslések X ~  0 esetén igen nagy százalékban negatív értéket szol-
A 1 ^
gáltatnak, míg X2 értékei nem kerülhetnek közel 0-hoz. A becslések megbízhatatlanságára vo­
natkozó megjegyzés, ha a folyamat közel szinguláris, szerepel Box-Jenkins [1] könyvében (lásd 
65. o.). A különböző korrelációs függvény becslésekkel Patzen [1] foglalkozott több cikkében. 
A szimulálási eredmények alapján látható, hogy egyenletesen jó becslések nem nyerhetők a leg­
egyszerűbb esetben sem, így a különböző javaslatok nem vezetnek jó becslésekhez.
л  Л A
A X4 és X5 becslések jó egyezése első pülanatban meglepő csak, mivel a X4 becslés­
ből adódó p4 becslést az időben diszkrét idősorok elméletében nem szokás használni. A p4 
becslés használata, amennyiben a megfelelő eloszlás kiszámítása is megtörténik, jóval elterjed-
A
tebbé kell, hogy váljon. A X5 (maximum likelihood) becslés eloszlásának jó egyezése az elmé- 
letileg számított értékkel az imitálási eljárás megbízhatóságát, valamint az invariancia elv jó 
használhatóságát mutatja 60 — 100 megfigyelési pont esetén is. (A T = 20 megfigyelési pont 
esetén adódó ingadozások jóval nagyobbaknak mutatkoztak, mint T = 60, ill. T = 100 ese­
tén).
A
Az időben folytonos eset X4 becslésének jóságával és torzításával foglalkozik 
A.A. NovikoV [1] dolgozatában.
3. § . KÉT ISMERETLEN PARAMÉTER ESETE
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(3.2) m2, X2 az (1.5') képletek alapján a diszkrét esetre vonatkozó maximum likelihood
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becslések vizsgálatát is elvégeztük. Mivel lényegesen új elemet nem tartalmaztak a megfelelő egy 
ismeretlen paramétert tartalmazó esettel szemben, az eredmények közlésétől eltekintünk.
A programban — mivel ez elegendő — mindig az m = 0 paraméter becslését végeztük. A
II. táblázatban megadjuk az m.k (i = 1,2,3; к = 1 , 2 , . . . ,  100) becslések M =
1 íoo ~  ~  ЛГ Т  too ~  ,
2 mjk empirikus várható értékeinek és a{ = 2 (mjk — M.)z empirikus szó-
100
rásának átlagait (M; =
1 K ~  1 К -
—  2 M., a.  =  —  2  a . , 
К 1 1 1 K i 1
ahol K a lefuttatott 100-as minták száma
adott (X, T) értékek mellett). A több százas minta választásában s nem egy — mondjuk 
1000-es — nagy minta vizsgálatában számítástechnikai megoldások játszottak közre.
Amint az eredményekből látható, az m. becslések (i = 1,2,3) nem mutatnak lényeges 
eltérést a 0 < X < 10 intervallumban. Az m; becslések közel normális eloszlásúak (0, 1/2X)
Л
paraméterekkel (de nem 1/2X paraméterrel!).














Ml а1 м 2 а2 м 3 ст3
(1)(1) (1)(1) (1X1) 0X 1) (1X1) (1)(1)
20 -91.23 743.88 -91.22 743.68 -91.23 743.88
Т= 60 —44.38 730.66 -44.39 730.67 ^44.39 730.66
100 - - - — — —
(iXD( i ) (1X1X1) (1X1XD 0X1X1) (1X1X0 (1)0X 1)
20 -12.40 239.33 -12.39 239.33 -12.36 239.33
Т= 60 12.46 194.78 12.48 194.76 12.49 194.76
100 7.79 202.22 7.79 202.22 7.76 202.22
(6X6X6) (6X6X6) (6X6X6) (6X6X6) (6X6X6) (6X6X6)
20 -7.70 73.29 -7.70 73.28 -7.69 73.27
Т= 60 3.72 70.83 3.73 70.83 3.72 70.84
100 3.11 68.93 3.10 68.33 3.09 69.93
(18)08)08) (18)(18)(18) (18X18)08) (18)(18)(18) (18X18X18) 00 X оо X 00
20 0.38 22.20 0.39 22.19 0.39 22.19
Т= 60 -0.51 22.55 -0.51 22.55 -0.51 22.55
100 -0.07 22.06 -0.07 22.06 -0 .08 22.06
(13X13)03) (13X13X13) (13X13X13) (13X13)03) (130(13X13) (13)(13)(13)
20 0.31 7.46 0.31 7.45 0.32 7.44
Т= 60 0.07 8.72 0.07 7.17 0.07 7.16
100 -0.14 7.11 -0.34 7.09 -0 .33 7.08
(8X8X7) (8)(8Х7) (8X8X7) (8)(8)(7) (8X8X7) (8X8X7)
20 0.07 2.12 0.07 2.11 0.08 2.10
Т= 60 0.003 2.16 0.005 2.15 0.014 2.15
100 0.03 2.26 0.03 2.25 0.013 2.24
(13X13X13) (13X13X13) (13X13X13) (13X13X13) (13X13X13) (13X13X13)
20 1.11 1.55 0.73 1.54 2.76 4.27
Т= 60 1.09 1.67 0.71 1.65 2.78 3.84
100 1.11 1.56 0.73 1.54 2.52 3.23
(6)(6Х6) (6Х6)(6) (6X6X6) (6X6X6) (6X6X6) (6X6X6)
20 2.85 2.86 2.85 2.86 5.30 8.27
Т= 60 3.12 3.13 3.12 3.13 5.61 7.99
100 2.98 3.11 2.98 3.11 5.13 8.41
(5)(5)(3) (5Х5)(3) (5X5X3) (5)0X3) (5)(5)(3) (5X5X3)
20 0.0014 0.38 -0.002 0.36 0.009 0.35
Т= 60 0.02 0.33 0.02 0.32 0.02 0.37
100 -0.004 0.40 -0.01 0.38 -0 .03 0.39
(3)(3)(3) (3X3X3) (3X3X3) (зх зх з) (3X3X3) (3X3X3)
20 0.009 0.29 0.013 0.27 0.003 0.30
Т= 60 0.01 0.26 0.010 0.24 0.017 0.29
100 0.006 0.30 0.005 0.29 -0.001 0.32
(2)(2)(1) (2X 2)0) (2X2X1) (2X2X0 (2X2XD (2X2X1)
20 -0.013 0.17 -0.013 0.16 -0.003 0.21
Т= 60 0.010 0.15 0.013 0.16 0.014 0.23
100 -0.001 0.20 0.003 0.19 -0.001 0.23
(4)(4)(4) (4)(4)(4) (4X4X4) (4)(4)(4) (4)(4)(4) (4)(4)(4)
20 -0.003 0.09 -0.003 0.09 -0.007 0.16
Т= 60 0.0003 0.09 -0.0003 0.09 0.003 0.16
100 0.0003 0.10 0.0003 0.10 -0.006 0.17
10.0
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A táblázatban az egyes (X, T) értékekhez tartozó M., a. értékek felett zárójelben meg­
adjuk a 100-as minták (realizációk) számát is, amelyekből átlagolással adódik NF, стг
А III. táblázatokban fix X és T értékek mellett a Xik (i = 1,2,3; к = 1,2, . .  . 100) 
becslésekből adódó F j 100 empirikus eloszlásfüggvények p kvantilisei átlagait adjuk meg.
<  X <  Xi,k+l ( i=  1,2,3; k =  1,2, . . . ,100)
és Xp definíciója: Fj 10o ^ p ) = P-
-  23 -
III. 1.táblázat (p =  0.01)
A táblázatban szereplő z értékre: m|X. <  zj = 0.01.
20 0.48 (3) 0.24 (3) 0.20 (3)
0.000001 T= 60 0.76 (2) 0.33 (2) 0.28 (2)
100 — - —
20 0.54 (6) 0.27 (6) 0.22 (6)
0.00001 T= 60 0.73 (6) 0.36 (6) 0.31 (6)
100 0.63 (7) 0.32 (7) 0.30 (7)
20» 0.56 (12) 0.32 (12) 0.26 (12)
0.0001 T= 60 0.63 (11) 0.29 (11) 0.28 (11)
100 0.60 (11) 0.30 (И) 0.30 (ID
20 0.55 (18) 0.30 (18) 0.23 (18)
0.001 T= 60 0.63 (18) 0.33 (18) 0.26 (18)
100 0.61 (18) 0.31 (18) 0.30 (18)
20 0.58 (14) 0.30 (14) 0.25 (14)
0.01 T= 60 0.64 (13) 0.32 (13) 0.28 (13)
100 0.62 (13) 0.33 (13) 0.30 (13)
20 0.62 (8) 0.37 (7) 0.29 (8)
0.1 T= 60 0.66 (8) 0.33 (7) 0.28 (8)
100 0.62 (7) 0.31 (7) 0.28 (7)
20 0.53 (15) 0.37 (15) 0.32 (15)
0.5 T= 60 0.79 (14) 0.45 (14) 0.39 (14)
100 0.69 (13) 0.45 (13) 0.39 (13)
20 0.79 (13) 0.52 (13) 0.39 (13)
1.0 T= 60 0.92 (13) 0.56 (13) 0.44 (13)
100 0.97 (12) 0.55 (12) 0.45 (12)
20 1.03 (10) 0.86 (10) 0.61 (10)
2.0 T= 60 1.18 (9) 0.99 (9) 0.71 (9)
100 1.07 (8) 0.84 (8) 0.65 (8)
20 1.38 (13) 1.08 (13) 0.85 (13)
3.0 T= 60 1.55 (13) 1.25 (13) 0.88 (13)
100 1.48 (13) 1.35 (13) 0.96 (13)
20 189 (10) 1.35 (10) 0.97 (10)
4.0 T= 60 1.81 (10) 1.49 (10) 1.19 (10)
100 1.93 (10) 1.69 (10) 1.22 (10)
20 2.28 (12) 1.54 (ID 1.27 (12)
5.0 T= 60 2.36 (12) 2.19 (11) 1.82 (12)
100 2.05 (11) 1.86 (11) 1.38 (11)
20 4.41 (13) 3.59 (12) 2.91 (13)
10.0 T= 60 5.31 (13) 4.52 (12) 3.14 (13)
100 4.40 (11) 4.61 (10) 2.93 (11)













Ш.2. táblázat (p = 0.05)















20 0.91 0.54 0.44
60 0.99 0.69 0.60
100 - - —
(6)(6)(7) (6)(6)(7) (6)(6X7)
20 0.89 0.63 0.48
60 1.15 0.71 0.59
100 1.13 0.55 0.49
(11)(H)(11) (11ХПХ11) (11X11X11)
20 1.01 0.65 0.58
60 1.01 0.66 0.59
100 0.88 0.59 0.50
( 18)( 18)( 18) ( 18)( 18)( 18) (18X18X18)
20 0.96 0.62 0.48
60 1.05 0.72 0.57
100 1.07 0.63 0.54
( 14)( 13)( 13) ( 14)( 13)( 13) (14X13X13)
20 0.98 0.64 0.50
60 1.12 0.68 0.52
100 1.05 0.61 0.51
(8)(8)(7) (7)(7)(7) (8X8X7)
20 0.98 0.65 0.48
60 1.00 0.68 0.57
100 1.01 0.58 0.46
(14)(13)(13) (14X13X13) (14)( 13)( 13)
20 1.09 0.85 0.63
60 1.28 0.89 0.68
100 1.19 0.77 0.64
(13X13X12) ( 13)( 13)( 12) (13X13X12)
20 1.27 1.02 0.71
60 1.42 1.08 0.77
100 1.33 1.01 0.79
(10)(9)(8) (10)(9)(8) (10)(9)(8)
20 1.72 1.49 1.12
60 1.91 1.61 1.18
100 1.78 1.38 1.23
(13X13X13) ( 13)( 13)( 13) (13X13X13)
20 2.17 2.06 1.61
60 2.37 2.04 1.68
100 2.15 2.00 1.51
(10)(10)(10) (10)(10)(10) ( 10)( 10)( 10)
20 2.74 2.30 1.90
60 2.91 2.54 2.08
100 2.65 2.44 2.16
(12X12X11) 0  0(11X11) (12X12X11)
20 3.43 2.83 2.46
60 3.62 3.31 2.65
100 2.97 2.89 2.26
(13X13X11) (12X12X10) (13X13X11)
20 6.11 5.30 5.43
60 6.77 6.56 5.40
100 5.95 6.38 4.92
10.0













Ш.З. táblázat (р = 0 .1 )















20 1.19 0.89 0.64
60 1.55 1.07 0.86
100 - - -
(6)(6)(7) (6)(6X7) (6X6X7)
20 1.15 0.92 0.71
60 1.44 0.97 0.81
100 1.42 0.87 0.69
(ПХ11Х11) (11X11X11) (11X11X11)
20 1.29 0.95 0.71
60 1.40 0.99 0.78
100 1.39 0.94 0.71
( 18)( 18)( 18) (18X18X18) (18X18X18)
20 1.22 0.94 0.67
60 1.45 1.19 0.81
100 1.39 0.88 0.75
(14)(13)(13) (14X13X13) (14X13X13)
20 1.25 0.94 0.69
60 1.51 1.04 0.75
100 1.47 0.96 0.75
(8)(8)(7) (7X7X7) (8X8X7)
20 1.25 0.91 0.61
60 1.45 0.98 0.81
100 1.38 0.99 0.85
(14X13X13) (14X13X13) (14X13X13)
20 1.44 1.12 0.87
60 1.64 1.30 0.98
100 1.56 1.08 0.89
(13X13X12) (13X13X12) (13X13X12)
20 .163 1.39 1.01
60 1.85 1.47 1.15
100 1.74 1.40 1.11
(10)(9)(8) (10X9X8) (10X9X8)
20 2.17 2.02 1.51
60 2.36 2.14 1.69
100 2.13 1.86 1.58
(13X13X13) (13)(13)(13) (13X13X13)
20 2.70 2.36 2.27
60 2.93 2.67 2.25
100 2.83 2.55 2.20
( 10)( 10)( 10) (10X10X10) (10X10X10)
20 2.88 2.32 2.15
60 3.53 3.22 2.94
100 3.37 2.96 2.90
(12X12X11) (11X11X11) (12X12X11)
20 4.09 3.62 3.41
60 4.22 4.02 3.80
100 3.80 3.61 3.37
(13)(13)(11) (12X12X10) (13X13X11)
20 7.12 6.58 7.28
60 7.78 7.69 7.67
100 7.22 7.40 5.71
10.0













Ш.4. táblázat (p = 0.5)











































































































































































































Ш.5. táblázat (p =  0.9)
A táblázatban szereplő z értékre: m{ X. <  z} = 0.9
X2 X3
(3X2) (3X2) (3X2)
20 8.87 9.86 67.08
T= 60 10.29 10.14 147.8
100 - - -
(6X6X7) (6X6X7) (6X6X7)
20 9.203 10.85 94.25
T= 60 10.34 10.46 131.72
100 10.04 9.77 116.30
(11X11X11) (11X11X11) (11X11X11)
20 9.36 11.07 123.50
T= 60 10.47 10.76 158.07
100 10.49 10.24 127.95
(18X18X18) (18X18X18) (18X18X18)
20 9.71 10.91 109.4
T= 60 10.59 10.86 144.7
100 10.09 9.46 130.7
(14X13X13) (14X13X13) (14X13X13)
20 9.10 10.87 173.2
T= 60 , 10.74 11.58 151.3
100 10.25 9.92 111.7
(8X8X7) (7X7X7) (8X8X7)
20 8.27 9.36 96.18
T= 60 10.76 11.21 157.01
100 10.28 10.41 179.70
(14X13X13) (14X13X13) (14X13X13)
20 9.12 12.47 144.2
T= 60 10.39 10.94 298.5
100 9.61 10.37 159.3
(13X13X12) (13X13X12) (13X13X12)
20 10.13 14.06 170.5
T= 60 10.97 12.70 217.4
100 11.35 11.34 326.3
(10X9X8) (10X9X8) (10X9X8)
20 10.82 12.50 296.38
T= 60 11.52 13.02 298.07
100 11.87 12.24 425.50
(13X13X13) (13X13X13) (13X13X13)
20 12.54 16.04 362.9
T= 60 13.02 14.32 405.7
100 13.36 14.18 409.1
(10X10X10) (10ХЮХ10) (10ХЮХ10)
20 13.35 16.54 399.58
T= 60 14.61 15.44 522.75
100 14.38 14.91 775.97
(12X12X11) (11ХПХ11) (12X12X11)
20 15.95 21.02 605.3
T= 60 16.09 16.97 674.7
100 16.43 17.36 602.4
(13X13X11) (12X12X10) (13X13X11)
20 22.12 29.87 1010.9
T= 60 21.48 22.56 4887.7
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Ш.6. táblázat (p = 0.95)




20 10.51 13.75 184.00
60 12.64 13.13 1166.6
100 - - -
(6X6)(7) (6X6X7) (6X6X7)
20 12.34 15.62 199.85
60 12.21 11.95 650.80
100 12.58 12.68 397.70
(11ХПХ11) (11XHX11) ( I I X I I X H )
20 12.05 14.77 408.1
60 12.89 13.30 518.1
100 12.98 13.25 423.3
(18)(18)(18) (18X18X18) (18X18X18)
20 12.18 14.74 528.4
60 12.07 13.21 690.4
100 12.36 12.82 377.5
(14)(13)(13) (14X13X13) (14X13X13)
20 11.05 15.14 522.2
60 13.41 13.85 464.9
100 12.74 12.63 529.1
(8)(8)(7) (7) (8X8X7)
20 10.80 12.21 321.38
60 12.92 13.89 802.03
100 14.62 14.95 709.50
(14X13X13) (14)(13)(13) (14X13X13)
20 11.49 15.56 638.9
60 12.01 13.53 527.6
100 12.16 12.34 596Д
(13)(13)(12) (13X13X12) (13X13X12)
20 12.81 18.67 452.3
60 13.45 16.35 637.5
100 13.47 14.33 1167.8
(10)(9)(8) (10)(9)(8) (10X9X8)
20 12.77 18.32 131.3
60 14.03 15.94 1946.5
100 13.87 14.78 2039.3
(13)(13)(13) (13)(13)(13) (13X13X13)
20 15.57 22.67 1583.0
60 15.63 17.66 1149.8
100 15.29 16.80 2104.8
(ЮХ10ХЮ) (10X10X10) ( 10)( 10)( 10)
20 17.10 23.55 1856.9
60 17.12 17.36 3808.1
100 17.05 17.86 3481.4
(12)(12)(11) (11ХПХ11) (12X12X11)
20 19.11 27.11 2125.9
60 19.15 20.08 3318.1
100 19.14 19.94 3530.5
(13Х13ХП) (12X12X10) (13)(13)(11)
20 26.14 39.85 4037.6
60 22.84 26.52 5078.3
100 23.18 26.74 3949.9
10.0
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Az ismert m = 0 esettel szemben, amikor is a maximum likelihood és az integrál köze-
A A
ütéséből adódó becslések (X5 és X4) jó közelítéssel megegyeztek, ismeretlen m esetén a 
Xj és X2 becslések X <  1 esetén jól megkülönböztethetők. X; p-kvantilisét x (Xj)-vel je­
lölve igaz, hogy p <  1/2 esetén x (X, ) >  x (X~), míg p >  1/2 esetén x (X,) <  x (X0) .
A X3 becslés alsó kvantilisei jó egyezést mutatnak a X2 alsó kvantiliseivel, míg a p >  1/2 
esetben xp(X3) >  xp(X2). Mivel xp(X3) X ~ 0  esetén az 1 szabadságfokú x 2 eloszlás 
kvantiliseivel jól közelíthető, ahonnan a következő kis táblázatot kapjuk:
p 0.001 0.01 0.05 0.1 0.5 0.9 0.95 0.98
хр (Х3) 0.19 0.30 0.52 0.74 4.38 125.0 500.0 2000.0
А III. táblázatok eredményeivel való összehasonlításból látható, hogy a szimuláció eredmé­
nyei ismét jó egyezést mutatnak az elméletileg kiszámolt értékekkel.
А III. táblázatok eredményeiből látható, hogy a Xj becslések X <  1 esetén nemcsak, 
hogy nem torzítatlanok, hanem becslésre és konfidencia intervallum szerkesztésre sem használ­
hatók.
A megfigyelésszám ( T ) növelésének kérdését a tapasztalatok alapján döntöttük el. Az 
I. 8 és I. 9 táblázatokból látható, hogy T = 100 megfigyelés elegendő а X <  10 paraméter­
tartományban.
A táblázatok alapján — amikor az lehetséges — konfidencia határokat is adhatunk mind 
az m, mind а X paraméterekre. Adott p( <  1/2) értékre és a X; becslésre megkeressük 
azt а (X , p) értékpárt, melyre x _ -  X. s ekkor X lesz az alsó konfidencia határ p- szin- 
ten. A III. táblázatok eredményei alapján látható annak az elméletileg igen érdekes tételnek az 
igazsága (lásd pl. Arató.[1]), hogy à X paraméterre nem szerkeszthető 0-tól különböző al­
só konfidencia határ.
A táblázatok eredményeiből látható, hogy a X2 maximum likelihood becslések alsó kvan­
tilisei kisebbek a X j alsó kvantiliseinél, s ebben az értelemben kevésbé torzított becslései X- 
nak. (Az m = 0 esetben ilyen különbség nem volt tapasztalható).
4. §. A PROGRAM ISMERTETÉSE.
Az alábbiakban megadjuk a szimulálási eljárás FORTRAN nyelven írott programját. A 
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FR GG к А М EECSLŰE
С BECSÜLT PARAMÉTEREK cMPIRIKUS ELOSZuASA
REAL M L 2 7 , MUA,MURA
REAL Mül  , M U 2 , MU 3 , L A , L A B I , L A ß 2 , L A 8 3 , HUROK 
l L A M U á , LAE1 A, LAB2 A, LAB3 A, LAB1 S , LAB2 S ,  LAB3S  
REAL MLR I S , MU R 2 S , MUR35, LAMÜ1A, LAMU2A,
LI PENSION LABl  ( l üt i  ) , L A 8 2 ( 10  U) , L A 3 3 ( i Ql ) ,
2 MU RO К 1 Г  L) , L AMU 1 ( l u i  ) , L ÄMU2 ( К  0 ) » L A l U 3 ( l J y l  
LA El  AFELTETELES MAXLI KELIHOGüBECSLES, uA 02  
FE R?INTE GR AL, CSAK LA ISMERETLEN 
MU RO 1 LA BECSLES NOVIKOV MÓDSZERREL 
MU RO 2 LA 3ECSl .ES IDŐBEN FOLYTONOS M A X . LIK 
INTEGER T 
READ ACL , N О 
AP О FORMAT ( 1 5 )
СО 1 1 = 1 , Nü 
CALL R ND 3 ( ALF)
1 CONTINUE 
READ 5 GL »LA 
5C Ü FORMAT ( F10  . 8 )
CON= SORT ( A . 8)
T=10 0
RO = E XP ( -  LA/Т )
RQ2= RO*R C
CO = SQRT( <1 . - R 0 2 ) / ( 2 * L A ) >
PRINT 5 f T , Nû , L' A, R0 » RO2
5 FORMAT(IPO ,3H T = , 1 6 , 3HNÜ = , I 5 , AH LA = , E 1 A . 8 )  
LA El A= С 
LAE2 A = ü 
LA E3 A=ü 
LA E l S =  0 
LA E2 S= 0 
LA E3 S= 0 
MURIA=0 
MUR2 A= 0 
MUF3 A=0 
MURIS= Ö 
MUR2 S= ü 
MUR3 S= 0 
LA MU 1 A = 0 
LAMU 2 A = P 
LA MU 3 A = 0 
LAMU1S=P 
LA MU2S = G 
LAMU 3S = C 
DÛ 8 J J*  1 , 1 0 0  
CALL NCR MVC(EPS)
EPS= ( E F S - 7 . 5 )  *CON 
EPS=EPS+ < E P S * * 3 - 3 » E P S )  *L . t  "5  
Xü = E P S / S CRT ( 2 * L A)
MU 1= Xü 
MU 2= 0 
MU 3=0  
X1=X 0
- 3 2 -
DO 1Ü 1 = 1 ,  T 
CALL NCkNVC (EPS)
EPS= ( E F S - 7 . 5 )  *CON
EPS=EPS + < EF S * * 3 - 3 * EPS>  * 0 . 0 0 5
X2 = Xi *RO+EFS*CO
MJ 1= MU 1 + X2
MU 2= MU 2 + X2 *X2
MU3= M U 3+ X2 *X1
XI =X 2
10 COM INCE
MU2T = MU2-X2*X2  
MUA= HU 1 /  ( T+l )
LA 8 1 ( J ) = - T* ALOG( MU3 / MU2 )
CALL R C 2 5 ZA< R0 , MU2 T , MU3 , C0 , R3 < )
LA E2 ( J )  = -T*ALOG (R3K)
LA E3 ( J )  = Ü. 5+T/ MU2  
MU 2= MU2+X0*Xu 
AL=MU3/ML2  
AI 2= 2*  F U 2 /  ( T+l )
AI 1 = 0 . 5 *  < l - X 0 * X ù - X 2 * X 2 )
MU ROI ( J)  =0 . 5 *  (T + l )  * (  l  + Xi ) »Xü- X2*X2> t  1U2 
M U R 0 2 ( J ) = ( A I 1 + S Q R T ( A I 1 + A I 1 + A I ? ) >/ А1 2  
LA31 A=LAE1 A+LAB1 ( J )
LAE2 A = LAE2A+L AB2 ( J )
LA63 A = LA£3 A+LAB3( J)
LA61S = LAE1S+LAB1 ( J )  * * 2  
LAE2S=LAE2S+LAB2 ( J )  * * Z  
LAE3S=LAE3S+LAB3 ( J )  * * 2  
MURI A= MU RO K J )  + HUR1A 
MUR2 A = M U RG 2 ( J ) +MUF2A 
MUR3A=MUR03(J)+MUR3A 
MURIS=MUfi lS+MURO1 ( J ) * * 2  
MUR2 S= MUR2S + HURO2 ( J ) * * 2  
MUR3 S= M U R3 S + MURO 3 ( J ) * * 2  
CALL RE N CE Z ( MURO i  , J )
CALL RENCEZ( MUR02, J)
CALL RENCEZtLABl  , J )
CALL RENEE Z( LAB2 , J )
CALL RENCEZÍLAB3» J)
80 CONTINUE
LA61 A=LAEl A/ l uO  
LA62A=LAE2A/ l üO  
LAE3 A=LAE3A/1ÜU 
MURIA=MUR1A/ 1ü O 
MUR2 A = MUR2A/ lüO
LA El S=SORT( LA B I S / 9 9 - ( 1 0 Г / 9 9 ) » LABI A* * 2)  
LAB2S=SGRT ( L A B 2 S / 9 9 -  ( l ü l / 9 9 )  *LAB2A**2)  
LA E3 S= SG RT( LAB3 S / 5  9 - ( 1 0 ь / 9 9 ) *LAB3A* * 2 )  
MURIS=SG RT(MURIS/ 9 9 - ( 1 0 0 / 9 9 ) »MURI A* * 2)  
MU R2 S= S G FT ( H U R 2 S / 9 9 -  ( l l u , / 9 9 > * MU R 2 A * * 2 )  
PRINT UTASÍTÁSOK
ENT
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S u m m a r y
Simulation resalts for the distribution of the parameter estimates of the elementary Gaussian 
process
The behaviour of the various estimates o f the parameters m = M£(t) and X (M[(£(t) -  m)
(£(t + r) -  m)] — _ L  e - x k l_ 2X e ) of the stationary Gauss-Markov process is examined in the pa­
per by the Monte Carlo method.
On the basis of the tables, given in the paper of Arató — Benczúr [ 1 ] (see furthermore 
Benczúr [1]), it is possible (in the case m = 0) to compare, in the continuous time parameter 
case, the maximum likelihood estimate with the estimates (2.1) — (2.5) of §2. The tables 1.1 — 
1.6 give the quantiles p = 0.01, 0.05, 0.1, 0.5, 0.9, 0.95 o f the empirical distributions in the 
case of T = 20, 60, 100 observations on time interval [0,1]. It is remarkable, that the quan­





not used in the statistical literature, agree very well with the quantiles of theoretical distribution 
of maximum likelihood estimate.
The quantiles of the distributions of the estimates (3.1) — (3.3) are given in the tables of 
§3. Table II. gives the average and dispersion of estimates o f parameter m. The various esti­
mates of m behave identically and their dispersion is near to the theoretically given valuej zA
but not to the value .IK
It is impossible to construct lower confidence limits from estimates of parameter X, be­
cause for given p there exists, independently from X and estimate X, such an xp that
sup P. mj x > x } > p .
*>o x’ml pi
Numerically the xp values were obatained theoretically only in case of the 3.3 estimates. The 
tables III. give the behaviour of the p (p = 0,01, 0.05, 0.1, 0.5, 0.9, 0.95) quantiles in the 
function of X.
The empirical distribution functions were determined for samples with 100 observations. 
For a given pair X, T 10-20 such empirical distribution functions were counted. The descrip­
tion of the program is given in §4. In case o f given parameter value and starting random num­
ber the program runs within 1-2 minutes (on a CDC 3300 computer).
-  35 -
P e з ю м e
Результаты симуляции распределения оценок параметров простого процесса 
Г аусса
В статье рассматривается поведение разных оценок неизвестных параметров 
m = M£(t) и X (где M[(£(t) — m)(£(t + т) — m)] = у/— е_Л^ )  стационарного гауссов­
ского марковского процесса, с помощью метода Монте-Карло. На основе 
таблицы, данной в статье Arató — Benczúr [ 1 ] (или Benczúr [1] ), в оз­
можно сравнивать результаты Монте-Карло при оценках (2.1) -  (2.5) с ре­
зультатами наибольшего правдоподобия непрерывного времени (при этом 
предполагается г п = 0 ) .  Таблицы 1.1 -  1.6 дают эмпирические квантили при 
р = 0,01, 0,05, 0 ,1 , 0 ,5 , 0,9 0 ,95, если число наблюдений Т равно 20, 60,
100. Надо подчеркнуть хорошее совпадение квантилей оценки
- _ Т +  1
(2.4) Л4 -  -Г " 7
2S*.
которую не используют в статистике, с квантилями теоретического распре­
деления. В таблицах параграфа 3 даются эмпирические квантили оценок 
(3 .1) -  (3.3 ). В таблице II. даются средние значения и дисперсии разных 
оценок параметра m . Разные оценки ведут себя одинаково и дисперсия о -
ценок хорошо совпадает с теоретическими значениями (но не —ss. ).Для
/X 2Х
параметра X по оценкам нельзя построить нижние доверительные границы, 
так как для любой оценки X при данном р существует независящее от X
значение х , что Р
S“P ?X,m I л ^ *п ,\>0
X >  хр I > р .
Теоретическое определение значений хр только для оценок (3 .3 ) удалось. 
Таблицы III. дают эмпирические квантили оценок (3 .1) -  (3.3) для пара­
метра X при р =0,01 , 0,05, 0,1 , 0 ,5 , 0,9 , 0,95. Эмпирические распреде­
ления определились для выборов с размером 100. При данных X, Т гото­
вились 10-20 эмпирических распределений. Программа на языке FORTRAN 
дается в параграфе 4. При данном X программа занимает 1-2 минуты ма­
шинного времени на машине CDC 3300.
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NÉHÁNY ASZIMMETRIKUS BOLYONGÁSI FELADAT
Gyurácz Németh Teréz
1. Egy egyszerű epidémiái modell kapcsán merült fel a következő bolyongási feladat: 
Tekinsük a következő £(t) t = 0,1,2, . .  . folyamatot:
{ ( 0 ) = 0  P [É (t+  1)=  x +  1 |£ ( t ) = x ]  = q 
P U (t + 1) = X -  1 I £(t) = X j = p
Legyen n pozitív egész szám; a rn valószínűségi változót definiáljuk a következőképpen :
t = min 11: £(t) = n \ .
тп értékei, az x = n első elérésének időpontjai csak n, n + 2 , . .  . , n + 2s, . . .  lehetnek. 
Ismert (Feller 1, 86. old.), hogy
р(т = n + 2s) = —-p-=- y n  n + 2s ( П + 2S)(pq)s qn
Az Fn(x) = P(rn <  x) eloszlásfüggvényre igaz a következő összefüggés (Feller 1, XI. fej.)
1, ha q >  j -
lim F (1) = 2 - f 2 k  (" к 2k) (pq)k q" = n 
^  k=° n 2k k \ ( f ,  h a q C ^ - ,
azaz valódi eloszlást csak q >  - i-  esetén kapunk. A továbbiakban feltesszük, hogy q >  -y- ■ 
Legyen
(1) Q(m,n,p) = P(rn > n + 2m) = S (n + 2k)(pq)k qn .
A cél: aszimptotikus formula meghatározása Q(m,n,p)-re m ->■ oo esetén.
Ismeretes, hogy Q(m,n,p) felírható a következőképpen is
П
(2) Q(m,n,p) = Ip(m, m + n — 1) -  (-^-) Ip(m + n, m -  1) ,
ahol
I ( m ,n - m +  1)=  £ Ck pk qn-k ,
p k=m n
azonban az Ip(m, m + k) típusú binomiális összegek közelítése (k = const) m esetén nehéz­
kes, mivel a Moivre-Laplace-tétel feltételei nem teljesülnek.
Az (1) összefüggésből kiindulva, a Stirling-formula alkalmazásával:
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Q(m, n, p) = 2
kín,  2 ч / ?  к ®  P I
a
к - b k !  (1 + Ö(—J )  ,
ahol an n-től, bp pedig p-től függő állandó:
2n2 + 6n + 1 , . „
an =  ---------- g“ ---------- ’ b P =  “  ln  4 p q  •
A trapéz formula alkalmazása, majd alkalmas helyettesítések után
-d
Q(m, n, p) = Cn
np
V 2i l
( 1 - W npm) ) -
m
np
V E T  а - ф ( и прп,) ) + К п,пр (1 + O (-j-)) ,m
ahol Ф(х) a standard normális eloszlásfüggvény,
= n(2q)n
np V 2
d = 2Va b , V = V2mb —np v n p ’ npm v p
2an
m
U = V2m bn + V , Rnpm v p r m
1 ' b m -  —  P m
mnp 2V2 ^m3'2
Felhasználva továbbá, hogy elég nagy x esetén a Ф(х) normális eloszlásfüggvény és ^(x) 
sűrűségfüggvénye között a következő kapcsolat áll fenn:
1 -  Ф(х) = — ■ <p(x) (1 + 0 ( - y  )) .
Q(m, n, p)-re a következő aszimptotikus formula adódik:
a „
Q(m, n, p) = ÜLE.
\/2n  • m
e“mbP m* В (1 + 0 (—)) ,
312 P ’
2 +  b n
ahol Bn =
p -2b
Felhasználva a Q(m, n, p)-re kapott aszimptotikus összefüggést, (2) alapján I (m + n -  1, m)- 
re közelítő formula adódik. Mivel
(3)
Q(m, n, p) = ( 1 -  (-^-)П) Ip(m + n -  1, m) +
m +n -  2 .
+ 2 Ck
к = m - n
„k^m+n- 2- к 
2m+n- 2 P 4
továbbá
m + n -  2
2  C9m+n 9 P Vк = m-1 2m+n 2
= C ?"i - pm 1 q2 m +n~ 2 r  'í
r,n — r»n  1m - l „ m  _9____P ^0  + 0  ( - ) )q - p
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és a (3) kifejezésben Q(m, n, p) elhanyagolható a jobboldal második tagjához képest, így
Ip(m + n -  l ,m )  = С^ „ . 2 q"1-1 pm+n_1 (1 + O (^ ) )  .
2. Mivel számos aszimmetrikus bolyongási probléma esetén a megfelelő eloszlások kifejezhe- 
tők Q(m, n, p) ill. Ip(m, m + k) segítségével, így eloszlásaihoz egyszerűen kaphatunk 
aszimptotikus formulákat.
Nézzünk most néhány egyszerűbb aszimmetrikus bolyongási feladatot.
Legyenek r0 valószínűségi változó értékei a O-ba való első visszatérés időpontjai.
p<r0 i  ( 2m - P m 4m •
Az F(x) = P(r0 <  x) eloszlásfüggvényre: 
lim F(k) = 1 — q + p
k-»-°o
S P(r0 = 2k) = g  ( 2ккГ  ? )  Pk qk =
k=m U k=m к  K 1
= 2p k - I - i^ k V r ^ 2k к ^ pkqk+1 = 2p Q (m - 1, l ,p )  
P(t0 >  2m) = 2p Q(m -  1, 1, p) + q -  p .
Legyen тк olyan valószínűségi változó, melynek értékei a bolyongó részecske 0-ba való 
pontosan k-adik visszatérésének időpontjai
p^ - 2 n ) - 21 *rhr <2пй V 4"
P(rk > m )=  g  Р(тk = 21) = g  2k -2F^ 1- ( 217 k ) p 1q1 =
K l=m K l=m ZI — К 1
= pk 2k Q(m, k, p)
I r o d a l o m
[1] В. Феплер: Введение в теорию вероятностей и ее приложения.
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S u m m a r y
Some asymmetrical random walk problems
There are given limit distributions of a functional for asymmetrical random walk.
P e 3 ю M e
Несколько асиметричных задач блуждания
Определяются предельные теоремы для функционала от асиметричных 
блужданий.




A geometriai programozás mind elméleti érdekességénél, mind a gyakorlati felhasználás 
szempontjából a matematikai programozás rendkívül gyorsan fejlődő ága. Kialakulására döntő 
hatással volt egyrészt a kémiai egyensúly problémának matematikai programozásként való meg­
fogalmazása, másrészt az a felismerés, hogy az elemi optimum számítási feladatoknál nagyon jó 
eszköznek bizonyuló számtani-mértani közép egyenlőtlenséget a matematikai programozási fel­
adatra is eszközként használjuk. A geometriai programozás kifejlesztésében nagy szerepet ját­
szott Richard J. Duffin, Elmer L. Peterson és Clarence Zener munkássága.
A dolgozatban a geometriai programozás elméletébe kívánok egy bevezetést nyújtani, s 
egyúttal a geometriai programozás dualitás problémakörét összefoglalni. Más felépítésmódoktól 
eltérően, a tárgyalásban a Farkas-tételre támaszkodom, s üy módon a szokásosnál egyszerűbb 
bizonyítás adható a dualitás-tételre. A geometriai programozás megoldó algoritmusainak tárgya­
lására, valamint a geometriai programozási modell alkalmazásaira itt nem térek ki, ezt egy kö­
vetkező dolgozatban szeretném összefoglalni. A dolgozat jelöléstechnikájában és felépítésmód­
jában David Gale: "The Theory o f  Linear Economic Models” c. könyvét követtem.
1. §. GEOMETRIAI EGYENLŐTLENSÉG
A geometriai programozás — mint speciális matematikai programozás — vizsgálatában fon­
tos szerepet játszik a geometriai egyenlőtlenség. E miatt nevezik ezen speciális matematikai 
programozási feladatot geometriai programozásnak.
' Az alábbi tételben kimondott egyenlőtlenséget nevezzük geometriai egyenlőtlenségnek.
A geometriai egyenlőtlenség a súlyozott számtani-mértani közép egy általánosabb alakja. 
Erre az általánosabb formára a teljesség miatt bizonyítást is adunk.
Tétel: Ha aj, ß (i = 1,2,. . . , m) tetszőleges nem-negativ számok, akkor
m
m Z ßj 
2 a, i=l
ahol ('ß'). = 1, bármely a, ß esetén.
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Egyenlőség akkor es csak akkor teljesül, ha a. 2 0. = 0. 2 a. , minden í = 1,2, .
,  1 i = l  1 1 i = l  1
. . . ,m  eseten.
Bizonyítás: Először az rn = 2 esetre igazoljuk. Feltehetjük, hogy >  0 ,  a 2 >  0 
/31 >  0 , ß2 > 0 , mert ellenkező esetben az egyenlőtlenség triviálisan teljesül.
A logaritmus függvény konkávitásából adódik, hogy
azaz
a l + a2
ß , + ß 2
0»i + <*2) 0 í2  @2
és egyenlőség akkor és csak akkor teljesül, ha
_2_
tehát ha
a xß2 a 2ß1 .
Mindkét oldalhoz a 1/31 illetve a2ß2 értékeket hozzáadva kapjuk, hogy: 
“ l ^ i  +  ^ 2  ^ =  +  a 2 ^  ’
a2^i +  @2^  =  ^ “ l +  a2^  ’
és
Ebből a logaritmus függvény monotonitása miatt azt kapjuk, hogy
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vagyis összefoglalva:
«i(0i + ß2) = 0j(“ i + a2 )> (i = 1>2).
Tegyük fel most, hogy (m — l)-re igaz az egyenlőtlenség, belátjuk, hogy akkor m-re is igaz. 
Az indukcuós feltevés és az m = 2 eset felhasználásával a következőket kapjuk:
t t l +  t t2 +  • • • +  ( a m - l  +  % )
ß1 + ß2 + . . . + (ßm _ 1 + ßm )
(ßl +P2 *. . .+ (ßm . 1* ß m ))
>
1 01 “ 2 Г1 OLm -2 0щ -2 a m -  1 +  OLmк <N . . . U m -2 L -  1 +  ß m
? ^2
02 “ m -2 -2 % -  1 0m -i
h ß l  . ß m -2 ß m -  1
>
a .
Az indukciós lépés, valamint az m = 2 eset vizsgálatából megállapíthatjuk, hogy egyenlőség 
akkor és csak akkor teljesül, ha:
egyrészt az m — 1-es indukciós feltevésből
( 1 )
III III
( i=  1,2, .  . . ,m  -  2)
ni ui
(a 1 + 0! ) 2 ß. = (ß . + ß ) 2 a.\ v m - 1  m j=i 1 m - 1  m i=i 1
másrészt az m = 2 esetből




+  ^ m ) =  ( a m - l  +  %  > '
Az ( 1 ) és (2) eseteket egybefoglalva; egyenlőség akkor és csak akkor teljesül, ha
m m
ctj 2  ßi = ßi 2 új minden i = 1,2, . . . ,  m esetben. I
2. § . A GEOMETRIAI PROGRAMOZÁSI FELADAT ES FÖ LEMMÁJA
Legyen az A = (aj) = (a®) = (a..) mX n-es mátrix, valamint a b =  (/3j) n dimenziós vek­
tor, a c = (7j) pedig m dimenziós vektor. Legyen az 1 =  {1,2,3, . . . ,m  ] index halmaz az 
Ip lj , . . . , Ip diszjunkt index halmazokra particionálva. A jelöléseket az alábbi sémán szem­
léltetjük : .
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aü) a(2)
“ l l “ l2 • • • “ m
a 21 “ 22 a 2n
“ ml “ m2 • • • a mn




Geometriai programozási feladatnak az alábbi matematikai programozási feladatot nevezzük: 
PRIMÁL GEOMETRIAI PROGRAM: Meghatározandó azon y = (t?j) G R(n) vektor, melyre 
( 1 ) by maximális
feltéve, hogy 1
(2) 2 eaiy_7i< l ,  (k =• 1,2, .  . .  ,p) .
ielk
DUÁL GEOMETRIAI PROGRAM: Meghatározandó azon x = (|j) e  R(m) vektor, melyre





( I  s,) , ! ik£i
minimális,
(4)
(  xA = b , 
\  \ >  0  .
Azon y G R ^  vektorok halmazát, melyek a (2) feltételt kielégítik, prímái feltételi halmaznak 
nevezzük és & szimbólummal jelöljük. Hasonlóan a (4) feltételt kielégítő x e R <m* vektorok 
halmazát dual feltételi halmaznak nevezzük és Sr -vei jelöljük. Azt mondjuk, hogy a program 
(prímái, vagy duál) konzisztens, ha a feltéteh halmaza nem üres.
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Á geometriai, programozási primál feladat elég tág matematikai programozási feladat, pél­
dául az Ij = { l} , I2 = {2 Ip = { m} speciális esetben a lineáris programozási feladatot 
adja. Az alábbi megjegyzésekben a geometriai programozási feladat más, szokásos megadási for­
máit mutatjuk meg.
1. Megjegyzés: Tekintsük az alábbi matematikai programozási feladatot:






Л У - Ti
1, (k =  1, . . .  , p ) .
A jelöléseket az alábbi sémán szemléltetjük:
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Általában ezt a feladatot tekintik geometriai programozásnak. Megmutatjuk, hogy ez a feladat 
egyszerűen visszavezethető a fent definiált PRIMÁL GEOMETRIAI PROGRAM-ra.










De ezt írhatjuk a következőképp is:
i  n





0 ) ( y ,  u> ) -  7 j
1,
ß (bj, 1 )(y, aj) — 8j
Aj С ^ 1
i=l
(k = 1, ■ • • ,p ),
17 : “ 7j ^  “ 6 : ^
2. Megjegyzés: Az e -  t., e = 7 ., e = Sj egy-egy értelmű transzformációval 
(r}i = Inтг  7 . = — ln-y ,^ = -  lnS^ j) és most már a r j > 0, 7 . > 0, s’. >  0 megkötéssel 




(6) 2 7 П raij <  1,
ig Ik j = 1 J
fi ~  n |3jj 
2 5. П Ti1J 
i=l 1 j = l J
(k = 1, . . . ,p ) .
Az (5) és (6)-ban lévő függvényeket pozinom nak nevezzük. A geometriai programozás alkalma­
zásaiban a modell általában pozinomos formában van megfogalmazva.
A következő lemmában, a geometriai egyenlőtlenség alkalmazásával, egy alapvető összefüg­
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gést adunk a lehetséges megoldásokhoz tartozó célfüggvény értékekre. A lemma rávilágít a duál- 
feladat bevezetésének célszerűségére is. (Duffin-tól származik a "the main lemma of geometric 
programming” elnevezés).
Lemma: (a geometriai programozás fő lemmája):
Ha ySá* és х б ® , akkor
(7)
П {j 1
P i e i k 1
iby <  XC + 2 In------- :---- —---
k = l . , ^ „ 4 2 íj
és egyenlőség akkor és csak akkor teljesül, ha
(8) еа‘У 7‘ 2  %■=%., minden i e l .  indexre (k = 1, . . . ,p) .
i e i k 1 1
Bizonyítás: A (2) feltételi egyenlőtlenségre alkalmazva a geometriai egyenlőtlenséget a kö­
vetkezőket kapjuk :
S Si
1 >  ( 2 е“‘У 7‘) ieIk ‘> П
aiV - T'i \ ti
ie i i ie ik l
2 Si( S Çj)i£lk = 
ie it
(9)
( i l l ^ i)ielk  ( . 2, 2  ti7i)
П «j*i
• e lfclk ieIk
iei,
Egyenlőség pedig akkor és csak akkor teljesül, ha
( 10) 2  * i=  0
; en T 1iei
 ^ ajy_ T'i , vagy S e  = 1
ie ik
es
a.y -  7; a.-y -  7;
( 11) e 1 2 £ = £. 2 e 1 7l
‘e *k 1 ‘ieIk
A (10) és (1 l)-et egybefoglalva:
( 12) eaiy_7i 2 { , =  Éj, ( iG lk ) .ieli.
A (9)-et к = 1, . . . ,p indexekre összeszorozva pedig a következőkhöz jutunk:
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1 >
P ( i , kO * V '
П
к = 1 2  I ti
i e i
Az хА = b teljesülése miatt pedig
p (1 ,кУ
1 > n - — ---------------
k = l  П Ç.fi
i e u  1
S fjajy -  2 fi7i 
j e l  11 i e i
( J O i A *P i e i  
П -  
k = l




Ebből logaritmizálás és rendezés után azt kapjuk, hogy:
П
by < xc + 2  ln 
к = 1
is i -
с . | .  ti ) i!ikCl
lGIk
xAy -  xc
e
és ezzel a lemma első részét beláttuk, második része (12)-ből adódik. I
Következmény: Legyenek у £  á", x£S>  és x > 0  olyanok, hogy (7) egyenlőséggel teljesül. 
Akkor tetszőleges x £ §  esetén:
(13)
p
by = xc + 2 
k = l
In
П f . f ‘ 
i e l k 1
( , | ,  ?i) Æ k£iieik
Bizonyítás: Mivel y, x vektorokra (8) fennáll, így azt minden i-re a £. hatványra emelve 
és összeszorozva kapjuk (13)-at. I
3. §. A GEOMETRIAI PROGRAMOZÁSI FELADAT ALAPTULAJDONSÁGAI
Az alábbiakban a geometriai programozás néhány elemi tulajdonságát tárgyaljuk.
1. Lemma: A 0> prímái feltételi halmaz konvex.
Bizonyítás: Legyen y 1( y2 £  Megmutatjuk, hogy ekkor Xyk + (1 — X)y2 £  á*9 
(0 <  X < 1). Az exponenciális függvény konvexitása miatt
Xe 4У1 + (1 -  X)e 12 > e
ajy2 ^  Ха1У1+ ( l - \ ) a iy2
Megszorozva e ‘-vei és összegezve i e  Ik -ra :
( 1 ) S (Хеа‘У‘ 7‘ + (1 -  Х)еа;У2 7i) >  2 e
\ a j y j+  ( 1 -  X)aiy2 -  7 j
i e I k Í^I v,
Mivel y1} y2 £ 0>, ezért
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(2) S (Хеа'У‘ ~ 7i + (1 -  х )еа;У2 7i) <  1 .
ieIk
Az (1) és (2) összevetésből
ajUyj + (1 -  \)y2)-7 j
2 e
ieIk
azaz Xyt + (1 — X)y2 e  У. I
2. Lemma: A duál feladat
< 1
J ,  *i
*i
<^ (x) = xc + £ ln
i ei
k = l  /  Y t  \  - e ,  £i
téJ'), s '1
(x >  0)
célfüggvényére fennáll
a) </>(0) = 0 ,
b) v>(Xx) = Xip(x), ha X >  0 ,
c) <p(x + x) <  p(x) + tp(x),
azaz pozitív-homogén konvex függvény.
Bizonyítás: Az a) rész triviális. A b) rész egyszerű számolással adódik:
Ín
n(X^.)Xéi nXXti • IILXíi XxSti (ÜL*1)*
1------ = Ín --------------^ ---- = Ín —  ----------^— Г = X Ín ---------
(S(XJ.))2 xíj (XZ*.)' xxSt4 (s^ )Sti)x (ZÇj)Síi
A c) rész belátásához azt kell megmutatni, hogy
, + _  U i*  П?
In --------5------* . - .  <  Í n -------Sr— + In
№ (* ,+  (S ? / 51 (Z íj)Zti ’
vagy a logaritmus függvény monotonitása miatt azt, hogy
(3)
(Z(Éi + |.) )2(£i+fi) (2{j)Sti • (S ^ )2íi
Alkalmazzuk a geometriai egyenlőtlenséget
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“i = *i + és = *i
megválasztásával, ekkor azt kapjuk, hogy
(4)
majd pedig az
-  2 ti
S($j + 6j)
>  П Si + s* êi
«i
“ i = h  + h  és ßi = *i 
választásokkal a következőhöz jutunk:
(5)
-  2 íi
sc s , + Sj) 1 
2S;
>  П S- + s. ?i_ l i_____ I l
A (4) és (5) összeszorzásából végül is kapjuk a (3) egyenlőtlenséget.!
3. Lemma: a) Ha y e . ^  és valamely у vektorra Ay <  0, akkor tetszőleges ô > 0 
számra (y + üÿ) G
b) На y & akkor  Ay <  с.
а:у
Bizonyítás: a) Mivel е < 1 ,  ezért
а ;у -  7j aiV ” "Vi д ахУ _  a j ( y + d ÿ ) - 7 j1 >  2  e > 2  e • e = 2 e 1 
ieIk ieIk
tehát (y + ây) G d®*
b) A feltételi egyenlőtlenségekből:
1 >  2 eaiy_7i > e aiy_7i
ieIk
és így
a4y — yj < 0 minden i G I-re. B 
A 3. lemmából azonnal adódnak az alábbi következmények:
1. Következmény: a) Haa #  halmaz nem üres, akkor korlátosságának szükséges és 
elégséges feltétele az, hogy az A matrix sorvektorai által generált kúp kiadja az egész R(n) 
teret.
b) Ha a & nem üres halmaz korlátos, akkor xA = Ö egyenletnek van x >  0 megol­
dása.
[
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с) На 9  nem üres, korlátos halmaz és 9  nem üres halmaz, akkor 9  nem korlátos.
Bizonyítás: a) A 3. lemmából nyilvánvaló, hogy a nem üres &> feltételi halmaz korlátos­
ságára szükséges és elégséges feltétel az, hogy az Ay <  0 egyenlőtlenségnek ne legyen az у = 
= 0 triviális megoldástól különböző megoldása. Jelöljük #A-val, az A mátrix sorvektorai által 
kifeszített kúpot, akkor duális kúp adja az Ay <  0 egyenlőtlenség megoldásainak ösz- 
szeségét. De r6’A akkor és csak akkor a zérus elem, ha í?A az egész tér.
b) Az a) miatt 4>K az egész tér, és így léteznek olyan \  > 0 skalárok, hogy
m _
■ -  (3l + a2 + . . . + am ) = £  Ç. aj .
Ebből pedig átrendezve azt kapjuk, hogy
m _
f  a  + ^j)ai = о ,
tehát a £. = 1 + f ; megoldás kielégíti b)-t.
c) A b)-ből nyilvánvaló. I
A lemmából levonható további következményekhez szükségünk van az alábbi fogalomra:
Definíció: 9  felsőnívóhalmaznak nevezzük a 9  halmaz azon részhalmazát, ahol 
by >  со.
2. Következmény: a) A nem üres á* halmaz korlátosságának szükséges és elégséges fel­
tétele az, hogy az A mátrix sorvektorai és a — b vektor által generált kúp kiadja az egész 
R(n) teret.
b) Ha á* korlátos, akkor az xA = b egyenletnek van x >  0 megoldása.
Bizonyítás: A & felsőnívóhalmaz a
2 eaiy_7i <  1 , (k =  l , . . . , p )
ieIk
- by + u>
e <  1 ,
feltételi halmaz. Erre alkalmazzuk az 1. következményt. I
4. §. A PRIMAL CÉLFÜGGVÉNY KORLÁTOSSÁGÁNAK SZÜKSÉGES ËS ELÉGSÉGES 
FELTÉTELE
Az alábbi tétel, amely a primálfüggvény szuprémumának végességére ad szükséges és elég­
séges feltételt, fontos szerepet játszik a geometriai programozás dualitási tételénél.
Tétel: A konzisztens prímái feladat célfüggvénye akkor és csak akkor korlátos fe lü lrő l,, 
ha a dual feladat konzisztens.
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Bizonyítás: Ha a duál feladat konzisztens, akkor van olyan x > 0, hogy
(1) xA = b .
A 3. lemma b) szerint bármely y e f  esetén
(2) Ay < c .
Megszorozva a (2) egyenlőtlenséget x-vel, és felhasználva (l)-et kapjuk, hogy:
x Ay < xc ,
by < xc minden y e #  esetén,
tehát by felülről korlátos.
Fordítva, ha a duál feladatnak nincs lehetséges megoldása, akkor a Farkas-lemma szerint van 
olyan y, hogy
Aÿ < 0 , 
bÿ >  0 .
На у е # ,  akkor 3. lemma a) miatt у + â ÿ  £ 2Р, (ű > 0). De ezen lehetséges megoldásra 
a célfüggvény értéke:
b(y + t>ÿ) = by + úby , ha ú ■
Megjegyezzük, hogy a tétel egyik iránya — ”ha a duál konzisztens, akkor a prímái célfüggvény fe­
lülről korlátos” — a geometriai programozás fő lemmájából is nyilvánvaló.
A tételből a 3. fej. 1. a) következményének egy élesítését nyerhetjük, amely a geometriai progra­
mozás pozinomos formájában lehet érdekes.
1. Következmény: a) Annak szükséges és elégséges feltétele, hogy у £  minden koordiná­
tájában felülről korlátos legyen az, hogy az A mátrix sorvektorai által generált kúp a pozitív 
ortánst tartalmazza (pozinom formában y felső korlátossága azt jelenti, hogy t = (7-j ) lehetsé­
ges vektorok halmaza korlátos).
b) Annak szükséges és elégséges feltétele, hogy y e  #  minden koordinátájában alulról kor­
látos legyen az, hogy az A matrix sorvektorai által generált kúp a negatív ortánst tartalmazza 
(pozinom formában ez azt jelenti, hogy t lehetséges vektorok halmaza zárt).
Bizonyítás: a) Az y £  & vektor rj. koordinátájában akkor és csak akkor korlátos felülről, 
ha a megoldáshalmazon az u.y célfüggvény korlátos, azaz a tétel szerint van megoldása az xA =
J i
= Uj, x >  0 rendszernek, (m = (0 ,0, . . . , 1 , . . . ,  0))
b) A bizonyítás analóg az a) résszel, -u .y  célfüggvénnyel. I
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; Az alábbi köyetkezmény a & és 3e halmazok közt ad egy kapcsolatot.
2. Következmény: a) Annak szükséges és elégséges feltétele, hogy a nem üres 3? hal- 
mázon az e tag, mint célfüggvény zérustól el legyen választva az, hogy az xA = 0,
X >  0 egyenletnek legyen >  0 megoldása.
(A ’’zérustól való elválasztás” azt jelenti, hogy van olyan e >  0 , hogy eaíy y 'l > e ,  ha у б Л )
b) Annak szükséges és elégséges feltétele, hogy valamely nem üres & nívóhalamzon az
a y  — ^
e 1 1 tag zérustól el legyen választva az, hogy az xA — i?b = 0, \ >  0, ű > 0 rendszer­
nek legyen >  0 megoldása.
a:y -  7 :
Bizonyítás: a) Az e akkor és csak akkor van zérustól elválasztva, ha — a}y felül­
ről korlátos, de a tétel szerint ennek szükséges és elégséges feltétele, hogy legyen megoldása az 
xA = — ai , X > 0  rendszernek, ez azonban equivalens azzal, hogy legyen ^ >  0 megoldása 
xA = 0, X > 0 rendszernek.
b) Az a) rész alkalmazása a felsőnívóhalmazra. I
5. §. KANONIKUS FELADAT.
A kanonikus geometriai programozási feladat a geometriai programozás elméletében, a megoldó 
algoritmusokban és számos alkalmazásnál döntő szerepet játszik.
Definíció: Kanonikusnak nevezzük a geometriai programozási feladatpárt, ha a duálfela- 
datnak van minden koordinátájában pozitív lehetséges megoldása.
Az alábbi lemma, amely a konvex függvényekre vonatkozó Farkas-tétel* egy adaptációja, alap­
vető a kanonikus feladat tárgyalásában.
Lemma: Ha xA = 0 egyenletnek van x >  0 megoldása, és minden x >  0 megol­
dásra
p
xc + 2 In 
k = l
n É,*1 .
i e I k
. 2 ti
( 2  £ j )  i e l k
ieik
0 ,
akkor van olyan y, hogy
а=у- 7 :
2 e 1’ 1 , (к = 1........... p) .
*eIk
Bizonyítás: A Farkas-tétel szerint a feltétel fennállása esetén léteznek olyan rjj, .  . . , rjn
*Lásd pl. Stoer-Witzgall [42]




P i e i k n /.•._
xc + 2 In------------ - ----->  2 xauV ,  minden x > 0  esetén.
k = l ( E U i î l ^  j=1
Rögzítsünk egy kQ indexet. Legyen ezen rögzített index mellett:
' eV -r ,_
<
ha i 6  I.
ko
o' ha i í  I.
ko
4  =
A |*  értékét, az i í  I, esetben, (l)-be helyettesítve:1 Kq
2  I f (a.ÿ -  7 .) <  2 In | f  -  In ( 2 | f )
ieiko ‘ ' ' ieIk0 ieIk^  1
Behelyettesítve | f  értékét i e  I esetre is:
2 $  
koi e r
2 e ^  ~ T’(a y — 7 ) <  2 e"1' M(a.y -  y ) -  In ( 2 e“H '*)
ielVn 1 1 ieikn 1 ie lkn
а1У " Ti,











2 e ‘ < 1 ,  tetszőleges kn-ra. I 
ígi uko
Tétel: Ha a kanonikus geometriai programozási duálfeladat célfüggvénye alulról korlátos, 
akkor a prímái feladat konzisztens és a célfüggvény felveszi maximumát a feltételi halmaz vala­
mely ÿ  pontjában és
by = inf ^
П | . £i
xc + 2 In -----l£Ik ----
lGlk
Bizonyítás: Jelölje ip(x)  a duálfeladat célfüggvényét, azaz
П | . E*
P , i e l k 1
<p(x)=xc + 2 In -------------y 7 ,
k“  ( . ^ , > 4 “ie lk
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legyen továbbá
Az előző lemmát az alábbi
д = inf .<p(x) .
(2) xA + | 0(— b) = 0, x > 0 ,  Ç0 >  0 ,
feltételi egyenletre és a
П Sjei
(3) ? (x , | 0) = xc + I In ----- lC-~ ..s— ■ + l 0( -  m)
k=1 ieIk
függvényre alkalmazzuk.
A lemma alkalmazható, mert a (2) egyenletnek van x >  0, | 0 >  0 megoldása, és a (3) 
függvény a (2) feltételnek eleget tevő helyen nem-negativ. Ha ugyanis negatív lenne, azaz
(4) Ш ,  ?0 ) <  0 > 
akkor a következő két eset fordulna elő:
a) Ha £0 = 0. Akkor xA = 0, és ha x e  ä>, akkor x + űx  e  Q , bármely â > 0 
esetén. Ezen megoldáshoz tartozó célfüggvényre, felhasználva 3 .§ . 2 lemmát:
<p(x + dx) <  Ifi(x) + átp(x) = (p(x) + áifi(x, 0) -*■ — oo ,
ellentétben azzal, hogy <p alulról korlátos.
Fi
b) Ha >  0. Legyen ekkor %. = , (i = 1, . . . , m) . A (2) és (3)-ből az így de-
U 1 У
finiált x-re 0
xA = b ,
és
amely ellentétes ц definíciójával.
Mivel a lemma feltételei teljesülnek, ezért létezik olyan y, hogy





e < 1 .
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Az (5) egyenlőtlenség azt mutatja, hogy y S á * . A (6 ) egyenlőtlenségből pedig azt kapjuk, 
hogy
amit bizonyítani akartunk. I
Következmény: Ha a kanonikus geometriai programozási prímái feladat konzisztens, akkor 
a célfüggvény felveszi maximumát a prímái feltételi halmaz valamely ÿ pontjában.
Bizonyítás: Ha a prímái feladat konzisztens, akkor a főlemma szerint a duál célfüggvény 
korlátos, és így a tételből adódik a következmény állítása. I
Megjegyzés: A geometriai programozás fő lemmájából adódik, hogy a duálcélfüggvény alsó 
korlátosságára elégséges feltétel, hogy a prímái feladat konzisztens legyen. Könnyen látható, 
hogy az nem szükséges feltétel. Azonban a fenti tételt figyelembevéve, a kanonikus feladatra a 
4. § . tételéhez hasonló tételhez jutunk: a kanonikus duál feladat célfüggvénye akkor és csak 
akkor korlátos alulról, ha a prímái feladat konzisztens.
6 . § . REDUKÁLT FELADAT.
Legyen a geometriai programozási feladat olyan, hogy a duál feltételi halmaz nem 
üres. Jelöljük I*-al azon i e l  indexek halmazát, melyre van olyan \ > 0  lehetséges megol­
dása xA = b feltételi halmaznak, hogy Ç. >  0. A geometriai programozási feladatot redukál­
ju k  úgy, hogy csak az i £  Г  tagokat hagyjuk meg. A redukált feladat kanonikus feladat. Nyil­
vánvaló, hogy a duál feladat és a redukált duálfeladat közt teljes equivalencia van. Azaz a redu­
kált duálfeladat egy lehetséges megoldása zérusokkal kiegészítve az eredeti lehetséges megoldá­
sa és fordítva is az eredeti egy lehetséges megoldása a redukciónak megfelelő zérus koordináták 
elhagyásával a redukált egy megoldása és a célfüggvények értékei megegyeznek. Látni fogjuk, 
hogy a prímái és a redukált prímái feladat közt is fennáll egy ’’gyengébb equivalencia”, neveze­
tesen az, hogy ha y* a redukált egy lehetséges megoldása, akkor van olyan у lehetséges 
megoldása az eredeti prímáinak, melyre a két célfüggvényérték tetszőleges kicsit tér el egymás­
tól. Mielőtt ezt tételben pontosan kimondanánk, egy lemmát bizonyítunk, amely voltaképpen 
a Farkas-lemmának rendszerre való általánosítása, és a Tucker-féle komplementaritási tételek 
egyike. A teljesség kedvéért ezt itt a Farkas-lemma felhasználásával be is bizonyítjuk.
Tekintsük az
(7) M <  by .
összevetve ezt a geometriai programozás fő lemmájával, végül is
M = bÿ ,
(1)
J” xA = 0
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egyenletrendszert..
Legyen I+: azon i indexek halmaza, melyre van olyan x >  0, hogy xA = 0 és
£ i>  o-
I_ : azon i indexek halmaza, melyre van olyan y, hogy Ay <  0 és a.y < 0. 
Lemma: A fen t definiált I+ és I_ index halmazokra:
a) 1+ n I_ = ф ,
b) I+ U I_ = I .
Bizonyítás: Az (1) y-al való szorzásából adódó
m
0 = xAy = S L ay
i=l
összefüggésből a) rész nyilvánvaló.
A b) rész igazolásához tegyük fel, hogy iQ £ I+ , ez azt jelenti, hogy a
-  a. = 2 f a 
0 iíio
egyenletnek nincs x >  0 megoldása. De akkor a Farkas-lemma szerint van olyan y, hogy
a.y < 0, i Ф i0 ,
-  V  >  о ,
azaz Ay <  0 és a. y <  0, tehát L e  I M
‘о о -
Következmény: На I* az i indexek azon legbővebb halmaza, melyre xA = b, x > 0 
feltételi halmaznak van f . >  0 megoldása, akkor van olyan ÿ, hogy
( 2)
' bÿ = 0 ,
< ajÿ = 0 , ha i e  l* ,  
a.y <  0, ha i ?  I*.4. 1J
Bizonyítás: A lemmából, az xA + f0( — b) = 0 egyenletre alkalmazva, nyilvánvaló.!
Tétel. Legyen a geometriai programozási feladat olyan, hogy :>/ és % feltételi halma­
zok  nem üresek. Jelölje a redukált prímái feladat feltételi halmazát, ekkor bármely 
y*  g -У* és tetszőleges e > 0 esetén létezik olyan у e  0> , hogy |by — by*| < e.
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Bizonyítás: Legyen yQ a feltevés szerint nem üres 3t> halmaz egy rögzített eleme, az y* 
pedig í?* rögzített eleme. Ha y0 = y* , vagy b = 0, akkor készen vagyunk. Egyébként vá­
lasszuk 5 számot a következőképp:
0 <  Ô < max ( llbll • Il yr
Legyen
У = őy0 + (1 — 6 )y* + űy  ,
ahol ÿ  a következmény (2) szerint biztosított, rögzített vektor, a 5 számot pedig később 
fogjuk alkalmasan megválasztani, úgy, hogy у e  J? legyen. Egyszerű számolással kapjuk, hogy
Iby — by^ I = |b (5y 0 + (1 -  5)y* + ô ÿ -  y * ) | =
= lb(y0 -  y* )|5  <  S ||b|| • IIy0 -  y*|| <  e .




aiy Ti ai(sy0 + (1_ s)y*)-  Tj2j C
i e i k n i *
ai(5y0 + (1 -  « )y*) -  Tj ^ У  + 2j _ e • e
i e l k n i *
Három eset lehetséges:
a) Ha Ik П Г* = ф, akkor
E e 
ieIk
aiy Tj aj(8y0 + (1- 8)y*)- Ti 6 ^
i e i k n i * 1 ,
ugyanis yQ e  .?* és tP* konvexitása miatt (őyQ + (1 — S ) y * ) e  # * .
b) Ha Ik n I* = ф, akkor
aiy-Ti ai(sy0 + ( i - 6 ) y * ) - tjL e = 2, _ e • e < 1
ugyanis a4y < 0 miatt ő elég nagyra választásával elérhető, 
c) Ha Ik п T* Ф ф és Ik п I* ф ф, akkor
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2 e aiy “ 'yi =  2  e ai(Syo+ (l-«)y*)-Y, +
i e I k i e l k n i *
а^ 8у0 + (1-8)у*)-т}
+ S _ e e <  1 .
i e i k n i *
_ V atYo "Yiugyanis., mivel I, п I Ф ф, ezért 2 e <  1, és S >  0 miatt 
k i e i k n i *
2  e ai(6yo + (1- 5)y*)-Ti <  j  ^
i e l kn i *
így a.ÿ <  0 miatt â elég nagyra választásával elérhető. I 
A tételből azonnal adódik a következő fontos állítás:
Következmény :
sup by = sup by .
a e  .P y e # *
Bizonyítás: Mivel ЗР с  ■'/*, ezért
sup, by <  sup^ by , 
ye3P  y e # *
de egyenlőtlenség a tétel alapján nem állhat fenn. I
7. § . DUALITÁSI TÉTEL
Az eddigi vizsgálatokból egyszerűen nyerhető a geometriai programozás dualitási tétele.
Tétel: a) Ha a prímái- és a duálfeladat konzisztens, akkor a prímái célfüggvény szuprému- 
ma megegyezik a duál célfüggvény infinumával.
b) Ha a prímái feladat konzisztens és véges szuprémuma van, akkor a duál is konzisztens 
és a prímái szuprémum a duál infinummal megegyezik.
Bizonyítás: a) A geometriai programozás fő lemmájából, a kanonikus feladat és a redu­
kált feladat alaptételéből azonnal adódik.
b) A prímái célfüggvény korlátosságának szükséges és elégséges feltételéből, valamint az 
a) részből adódik. I
Megjegyzés: Abból, hogy a duálfeladat konzisztens és véges infinuma van, nem követke­
zik még a prímái feladat konzisztenciája. Azonban a redukált feladat alaptételét és annak bizo­
nyítását, valamint a kanonikus feladat alaptételét figyelembevéve egy gyengébb, úgynevezett 
szubkonzisztenciát tudunk biztosítani:
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Ha a duàlfeladat konzisztens és a célfüggvényének véges ß infinuma van, akkor tetszőle­
ges e > 0 esetén a m ódosíto tt
aiY ~ 7i
S e 1 * <  1 + e , (k = 1, . . . , p)
i e i k
feladat konzisztens és
lim sup by = ß .
e->0 yeá^J e
A geometriai programozás dualitás tétele nemcsak elméleti szempontból jelentős, hanem a pri- 
mál-duál feladatpárt megoldó iteratív eljárás esetén tájékoztatást ad az iteráció pontosságáról.
IRODALOM
A keverék kémiai egyensúly egyenletét, egy matematikai programozási feladatként, formulázta 
meg White — S.M. Johnson — Dantzig [44]. Ez a modell lényegében a geometriai programozá­
si duál feladat, ahol a célfüggvény a keverék szabad energiája (Gibbs [22]).
Ezt követően Dantzig — White — S.M. Johnson [11] dolgozatukban a célfüggvényt szakaszon­
kénti lineáris függvénnyel közelítve egy megoldási algoritmust javasolnak a feladatra. A kémiai 
egyensúly duálfeladatát, a tulajdonképpeni geometriai programozási prímái feladatot adja Clasen 
[7], s egyúttal egy numerikus megoldási algoritmust javasol a kémiai egyensúly megoldására. A 
geometriai programozás duál feladatát, mint a kémiai egyensúly matematikai modelljét tárgyal­
ja Shapiro [39], Shapiro — Shapley [40, 41] s úgyszintén ez a feladat a kiinduló probléma 
Dantzig — Folkman — Shapiro [10] dolgozatának is.
A másik oldalról, -  egyenlőtlenségek (geometriai egyenlőtlenség) felhasználása matematikai 
programozási .feladatokban — R.C. Johnson [25], Fein [19], Zener [48], Chaînes — Cooper [8] 
Puffin [13], Sherwood [43] munkáiban található. Ezt a gondolatot fejlesztette továbbá Zener 
[49, 50, 51] Puffin [12] Puffin -  Peterson [16], Puffin — Zener [18].
1966-ban megjelent az addigi eredmények összefoglalása Puffin — Peterson — Zener [17] köny­
ve. A könyv tárgyalja a geometriai programozást és dualitási problémakörét, a geometriai prog­
ramozás alkalmazását, és a geometriai programozás kiterjesztését. A könyvet követően jelent 
meg Puffin — Peterson [15] dolgozata, amely a geometriai programozás dualitási tételére, a 
könyvben szereplő tárgyalásnál egyszerűbb bizonyítást ad. Puffin [14] dolgozatában újra visz- 
szatér a dualitási tételnek egy más, a lineáris programozás dualitás-tételét felhasználó bizonyítá­
sára. Avriel -  Williams [5] dolgozatában a primálduál feltételi halmazokkal kapcsolatos vizsgá­
latokat végez. Ez a dolgozat adta számomra a gondolatot, hogy a dualitási tételhez, a duálfela- 
dat irányából a Farkas-tétel felhasználásával közelítsek. Ily módon a dualitási problémakör egy­
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szerűbben tárgyalható. A geometriai programozás számos alkalmazását mutatja be Puffin — 
Peterson — Zener [17] könyve. További alkalmazások találhatók Wilde [45] és Wilde -  Beightler 
[46] munkáiban, a [17] könyvet követően újabb műszaki alkalmazásokat Avriel -  Wilde [1, 3], 
és a gazdasági alkalmazást Gale [21] dolgozatai ismertetnek.
Az utóbbi időszak geometriai programozás kutatási eredményeit három főbb csoportba foglal­
hatjuk össze (a., b., c.,).
a) ’’Előjeles geometriai programozás” vagy ’’általánosított polinom programozás” vizs­
gálatával foglalkoznak Avriel — Williams [4], Blau — Wilde [6 ] és Passy — Wilde [31, 32] dol­
gozatai.
a) A ’’kiterjesztett geometriai programozás” alapgondolata az, hogy a matematikai prog­
ramozásban a súlyozott számtani-mértani közép mintájára a súlyozott Hölder-egyenlőtlenséget 
(lásd. pl. [23]) használja. Ezzel a modellel Puffin — Peterson -  Zener könyve is foglalkozik, 
azonban részletesebb kidolgozása Peterson -  Ecker [34, 35, 36, 37, 38], Peterson [33] és 
Passy [30] munkáiban található.
c) A ’’Sztochasztikus geometriai programozásának mintegy előzetese Mangasarian - 
Rosan [28] és Lieu [27] munkássága. A sztochasztikus geometriai programozás feladatával 
Avriel — Wilde [2] foglalkozik.
A matematikai programozás más területén elért eredményeket hasznosítja a geometriai progra­
mozásban Klinger^jvlangasarian [26] és Pascual — Ben Israel [29].
Egy speciális geometriai programozási feladatot old meg a játékelmélet nyeregponttételével 
Panskin [9], és úgyszintén egy másik speciális típusút a dinamikus programozás eszközével 
Hisashi Mine — Katsuhisa Ohno [24].
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S u m m a r y
Geometric programming
The paper deals with the problems of the duality of geometrical programming. A proof, simpler 
than the usual, is given for the duality theorem of geometrical programming by the use o f the 
Farkas theorem. The approach of the problem is from the dual side of the task, which differs 
from the other constructions.
Р е з ю м е
Геометрическое программирование
Статья занимается проблемами двойственности геометрического програм­
мирования. В отличие от других методов построения, автор подходит к 
проблеме со стороны двойственной задачи, используя теорему Фаркаша.
В статье дается более простое доказательство двойственности геометри­
ческого программирования.
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EGY VÉGES PRIMAL ALGORITMUS A  SZÁLLÍTÁSI 
FELADAT MEGOLDÁSÁRA
Komáromi Éva
I. A szállítási feladat legismertebb prímái algoritmusa a ’’stepping-stone” algoritmus, 
amely a szimplex módszernek a szállítási feladatra, mint speciális lineáris programozási feladat­
ra való alkalmazása. E módszernek hiányossága, hogy nem zárja ki a ciklizálás lehetőségét, bár 
ennek a tapasztalat szerint kevés gyakorlati jelentősége van. A jelen dolgozat célja a szállítási 
feladatra olyan algoritmust adni, amely egy kiinduló lehetséges megoldást minden lépésben úgy 
módosít, hogy a célfüggvény értéke határozottan csökken, egészen az optimális megoldás eléré­
séig. A ’’stepping-stone” algoritmussal összehasonlítva azt mondhatjuk, hogy nem-degenerált 
bázismegoldás esetén megegyezik azzal, degenerált bázismegoldáshoz pedig bizonyos szabályok 
szerint felépíti a bázist, ill. ’’javítja” a megoldást, ha az még nem optimális. Bár a módszer szá­
mítástechnikai hatékonyságának elbírálásához összehasonlító adatok egyelőre nem állnak ren­
delkezésünkre, valószínűnek látszik, hogy ha a feladat bázismegoldásai erősen degeneráltak, a 
módszer valamival gyorsabb a ’’stepping-stone” eljárásnál, s ezért például a hozzárendelési prob­
léma (mint speciális szállítási probléma) megoldására jól alkalmazható.
A dolgozat a szállítási feladatot hálózati folyam-problémaként kezeli, mind a tárgyalásmóds 
mind a probléma megközelítési módját illetően.
II. Legyen m forrás (termelő) és n nyelő (fogyasztó). Jelölje a források ill. nyelők 
halmazát I és J. Minden forrástól minden nyelőhöz vezet él és a hálózat csak ezeket az 
éleket tartalmazza. Jelölje ai az i-edik forrás, — т- a j-edik nyelő intenzitását és Cy az 
(i, j) élen a szállítási egységköltséget, i = 1,2, . . . , m; j = 1,2, . . . , n. Olyan X = {x~} 
(i = 1, . . . , m; j = 1, . . . , n) folyamot (szállítási tervet) keresünk, amely minimalizálja a
m n
célfüggvényt, eleget téve a
( 1 )
П
2  x. .  = CT.
II 1
m
2  x i; = T i
i=l 4 J
( m n
U  ' •  -
E r  
ri 1 J
i = 1,2, . . . , m 
j = 1,2, . . . , n
( 2) i = 1, . . . , m^  j = 1, , n
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korlátozásoknak. Az ilyen szállítási tervet (folyamot vagy megoldást) optimálisnak nevezzük.
III. Ismert a szállítási feladat optimalitási tétele: Egy X szállítási terv optimális akkor 
és csak akkor, ha léteznek olyan Ц , i = 1,2, . . . , m; és LP, j = 1,2, . . . , n potenciálok, 
hogy
Az itt következő algoritmus egy lehetséges, vagyis (1) és (2)-nek eleget tevő szállítási 
tervből kiindulva meghatározza a tételben szereplő IL és LP potenciálokat. Ha ez nem sike­
rül, akkor talál egy ’’jobb” szállítási tervet, amelyre a célfüggvény értéke határozottan kisebb; 
s ezt kiindulási tervnek tekintve ismétli az eljárást.
IV. Az algoritmus részletes tárgyalása előtt értelmezünk néhány, a leírásban szereplő ki­
fejezést.
Pozitív él: olyan (i, j) él, amelyen az Xy szállított mennyiség pozitív.
Lánc: Olyan
csúcssorozat, ahol, ha sk forrás, akkor sk + 1 nyelő és fordítva, к = 1,2, . . . , £ — 1. 
Más megfogalmazásban: olyan
UJ -  Uj < c.. , ha xy = 0
LfJ -  u i = с.. , ha Xy >  0 .
ú — { ,  ®2, * ' * , ®£J
élsorozat, ahol efc = (ik , jk), amelyre:
к к + 1 » 1 <  к <  £ , к páratlan
és
Jk Jk+l ’ 1 <  к <  £ , к páros,
vagy
xk _  *k + i ’ 1 < к <  £ , к páros
Jk Jk + i 5 1 < к <  £ , к páratlan
teljesül.
Pozitív lánc: Egy i €  I csúcsból egy j e  J csúcsba vezető olyan
M — I i — ’ j j  > 2^ ’ 2^ ’ ' ‘ " ’ £^’ Jfi J }
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lánc, amelyre x. .. >  0 , к = £ , . . . ,  1. Ha ilyen lánc mentén csökkentjük a szállított meny- Vk
nyiséget a következőképpen:
X. j =  x .  . - 6  
4c Jk 4c Jk
X- =  x
4c+l Jk Чс+Пк
k =  1, . . . ,£
+ § к = 1, . . . , £ — 1 ,
ahol 0 <  ő <  min x. . , akkor (2) érvényben marad. 
l < k < £  ‘kJk
Szabad kapacitású lánc: Egy i G I csúcsból egy j e  J csúcsba vezető olyan 
M =  I i =  ij > j j  ! 2^ ’  ^2 ’ ' ' ’ ’ £^ ’ £^ —  ^*
lánc, amelyre xik+1jk >  0 , к = 1, . . . , £ — 1 . Ha ilyen lánc mentén növeljük a szállított 
mennyiséget a következőképpen:
x- ; = x. . + S 
4c Jk 4c Jk




1, . . . ,£
ahol 0 <  5 <  min x. . , akkor (2) érvényben marad. 
l < k < £  4c+Uk
V. Az eljárás két fázisból áll.
1. fázis: A csúcsokat csoportokba soroljuk úgy, hogy egy csoportba tartozzanak azok 
a csúcsok, amelyek egymással pozitív élekből álló lánccal összeköthetők. Az egy csoportba 
tartozó csúcsokhoz meghatározunk potenciálokat; ha azok az optimalitási feltételeknek nem 
tesznek eleget, javítjuk a folyamot.
Jelölje К az aktuális csoport sorszámát. Kezdetben К = 0.
l /а. lépés: Növeljük а К értékét 1-gyel. Címkézzünk egy olyan i G I csúcsot, amelyhez 
még' nem rendeltünk potenciált (kezdetben legyen ez az 1. forrás), tetszőleges, mondjuk az 
Uj = 0 potenciállal.
1/b: Tekintsünk egy címkézett i G I csúcsot. Legyen 
Ui -  U, + c(j
minden olyan nem címkézett j csúcsra, amelyre Xy >  0 .
Ha ilyen i és j csúcs nincsen, megyünk az 1/c. lépéshez. Különben: tekintsünk egy 
címkézett j csúcsot. Legyen
U - U i - C y
minden olyan nem címkézett i csúcsra, melyre Xy >  0 .
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Ha ilyen i és j csúcs nincsen, folytatjuk az 1/c lépéssel. Másként az 1/b lépést ismétel­
jük.
1/c. lépés: Ha újabb csoportot nem tudtunk létrehozni, folytatjuk a 2. fázisnál. Másként:
Jelölje IK a K-adik csoportba tartozó forrásokat, JK a nyelőket. Ha a K. csoport 
csúcsainak potenciáljai az optimalitási feltételeket kielégítik, ismételjük az l /а. lépést. Ha nem, 
ez két esetben történhet:
(i) Tegyük fel, hogy valamely i g IK , j g JK csúcspárra:
Tekintsük a csoport először címkézett iQ G IK csúcsából az i csúcsba vezető azon lán­
cot, amely mentén az i csúcs potenciálját meghatároztuk. Ezt az (ij) éllel kiegészítve, sza­
bad kapacitású láncot kapunk iQ-ból j-be. Ha a szállított mennyiséget növeljük ezen lánc 
mentén és csökkentjük az iQ-ból a j-be vezető pozitív lánc mentén, amelyen a j csúcs poten­
ciálját meghatároztuk, alkalmas 5 >  0 értékkel, akkor az így nyert új Xy szállítási tervre az 








p q  pq
m n 
2 2 
p = l  q=l c p q x pq
5 Uj + 6 c.j — ő LP =
= 6(Uj + Cy -  IP) <  0 .
Az új szállítási terv költsége tehát kisebb a régiénél.
A javítás után megszüntetjük a K. csoportba tartozó csúcsok címkéit, К értékét csök­
kentjük 1-gyel és folytatjuk az l /а lépéssel.
(ii) Tegyük fel, hogy valamely i G IK , j e  JK csúcspárra 
U* — LL <  Cy , bár Ху >  0 .
Növeljük ekkor az iQ G I csúcsból a j csúcsba vezető szabad kapacitású láncon és csökkent­
jük az iQ csúcsból az i csúcson és az (ij )  élen át a j csúcsba vezető pozitív lánc mentén 
a szállított mennyiséget alkalmas 6 >  0 értékkel. Az így kapott új Xy szállítási terv az (1) 
és (2) feltételeknek változatlanul eleget tesz. A célfüggvény változása:.
m














p q  pq
= 5Uj -  6Uj -  5c.j =
=  5(Uj -  Uj -  Cj.) <  0 .
A javítás után megszüntetjük a K. csoport címkéit, К értékét csökkentjük 1-gyei és ismétel­
jük az l /а lépést.
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2. fázis: Az 1. fázisban kapott К számú csoportot rendezzük.
Definíció: Az {(It , Jg) = (lg , Jg^, ( ^ ,  J^ ) , . . . , 0 ^ , Jgs)} csoportok csoportlán­
cot alkotnak, ha azon j csúcsok közül, melyelâe a
max (U> — U. — c..) = 0
le\
ieJoxr
minden r <  k-ra
eléretik, van olyan j , hogy j 6  L , minden к = 2, . . . , s-re. Azt mondjuk, hogy az*k- 1
lg , J£^ ) megelőzi az (1^, J£ ) csoportot a sorban, ha к <  r; közvetlenül megelőzi, ha к =
= r — 1 ; követi, ha к >  r.
Lemma: Ha az X optimális szállítási terv és az {(Ij, Jj) = (lg , Jg^), (Ig2> Jg2), • • •
. . . , (L , Jp )j csoportok csoportláncot alkotnak, akkorXs Xs
Uj -  Uj < Cj. i e I £k> Je J £r; k»r= 1, 2 , .  . . ,s ,  кФ т .
Az állítás egyúttal azt jelenti, hogy a csoportlánchoz tartozó csúcsok potenciáljai az optimali- 
tási feltételeknek eleget tesznek, hiszen x.. >  0 csak egy csoporton belül lehetséges.
Bizonyítás: r <  к esetre az állítás a csoportlánc definíciójából következik.
Legyen r >  k. Tegyük fel, hogy az iQ G I£^ , jQ G Jg csúcsokra:
Ujo -  U. >  c. . .
‘0 ‘OJO
Tekinsük akkor az iQ csúcsból a j0 csúcsba vezető
M !úk>úk+i>
pozitív láncot, ahol
ú(: í it l > Jtg* h 2’ ‘ ’ j-tp í ’ * к, к + 1, . . . , r
*kg = V  Jrpr = J0
és U  -  Uj -  c.j = 0  (i, j) G jí .
Egy és csak egy ilyen lánc létezik az egyes csoportok és a csoportlánc konstrukciója miatt. Ha 
csökkentjük a jj lánc mentén és növeljük az (iQ, jQ ) él mentén a szállított mennyiséget al­
kalmas 5 >  0 értékkel, akkor az így nyert új х~ szállítási terv az (1) és (2) feltételeknek 
változatlanul eleget tesz. A célfüggvény változása pedig:
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m n m n
ellentmondásban azzal a feltevéssel, hogy az X optimális szállítási terv.
Több csoportlánc együttesét csoportfának nevezzük, ha (az 1. csoportot kivéve) a csoport- 
láncokhoz tartozó csoportok mindegyikére az azt közvetlenül megelőző csoport egyértelműen 
meghatározott. (3. ábra)
Vegyük észre, hogy ha egy csoporthoz tartozó csúcsok potenciáljaihoz hozzáadunk tet­
szőleges © számot, az új potenciálok a csoporton belül az optimalitási feltételeket továbbra 
is kielégítik. Tegyük fel, hogy az első M — 1 csoportból (M <  K) csoportfát alkottunk úgy, 
hogy a potenciálok különböző csoportláncokhoz tartozó csúcsok esetében is eleget tesznek az 
optimalitási feltételeknek. (Kezdetben ez a csoportfa az 1. csoport)
2/a. lépés: Legyen
és iQ, j0 azon csúcsok, melyekre a maximum eléreíik. Növeljük az M. csoport csúcsainak po­
tenciálját a 0  értékkel és kapcsoljuk az (iQ, jQ) éllel a csoportfában az (I(j0 ), J(j0)) cso­
porthoz, ahol (I(j0 ), J(j0 )) jelölje azt a csoportot, amely a jQ csúcsot tartalmazza.
2/b. lépés: Ha ekkor valamely j e  J(iQ) és i G lg csúcsokra, ahol (lg, Jg) megelőzi az 
(I(i0 ), J(i0 )) csoportot:
ui -  U, >  ca ,
akkor a lemma bizonyításában leírt módon javítjuk a szállítási tervet és az 1. fázisnál újra kezd­
jük a pontenciálok felépítését. Másként:
2/c. lépés: Legyen
3. ábra
0  = max (LP — U. — c.p
© — max (LP — U. — с..)
j ejg 1 4
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és i0 , jQ azon csúcsok, melyekre a maximum eléretik. Ha ekkor © <  0, akkor újabb csopor­
tot vonunk be a csoportfába, vagyis növeljük az M értékét 1-gyel és folytatjuk a 2/a lépéssel, 
vagy készen vagyunk, ha M = K. Másként (kezdetben a © > 0 eset csak j0 €  JM csúcsra 
fordulhat elő):
2/d. lépés: Növeljük az (I(iQ), J(iQ)) csoport csúcsainak potenciálját ©-val és kap­
csoljuk azt az (I(j0 ), J(j0)) csoporthoz az (iQ, jQ) éllel (megszüntetve ezzel esetleg más cso­
porthoz való korábbi kapcsolódását). Ismételjük a 2/b. lépést.
VI. Az algoritmus programozásakor számos egyszerűsítési lehetőség adódik. Ilyen pél­
dául az, hogy a 2 . fázisban történő javítás után nem töröljük valamennyi csúcs potenciálját, csak 
a javításban résztvevőkét. Ha a kiinduló szállítási tervünk olyan, hogy a pozitív élek csoportjai 
fákat alkotnak, akkor ezt a tulajdonságát a javítások után is megtarthatja. Ekkor szükségtelen az 
1/c. lépés (ii) vizsgálata.
(*)
Kiinduló lehetséges megoldás meghatározására ismertetünk két módszert.
Lesyen i :=  1, j:=  1,
xy: = minÍCTj, rj ) ,
° i := ° i ~  xij >
Ti : = Tí Xij
Ha Oj >  0, legyen j :=  j + 1, és ismételjük a (★ ) eljárást; különben legyen i: = i + 1 és 
ismételjük a (*) eljárást.
2. Legyen
(**)
cpq = min с . . , i e l j e j  »
xpq :=  min(ap, rp
ap
II Q 1 X
X
i
Tq Tq xpq ‘
) ,
Ezután legyen
cpq min c . ie íi|ai> 0) 4 
je  {jlTj>0}
és ismételjük a (★ ★ ) lépést egészen addig, míg azon indexhalmazok, melyekre a minimumot ké­
pezzük, üressé nem válnak.
Megjegyezzük, hogy a 2. módszer nem feltételenül ad az optimálishoz közelebb álló lehetsé­
ges megoldást.
Az algoritmus gépi programja a CDC 3300 számítógépre készült, FORTRAN programozási 
nyelven. Az algoritmus memóriaigénye a költségmátrix és a számításhoz szükséges segédvektorok.
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A program jelenleg csak belső memóriát használ, maximálisan 100 X 100 méretű feladat megol­
dására alkalmas. A programban a lánckeresés a cimkézési technika segítségével történik. Bár egy 
feladat várható számítási idejét nehéz megbecsülni, mert elsősorban attól függ, hogy a kiinduló 
megoldás milyen messze van az optimálistól, az első tapasztalatok kedvezőek. Néhány próba­
feladat számítási ideje:
m = 20, n = 30 12 mp
m = 20, n = 80 36 mp
m = 30, n = 70 1 P 10 mp
m = 40, n = 70 1 P 41 mp
VII. Tekintsünk végül az algoritmus illusztrálására egy számpéldát. Legyen hálózatunk és 
kiinduló folyamunk, valamint a költs égtábláz at a következő:
A címkézés az 1. fázisban:
Az első csoport címkézése után U2 — Uj >  c12- Csökkentjük a szállított mennyiséget az
Л"\ СЛ
1 1  2 -»• 2 lánc mentén és növeljük az 1 -> 2 élen, 2 egységgel.
Az új szállítási terv és az 1. fázis végén kapott potenciálok: (A potenciálok melletti beka­
rikázott szám azt mutatja, hogy a csúcs hányadik csoportba tartozik.)
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A csoportok összekapcsolása a 2. fázisban: 
M = 2-re M -  3-ra
a csoportfa: (D - *4 2 ) a csoportfa:
1 ^Ekkor U1 -  U4 >  c41 , javítunk tehát. Növeljük a folyamot a 4 ->• 1 élen és csökkent-it-
/->> Г\
jük a 4 ->• 3 ->■ 2 ->■ 1 láncon 3 egységgel.
Az új szállítási terv és az első fázis végén nyert potenciálok:
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a csoportfa: 1> Ч 2> Ч З
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Ekkor U4 — .EL >  c .. és javítunk. Növeljük a folyamot a 2 -► 4 élen és csökkentjük a
✓"N ГЛ
2 -»• 3 -> 6 4  láncon 2 egységgel.
Az új szállítási terv és az 1. fázis végén kapott potenciálok:





a csoportfa: © “K i)
Ekkor U4 — Uj >  c14, ezért növeljük az 1 -»■ 4 élen és csökkentjük az 1 -> 2 -> 3 ->■
ГЛ
-> 3 -> 2, -> 4 lánc mentén a folyamot 2 egységgel.
Az új szállítási terv és az 1. végén kapott potenciálok:
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A csoportok összekapcsolása a 2. fázisban:
M = 2-re м = 3-га
0 0 * 4
• © 0 «ч •
\ 2 \ 2




* S \ \ у * 1 ®
© - 1  • - 1 ®






© о © 0 •"' у
© У © 0 *
a csoportfa: © -» -(2) a csoportfa: ©-►{2)-»(3)
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Az így kapott potenciálok az optimalitási feltételeket kielégítik, folyamunk tehát optimális.
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S u m m a r y
A finite primal algorithm to solve the transportation problem
In the recent paper we give an algorithm for solving transportation problem which changes the 
starting admissible solution in each step to decrease strictly the total cost until reaching the op­
timal solution.
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Р е з ю м е
Конечный прямой алгоритм для решения транспортной задачи
В этой статье дается алгоритм для решения транспортной задачи, кото­
рый изменяет начальное допустимое решение в каждом шаге для того, 
чтобы функция стоимости уменьшалась строго до нахождения оптималь­
ного решения.
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ON THE REGULARITY OF THE SOLUTIONS 
OF THE VARIATIONAL INEQUALITIES
Robert Kersner
INTRODUCTION
Let X be a real Hilbert’s space , X' be the dual to X space (i.e. the space of linear 
functionals on X).
Let a(u, v) be a bilinear, not necessarily symmetrical form on X satisfying the fol­
lowing conditions (||..|l-norm on X):
(1) |a(u , v) I <  с II u H H v II ; u, v from X , c > 0  constant
(2) a(v, v) > a II v II2 for every v G X , a >  0 constant .
R С X is a closed, convex set, f  is an arbitrary element o f X'.
Problem A. Find such an element u of R such that
(3) a(u, v — u) >  (f, v — u) for every v from R, where
(f, v — u) is the value of f  on the element v — u .
In [1] it is proved, that the problem A has a unique solution. The inequalities of type (3) 
are called variational inequalities. Their significance lays in the fact that with their help one 
can search important problems arising in physics and leading to the non-standard boundary 
problems of the equations with partial derivatives. For illustration this see an example (cf. [4]).
Let Í2 be an open, bounded set of the space Rn, Г the bound o f Í2.
Problem B. (cf. [5]). Find the function u = u (x) = u (X j ,. . . , xn), where x from 
Í2, for which
2
(4) -Д и  + u = f in Ü, A = 2 -4Ц -, and
i=l Эх.1
(5) u >  0, > 0 ,  u • - | y  = 0 on Г, where
v  is the external normal to Г .
We verify that the problem В is a simple variational problem of type (3).
Let us denote the Sobolev’s space, i.e. the space o f functions belonging together with 
their first derivatives to L2(£2), by This is a Hilbert’s space, the scalar product is
defined by
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(y, u) = /  (V • u + Д | | -  - § ^ ) d x .
SI 1=1 0Xi o x i
Define a functional on W*(£2) (supposing that f from L2(£2))
J(v) = ~y  f  (v2 + Z ( 4 ^ ) 2 )dx -  f  fvdx .
П i= 1 i Í2
Let K c  W'(i2) be a set of (almost everywhere) non-negative on Г functions. К is 
obviously a closed and convex set.
Let us prove that the problem В is equivalent to the problem of finding Inf J(v), where 
v from К and consequently, it allows a unique solution. Indeed, the function J(v) is con­
tinuous and strictly convex on W* and J(v) -»• + <» when || v || -+ °o . There exists a unique 
u from K, that
(6) J(u) <  J(v)
for every v from K. (cf [7]).
Set a (u, v) = /  (u • v + 2 ) dx. It is clear, that
n i=l 0Xi 0Xi
(7) (J'(u), v) = a (u, v) -  (f, v) .
The inequality (6 ) is equivalent to (J'(u), v — и) > 0 for every v from К .
From this and (7) we obtain
( 8)
< a (u, v — u) > (f, v — u) for every v from К 
I u comes within К .
So we came up to the problem A. We shall verify that (8) is equivalent to (4) - (5).
Let us suppose, that the function у  is infinitely differentiable and let has a compact 
support. (The support o f a function у  (denoted supp^) is the closure of the set of the 
points, where  ^ is different from zero.) Substitute v = u ± у  in (8). We obtain
(9) a(u, ip) = (f, у ) ,
consequently u satisfies (4) in sense of distributions in £2 . Multiply (4) by v — u, and 
integrate the obtained equality on £2 and apply the Green’s formula, we obtain
~  f  "fir (v -  u) dr + a (u, v -  u) = (f, v -  u) .
Thus, (8) is equivalent to the following:
( 10)
u e K . ,  — Ди + u = f
(v — u) dr > 0 for every v from К .
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It can be easily proved that и > 0 on Г, /  (v — u )d r >  0 for every v from К are 
equivalent to (5).
Other problems of physics and functional analysis leading also to variational inequal­
ities one can find in [6 ]. In this paper we have proved the a priori estimations of the solution 
of the inequalities of type (3).
A few words on the notations:
a G A means, that the element a comes within A; Va for every a; Va G A 
a from A a = || a.j || a matrix with element a.j.
( , ) the scalar product in the number space R | £ | = 2 £. , u = u (x)
i = 1 1 X X
The essential maximum of a measurable in Í2 function f  (x) is the constant M, that 
f (x) <  M almost everywhere and Ve >  0 mes jx  G Í2 : f (x) >  M - e } > 0 .
Riesz’s theorem: When u (x )G L p(í2) Vp >  1 then
lim II u H = vrai max | u | , 
p->oo P n
where || u || = ( /  I u |p dx) lp and vrai max | u | is the essential maximum of | u | . 
p n n
THE A PRIORI ESTIMATIONS
Let 12 be a bounded domain in Rn, Wj = is the Sobolev’s space, (u G «•
u G and u = 0  on 3Í2 ) R = j v G W*: v >  0 on S2}.
Let f  G L, (12), a = II a.. ||, a.. = a..(x) be bounded, measurable functions on
Í2, (I ay I <  A) and (a£, £) >  X- 1 1 £ |2 , V£ G Rn, Vx G Í2 .
Let us see the following problem (’’problem A ”):
Find the function u (x) from R, that
(11) /(a u  ( V - u )  ) d x >  /  f(V  -  u)dx W g R.
n n
It is known (cf. [1]), that the problem A has a unique solution. Further the properties of this 
solution are studied.
Theorem 1. Let u (x) be the solution of the problem A;
f G Lp(í2), p >  - y .
= for every
/ Эи
 ^ Эх. ’ * • •1
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Then vrai max u2 <  c|| f  |L ,пЛ, where c = c(n, p, X, £2 ) . 
si
Proof. Let the function F (u) satisfy the conditions
a) F''(u) > 0, F''(u) = 0, at u > uQ
b) F (u) is defined at ü > 0
c) F (u) > 0, F'(u) >  0, F (0) = 0 .
The function  ^ is bounded on the u-axis, so if e >  0 is suffi­
ciently small then the function V = u — eg (u) comes within R .
Substitute it (11):
( 12) /  (au , (g(u)) )dx <  /  f  • g(u)dx .
si si
As (g(u))x = F'2 (u ) u x + F(u)F''(u)ux , we obtain from (12)
(13) /  (au F'(u), u F '(u ))d x+  /  F (u)F"(u)(au , u ) dx <  /  fF(u)F '(u)dx .
si x si x x n
The second integral in the left-hand side is non-negative, we omit it.
Set w = F (u). From (13) we have
/  w2dx <  X I /  fF (u)F '(u)dx | = XI . 
si si
Estimate I in two cases: 1) F (u) =' u. Then
(14) I <  /  | f |u d x <  | | f | |T - Hul l ,  .
si L2 L2 '
о -
The following fact is known (Sobolev’s inequality, cf. e.g. [3]): if u e  then
(15) ( J 4 u |2kdx)1,k <  c ( n ) /  u2dx ,
si si
where 1 <  к <  ^  ^ at n > 3 and к is an arbitrary positive constant at n = 2.
From (14) and (15) we obtain the estimation
(16) ( /  u2kdx)1,k <  c|| f  II .
si P
2) F (u) is one of the members of the serie convergent to um (m >  1) in norm of C1. 
Set z = um. Suppose that z e  L2 (£2), = 1. The function w = F (u) can be
chosen so, that uF'(u)F(u) < mu2m = mz2 and F(u)F '(u) <  mu2m_1 = mz 2m .
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Due to Holder’s inequality we have
As
I <  m I /  fz ( 2m)dx I <  m ||f||L • ( /  z 4( 2m^ dx)q .
n n
24(1- ï b ) .  1 , ( 1 -( /  z 2m dx)q <  (mes £2) 2mq ( /  z2qdx) 2m ч = 
n n
1 i- l
= (mes£2) 2mq- N 2m .
(17) I <  m II f IIL • m V s í l ) 2” 4 - m - N  2m .
Apply the inequality | ab 1 < — I— ^ + j  = 1, a > 1 to (17), setting
1- l l 2m= mN 2m , b = m 1(m esí2) 2mq , a = 2rrt -  1 anc* ß = 2m:
I <  c(m áN + m 2m) • H f II, , that is
(18) /  w2dx <  c II f  IIT [m3( /  z2qdx)q + m 2m ] . 
n  x Lv a
In this inequality due to Fatou’s lemma one can take w -> z where w = F (u), z = ur
1
/  z2dx <  c II f  ||T [m3( f  z2qdx)q + rn"2m] .
n x Lp n
Having combined this inequality with (15) (at u = z) we obtain the estimation
J_ i
(19) ( /  z2kdx)k < c H f IIL [m3( /  z2qdx)q + rn~2m ] .
n  P n
Set к = n j ~2 - As q = P j and p >  к >  q (at n > 3) .
If n = 2 then let к e  (q, 2) .
Set m = (-j^ -)", и = 1 , 2 , . . . ,  and
0  = ( J u
V n
2k q dx)k 4 = ( /  z2kdx)km
n
(as z = um ) .
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Note, that m3 < c". (19) gives 
0
( 20 ) - j - <  (c"+10 ™ j + cm zm) m <  c'_ ' ” k ' (©„-! + •-2m r <L'v2"i
l | f l iLm
From the inequality (15) follows, that ©Q = ( f  uZkdx)K <  <*> . From (20) we obtain succes­
sively &v < °°, &2 < 00 , etc. Iterate (20): П
© < Cl [0 O + 2 (-g-)2"] Ilf II L
Due to Riesz’s theorem
vrai max u2 <  lim 0  <  c[( /  u2k dx) k + 1] .
П  V  -+«> v  П
Having combined this with (16) we obtain the statement of the theorem.
К -ball with radius p ; vrai max u = M, vrai min u = m, osc (u; К ) = M — m;
P кг
vrai max u = Mn . 
n u
£2 , = | x  G Í2: dist(x, Э£2) >  б }  , S <  1, dist(x, SÍ2) the distance from x to ő£2.
Theorem 2. Let u (x ) be the solution of the problem A. Then for each XjX2 G £2g 
the estimation
lu(Xj) -  u (x 2) | < c5 |x : -  x2 I“
is valid, where cg and a depends only on n, p, X, A, M, f and 5 .
Lemma. Let u (x )  be the solution of the problem A; f  G L (S2), p >  -2— ;
P z
Г II  ^Il L p (K 2r) ^  ^ w^ere T = 1 — ~ 2 p  ’ r ^  c •
When <  1
osc(u; Kr ) <  T? • osc(u; Kr) where r? G (0, 1) is constant.
У
(If m > 1 then obviously osc(u; K r ) <  osc(u; Kf) = M — m < r7 ).
У
Proof of the lemma. Suppose that K9r c  £2 . Let \p (x) > 0 be a function satisfying 
the Lipschitz’s condition, supp 1p (x) c  K2r.
г
1 at
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т? (I X I) — s  О
2r — 1X I
О <  I X I <  г 
at I X I >  2r
at r <  I X I <  2:r .
Take one more function G (a) defined at a > 0 and satisfying the conditions
1) G"(o) > G'2(a),  G ' ( a ) < 0 , G ( o ) >  0
2) G (ст)-----In a at a -*■ + 0
3) G (ст) = 0 at a > 1 .
There exists such a function, e.g.
G (a) =
J - - £  + 2a -  In a — J- at
l  0 at
There are two cases:
a) u >  M_+jn on a certain set N с  К with
Г
b) u <  M ^ jn on the set N .
1
~T
M + m 
u .  —  ^
If the case a) is true the function v(1) = 1 H------- _  —— on N is not less then 1. It is
m  2 
clear that v( 1 ' > 0 .
Let e >  0 be an arbitrary number, we shall choose it later. The substitution 
V = u -  G'(v(1) + е)ф 
is allowed in (11). Having substituted we have
/ ( a v ^ ,  (G'(v(1) + e)fl)x ) d x <  M j  m | / f  • G'(v(1) + e ) ^ d x |  . 
(Here and further the integrals are taken on supp ф .)
M + m u —-----л—
In the case b) we take the function v(2) = 1 ------- —------------  . It is obviously that
— 2—
v(2) > 1 on N and v(2) >  0.
Verify that the substitution
V = u + XG'(v(2) + е)ф ,
when X >  0 is sufficiently small, is ailoved in ( 11).
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Indeed, when v(2) > 1, G'(v(2) + e) = 0 due to the definition G. And if v(2) <  1, then 
M — v(2) > ^  £ m >  0 and when X >  0 is sufficiently small X |G'(v(2) + e) |<
<  ^  2 since G'(v(2) + e) is bounded.
Substitute V in (11) and divide both sides by X >  0:
J(av<2), (G'(v(2) + e)\p)x) dx < M j m | / f  • G'(v(2) + е)ф dx | .
Thus, both functions v = v(1) and v = v(2) satisfy the inequality
(21) /[(avx , G"(v + e)vx i//) + (avx , G'(v + e) t fx )]dx <  -~M ^ m / i f -  G >  |d x  . 
As G'' >  G'2 and |G'(v + e) |<  - y  , from (21) follows
(22) / [ aG'(v + e) vx , G'(v + e) vx ) ф + (aG'(v + e) vx , ^x )] dx <  7(M -  m) ^ I   ^dx ■
If one omit the first component on the left side of (22) (which is non-negative), then one can 
see from the obtained inequality that the function z = G(v + e) is the non-negative general­
ized subsolution of the equation
- 2  (a. .(x)z ) = ,A. z . |fI .
i,j=l 4 x i xj e(M — m) 1
It is known (cf. [2]) that if M E-m <  1, - y  < 1, W 2 || f | |L  ^ then
(23) vrai max z2 <  c(r n /  z2 dx + 1) .
* 4
Set in (22) ф(х) = 172(I x |) and z = G(v + e)
(24) J(azx77, zxr?) dx + 2/(azxT?, r?x) dx < e(M 1  m) /  I f IV2 dx .
Apply the inequalities (azxr?, zxr?) >  X-1 Uxv i2 and 2 | (azxi?, tîx) | <  A(E | zxr? |2 + у  r?2) 
where E >  0 is an arbitrary number; we have from (21 )
- у  Л  zxr? I2 dx <  A E / | z x t? I2 dx +  у  /г ? 2 dx +  /  If Ir?2 dx .
Set E = “2Хл~ :
(25) J I zxv I2 dx <  4X2A2 / t?2 dx + m-) /  I f I y 2 dx .




(М -  ш)е к f  I f I т?2 dx <2г
4Х
(М — ш)е l f " w (mes K2r )
Il fil L p ( K 2r)
2
since 2-y + n — 2 = n(l —
Due to the conditions of the lemma, we have
(26) /  z 2 dx <  crn“ 2.
Kr
It is known (cf. [3] or [2]) that if w(x) G W2(Kr), N 1 C Kr, mes N 3 >  -j- mes Kf
then r~n /  I w I2 dx <  c(r_n+2 /  w2 dx + r~n /  w2 dx).
Kr Kr n 2
Set here Nj = N, w = z. As v = 1 on N, z = G(v + e) = 0 on N and consequently
/  z2 dx = cr2 f  z2 dx , 
кг Kr x
and this inequality combined with (26) gives the inequality
(27) /  z2 dx <  cr"
к.
Having combined (27) and (23) we obtain
vrai max z2 < c3 i.e. —z >  —V c2 = —1
к
or due to the definition of the function z = G(v + e): ln(v + e) > —c2 that is
(28) v + e >  e C2 = c3 in , c3 G (0, 1) .
2
, 4- c3
Beside the condition e 1 • r z <  1 we require that e <  — were fulfilled, which can be
reached by decreasing r, since c, doesn’t depend on r. If it is valid, then from (28) fol-
c3 á 1
lows that in v >  = c4 , c4 G (0, -j-). This means in case a) that
2
M + m
ц ~ ---- 5----
1 + M -  m > c4 i.e. u >  M 2~rjl c4 + m in K.
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u _ -----2—  ^
M -  m >  c4 i.e. u <  M —
M — m
T “  l 4c. in К ,A  j _  >
2
SO
osc(u; K ^ ) <  M — ^  2 m C4 — m = Tj osc(u; Kr) . 
2
The lemma is proved.
The theorem 2 can be easily obtained from this lemma (cf. [2]) if we set a = minflog^p, 7 ).
2
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S u m m a r y
On the regularity of the solutions of the variational inequalities
The paper deals with apriori estimates of the solutions of the so-called variation inequalities. It 
proves that on adequate conditions the solutions have bounds and satisfy the Hôlder condition.
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Р е з ю м е
О регулярности решения вариационных неравенств
В работе рассматриваются априорные оценки решений так называемых ва­
риационных неравенств. Доказывается, что при подходящих условиях реше­





Legyenek E, F tetszőleges, lokálisan konvex topologikus vektorterek. Legyen v G E - » F  
lineáris leképezés D(v) c  E értelmezési tartománnyal, amelyről feltesszük, hogy altér.
A V — általában nem folytonos — lineáris leképezés t transzponáltját definiáljuk a kö­
vetkezőképpen:
Legyen DCv)* a D(v)-n értelmezett lineáris funkcionálok tere, F' az F duális tere.
A t : F' -► D(v) leképezést mármost értelmezzük úgy, hogy minden y' e  F1, x G D(v) 
esetén álljon fenn a
< tvy'; y >  = <  y'; vx >
egyenlőség.
Felhívjuk a figyelmet arra, hogy a ty-ről azért nem tudunk többet, mert v általában nem 
folytonos, és D(v) nem sűrű E-ben.
Segédtétel: A v lineáris leképezés R(v) értékkészlete akkor és csakis akkor sűrű F -ben, 
ha ty injektív.
Bizonyítás: Az R(v) C F konvex halmaz akkor és csakis akkor sűrű F-ben, ha az 
< y'; R(v) >  = ! 0 j egyenlőségből következik, hogy y' = 0.
Az y' akkor és csakis akkor tűnik el R(v)-n, ha ty(y') = 0. Ezt az előzővel össze­
vetve, éppen a tételt kapjuk.
Ismeretes, hogy D(v) algebrailag izomorf a v r(v) c  EX F grafikonjával. Ezzel az izo­
morfizmussal az EX F szorzat topológia által r(v)-n indukált topológiát átvihetjük D(v)-re, 
úgy, hogy az izomorfizmus egyúttal homeomorfizmus is lesz.
D(v)-t e topológiával ellátva v folytonos lesz. Az így definiált topológia, mint ismeretes, 
lokálisan konvex, ha az E, F terek ilyenek. A D(v) normálható lesz, ha az E, F terek nor­
málhatók, de a teljességhez E, F teljessége mellé meg kell követelni, hogy r(v) zárt legyen.
1. Tétel: Legyen A s  B-» E zárt lineáris leképezés, В Banach tér, E normált tér,
D(A) С В altér.
I. Ha létezik A-tói függő olyan 5 >  0, hogy minden x G D(A)-hoz található 0 Ф y' G 
G E', úgy, hogy
< y'; A x  > >  5 • Цу||Е, - llx | |B ,
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akkor létezik A-nak E zárt alterén értelmezett folytonos inverze.
II. Ha ezeken felül még a H = U ! y'; <  y'; Ax > >  8 ■ ||y'|| * ||x||, y' G E'} hal-
0^xeD(Aj
mazra E' C H, akkor im(A) = E.
A tétel feltételei egyúttal szükséges feltételei is az egész téren értelmezett folytonos inverz 
létezésének.
Bizonyítás: I. Elegendőség igazolása:
1) На О Ф X G D(A), akkor létezik a tétel I. részében szereplő feltételek szerint olyan 
О Ф y' G E', hogy fennáll a következő:
lly'|lE, • IIAx |Ie > < y ' ; A x > >  8 ■ ||y'|lE, • ||x|lB .
Ennek az egyenlőtlenség-láncnak az első és utolsó tagjából következik, hogy у' Ф 0 esetén
IIAx||E > 5 • Hxllg ,
azaz X Ф 0 esetén Ах Ф 0, tehát A injektív.
A-1 folytonos ugyanis z G R(A)-ra,
A” 1 z = X, Ax = z .
Ezeknek az egyenlőségeknek a felhasználásával a fenti egyenlőtlenség így írható fel:
IIz|lE > 8 • IIA- 1 z|| , 
s ez éppen A” 1 folytonosságát jelenti.
2) Belátjuk, hogy R(A) E-ben zárt. Legyen z G R(A). Ehhez létezik olyan | zn | “ =1 c  
C R(A), hogy zn -> z. A-1 folytonossága miatt J A- 1 zn J ^ =1 В-ben Cauchy sorozat, amely 
В teljessége folytán tart x G B-hez, azaz (x, z) e  Г(А) = Г(А), mert A zárt. Ez azonban 
Ax = z egyenlőséget adja, amiből z G R(A) már következik.
3) Ha E' cH,  ez azt jelenti, hogy у' Ф 0-ra létezik olyan 0 Ф xG B, hogy 5 • íly'll • ||x|| < 
<  <  у'; Ax > Ф 0 azaz у' Ф 0 esetén tA у' Ф 0, azaz tA injektív. Ebből következik, hogy 
R(A) sűrű E-ben, ez az utóbbi zárt, tehát R(A) = E.
II. Szükségesség bizonyítása:
Feltesszük, hogy A G B -> E lineáris leképezésnek létezik egész E-n értelmezett folyto­
nos inverze.
1) Miután A-1  folytonos, és D(A_ 1) = E ,  rfA“ 1) zárt, s ami ezzel ekvivalens, Г(А)
zárt.
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2) Legyen x e  D(A) tetszőleges. A Hahn-Banach tételből következik, hogy Ax e  E-hez 
létezik olyan y' e  E' funkcionál, hogy ||y'|| = 1, <  y'; Ax > = ЦАх||. Azonban A-1 foly­
tonosságát felhasználva kapjuk:
<  y'; Ax > = HAxll >  — l—  • Hx.ll = 1 , • llxll • llyll .
II A- 1H II A” 1II
Az egyenlőtlenség-lánc első és utolsó tagját nézve éppen a tétel I. felét kapjuk, 0 <  ő <  
< —í—  -val.
НА“ 1 II
3) Legyen y' e  E' tetszőleges. Ha R(A) = E, úgy létezik 0 <  h <  1-hez olyan x, 
hogy HAxll = 1, és
<  y ' ;  Ax > > h ■ lly'll = h • lly'll • HAxll .
Az egyenlőtlenség-sorozat utolsó tagjában felhasználjuk A“ 1 folytonosságát, és kapjuk a 
kívánt egyenlőtlenséget :






-t választjuk fix 0 <  h <  1 mellett, megkapjuk a szükséges felté-
A bizonyított tételben erős az a megszorítás, hogy E' = H. Nézzük meg, mikor biztosít­
ható tA injektív volta, abból, hogy E'-nek csupán egy sűrű részhalmazán tudom belátni az I. 
feltétel teljesülését.
Ha H e  E1 sűrű, ez azt jelenti, hogy О Ф y' e  E'-re létezik olyan j y' j °^=1c  H, hogy 
y'n -*• y \  Az y^-höz létezik xn e  D(A) úgy, hogy ||xnll = 1  és < y  ^ ; Axn >  > 5 ■
* ИУдН • IlyJI-
(1) <  y'; Axn >  = <  y' -  y'n; Axn >  + < y^; Axn >  .
Tételünk bizonyításához elegendő lenne, ha ki tudnánk mutatni, hogy a jobb oldalon sze­
replő an = <  y' — y'n; Axn >  sorozat nullához tart.
< y ' n i  Ax. >  >  8 • Ily;» • | |x„ll >  t - ' - J Ü L ,
ha n >  N0 (y'n y').
A nullához tartással az a probléma, hogy bár ||xn II = 1 ,  az | < у — y^; Axn > | <
<  ||y' — у' II • ||Axnll, ahol a második tényező nem korlátos is lehet.
2. Tétel: Legyen А e  В E D(A) с  В altéren értelmezett zárt lineáris leképezés.
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Teljesítse A az 1. tétel I. feltételét.
II. a) Létezzék egy ||| |||-lal jelölt |||y'illE, > ||y'||E, (y' e  E') norma, amelyre bizo­
nyos 5 >  0 esetén:
i< y'; Ax > | <  S • |||y'|||E, • Hx|lB .
II. bj) Ha az 1. tétel II. feltételében szereplő H sűrű E'-ben a ||| ||| normára nézve,
vagy
II. b2 ) Ha E reflexív, a II. a) feltétel a || || -ra is igaz, és létezik M c  H E'-ben gyen­
gén sűrű altér,
akkor A-nak létezik egész E-n értelmezett folytonos inverze.
Bizonyítás: Az 1. tétel I. feltételének minden következménye igaz itt is.
A II. b2) esetén az M altér erősen is sűrű E reflexivitása miatt, hisz az E erős duáli­
sának is ugyanaz a duálisa, mint a gyengének, ezért a két topológiában a konvex halmazok le­
zárása megegyezik.
Az (l)-et így becsülhetjük:
<  y ' ;  A * n >  >  -  к  y '  ~  y'„; A x n >1 +  <  У„ ’ A x n >  >
> -  s • iiiy' -  y ; ni ■ iixji + 5 -ну;и • iixni i .
Mivel yn y; így yn -—» y is igaz, azért a jobb oldal első tagja 0-hoz tart, a máso­
dik pedig egy pozitív számhoz, van tehát olyan n, hogy a jobb oldal pozitív, és így Axn -en
y' nem tűnik el, azaz tA injektív.
Következmények: 1) Lax-Milgram tétel: Legyen Ж  Hilbert tér.
Tétel: Legyen А: Ж Ж zárt leképezés. Ha létezik olyan S >  0, hogy
<  x; Ax > > 5 • N x||2 ,
(x  G D(A) = Ж), akkor az A leképezésnek létezik folytonos egész .ж -n értelmezett inverze. 
Ez esetben A is folytonos.
Bizonyítás: Mivel D(A) =.Ж , H = Ж , a Riesz reprezentációs tétel alapján, és minden 
y G í?(A)-hoz létezik y'.
A folytonossága a zárt gráf tétel következménye.
Felhívjuk a figyelmet, hogy a Lax-Milgram tétel csupán elegendő feltételt ad az egész ж-п 
értelmezett folytonos inverz létezésére. Ugyanis az <  x; Ах > > b • ||x||2 feltétel az A le­
képezés szigorú pozitív definitségét jelenti, inverze azonban más leképezésnek is létezik.
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Ha a tételben A zártságát elejtjük és а II. a) feltételt feltesszük, akkor A folytonossága 
következik у = Ax mellett az
<  Ах; Ах >  = И Ax||2 < Ő • ||Ax|| • ||x||
egyenlőtlenségből természetesen, a || || = III ||| esetben. Különben a zártság és e feltétel
függetlenek.
Ha Hj, H9 két különböző Hilbert tér, akkor módosul a helyzet.
Általában csak az 1., 2. tételt mondhatjuk ki.
A 2. tételre példaként nézzük meg a következő következményt:
2) Parciális differenciálegyenletek modern elméletében alapvető az alábbi tétel (Nagumó):
Legyenek Hi; H2 Hilbert terek, és i: Hj -* H2 folytonos injekció, R(i) C H2 sűrű.
Az R(i) = -íPj c  H2 altéren i segítségével bevezethetünk olyan topológiát, hogy i: Hj -► 
-> Ж у homeomorfizmus legyen, ekkor H^et azonosítjuk Ж j-gyel, ami Hilbert tér lesz. .^ j-en 
a skalárszorzatot f ; ]-lel, a normát Ili III -lal H2-n megfelelően < ; > —illetőleg || ||-lal 
jelöljük.
Tétel: Az A: Hj -»• H2(X def. A o i 1 : ж'у -► H2) leképezésnek létezik folytonos és 
az egész H2*n értelmezett inverze, ha
1) D(A) C Hj sűrű, A zárt.
2) Létezik olyan 5 >  0, és 5 >  0, hogy у G D(A) -ra
<  y; Ay > >  8 ' llyll • Hlylll
|< y; Ax > | <  Ô • Hlylll • llixlil, X G D(Â), y G ж^те.
Bizonyítás: Az A folytonos zárt altéren értelmezett inverze létezik, ez az első egyenlőt­
lenség és az 1. feltétel második felének következménye.
A második rész bizonyításához azt vegyük tekintetbe, hogy H'2 C Jf' altér, a t  injek- 
tív volta miatt.
A D(A) с  ж\ a Hl Hl normában sűrű, tehát D(A) э  H!, is. Végül i folytonos, ezért 
IIiy|| <  Hlylll, ami a kívánt egyenlőtlenséget biztosítja a normák között.
3) További alkalmazásként a spektrálelméletnek az invertálható leképezések halmazára vo­
natkozó alapvető állításait könnyen bebizonyítatjuk korlátos és nem korlátos leképezések eseté­
re:
Tétel: Legyen A e  В-» E lineáris leképezés, D(A) С В értelmezési tartománnyal.
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Feltesszük, hogy létezik A-nak egész E-n értelmezett folytonos inverze, amelynek normá­
ja IIA- 1H. На А' e  В -> E, D(A') D D(A) és A' folytonos, zárt leképezés, és ||A'|| <
< p  < | |  A-1 I f 1, akkor A ± A' leképezésnek is létezik egész E-n értelmezett folytonos inver­
ze.
Bizonyítás: Az A leképezés az 1 ) tétel valamennyi feltételét teljesíti, A- 1 létezése 
folytán. Ezért elegendő A ± A'-re megmutatni, hogy a D(A ± A') = D(A)-ból vett tetszőleges 
x-re, ha valamely (y'; x) pár (у' e  E') teljesíti az I. feltételt az A leképezéssel, ugyanez a 
pár teljesíti ugyanazt a feltételt A ± A-val is.
Ezt azonban így kapjuk:
<  y'; (A ± A')x >  = < y'; Ax >  ± < y'; A'x >  >  -  ||y'|| • ||A'||





lA'H lly'll • llx|| .
Az egyenlőtlenségek utolsó tagjában 1 >  h >  — ------- esetén kapunk egy pozitív 5-t, és
II A" 1 |Г 1
ezzel a tételt beláttuk.
Jelöljük У'(В; E)-vel В-t E-re képező folytonos lineáris leképezések terét, ellátva az erős 
topológiával (В, E mint az 1. tételben).
Az Ä'(B, E) 0 körüli p sugarú környezetét Gp (O)-val jelölve, a következő három té­
telt mondhatjuk ki:
1) Következmény: E)-ben az invertálható leképezések tere az erős topológiában nyílt.
2) А e  В -> E zárt leképezések terén (nem szükségképp vektortér), ha A invertálható, 
úgy, hogy D(A_1) = E ,  akkor az A + Gp(0) (p <  ||A~ 11|_ 1 ) halmaz elemei is invertálha- 
tóak.
3) Egy A g B-> В zárt leképezés spektruma zárt halmaz (mivel a reguláris X-k halma­
za nyílt Rj-ben).
Az eddigiek alapján látható, hogy általában A folytonosságát nem kell megkövetelni, és 
az a feltételeinkből sem következik.
A folytonosság szerepére mutat rá a következő tétel:
Legyen az 1. tételbeli E = B2 Banach tér, és а В = Bj ugyancsak Banach tér.
Vizsgáljuk az A: Bj -> B, folytonos leképezést. A zárt gráf-tétel szerint A zárt is. Mi­
vel A folytonos, a tétel II. a) feltételét nem kell megkövetelni ahhoz, hogy folytonos inverz 
létezzék.
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3. Tétel: На А: -> В2 folytonos leképezés, és ha minden O A x g Bj mellett létezik
olyan у' G B'2, hogy
<  y'; Ax >  >  0,
és ha' továbbá
H* = U ! y'; <  y'; Ax >  >  0, у' e  B'2 | = B' ,
OtxeBj 2
akkor
1. vagy R(A) első kategóriájú, és A-1 nem folytonos,
2) vagy R(A) = B2, és A-1 folytonos.
Bizonyítás: A- 1 létezik, ez a fenti egyenlőtlenség közvetlen következménye.
2) H* = B'2 mellett R(A) sűrű B2-ben, mert tA injektív.
Ekkor A: B1 -> B2 folytonos, és képe sűrű B2-ben. A nyílt leképezések tétele kimond­
ja, hegy
a) RÍA) vagy első kategóriájú,
b) vagy R(A) = B2, és A nyílt.
Ez utóbbi A- 1 folytonosságát jelenti.
E tételt teljesítő leképezésekre nem igaz több, az első kategóriájú R(A) csak további fel­
tevéssel zárható ki.
Erre a következő példát nézzük:
Példa: Legyen i: Cj[a, b ] C [ a ,  b] a következő folytonos injekció: 
f e  Cj[a, b] esetén i(f) = f.
Tudjuk, R(i) sűrű C[a, b]-ben. Ez azt jelenti, hogy tA injektív, és minden f e  
G Cjta, b] elemhez a Hahn -  Banach-tétel biztosít olyan y' G (C[a, b])'-beli elemet, hogy
<  y\- i(f) >  >  0 .
Ugyanakkor R(i) első kategóriájú, mert G^fO) Cj-beli egységgömb lezárása kompakt 
C[a, b]-ben és ezért nem tartalmazhat C-beli gömböt.
oo
Ugyanakkor C,[a,b] = U n • Ga(0) .
A nyílt leképezések tételével jellemezhetjük még az 1 ), 2) tételt kielégítő esetekben az A 
leképezés értelmezési tartományát is.
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Ugyanis, ha a mondott tételek feltételei teljesülnek, és B, E megfelelően B j, B, 
Banach terek, akkor A- 1 : B2 -»■ D(A) C Bj,B, ,  Banach térből D(A) Banach térbe ható 
folytonos leképezés. A D(A)-ban R(A~ 1 ) = D(A) sűrű, ezért a nyílt leképezések tétele sze­
rint D(A) a D(A)-ban első kategóriájú, vagy D(A) = D(A), és A folytonos.
Speciálisan, ha A nem folytonos, és D(A) sűrű altér B: -ben, akkor D(A) első kate­
góriájú.
Komplexifikáció (Shaefer) felhasználásával a fenti eredmények komplex terekre is érvé­
nyesek, ha a funkcionáloknál az abszolút érték a komplexeknél szokásos abszolút érték, és az 
első becsléseknél a funkcionálok valós részére mint valós funkcionálra adjuk a feltételeket.
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S u m m a r y
Generalization of the Lax-Milgram theorem
Let H be a Hilbert space, and A G i?(H, H),
(x, Ax) > 8 • II x||2 , Ô >  0 .
The theorem of Lax-Milgram states that, there exists A-1 G У{Н,  H).
This theorem is generalized in our paper for the case of an A e  B-> E which is not nec­
essarily a continuous but a linear mapping (where В is a Banach and E a normed space).
We are able to weaken the hypothesis of positive definity; and we assume that
V x e  S?(A) there exists у' e  E' ,
<  y'; A x >  S • ||x|| • Ц/H , 5 >  0
and for V y' G E' there exists x G â>(A), satisfying the above condition. It is shown that this 
condition is necessary for the existence o f A-1 G <S?(E, B).
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Р е з ю м е
О бобщ ение теорем ы  Л а к с а -М и л г р а м а
П у с ть  Н ги л ь б ер то в о  п р о с т р а н с т в о  и A G ^ ’(Н, Н ) ,
(х, Ах) >  5 • II х ||2 , S >  0 .
По т ео р е м е  Л а к с а -М и л г р а м а  с у щ е с т в у е т  А 1 G Ä7(H ,H ).
Н аш а с т а т ь я  о б о б щ ает  э т у  тео р ем у  в  сл у ч ае  A G В ->■ Е не о б я за т е л ь н о  н е ­
п р ер ы вн о го , но л и н ей н ого  о то б р аж ен и я , гд е  В — б ан ах о в о  и Е -  норм иро­
ван ное п р о ст р ан ст в о . В м е с т о  полож ительной  о п р ед ел ен н о сти  п р е д п о л а га е т ­
с я , что
для каж д о го  V x G Ö (A ) с у щ е с т в у е т  тако й  у ' G Е' 
что  <  у ' ; А х >  >  S • II х|| • Il yll • 5 >  0
и, о б р атн о , для к аж д о го  У у 'с Е 'с у щ е с т в у е т  тако й  x G  (А), выполняю щ ий 
дан ное у сл о в и е . Э то  п редполож ени е о к а з ы в а е т с я  и н еобходи м ы м  для с у -  
и р ств о в ан и я  А 1 G ^ ( Е ,  В) .
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