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Wemeasured contrast thresholds for the identiﬁcation of faces and facial expressions as a function of the
center spatial frequency of narrow-band additive noise. In adults, masking of mid spatial frequencies
(11–16 c/fw) caused the largest elevation in contrast threshold (Experiment 1). Ideal observer analysis
revealed that adults were equally sensitive to available information at low and mid spatial frequencies,
both of which they used more efﬁciently than high spatial frequencies. The drop-off of sensitivity at high
spatial frequencies began at a lower spatial frequency for recognizing facial identity than for recognizing
facial expression. As a result, the critical band was higher for expression than for identity. The critical
band for both identity and expression shifted to slightly lower values as distance increased (Experiment
2), a pattern indicating only partial scale invariance. Children aged 10 and 14 years showed similar tuning
but needed more contrast (Experiment 3). The patterns suggest that adults use ﬁner details for recogniz-
ing facial expressions than for identifying faces, a tuning that appears as early as age 10.
 2011 Elsevier Ltd. All rights reserved.1. Introduction remain constant as the face is viewed from different distances.Facial identity and facial expression represent invariant and
changeable aspects of faces, respectively. Human adults are fast
and accurate in extracting these two types of information from
faces. Several researchers have proposed that the recognition of fa-
cial identity and facial expression involve two separable systems
(Bruce & Young, 1986; Haxby, Hoffman, & Gobbini, 2000). That
proposal is supported by evidence from behavioral measures
(Young, McWeeny, Hay, & Ellis, 1986), neuropsychological studies
(Etcoff, 1984; Hornak, Rolls, & Wade, 1996; Tranel, Damasio, &
Damasio, 1988; Young, Newcombe, de Haan, Small, & Hay, 1993),
functional imaging (George et al., 1993; Sergent, Ohta, Macdonald,
& Zuck, 1994; Winston, Henson, Fine-Goulden, & Dolan, 2004), and
single cell-recordings (Hasselmo, Rolls, & Baylis, 1989). However,
no previous study has investigated whether we use the same or
different spatial frequency information to recognize facial identity
and facial expression.
Research on the recognition of facial identity has revealed that
adults use a limited range of mid spatial frequencies, with spatial
frequency deﬁned as the number of sinusoidal transitions across
the face, measured in cycles per face width (c/fw), rather than
the number of variations across the retina, which is measured in
cycles per degree. Unlike cycles per degree, cycles per face widthll rights reserved.
Psychology, Neuroscience &
st, Hamilton, Ontario, Canada
.Although it is generally agreed that the mid spatial frequency
bands contain the critical information for face identiﬁcation, the
estimates of the critical center frequency vary from study to study,
probably because of different ways of manipulating the available
spatial frequency information.
Pixelizing was one of the earliest approaches used to manipu-
late spatial frequency information in faces. In this approach, a grid
was put on a face image and the gray level within each block (pix-
el) was set to the mean gray level of the block. Studies using this
approach reported that accuracy for recognition of facial identity
dropped when the image quality dropped below 16 (Harmon,
1973), 18 (Bachmann, 1991), 21 (Costen, Parker, & Craw, 1994),
and 23 (Costen, Parker, & Craw, 1996) pixels per face (8–11.5 c/
fw). However, pixelizing introduces additional high spatial fre-
quencies into the image, which may affect the estimates of the crit-
ical spatial frequency bands for face identiﬁcation.
As a better way to manipulate spatial frequency information
than pixelizing, ﬁltering is a commonly used approach, because it
allows the selective removal of certain spatial frequencies without
adding extra spatial frequencies to the image. Using low-pass ﬁl-
tered faces, in which higher spatial frequencies were removed, Fio-
rentini, Maffei, and Sandini (1983) found that adults were less
accurate in recognizing facial identity when the cutoff frequency
dropped from 8 to 5 c/fw. Using low-pass and high-pass ﬁltered
faces, Costen and colleagues (1994, 1996) found that the most use-
ful information for face identiﬁcation is carried by a spatial fre-
quency band between 8 and 16 c/fw. In contrast, using band-pass
ﬁltered faces, which only contain information in a narrow range
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the most critical information is located around 20 c/fw.
An alternative approach to selectively removing certain bands
of spatial frequency by ﬁltering is to add noise in the target spatial
frequency band, a procedure called noise masking. Using narrow-
band additive white Gaussian noise, Näsänen (1999) found that
adults asked to recognize the identity of faces are most sensitive
to spatial frequency information centered around 8–11 c/fw. Simi-
lar to noise masking, Fourier phase randomization selectively dis-
rupts information in a certain spatial frequency band by
scrambling the phase information in that band. This method has
the advantage of leaving the amplitude spectrum of the face con-
stant because no noise is added to the image. Using Fourier phase
randomization, Näsänen (1999, Experiment 2) reported similar re-
sults (8–11 c/fw) to those found with noise masking (Näsänen,
1999, Experiment 1, 8–11 c/fw) for the critical spatial frequency
band used by adults in face identiﬁcation. Also using Fourier phase
randomization, Ojanpää and Näsänen (2003) reported similar re-
sults (8–11 c/fw) when a visual search paradigm was used.
The use of spatial frequency information in face identiﬁcation is
assumed to be scale invariant. Hayes and colleagues (1986) found
that the most informative spatial frequency band is located around
20 c/fw when adults were tested at 2.1 m or 8.5 m. However, Näsä-
nen (1999, Experiment 4) and Ojanpää and Näsänen (2003) re-
ported a slight shift of the critical spatial frequency band when
adults were tested at different distances. When the testing distance
was increased from 60 cm to 240 cm in the ﬁrst study, the center of
the critical spatial frequency band shifted from 11 c/fw to 6.9 c/fw.
When the testing distance was increased from 57 cm to 171 cm in
the second study, the center of the critical spatial frequency band
shifted from 8–11 c/fw to 5.6–8 c/fw. One explanation of the shift
is the attenuation of high spatial frequencies by the optics of the
eye (Näsänen, 1999; Ojanpää & Näsänen, 2003). Nevertheless,
when compared to the shift in retinal spatial frequency with in-
creased viewing distance (e.g., from 60 cm to 240 cm in the Näsä-
nen’s (1999) study), the shift in object-based spatial frequency is
relatively small. Therefore, the critical spatial frequency in recog-
nizing facial identity appears to be partially scale invariant.
The far fewer studies on the recognition of facial expressions
generally agree that the mid spatial frequency band is also critical.
Using low-pass and high-pass noise masking, Schwartz, Bayer, and
Pelli (1998) found that the critical spatial frequency band for rec-
ognizing facial expressions is located around 8 c/fw. Using hybrid
faces, which contained a face with information below 8 c/fw super-
imposed on a face with information above 24 c/fw, Schyns and Oli-
va (1999) reported a low spatial frequency bias in categorizing
facial expressions. The same low frequency bias was also found
when the participants categorized facial identity in hybrid faces.
Using ﬁltered synthetic faces representing different facial expres-
sions, Goren and Wilson (2006) found that when the spatial fre-
quency band shifted from mid (10 c/fw) to low (3.3 c/fw) spatial
frequency, discrimination thresholds increased for most of the
expressions, especially for sadness, but not for anger. No change
in threshold was found when the spatial frequency band shifted
from mid (10 c/fw) to high (30 c/fw) spatial frequency. The differ-
ence in critical spatial frequency among expressions is also sug-
gested by Smith and Schyns (2009)’s ﬁnding that different facial
expressions are represented by different diagnostic spatial fre-
quency spectra. In this study, the critical spatial frequency band
for recognizing each expression revealed by the Bubbles technique
(Gosselin & Schyns, 2001) was related, to some extent, to observ-
ers’ sensitivity to that expression at different viewing distances.
Expressions that have lower critical spatial frequencies (happy,
surprise, disgust) were better recognized in smaller images simu-
lating a longer distance than expressions that have higher critical
spatial frequencies (neutral, sad).Most previous studies reported only how human performance
varied with experimental manipulations of the stimuli. In con-
trast, Näsänen (1999) compared the tuning curves of human
observers and an ideal observer able to use all the pixel informa-
tion contained in the images to distinguish facial identities. Un-
like human observers, who show higher sensitivity to mid
spatial frequencies than low or high spatial frequencies, for the
ideal observer there was a linear decrease of sensitivity with
increasing spatial frequency. The difference suggests that human
observers are not able to use information in all spatial frequency
bands equally well, that is, they are unable to use the greater
information available in low spatial frequency bands as efﬁciently
as the information in mid spatial frequency bands. Two previous
studies (facial identity: Gold, Bennett, & Sekuler, 1999; facial
expression: Schwartz et al., 1998) calculated ideal observer per-
formance as a benchmark of information availability and used
the ratio of ideal to human performance (efﬁciency) as a measure
of the properties of human information processing. Both studies
show that human observers are the most efﬁcient in using the
mid spatial frequency band in recognizing facial identity and fa-
cial expression.
There has not been a direct comparison of the critical spatial
frequency bands for the recognition of facial identity and the rec-
ognition of facial expression in which the same methods were used
to manipulate spatial frequency. Although previous studies agree
that the mid spatial frequency band is critical for both facial iden-
tity and facial expression, the amount of variation across methods
and studies makes it impossible to ascertain whether the critical
bands are completely or only partially overlapping. That was the
purpose of Experiment 1. We used noise masking to measure the
critical spatial frequency band for the recognition of facial identity
and of facial expressions, in each case with variable information
from the other dimension. Speciﬁcally, we measured contrast
thresholds for recognizing facial identity with varying expression
and for recognizing facial expression with varying identity as a
function of the spatial frequency of narrow-band additive white
Gaussian noise. To increase the generality of the ﬁndings, we used
four different identities and four facial expressions capturing the
major variation in adults’ perceptual structure of facial expressions
(Gao, Maurer, & Nishimura, 2010), namely, happiness, sadness,
fear, and anger. In Experiment 2, we used the same paradigm to
investigate the effect of viewing distance. In Experiment 3, we used
a subset of conditions to explore developmental changes in the
critical spatial frequency band used in recognizing facial identity
and expression.2. General methods
2.1. Apparatus
The stimuli were generated on an Apple Mac Pro computer and
displayed on a 21-in. CRT monitor (Dell P1130) with a resolution of
1600  1200, a refresh rate of 85 Hz (non-interlaced), and 256
grayscale levels. The average luminance of the stimuli and back-
ground was 20.4 cd/m2. The experiments were controlled by cus-
tom software based on the Matlab (version 7.1) programming
environment using Psychophysics Toolbox (Brainard, 1997; Pelli,
1997). Participants viewed the stimuli binocularly in a dimly lit
room with their heads stabilized on a chinrest.2.2. Face images
We used two female models (model number: 03, 10) and two
male models (model number: 24, 25) from the Nimstim stimulus
set (Tottenham et al., 2009). For each model, we selected the
Fig. 1. Examples of faces without additive noise and with additive white Gaussian noise ﬁltered at different center spatial frequency bands.
1 Truncating the noise can affect the normality of the noise distribution by
introducing ‘‘spikes’’ to the ends of the distribution. However, this would not have any
substantial effect on the current stimuli since at near threshold contrast level (RMS
contrast of 0.1) the probability of having the grayscale value of one pixel falling out of
the display range (0–255) in the entire image (650  650 pixels) is small (p = 0.0003).
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sions. The selected models received high agreement on the
expression posed and high ratings of intensity from adults in a
previous study (Palermo & Coltheart, 2004). The neutral faces
and the original expressive faces were used only for generating
the testing stimuli. For each expression, we created intensities
of 50% and 90% by morphing the emotional face with the neutral
face (for details, see Gao & Maurer, 2009), and only these two
images were used during the test. The 90% expressions were near
the maximum intensity produced by human adults and will be
referred to as high intensity. The 50% expressions were lower
but still quite a bit above threshold for each expression, as
revealed in previous research with this stimulus set (Gao &
Maurer, 2009). For ease, we will refer to them as low intensity.
This procedure created 32 test stimuli (4 models 4 expressions
2 intensities).
Image processing was carried out using Matlab (version 7.1).
The stimuli were converted to grayscale images and the amplitude
spectrum of each face image was replaced by the average ampli-
tude spectrum of the 32 face images. An oval-shaped Gaussian
window was applied to each image to remove hair cues from the
face (see Fig. 1). Each face had a width of 11 cm, or from a testing
distance of 60 cm, 10.5 visual degrees.
2.3. Spatial frequency manipulation
On each trial, a white Gaussian noise mask that was the same
size as the face image was superimposed. The noise mask was ﬁl-
tered by a Gaussian ﬁlter (see Supplementary Fig. 1 for the ﬁlter
functions) at one of seven center frequencies (4, 5.6, 8, 11, 16,
23, 32 c/fw) with a bandwidth of 1.58 octaves (full width half
height). The noise mask alone had a mean grayscale value of 0.
When the noise mask was combined with the face image, the mean
luminance value of the masked image was the same as the original
face image. Image root-mean-square (RMS) contrast was com-
puted by ﬁrst computing local contrast:
ci ¼ li  LL ð1Þ
where ci is the contrast at pixel location i. L is average luminance
and li is the luminance of the ith pixel. These values were then used
to compute RMS contrast:cRMS ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
Xn
i¼1
c2i
vuut ð2Þ
where n is the number of pixels in the image. The RMS contrast of
the face image was varied according to a staircase procedure,
while the RMS contrast of the noise was kept constant at 0.04
(the RMS contrast of the noise was reduced to 0.02 in Experiment 3).
At a RMS contrast of 0.04, the standard deviation of the grayscale
values of the noise mask was 5.47. Since there were only 256
gray levels, any gray scale values in the masked image larger than
255 or smaller than 0 were truncated to be within the range of 0
and 255.1
2.4. Ideal observer analysis
We built an ideal observer that had pixel information for all the
original images (the templates, T) and information on the noise ﬁl-
ter functions. On each trial, the stimulus image I (signal plus ﬁl-
tered noise) was Fourier transformed. The amplitude spectrum of
I was divided by the magnitude spectrum of the ﬁlter function,
which had been used as the noise in the current trail, while the
phase spectrum of I was preserved. The new amplitude spectrum
and the preserved phase spectrum were then submitted to inverse
Fourier transform to generate IC1 . The resulting image IC1 is equiv-
alent to an inverse-ﬁltered signal plus the original white Gaussian
noise. This inverse-ﬁltering process is called ‘‘prewhitening’’,
which removes the correlations between noise amplitude spec-
trum and spatial frequency (Conrey & Gold, 2009). The ideal obser-
ver also inverse-ﬁltered the templates (TC1 ) using the same ﬁlter
function to preserve the probability structure of the original image
I relative to the ideal templates T. Then the ideal observer submit-
ted IC1 and TC1 to a decision rule, in which the ideal observer cal-
culated the ratio between the posterior probabilities that IC1 was
from stimulus group A or from stimulus group B using the follow-
ing formula (Gold et al., 1999; Tjan, Braje, Legge, & Kersten, 1995):
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PNa
j¼1
exp  12r2
Pn
i¼1
ðIC1i  TC1aijÞ
2
 
PNb
j¼1
exp  12r2
Pn
i¼1
IC1i  TC1bij
 2  ð3Þ
where IC1i is the grayscale value of the ith pixel of the prewhitened
stimulus, TC1aij is the value at pixel i in the jth prewhitened tem-
plate of stimulus group A, Na is the number of templates in stimulus
group A, TC1bij is the value at pixel i in the jth prewhitened tem-
plate of stimulus group B, Nb is the number of templates in stimulus
group B, n is the number of pixels in each image (650  650), and r
is the standard deviation of the noise grayscale values.
On a given trial, the ideal observer chose answer A if p was
greater than 1, and answer B if p was less than 1. The ideal observer
ran all the conditions (except the no noise condition) with the
same settings as human observers. For each condition the thresh-
old was the mean threshold of 10 runs. We calculated the efﬁ-
ciency of human information processing in each condition as the
ratio between the ideal observer threshold contrast energy (Eideal)
and the mean of human threshold contrast energy (Ehuman), and
converted efﬁciency to relative sensitivity by calculating the loga-
rithm of the reciprocal of efﬁciency.
Efficiency ¼ Eideal=Ehuman ð4Þ
Contrast energy is deﬁned as:
E ¼ c2RMSna ð5Þ
where n is the number of pixels in the picture and a is the area of a
single pixel.
2.5. Procedure
The protocol was approved by the McMaster Research Ethics
Board. We obtained written consent from the adult participants
or from a parent of the child participants, and we obtained verbal
assent from the child participants.
2.5.1. Training
Participants began with training to recognize the identity of all
the target faces that would be used in the following testing session.
Each training task had three stages. In the ﬁrst stage, participants
passively viewed the eight versions of each target face identity
(with four expressions  two intensities) twice, for 2 s each time,
preceded by a label identifying the face (female 1, female 2, male
1, male 2). In the second stage, participants indicated the identity
of each face image by pressing a predeﬁned key. Each version of
the target face images was shown once for 500 ms (the presenta-
tion time was extended to 1000 ms in Experiment 3). Auditory
feedback was given after each key press with a high pitch tone
indicating a correct response and a low pitch tone indicating an
incorrect response. The third stage was identical to the second
stage except that no feedback was given after each response. Par-
ticipants needed to reach 100% accuracy in the third stage to pro-
ceed to the testing session. No training was given for the facial
expression discrimination task.
2.5.2. Testing
Each trial started with a 500 ms presentation of a ﬁxation cross
in the center of the screen followed by a 500 ms presentation of a
face image (the presentation time was extended to 1000 ms in
Experiment 3). Participants used the keyboard to indicate their an-
swers and received the same auditory feedback as used in the
training session. The next trial began as soon as the feedback
ended. On the ﬁrst trial of each staircase, the face image had a
RMS contrast of 0.2 (a RMS contrast of 0.3 was used for the ﬁrsttrials in Experiment 3). After three (two for Experiment 2 and
Experiment 3) consecutive correct responses, the RMS contrast of
the face image was decreased by a factor of 1.26. After each incor-
rect response, the RMS contrast of the face image was increased by
the same factor. The staircase procedure terminated at 80 trials or
10 reversals, whichever came ﬁrst. The threshold value was calcu-
lated as the geometric mean of the RMS contrast values of the last
six reversals, representing an accuracy of 0.79 (0.71 for Experiment
2 and Experiment 3).3. Experiment 1
In Experiment 1, we examined the importance of different
bands of spatial frequency for recognizing facial identity and facial
expression by adding to each face image, white Gaussian noise that
masked one of seven narrow spatial frequency bands with different
center frequencies. In the facial identity task, the observers learned
and discriminated a pair of male faces and a pair of female faces, in
each case with varying facial expressions. In the facial expression
task, the same observers discriminated two pairs of facial expres-
sions (happiness vs. sadness and anger vs. fear) posed by the same
four models. Each expression pair was tested at both high intensity
(90%) and low intensity (50%). We chose these two pairings of fa-
cial expression because they differ maximally on the two major
dimensions in adults’ perceptual structure for facial expressions,
namely, the pleasure dimension and the potency dimension (Gao
et al., 2010). Happiness and sadness represent two ends of the
pleasure dimension, while anger and fear represent two ends of
the potency dimension. We also compared the performance of
the ﬁve observers to the performance of an ideal observer with
all the pixel information in the images.
3.1. Participants
Participants were ﬁve adult observers (XG, SM, JW, MV, and OK,
age range: 20–28) fromMcMaster University. XG and MV are expe-
rienced psychophysical observers. SM, JW, and OKwere naïve to the
purpose of the current study and had very limited previous experi-
ence in psychophysical experiments. All participants had normal
or corrected-to-normal vision. Theycompleted testingover2 weeks.
3.2. Design
3.2.1. Facial identity discrimination
Participants discriminated between the two male models in one
block and between the two female models in the other block; order
of blocks was randomized across observers. For each model there
were eight different images consisting of four expressions at two
intensities. In each block, two staircase runs were conducted for
each of the eight noise masking conditions (no noise and seven
center frequencies). In total, each participant generated 32 thresh-
olds (two testing blocks [male; female]  eight noise condi-
tions  two runs). The order of testing within each block was
constrained so that the ﬁrst and the ninth staircase were always
the no noise condition and the other conditions appeared in a ran-
dom order once before and once after the ninth staircase. The mean
threshold of the two runs was used as the threshold for each
condition.
3.2.2. Facial expression discrimination
The facial expression task consisted of four blocks: 90% happi-
ness vs. 90% sadness, 50% happiness vs. 50% sadness, 90% anger
vs. 90% fear, and 50% anger vs. 50% fear. Since we used the same
four models for both identity and expression discrimination, we al-
ways ran the identity task before the expression task to control the
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order of masking conditions was controlled in the same way as
for the identity discrimination task. In total, each participant gen-
erated 64 thresholds (four testing blocks  eight noise condi-
tions  two runs). The four blocks of expression discrimination
were tested in a pseudo random order so that the low intense pair-
ings always followed their corresponding high intense pairings,
with the starting expression pair (happy/sad or angry/fear) ran-
domized across observers. The mean threshold for the two runs
was used as the threshold for each condition.
3.3. Results and discussion
3.3.1. Contrast thresholds
Fig. 2a indicates that the peaks of the tuning functions as a func-
tion of the masked spatial frequency band for the two facial iden-
tity discrimination tasks (the solid lines), one involving two male
faces and the other, two female faces, are at 11 c/fw. Since we used
a noise masking paradigm, higher contrast threshold suggests that0.
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value, A is the height of the peak, l is the position of the peak, and r
represents the width of the curve. We estimated the position of the
peak (l) for each task using a bootstrapping procedure based on
1000 iterations. The estimated values indicate that the peak mask-
ing is around 11 c/fw for facial identity, a value signiﬁcantly lower
(ps < .05) than the peak, around 13 c/fw, for facial expression (see
Supplementary Table 1 for the estimates of peak positions).
3.3.2. Ideal observer
Before we attribute the different spatial frequency tuning to the
difference in the ability of human observers to use information in
processing facial identity and facial expressions, we have to con-
sider the availability of information in these tasks. As shown in
Fig. 2b, the ideal observer performed similarly on the two types
of task, in each case much better than human observers as indi-
cated by lower contrast thresholds. Unlike human observers,
whose tuning curves have an obvious peak when the masked spa-
tial frequency is in the mid spatial frequency range, the tuning
curves of the ideal observer show an increase in contrast thresh-
olds as the masked center spatial frequency increases. To test
whether the shapes of the tuning curves of the ideal observer are
the same for different tasks, we ﬁrst found the best ﬁtting function
to the means across all six tasks. A quadratic function
f(x) = p1x2 + p2x + p3 (p1 = 0.0012, p2 = 0.0018, p3 = 0.0009) pro-
vided a good ﬁt (r2 = 0.98). We then ﬁt a quadratic function to
the mean of each task using the same p1 and p2 values as estimated
in the previous step but allowing p3 to vary since p3 only affects the
height but not the shape of the curves. A one-way ANOVA on the
residuals of the ﬁts to the six tasks revealed no signiﬁcant differ-
ence, F(5, 59) = 1.587, p = 0.179, suggesting that the shapes of the
tuning functions for different tasks are not different from each
other. A comparison of Fig. 2a and b suggests, like previous studies
(Gold et al., 1999; Näsänen, 1999), that human observers do not
only rely on low-level image information to discriminate either fa-
cial identity or facial expression: their maximum sensitivity is at a
different masked spatial frequency and, unlike the ideal observer,
differs for expression and identity judgments.
3.3.3. Relative sensitivity
Using the performance of the ideal observer as a benchmark, we
gauged human performance by calculating human efﬁciency
(Fig. 2c) using formula 4. Since we used a masking paradigm in the
current study, the lowest efﬁciency value indicates the spatial fre-
quency band that is most important because it leads to the largest
drop in efﬁciency when it is masked. To present human sensitivity
in a more intuitive way (higher value represents higher sensitivity),
we calculated and plotted relative sensitivity as the logarithmof the
reciprocal of the efﬁciency (Fig. 2d). For all six tasks, human sensitiv-
ity is high in awide range running from low(4 c/fw) tomid (11–16 c/
fw) spatial frequencies and drops rapidly beyond the mid (11–16 c/
fw) spatial frequency band. Unlike the curves of contrast thresholds
(Fig. 2a), there is no obvious peak in the curves of relative sensitivity.
Although the shapes of the curves of relative sensitivity are similar
across tasks, the positions of the ‘‘elbows’’ of the curves (the spatial
frequency where sensitivity begins to drop) are at a slightly lower
spatial frequency for the identity than the expression tasks
(Fig. 2d, solid versus dashed lines). To quantify this difference, we
ﬁt a step function to the mean across the two identity tasks and
the mean across the four expression tasks:
f ðxÞ ¼ c if x 6 ðc  bÞ=a
axþ b if x > ðc  bÞ=a

ð7Þ
where (c  b)/a is the position of the ‘‘elbow’’. The ‘‘elbow’’ of the
curve for the mean of the two identity tasks is at 17.4 c/fw (95%bootstrapped conﬁdence interval: 15.1–18.4 c/fw), which is lower
than for the mean of the four expression tasks (18.5 c/fw, 95% boot-
strapped conﬁdence interval: 18–18.8 c/fw). Therefore, the lower
critical spatial frequencies for the facial identity than for the facial
expression task revealed by the contrast thresholds can be ex-
plained by the earlier drop of sensitivity at high spatial frequencies
when judging identity than when judging expression.
The results for Experiment 1 indicate that adult human observ-
ers are most affected by masking of mid spatial frequencies when
judging facial identity or expression, but that when the informa-
tion available in the stimuli, as revealed by ideal observer analysis,
is taken into account their sensitivity is equally high for spatial fre-
quencies running from low to mid band levels. Whether based on
the original contrast thresholds or their sensitivity relative to an
ideal observer, they are less well able to use information at higher
spatial frequencies, with an increasing drop-off as spatial fre-
quency increases that begins earlier for facial identity than for fa-
cial expression. Thus, as the combined result of sensitivity and
information availability, the most useful spatial frequencies for
adults discriminating happiness vs. sadness and fear vs. anger in-
cludes a spatial frequency band that is higher than the most useful
bands for recognizing facial identity, whether the facial expression
is high or low in intensity. The current ﬁnding adds a new piece of
evidence to the proposal (Bruce & Young, 1986; Haxby et al., 2000)
that in adults, the systems for processing facial identity and facial
expression are at least partially separate.4. Experiment 2
Previous studies of the recognition of facial identity have re-
ported that the critical spatial frequency band is largely constant
across distance, that is, it is based on the amount of information
in each unit of the face (cycles per face width), rather than in each
unit of the retina (cycles per degree) (Hayes et al., 1986; Näsänen,
1999; Ojanpää & Näsänen, 2003). Such an object-based system is
useful for recognizing faces across varying distance. However, the
empirical results for facial identity have been inconsistent: when
distance was varied 3–4-fold, one study found no change in the
optimal spatial frequency over a fourfold increase (Hayes et al.,
1986), while two others found a shift toward a slightly lower spa-
tial frequency band when distance was increased (Näsänen, 1999;
Ojanpää & Näsänen, 2003). There has been no report on the effect
of distance on the critical spatial frequency band for the recogni-
tion of facial expressions.
In Experiment 2, we investigated the critical spatial frequency
band for the recognition of facial identity and of facial expressions
at three testing distances using the same noise masking paradigm
as in Experiment 1. Because in Experiment 1, the tuning functions
were similar for discriminating the two females and the two males
and similar for the four facial expression tasks, we used two four-
alternative forced choice tasks in Experiment 2: one with the four
identities and one with the four expressions at the high intensity
(90%).
4.1. Participants
Participants were the same ﬁve observers as in Experiment 1.
They began Experiment 2 after completing Experiment 1 and com-
pleted it over a number of days within a 2-week period.
4.2. Design and procedure
4.2.1. Facial identity discrimination
In the identity block, participants discriminated among the four
models (two female, two male) used in Experiment 1. For each
514 X. Gao, D. Maurer / Vision Research 51 (2011) 508–519model, there were eight different images consisting of four expres-
sions at two intensities (50% and 90%). Participants were tested in
sequence at three viewing distances: 60 cm, 120 cm, and 180 cm.
For each testing distance, two staircase runs were conducted at
each of the eight noise masking conditions to yield 48 thresholds
(three viewing distances  eight noise conditions  two runs).
The order of the conditions was controlled in the same way as in
Experiment 1. The mean threshold of the two runs was used as
the threshold for each condition.4.2.2. Facial expression discrimination
In the expression block, participants discriminated among four
expressions: happiness, sadness, fear, and anger, all at 90% inten-
sity. Each expression was displayed in the faces of the same four
models used in Experiment 1. The other details of the procedure
were the same as in the identity discrimination task. We collected
48 thresholds (three viewing distances  eight noise condi-
tions  two runs) from each participant. The expression block
was always run after the identity block.0.
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4.3.1. Contrast thresholds
As shown in Fig. 3a, the contrast threshold functions have obvi-
ous peaks when the mid spatial frequency range is masked. To
quantify the positions of these peaks, we ran the same bootstrap-
ping procedure as in Experiment 1 (see Supplementary Table 2
for the estimates of peak positions). The estimates indicate that
at a viewing distance of 60 cm, the peak sensitivity for facial
expression discrimination is at a higher masked spatial frequency
(12.5 c/fw, 95% bootstrapped conﬁdence interval: 11.9–12.9 c/fw)
than for facial identity discrimination (11.4 c/fw, 95% bootstrapped
conﬁdence interval: 10.9–12.2 c/fw). This pattern is also evident at
the two other testing distances. Thus, regardless of distance, adult
observers use slightly higher spatial frequency information (i.e., ﬁ-
ner details) to distinguish facial expressions than they do to differ-
entiate identity. The estimates also indicate that when the viewing
distance increased to 120 cm and 180 cm, the peak sensitivity for
both facial identity discrimination and facial expression discrimi-
nation moved to lower masked spatial frequencies (from 11.4 to0.
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X. Gao, D. Maurer / Vision Research 51 (2011) 508–519 515around 8 c/fw for identity and from 12.5 to around 10 c/fw for
expression).
4.3.2. Ideal observer
The ideal observer behaved similarly for the identity task and
the expression task in Experiment 2 (Fig. 3b). A quadratic function
f(x) = p1x2 + p2x + p3 with the same values of p1 and p2 as used in
Experiment 1 provided a good ﬁt to the data for both the identity
task and the expression task (r2 = .91, .98, respectively). Therefore,
despite the difference in task format (four-alternative forced choice
in Experiment 2 vs. two alternative forced choice in Experiment 1),
the ideal observer showed almost identical patterns across the two
experiments.
4.3.3. Relative sensitivity
Fig. 3d shows relative sensitivity calculated in the same way as
in Experiment 1. The patterns are very similar to those in Experi-
ment 1. For all the conditions, relative sensitivity is high in the
low to mid spatial frequency range and drops beyond mid spatial
frequencies. We estimated the positions of the ‘‘elbows’’ in the
same way as in Experiment 1. As shown in Table 1, at the same
testing distance, the position of the ‘‘elbow’’ for the identity task
is at a lower spatial frequency than for the expression task. For
both tasks, when distance increased the ‘‘elbows’’ moved to a low-
er spatial frequency.
The shift of the ‘‘elbow’’ position of the relative sensitivity func-
tions is smaller than would be expected if it were based on retinal
image size: the position of the elbow for facial identity in retinal
coordinates at 60 cm was at 1.3 cycle/degree, which corresponds
to 4.3 c/fw at 180 cm; for facial expression, the corresponding ﬁg-
ures are 1.4 cycle/degree at 60 cm and 5.3 c/fw at 180 cm. The ac-
tual shifts observed are much smaller than predicted based on the
retinal image and suggest that instead, the critical spatial fre-
quency information used for both facial identity discrimination
and for facial expression discrimination is largely object-based.
Unlike the current results, Hayes et al. (1986) found a higher
than typical optimal spatial frequency band (20 c/fw) for distin-
guishing four facial identities at both 2.1 m and 8.5 m. The higher
value may have arisen because, unlike other studies, the faces in-
cluded hair cues that might be more easily distinguished with
information from a higher band of spatial frequencies than is opti-
mal for discriminating internal features and face shape and/or be-
cause the faces were presented at a much lower luminance (8 cd/
m2 versus 20.4 cd/m2 in the current study). Also important might
be differences between studies in stimulus size and distances
tested. The retinal face sizes (16 visual degrees at 2.1 m, 4 visual
degrees at 8.5 m) in Hayes et al. (1986) were slightly larger than
in other studies (10.5 visual degrees at 60 cm, 3.8 visual degrees
at 1.8 m [current study]; 9.5 visual degrees at 60 cm, 2.4 visual
degrees at 2.4 m [Näsänen, 1999]; 3.2 visual degrees at 57 cm,
1.1 visual degrees at 1.7 m [Ojanpää & Näsänen, 2003]). The ‘‘near’’Table 1
Bootstrapped estimates of the ‘‘elbow’’ position.
Task/distance (cm) ‘‘elbow’’ position (c/fw) 95% conﬁdence interval of
‘‘elbow’’ position
Lower band Upper band
Identity
60 13.7 12.9 14.9
120 10.8 8.6 12.7
180 10.1 7.4 11.5
Expression
60 16.8 15.5 18.7
120 13.6 10.4 14.8
180 12.7 12.0 13.2distance (2.1 m) in Hayes et al. (1986) was equivalent to the far-
thest distance in other studies (1.8 m [current study], 2.4 m [Näsä-
nen, 1999], 1.7 m [Ojanpää & Näsänen, 2003]) and the drop in
optimal spatial frequency with viewing distance may decrease
with variations beyond 2 m. In fact, as indicated in Table 2, most
of the drop-off in the current study was between .6 and 1.2 m, with
little further decrease at 1.8 m. Thus, beyond 1–2 m, the critical
spatial frequency band for facial identity and facial expression
may be completely object-based and perfectly scale invariant.
However, our data indicate that for faces at distances less than 1
meter, the critical band moves to (slightly) higher spatial frequen-
cies as the face moves closer to the observer for judgments of both
identity and expression.
Such object-based scaling of the critical spatial frequency infor-
mation is useful in real life because faces are seen at different dis-
tances, resulting in different retinal image sizes, but the critical
information distinguishing them and their facial expressions is lar-
gely constant at an object-based scale. The small deviation from
perfect scale invariance is consistent with ﬁndings from previous
studies (Näsänen, 1999; Ojanpää & Näsänen, 2003) that with
increasing viewing distance, the peak sensitivity for facial identity
moves to a slightly lower object-based spatial frequency and ex-
tends those ﬁndings to the discrimination of facial expression.
The optical attenuation of high spatial frequencies at greater dis-
tances is a possible explanation for the change (Näsänen, 1999;
Ojanpää & Näsänen, 2003).
Besides the optical attenuation of high spatial frequencies at
greater distances, the shape of the contrast sensitivity function
may also contribute to the drop in the optimal spatial frequency
with increasing distance—at greater distances, the highest spatial
frequency that is visible to the subject will shift to lower object-
based values. However, the ﬁndings do not ﬁt this prediction. For
facial identity, the elbow, the spatial frequency where sensitivity
begins to drop-off is around 14 c/fw at 60 cm (4 cycles/degree at
180 cm). At 180 cm, the elbow is around 10 c/fw, which corre-
sponds to 2.9 cycles/degree, a shift (4–2.9 cycles/degree) moving
away from the peak of the contrast sensitivity function. The same
pattern is observed for facial expressions: the elbow shifted from
16 c/fw at 60 cm (4.4 cycles/degree at 180 cm) to 13 c/fw at
180 cm (3.7 cycles/degree at 180 cm).
5. Experiment 3
Experiments 1 and 2 showed that adults use information
mainly from low and mid spatial frequencies to recognize facial
identity and facial expression and that the critical band is lower
for identity than expression. Little is known about how children
use spatial frequency information in face perception. Contrast sen-
sitivity is adult-like by age 7 (Ellemberg, Lewis, Maurer, Liu, &
Brent, 1999; but see Benedek, Benedek, Kéri, & Janáky, 2003, for
continued change until age 11–12). However, at age 10, childrenTable 2
Bootstrapped estimates of the ‘‘elbow’’ position.
Age/task ‘‘elbow’’ position (c/fw) 95% conﬁdence interval of ‘‘elbow’’
position
Lower band Upper band
10 years
Identity 11.8 10.3 14.2
Expression 14.2 12.0 13.2
14 years
Identity 12.5 9.5 14.5
Expression 14.0 13.2 14.9
Adults
Identity 11.7 9.6 12.9
Expression 14.1 13.4 14.6
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basic emotional expressions (Gao & Maurer, 2009) and even at age
14, they judge the similarity of facial expressions less categorically
than adults (Gao et al., 2010). Children’s accuracy in discriminating
facial identity continues to improve after age 10–14, at least for
faces differing only subtly in the spacing of features (Mondloch,
Dobson, Parsons, & Maurer, 2004; Mondloch, Geldart, Maurer, &
Le Grand, 2003; Mondloch, Le Grand, & Maurer, 2002). Some of this
late improvement might be related to using a different, and less
optimal, band of spatial frequencies for discrimination than used
by adults, or to lower sensitivity within the critical band. Only
two previous studies have investigated spatial frequency tuning
in face perception in typically developing children. Deruelle and
Fagot (2005) compared children aged 5–8 years to adults using a
hybrid face paradigm similar to Schyns and Oliva (1999) in which
a face ﬁltered to have spatial frequencies only below 12 c/fw was
superimposed on a face ﬁltered to have frequencies only above
36 c/fw. The two superimposed faces with different ﬁltering dif-
fered in identity or in expression (smile or grimace). Adults judged
facial identity from the low-pass face and showed no bias when
asked to judge whether the facial expression was a smile or a gri-
mace, perhaps because neither choice matched their critical fre-
quency band (cf. Experiment 1). Children also judged facial
identity from the low-pass face but, unlike adults, judged facial
expression from the high-pass face. It is difﬁcult to interpret these
results because only two fairly large spatial frequency bands were
contrasted, because the informative mid spatial frequency band
was not included, and because the faces were presented for a suf-
ﬁciently long duration (400 ms for children and 100 ms for adults
compared to 50 ms in the original study by Schyns and Oliva
(1999)) that the participants may have been able to process both
faces in the hybrid image and use more analytic higher-level strat-
egies to make the decision. Using a masking paradigm, Leonard,
Karmiloff-Smith, and Johnson (2010) found that, like adults, but
unlike younger children, 9- and 10-year-olds are more sensitive
to mid spatial frequency bands (centered on 16 c/fw) than to either
low (8 c/fw) or high (32 c/fw) spatial frequency bands in recogniz-
ing the identity of upright faces, with no such bias for inverted
faces. Facial expressions were not included in the study, thresholds
were not measured, and no ideal observer analysis was included in
order to calculate efﬁciency.
In Experiment 3, we used the noise masking paradigm to com-
pare children at age 10 and 14 years to adults on the critical spatial
frequency band for facial identity and facial expression. Speciﬁ-
cally, we adapted the methods used in Experiments 1 and 2 to be
suitable for children by reducing the number of conditions, reduc-
ing the contrast of the noise, and presenting the faces for a longer
duration (see general methods for the details of the changes). In-
stead of using a broad range of spatial frequency bands as in Exper-
iments 1 and 2, we used only four spatial frequencies bracketing
the critical band for adults, namely, 5.6, 11, 16, and 32 c/fw. Each
participant completed a block of judgments of facial identity
involving either the two females or the two males and a block of
judgments of facial expressions involving the highly intense
(90%) happy and sad expressions.
5.1. Participants
The ﬁnal sample included 16 10.5-year-olds (±3 months), 16
14-year-olds (±3 months), and 16 adults who had not participated
in Experiments 1 and 2 (18–28 years of age, mean = 19.6). Child
participants were recruited from names on ﬁle of parents who
had volunteered their children at birth for participation in later
studies. Adults were undergraduate students participating for
course credit. Half of the participants in each age group were
female. All of the participants had normal or corrected-to-normalvision. An additional ﬁve participants were excluded from data
analysis because they failed visual screening (two 10-year-olds)
or failed to reach the criterion in the training session (two 14-
year-olds and one adult).
5.2. Design
5.2.1. Facial identity discrimination
Half of the participants in each age group of each sex discrimi-
nated between the two male models, while the other half discrim-
inated between the two female models. For each model there were
8 different images consisting of four expressions at two intensities.
One staircase was run at each of the four noise masking conditions
(5.6, 11, 16, 32 c/fw) to collect four thresholds for each participant.
5.2.2. Facial expression discrimination
Participants discriminated between 90% happiness and 90%
sadness. As in Experiments 1 and 2, each expression was displayed
on the faces of four different models. One staircase was run at each
of the four noise masking conditions to collect four thresholds for
each participant.
Half of the participants in each age group of each sex were
tested on the facial identity task ﬁrst, while the other half of partic-
ipants were tested on the facial expression task ﬁrst. The order of
the spatial frequency conditions within each task was controlled
by a Latin square design. Participants were tested at a viewing dis-
tance of 60 cm.
5.3. Results and discussion
5.3.1. Contrast thresholds
Fig. 4a shows the mean contrast thresholds in each condition.
Consistent with Experiments 1 and 2, in adults, the peaks of the
masking curves for recognizing identity and expression are located
at 11 and 16 c/fw, respectively. The estimated peak positions (see
Supplementary Table 3 for the bootstrapped estimates of peak
positions) also replicate Experiments 1 and 2 in indicating that
adults’ peak sensitivity for recognizing facial expression is at a
higher spatial frequency than for recognizing facial identity.
As shown in Fig. 4a, contrast thresholds to recognize facial iden-
tity and facial expressions decrease with age, F(2, 45) = 15.2,
p < .01. There is a signiﬁcant reduction in threshold between 10
and 14 years of age (p < .01) and another signiﬁcant reduction be-
tween 14 years of age and young adulthood (p < .05). In the 10- and
14-year-olds, the peaks of the masking curves for recognizing iden-
tity are located at 11 c/fw, as they are in adults. However, in the 10-
and 14-year-olds, there is no obvious peak for the masking curves
of recognizing expression. Nevertheless, the bootstrapped esti-
mates indicated similar peaks for each task across the three age
groups, with the only difference being that, for both the 10- and
14-year-olds, the estimated peaks for identity and expression are
not statistically different from each other.
5.3.2. Ideal observer
The ideal observer shows similar pattern for the two tasks, as in
Experiments 1 and 2. The same quadratic function used in Experi-
ments 1 and 2 ﬁt well the curves for the identity task and the
expression task (r2 = .91, .93, respectively).
5.3.3. Relative sensitivity
From Fig. 4d, we can see the similar pattern for all three age
groups for both tasks, which is, in turn, similar to that seen in
Experiments 1 and 2. The relative sensitivity is high in the low to
mid spatial frequency range for both tasks at all ages and drops be-
yond mid spatial frequencies. Using the same procedure as in
Experiments 1 and 2, we estimated the position of the ‘‘elbows’’
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Fig. 4. (a) RMS contrast threshold as a function of masking noise spatial frequency for each age group on each task. Higher values indicate that performance dropped when
that spatial frequency band was masked and hence that human observers rely more on that band for the task. (b) RMS contrast threshold as a function of masking noise
spatial frequency for the ideal observer. Higher values indicate that the performance of the ideal observer dropped when that spatial frequency band was masked. (c)
Efﬁciency. Ratio of ideal to human observer threshold contrast energy for each center frequency of masking noise. (d) Relative sensitivity as a function of spatial frequency.
Plotted is the inverse of efﬁciency compared to the ideal observer so that higher values indicate greater sensitivity.
X. Gao, D. Maurer / Vision Research 51 (2011) 508–519 517of the curves (Table 2). Consistent with Experiments 1 and 2,
adults’ relative sensitivity to facial identity drops at a lower spatial
frequency than their sensitivity to facial expression. Children at
age 10 and 14 have lower sensitivity overall but the same pattern
as adults.
The current ﬁndings suggest that children as young as 10 years
of age use the available spatial frequency information in the same
way as adults in recognizing facial identity and facial expressions.
However, 10-year-olds need a great deal more contrast than adults
to recognize facial identity and facial expressions, a difference that
diminishes but does not disappear by age 14. This developmental
difference may apply to the recognition of object characteristics
in general and arise from differences in ability to extract visual sig-
nals from noise or differences in general attentional or high-level
visual abilities (e.g., contour integration continues to improve past
age 14, Kovács, Kozma, Fehér, & Benedek, 1999: Hadad, Maurer, &
Lewis, 2010). The consequence is that children as old as 14 years of
age will have more trouble than adults in recognizing faces in poor
light.The current ﬁndings for facial identity are consistent with pre-
vious reports that 5- and 8-year-olds (Deruelle & Fagot, 2005) and
9–10 year-olds (Leonard et al., 2010), like adults, do not rely on
high spatial frequency information (>36 c/fw or 32 c/fw, respec-
tively) to recognize facial identity. They also agree with one of
those studies (Leonard et al., 2010) that 10-year-olds, like adults,
use mid spatial frequency information relatively efﬁciently when
judging identity. However, by using ideal observer analysis and
calculating relative sensitivity, our results show that, in addition,
10-year-olds, like adults, are able to use low spatial frequently
information efﬁciently in judging facial identity.
The results for facial expression contrast with the one previous
developmental study. Deruelle and Fagot (2005) found that 5- and
8-year-olds rely on high spatial frequencies (>32 c/fw) to recognize
facial expression, while we found that 10- and 14-year-olds, like
adults, are most efﬁcient at using information below 14 c/fw to
recognize facial expression. The difference in results may simply
reﬂect developmental changes between 8 and 10 years. However,
it is possible that the difference arises from the different methods
518 X. Gao, D. Maurer / Vision Research 51 (2011) 508–519used in these two studies. The previous study (Deruelle & Fagot,
2005) left out a large part of the mid spatial frequency range
(12–20 c/fw), which previous studies, like this one, have shown
to carry critical information for face perception (Costen et al.,
1994, 1996; Gold et al., 1999; Hayes et al., 1986). It would be useful
for a future study using methods like those in the current study to
investigate the nature of developmental changes in the use of spa-
tial frequency information in recognizing facial expressions before
10 years of age.6. General discussion
In all three experiments, masking of mid spatial frequencies had
the most impact on adults’ contrast thresholds for recognition of
both facial expressions and facial identity. This pattern is consis-
tent with most previous studies (Costen et al., 1994, 1996; Fioren-
tini et al., 1983; Gold et al., 1999; Goren & Wilson, 2006; Näsänen,
1999; Ojanpää & Näsänen, 2003; Schwartz et al., 1998; Schyns &
Oliva, 1999). The tuning was also largely scale invariant: as dis-
tance tripled in Experiment 2 from 60 to 180 cm, the critical spatial
frequency band shifted only slightly lower for both tasks. These
patterns are consistent with previous ﬁndings that adults process
both identity and facial expression holistically (Calder, Young,
Keane, & Dean, 2000; Maurer, Le Grand, & Mondloch, 2002) rather
than merely as a collection of independently processed features
that would be most easily discriminated with higher spatial fre-
quencies. Such holistic processing would be expected to be tied
to object size (e.g., face width) rather than to retinal size.
Despite the similarities in the results for facial identity and fa-
cial expression, there was a signiﬁcant difference that replicated
across the three groups of adults tested at 60 cm in Experiments
1, 2, and 3, and that persisted at 120 and 180 cm in Experiment
2: in every case, the critical spatial frequency band identiﬁed by
the contrast thresholds peaked at a higher masked spatial fre-
quency for facial expression than for facial identity. This pattern
does not reﬂect the difference in the available information for dis-
tinguishing facial identity and facial expression, since an ideal ob-
server behaved similarly for the two types of task. Instead, it is the
result of (1) greater efﬁciency in processing the available informa-
tion at low and mid spatial frequencies when performing either
task, and (2) a drop of sensitivity at high spatial frequencies that
begins at a lower value when judging identity than when judging
expression. The non-overlapping peaks and elbows provide a
new piece of evidence for the, at least partial, separation of the
neural systems underlying the processing of facial identity and fa-
cial expression (Bruce & Young, 1986; Haxby et al., 2000). The dif-
ference indicates that more details are needed to recognize facial
expression than to recognize facial identity. As a result, identity
may be (slightly) easier to recognize than expression under condi-
tions that degrade the transmission of higher spatial frequencies in
a face image such as great distance and poor lighting.
As suggested by many researchers (de Gardelle & Kouider,
2010; Rotshtein, Vuilleumier, Winston, Driver, & Dolan, 2007),
the recognition of facial expressions involves two pathways: a fast
subcortical pathway relying on low spatial frequency information
that does not require awareness and a slower cortical pathway
relying on higher spatial frequency information, and requiring
awareness. It is likely that the current results reﬂect the activity
of the cortical pathway, since the participants were performing a
recognition task with high visual awareness.
Experiment 3 indicates that children at age 10 and 14 also rely
on low and mid spatial frequencies to recognize facial identity and
facial expression, with the elbows of the functions in a similar loca-
tion to those of adults. The similar patterns suggest that, like
adults, children rely on ﬁner details to judge facial expression thanto judge identity. These ﬁndings are consistent with evidence that
children begin to process faces holistically by 4–6 years of age (de
Heering, Houthuys, & Rossion, 2007; Mondloch, Pathman, Maurer,
Le Grand, & de Schonen, 2007; Pellicano & Rhodes, 2003; Tanaka,
Kay, Grinnell, Stansﬁeld, & Szechter, 1998). However, children’s
ability to recognize facial identity and facial expression continues
to develop after age 10 (Gao & Maurer, 2009; Mondloch et al.,
2003, 2004, 2002). Such a long developmental course is consistent
with the results of the current study. Even at age 14, children
needed more contrast than adults to recognize both facial identity
and facial expression. The developmental difference may not be
face-speciﬁc but arise from general differences in extracting sig-
nals from noise, selective attention, and/or high-level visual abili-
ties (e.g., Kovács et al., 1999; Mondloch, Maurer, & Ahola, 2006).
It may also be related to the fact that adolescents’ brain areas in-
volved in the processing of facial identity and facial expression
are not yet as specialized as in adults (Golarai, Liberman, Yoon, &
Grill-Spector, 2010; Lobaugh, Gibson, & Taylor, 2006).
The current results suggest that in everyday interactions, under
poor lighting (low contrast), children may be especially poor at rec-
ognizing facial identity and facial expression compared to adults.
However, we used static images of faces in the current study. It
is possible that in real life, dynamic information in faces may help
children to recognize facial identity and facial expressions and
eliminate the deﬁcit compared to adults. In the current study, we
also used only adults’ faces. Although children see adults’ faces in
their everyday lives, they may see more faces of age mates or ﬁnd
them more salient. Indeed, there is some evidence for an own age
advantage in the recognition of facial identity (Anastasi & Rhodes,
2005) that may reﬂect differential spatial frequency tuning. Future
studies could use methods similar to the current study to investi-
gate the development of spatial frequency tuning with children’s
and dynamic faces, as well as test children at other ages not in-
cluded in the current study.
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