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Introduction
In recent years, the Unmanned Air Vehicles (UAVs) have gained more and more attention from different countries, and have been applied to more and more cases. As the aircraft can be controlled autonomously with high maneuver, the requirements for the control system of the UAV have become increasingly higher. In this paper, we applied the model prediction control (MPC) theory into use in designing the control system of the UAV.
MPC is an optimization-based control method originating in process of industry in the early 1970s. Now, the MPC theory has been applied into use in different fields, such as industry, medical, aerospace and so on. As a new form of control, the control action is obtained by solving online problem. At each sampling instant, the current state of plant is used as the initial state and a finite horizon open-loop optimal control is implemented. The optimization yields an optimal control sequence, and the first control variable in this sequence is applied to the plant. As its prediction capability allows solving optimal control problems online, the error between the predicted output and the desired reference is minimized over a future horizon, possibly subjected to constraints on the manipulated inputs and outputs. Because MPC is based on the finite horizon, MPC can solve the problem with constraints in input and state variables.
At the same time, the choice of the prediction horizon, the control horizon and the weight of inputs and outputs could have significant influence on the output of the control systems. It is necessary to propose an effective method to acquire the optimal parameters.
In recent years, a lot of population-based swarm intelligence algorithms were put forward, such as ant colony optimization (ACO) (Colorni et al., 1991 , Bonabeau et al., 2000 , particle swarm optimization (PSO) (Eberhart and Kennedy, 1995) , artificial bee colony (ABC) algorithm (Karaboga et al., 2005; Karaboga and Basturk, 2007) , imperialist competitive algorithm (Esmaeil et al., 2007) and brain storm optimization (BSO) (Shi, 2011) . All the algorithms are trying to offer the practical solution for optimization problems.
A new bio-inspired optimization algorithm, namely, pigeon-inspired optimization (PIO) algorithm, was first proposed by Duan and Qiao (2014) . According to the elements for pigeons to find the destination, the algorithm consists of two operators. Map and compass operator is based on magnetic field and sun, while the landmark operator is based on the landmark. The feasibility and rapidness of the algorithm have been greatly improved.
The remainder of the text is organized as follows. The next section introduces the principle of the MPC. Section 3 proposes the formulation of the problem. Section 4 describes the basic mathematical model of PIO. Section 5 presents the implementation procedure of the PIO algorithm for MPC parameter optimization problem. Subsequently, a series of comparative experiments are conducted, and the results and the analysis are given in Section 6.
Principle of MPC
MPC consists of three parts: Inner model, feedback correction and receding optimization. Receding optimization is the most important part of MPC, which is quite different from the common control ideas. The whole process could be divided into several intervals called receding horizon. In each interval, MPC optimizes the new input sequence based on the current available information, as shown in Figure 1 .
Based on the current state at time k, MPC controller computes the next predicted sequence of p predictive time horizons, and the states in the predictive time horizon, namely, y(kϩ1|k), y(kϩ2|k), . . . , y(kϩp|k), can be 
Optimum control sequence Update the position and velocity of every pigeon according to the Eqs (7) and (8).
Then compare their fitness and find the best position.
Rank all the pigeon through the comparison of their fitness value. Discard the half of the pigeons fall behind.
Then the rest of the pigeons update the position according to the Eqs (9), (10), (11). Store the best position and its cost value. · 2016 · 108 -116 obtained. The calculation of the fitness function at the k-th time is shown as:
where p is the predicted time, m represents the control time, w describes the input weight matrix, y ref equals the reference output value and y(kϩj) represents the output value at the i-th sampling time. By minimizing the fitness function, the optimal solution to the local optimization problem can be obtained. The preceding m control actions, namely, the current and following m-1 time horizons are applied to the system successively. Subsequently, repeated sampling, predicting and optimization procedures are implemented. The process of MPC is described in Figure 2 .
Problem formulation
In this section, we will describe the detailed formulation of the problem. The state space model of the UAV could be described as:
where the state variable
Supposing the flight height is at the sea level, the airspeed is 69.96 m/s, and the angle of attack is 8.1°, we can obtain the state space model of the UAV: 
We can obtain the equivalent transfer function from the autopilot input to the pitch rate response: 
The block diagram of the whole system is shown in Figure 3 . Considering the actual condition of the actuator, we add an amplitude constraint to the input variable, which ranges from Ϫ40/57.3 to 40/57.3 rad. As the MPC can only calculate the local optimization result by each time interval, we proposed a fitness function so as to get the global optimization result as:
where n ϭ T/Ts, Ts represents the sampling period, T denotes the sampling time, n represents the whole sampling number, y ref equals the reference output value and y(i ) denotes the output value at the i-th sampling time.
Based on a certain set of parameters of prediction time horizon and control time horizon, MPC controller can get the optimal input sequence through the calculation of equation (1), but the parameters may not be the global best for the controller. The fitness function in equation (6) refers to the error between the reference output and the real output, which can provide the global optimal parameters for the controller with the minimal fitness function value. With the help of the PIO algorithm, we can obtain the global best prediction time horizon and the control time horizon for acquiring the global optimization for MPC system.
Mathematical model of PIO
The PIO algorithm is a new swarm optimization method inspired from the behavior of pigeons. While the PSO algorithm requires the individual, the global best and the local best information of the particle, the basic PIO algorithm consists of two operators, namely, the map and compass operator and the landmark operator according to the behavior of pigeons, and it can achieve better performance with only the individual and global best position of pigeons under the conduction of these two operators.
According to the nature behavior of the homing pigeon, two operators are proposed.
Map and compass operator
In this operator, the rules are defined with the position X i and the velocity V i of pigeon i, and the position and velocity in a D-dimension search space are updated in each iteration. The new position and velocity of pigeon i at the t-th iteration can be calculated with the following equations:
where R is the map and compass factor, rand is a random number ranging from 0 to 1 and X g is the current global best position, which can be obtained by comparing all the positions of the pigeons. The operator model is shown in Figure 4 . As is shown in Figure 4 , the pigeon on the right side of the figure is the one with the best position. The thin arrows are their previous flying directions, while the thick ones are the directions that they adjust according to the best one. The sum of the velocities is their current directions.
Landmark operator
In this operator, half of the pigeons are decreased in every generation. To get to the destination quickly, the rest of the pigeons fly straight to the destination. Let the X c be the center position of the pigeons; the position updating rule for pigeon i at the t-th iteration are given as follows: where N p is the number of the pigeons, while the fitness is the cost function of a pigeon. For minimum optimization, we can choose f min to be the destination function. The operator model is shown in Figure 5 .
As is implied in the above figure, the pigeon in the center of the figure is the destination of the rest pigeons. The pigeons near the destination will fly towards the destination very quickly.
Implementation procedure of PIO algorithm for MPC parameter optimization
To solve the optimization problem of the parameter optimization in MPC, the detailed implementation procedure of PIO is presented as follows:
•
Step 1: Initialize the parameters in PIO algorithm, namely, the space dimension D, the population size Np, map and compass factor R, the iteration number of the two operators Nc1 and Nc2.
Step 2: Define the prediction time horizon and the control time horizon to be the two-dimensional parameters as the position information for a pigeon. Initialize the position and velocity of each pigeon randomly within a certain range. Apply the parameters of prediction time horizon and the control time horizon to MPC controller to get a sequence of optimal output according to equation (1). Find the global best position through comparison of the values of cost function of the sequences according to equation (6), and note down the minimum cost value and the global best optimal parameters.
Step 3: Operate the map and compass operator. Update the position and velocity of every pigeon according to equations (7) and (8). Then, compare their fitness and find the best position.Update the iteration number, let Nc ϭ Nc ϩ 1.
Step 4: If Nc Ͼ Nc1, end the first operator and begin the landmark operator. Otherwise, go back to Step 3.
Step 5: Rank all the pigeon according to their fitness value. Discard half of the pigeons which fall behind. Then, update the positions of the rest of the pigeons according to equations (9), (10) and (11). Store the best position and its cost value. Update the iteration number, let Nc ϭ Nc ϩ 1.
Step 6: If Nc Ͼ Nc2, stop the optimization operator and output the results. Otherwise, go back to Step 5.
• The flow chart of the PIO is also illustrated in Figure 6 . Table I ).
Case 2
In this case, the weight matrix w ϭ 0.1, sampling period T s ϭ 0.01 s, N cmax ϭ 25, N c1 ϭ 15, N c2 ϭ 25, y ref ϭ 1/57.3 rad, and t is the simulating time of the controller. The step response of the two algorithms and the value of the fitness function are shown in the following (Figures 9 and 10 , Table II) .
Case 3
In this case, the weight matrix w ϭ 1, sampling period T s ϭ 0.01 s, N cmax ϭ 25, N c1 ϭ 15, N c2 ϭ 25, y ref ϭ 1/57.3 rad, and t is the simulating time of the controller. The step response of the two algorithms and the value of the fitness function are shown in the following (Figures 11 and 12 , Table III ).
Case 4
In this case, the weight matrix w ϭ 5, sampling period T s ϭ 0. 
Conclusion
In this paper, a new method to optimize the parameters used in MPC controller based on PIO algorithm is proposed, which can reduce the burden of the parameter optimization in the design of a MPC controller.
Through a series of comparative experiments with PSO, the rapidity and efficiency of PIO is proved. It is obvious that with the increase in the weight of input, the response time of the pitch rate becomes much longer and the overshot become smaller. Though PIO and PSO can reach the same extent of convergence after several iterations, PIO can converge much faster than PSO.
In the future, we will further study the rapidity and efficiency of PIO and advance the method for parameter optimization in MPC. 
