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Abstract—In this paper, a machine learning based deployment
framework of unmanned aerial vehicles (UAVs) is studied. In the
considered model, UAVs are deployed as flying base stations (BS)
to offload heavy traffic from ground BSs. Due to time-varying
traffic distribution, a long short-term memory (LSTM) based
prediction algorithm is introduced to predict the future cellular
traffic. To predict the user service distribution, a KEG algorithm,
which is a joint K-means and expectation maximization (EM)
algorithm based on Gaussian mixture model (GMM), is proposed
for determining the service area of each UAV. Based on the
predicted traffic, the optimal UAV positions are derived and
three multi-access techniques are compared so as to minimize the
total transmit power. Simulation results show that the proposed
method can reduce up to 24% of the total power consumption
compared to the conventional method without traffic prediction.
Besides, rate splitting multiple access (RSMA) has the lower
required transmit power compared to frequency domain multiple
access (FDMA) and time domain multiple access (TDMA).
Index Terms—UAV Deployment, LSTM, K-means, EM, GMM,
RSMA
I. INTRODUCTION
Since user demands for communication services grow dra-
matically, traditional base stations (BSs) cannot meet the
required demand of the cellular traffic, which can lead to a
bottleneck of cellular communication [1]–[3]. Recently, there
has been a growing interest in the study of unmanned aerial
vehicle (UAV) communication due to its excellent attributes of
versatility, maneuverability and flexibility [4]. UAV gradually
plays an important role in wireless communications, which can
offer low-cost and efficient wireless connectivity for devices.
UAVs acting as flying BSs is one of the most important
research objects in the UAV communication. Through loca-
tions adjustment, obstacle avoidance, and line-of-sight (LoS)
link reinforcement, UAVs are able to offload data traffic from
loaded BSs and increase the connectivity of wireless network
so as to improve the communication throughput, coverage, and
energy efficiency [5].
Therefore, it is a feasible and beneficial option to utilize
UAVs to ensure the connectivity of wireless communication
network via meeting the surging data demands. For efficient
and rapid dispatch of UAVs, the prediction of potential hotspot
areas plays a crucial role to help network operators acquire
the information of occurrence and degrees of congestion in
advance to reduce the entire network communication delay
[6]–[8]. Machine learning techniques is a useful tool which
has the ability to efficiently predict the distribution of future
traffic data [9]–[15]. With such predictions, the target locations
of UAVs can be specified beforehand and the deployment can
be more intelligent and on-demand.
There are a number of existing works investigating the
applications of UAV deployment in communication. In UAV
deployment, UAV service areas and their optimal placements
are two critical factors [16]–[19]. In [16], UAV latitudes
and 2-D locations are optimized based on circle packing
theory. Then, UAV placements and service area boundaries
are separately determined for power efficiency in [17]. To
efficiently dispatch UAVs, some intelligent and practical meth-
ods are proposed. A functional split scheme selection of each
UAV is jointed with UAV deployment in [18]. In [19], an
adaptive deployment scheme is introduced to optimize UAV
displacement direction, time-dependent traffic of mobile users
can be served in real time.
In UAV communication, machine learning techniques are
also applied to improve system performance [20]–[22]. The
aerial channel environment is predom field position (CRF)
in [23]. In [20], in order to provide more efficient downlink
service, a learning approach based on the weighted expectation
maximization (WEM) algorithm is used to predict downlink
user traffic demand, meanwhile a traffic load contract using
contract theory is introduced.
The main contribution of this work is a predictive UAV
deployment scheme for UAV-assisted networking with ML
approaches. Our key contributions include:
• The cellular traffic is predicted according to the analysis
of previous data by BP Neural Network model. Then, a
joint K-means and EM algorithm of a Gaussian Mixture
Model (KEG) is proposed to divide the entire service
area into clusters as UAV service areas in the temporal
and spatial patterns [24]. UAV locations are optimized
so as to minimize the total transmit power of the whole
UAV swarm network. Three different access techniques
have been compared in the simulation.
• The results show that the proposed UAV deployment
framework can reduce the overall transmit power by over
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23.85% compared to the conventional method. Besides, it
is also shown that rate splitting multiple access (RSMA)
can decrease up to 35.5% and 66.4% total power com-
pared to frequency domain multiple access (FDMA) and
time domain multiple access (TDMA), respectively.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Given a time-dependent UAV-assisted wireless network, a
group of ground users in the network are distributed in a
geographical area C. A set I of I UAVs assist a set J of J
ground BSs to offload amounts of cellular traffic for congestion
alleviation, so the ground users in a time-variant hotspot area
have the air-ground communications with UAVs when ground
BSs are overloaded.
It is assumed that the height of all users and BSs is zero
compared to the UAVs. Besides, each UAV has directional
antennas, so the transmissions of different UAVs will not be
interfered with each other. For convenient elaboration, we
specify the ground users served by a UAV as aerial users
and the service area of a UAV i as an aerial cell which can
be expressed as Ci. In order to consider the communication
of all users fairly, the aerial cells are supposed to completely
cover the entire area without any overlaps.
Because UAVs have limited energy amounts, UAVs should
be efficiently deployed
A. Air-ground Model
We assume that a ground user j ∈ J located at (x, y) ∈ C
and a UAV i ∈ I located at (xi, yi, hi) with the aerial cell Ci,
so the uplink received power of a UAV i and a ground user j
is calculated as:
Pr,ij [dB] = Pij [dB] +Gij [dB]− Lij [dB]− rij [dB], (1)
where Pij is the transmit power, Gij is the antenna gain,
Lij is the free space path loss, ri is the excessive path loss
with a Gaussian distribution which depends on the category
of link. For mathematical tractability, we give a hypothesis
that all of beam alignment of ground-air links are perfect and
UAV antenna gains are same. Thus, Gij can be a constant
number G. The free space path loss has a specific formula to
be acquired:
Lij [dB] = 10n log(
4pifcdij
c
), (2)
where n ≥ 2 is the path loss exponent, fc is the system carrier
frequency, c is the light speed, dij = [(xi−xj)2+(yi−yj)2+
h2i )]
−2 is the distance between a UAV i and a user j [24].
In general, the air-to-ground transmission is separated into
two main cateogories: the line-of-sight link (LoS) and the
non-line-of-sight link (NLoS) . The NLoS link suffers a
higher excessive path loss owing to shadowing and blockage.
Figure 2 has shown these two links in the picture. The
excessive path loss in these two links can be expressed as
rLoSi ∼ N (µLoS , σ2LoS) and rNLoSi ∼ N (µNLoS , σ2NLoS)
respectively. The probability of the occurance of LoS link is
similar to a sigmoid function [25]:
pLoSij =
1
1 + a exp [b(a− θij)] , (3)
Fig. 1. The LoS Link and the NLoS Link of UAV Transmission
where a and b are environment constant coefficients, θe,ij =
sin−1(hi/dij) is the elevation angle of a UAV i and a user
j, so the NLoS link existing probability is pNLoSij = 1− pLoSij
[24]. Therefore, the average excessive path loss in the uplink
transmission is:
rij = r
LoS
i p
LoS
ij + r
NLoS
i p
NLoS
ij (4)
To this end, the uplink data rate of a UAV i and a user j
can be expressed as:
Rij =Wij log2(
Pr,ij
N0
+ 1)(bits/s) (5)
where Wij is the bandwidth of a UAV i and a user j which
can be , N0 = n0Wij is the power of addictive white Gaussian
noise and n0 is its average power spectral density. For tractable
formulation, each UAV can offer sufficient overall bandwidth
and all transmit bandwidths are assumed to be a constant value
W .
B. Multi-access Modes
In this paper, three different multi-access techniques will
be used. They are rate splitting multiple access (RSMA),
frequency division multiple access (FDMA) and time division
multiple access (TDMA) [26]. We set two users as an example
to give a series of theoretical formulas and set R1 and R2 are
the actual data rates of two users, g1 and g2 are the channel
gains of two users which include the antenna gain, free space
path loss and the excessive path loss.
RSMA is a multi-access mode with coding and decoding
techniques, the equations for maximizing the sum-rate of users
for uplink transmission are shown below [26]–[34]:
R1 ≤W log2(1 + g1P1/(Wn0))
R2 ≤W log2(1 + g2P2/(Wn0))
R1 +R2 ≤W log2(1 + (g1P1 + g2P2)/(Wn0))
(6)
FDMA is a technique of BS bandwidth allocation for users to
avoid interference of transmissions in the same area, where b1
and b2 are the weight coefficients.
R1 ≤Wb1 log2(1 + g1P1/(Wn0b1))
R2 ≤Wb2 log2(1 + g2P2/(Wn0b2))
b1 + b2 = 1, b1 ≥ 0, b2 ≥ 0
(7)
Similarly, TDMA assigns the partial time period to users
who can use the whole bandwidth, the equations have been
represented.
R1 ≤Wb1 log2(1 + g1P1/(Wn0))
R2 ≤Wb2 log2(1 + g2P2/(Wn0))
b1 + b2 = 1, b1 ≥ 0, b2 ≥ 0
(8)
In simulation and analysis section, we will compare these
three multi-access modes for choosing a best one to minimize
the total transmit power.
C. Uplink Transmit Power Computation
Network operators require to assign UAVs to those traffic
congestion areas so as to offload the heavy traffic from busy
BSs. For UAVs, continuous movements will consume too
much transmit power. Thus, we need to analyze the situation
of traffic offloading. A data set is presented as a matrix D:
D = {Dtd(x, y) | t ∈ {T, ..., 24T}, d ∈ {1, ..., 8}, (x, y) ∈ C}
(9)
where T is the time of an hour, t is the time moment and d
is the day. Dtd(x, y) represents the amount of cellular traffic
offloaded from a BS located at (x, y) in a period of T in the
day d [24]. In this paper, for the conveinience of simulation
and analysis, we assume that all cellular traffic of BSs are
totally offloaded to UAVs.
Since the positions of mobile users are uncertain and most
of mobile users only move around a single BS in a period of
an hour, we assume that all ground receivers have the same
positions as their nearst BSs.
After obtaining the future predictive traffic information
through the implementation of ML methods based on the
matrix S, the required average data rate within a aerial cell Ci
in a period of T will be given. Only when the communication
throughput of UAV is not less than the demanded data rate, the
communication can be ensured. Therefore, the communication
condition is formulated as:∫∫
Ci
Ri(x, y)dxdy ≥ 1
T
∫∫
Ci
Dtd(x, y)dxdy (10)
where R(x,y) is the maximum data rate of the overall trans-
mission between a group of ground users in a ground cell with
a BS at (x, y) and a UAV i. We can simplify this equation as
Ri(x, y) ≥ Dtd(x, y)/T (11)
Let us set Dtd(x, y)/T = α(x, y), α(x, y) is the minimal
requirement of average data rate. Combining the formula (3.5)
and (3.10), the minimum power for transmission should be
provided by a UAV will be:
Pmini (x, y) = (2
α(x,y)
W − 1)n0WLi(x, y)ri(x, y)/G (12)
where both Li(x, y) and ri(x, y) are between the UAV i and
the group of ground users in a ground cell of the BS at (x, y),
Li(x, y) is the path loss in free space, ri(x, y) is the excessive
path loss. This equation provide a target basis for UAV location
optimization.
This section proposes a novel predictive scheduling scheme
of UAV based on ML. According to the real data set in City
Cellular Traffic Map [35] and the characteristics of celluar
data traffic, for the sake of the efficiency of UAV deployment,
we make some rational assumptions. Because humans have
a certain pace of life with periodic acitivity, the change of
cellular data traffic has a repetitive pattern in daily life [36].
Thus, we assume that the cellular traffic amount has specific
distribution in the same hour in different days and the data
of each hour in the same day is independent. To this end, the
real data set can be classified into 24 independent models and
we assume each single model follows the Guassian mixture
model which will be explained in section 4.3.
The logical procedure diagram of UAV predictive deploy-
ment is shown in Figure 3. At first, the acquired real data set
is preprocessed to get the cellular traffic amount of every hour
in the first 5 days {Dtd}5,24Td=1,t=T and the topology information
of every BS {xn}Nn=1 = {(xn, yn)}Nn=1, where xn is the
relative longitude of nth BS and yn is the relative latitude
of nth BS. Then, a BP neural network model for cellular
traffic amount prediction is come up to predict the cellular
amount in 24 hours in the 6th day. At the same time, a joint
K-means and EM algorithm relying on a GMM for aerial
cell classification (ground user clustering) is created, the point
cluster label {ln}Nn=1 of every single point xn is obtained, the
point xn with the same label value consists of an aerial cell.
Then, the optimal UAV locations {xi}Ki=1 = {(xi, yi)}Ki=1 for
minimizing total transmit power Pmin is derived according
to the system model introduced in section 3. The purpose of
whole process is to achieve an UAV aid of the on-demand,
power-effective, lantency-free network services.
Fig. 2. The Logical Procedure Diagram of UAV Predictive Deployment
D. Cellular Demand Prediction
In this part, a simple BP neural network model is utilized to
predict the future cellular demand in an hour. Neural network
has a variety of categories and BP neural network is the most
basic one. The theory introduction is shown below.
1) The Neuron Model: Refere to biological neural systems,
the basic component of neural networks is neuron model. In
a biological neural system, every neuron is connected to other
neurons. A neuron accepts some chemical materials (chemical
messages) as its input emanated from other connected neurons,
the electrical potential in this neuron changes; If the amount
of the input is enough, the electrical potential exceeds to a
threshold, this neuron will be activated and send chemical
materials to other neurons.
The famous McCulloch and Pitts model (M-P) of neuron
as Figure 4 is based on the above description, which can be
formulated in a mathematical form:
y = f(wx− θ) (13)
where x = {xi}ni=1 is the input of the neuron, w = {wi}ni=1
is its corresponding weight, θ is a threshold of activation,
and f(.) is an activation function with multiple forms. The
step function is the most ideal activation function, but it is
discontinuous and not smooth, so it is not convenient to do the
operations of integral and differential. Hence, in most cases,
we usually use a canonical example, the sigmoid function
which can squash the large range of input values into the range
from 0 to 1 of outputs. The step function and the sigmoid
function are shown in the Figure 5.
Fig. 3. M-P Neuron Model
Fig. 4. The Step Function and the Sigmoid Function
When enough training data sets are given, the weights and
threshold can be obtained by learning. The threshold can be
seen as a dummy node with fixed input 1, so the learning of
weights and threshold can be jointed together. For a single
training data set (x,y), the current output is yˆ for the input x.
Weight updating can be shown as:
wi ← wi +4wi (14)
4 wi = η(y − yˆ)xi (15)
where η ∈ (0, 1) is a learning rate. In this way, the weight will
be adjusted until y = yˆ. This is a single functional neuron,
its learning ability is very limited. Thus, we always add the
hidden layers to compose a multi-layer feedforward nerual
network.
2) Error Backpropagation: For multi-layer networks,
BP(backpropagation) is one of the most successful learning
algorithms. BP algorithm is not only used in the multi-layer
feed forward networks, but also used in other networks such
as recurrent neural networks. The basic structure of the neural
networks consists of an input layer and an output layer with
multiple hidden layers between them. For clear and concise
description, the number of hidden layers is set to 1.
The input layer is x = {xi}di=1, the hidden layer is b =
{bh}qh=1, and the output layer is yˆ = {yˆ}lj=1. The weight
between the input layer node i and the hidden layer node h
is vih, The weight between the hidden layer node h and the
output layer node y is wih. The variable symbols and the BP
network model with three layers are shown in Figure 6, the
weights are also represented.
Fig. 5. Multilayer Network Sketch
For hth node of hidden layer and jth node of output layer,
the inputs and the outputs are shown below:
αh =
∑d
i=1 vihxi
bh = f(αh − γh)
βj =
∑q
h=1 whjbh
yˆj = f(βj − θj)
(16)
Then the mean square error can be obtained as following,
where 1/2 is for the convenience of the subsequent calculation.
E =
1
2
l∑
j=1
(yˆj − yj)2 (17)
Because BP algorithm is based on gradient descent al-
gorithm, parameters are adjusted according to the negative
gradient. Set the gradient of output layer as an example, the
change of weight can be written as
4 whj = −η ∂E
∂whj
(18)
Besides, the chain rule can make the formula as
∂E
∂whj
=
∂E
∂yˆj
· ∂yˆj
∂βj
· ∂βj
∂whj
(19)
∂βj
∂whj
= bh (20)
The intermediate variable of gradient can be obtained as
gj = − ∂E
∂yˆj
· ∂yˆj
∂βj
= yˆj(1− yˆj)(yj − yˆj) (21)
Therefore, the gradient of the hidden layer is similar,
eh = − ∂E
∂bh
· ∂bh
∂αh
= bh(1− bh)
l∑
j=1
whj (22)
Finally, we can get the update of weights and thresholds for
the hidden and output layer,
4whj = ηgjbh
4θj = −ηgj
4vih = ηehxi
4γh = −ηeh
(23)
Note that the aim of BP algorithm is to minimize the
accumulate error for all training data sets. The workflow of BP
algorithm is represented in Algorithm 1. The stop condition is
that the iteration has achieved the peak value or the error E
is smaller than a minimum threshold.
Algorithm 1 BP Algorithm [37]
Input: A training data set S = {(xk,yk)}mk=1, a learning rate
η.
Randomly initiate all weights and thresholds w, θ, v, γ
repeat
for all (xk,yk) ∈ S do
Calculate the current output yˆk using Equation (4.4)
Calculate intermediate variable of gradient g and e
using Equation (4.9) and (4.10)
Update weights and threshold w, θ, v, γ using Equation
(4.11)
end for
until The stop condition is reached
Output: Weights and thresholds w, θ, v, γ
However, BP algorithm has some inadequacies. Overfitting
problem is very obvious because of the powerful presentation
of BP networks, early stopping method and regularization
method are often used to prevent this situation. The limitation
of local minimum is another problem, people usually utilize
simulated annealing, genetic algorithm and random gradient
descent algorithm to solve it [37].
E. Ground User Clustering
Ground user clustering is a key step in UAV deployement,
which also means the partition of UAV aerial cells. In order
to satisfy the fairness and globality of division, we adopt a
KEG algorithm to implement service area classification. And
To show the algorithm practicability, we use the topology
information part of City Cellular Traffic Map [35] as the real
data set.
1) The K-means Algorithm: The K-means algorithm is
a most basic non-hierarchical iterative clustering algorithm,
belonging to unsupervised learning. The goal of this algorithm
is to cluster data points with very low inter-cluster similarity
as well as very high intra-cluster similarity [38]. The similarity
often denotes the distances between data points.
Giving a data set X = {xn}Nn=1 composed of N number
of M -dimensional variables xn. We divide this data set into
K clusters, each cluster has a centroid. At first, we set
the centroids of clusters are K vectors {µk}Kk=1 with M
dimensions. These vectors usually randomly take K variables
from the given data set X for initialisation. To realize the
algorithm goal, each data point is supposed to be as close
as possible to its cluster centroid, and the distances of each
data point and other cluster centroids should be as large as
possible. Thus, we set that point cluster label rnk indicates
which cluster the data point xn belongs to, this variable can
be formulated as:
rnk =
{
1 if k = argmini ‖xn − µi‖
0 otherwise
(24)
Then, we assign every data point to its nearest cluster and
update the point cluster label after the distances between each
data point and cluster centroids are calculated. The third one is
to update cluster centroids according to those data point label.
The specific K-means algorithm is shown as Algorithm 2.
Algorithm 2 K-means Algorithm [38]
Input: The cluster number K, the data point set X =
{xn}Nn=1.
1: Initialize {µk}Kk=1 as K variables chose from X ran-
domly,
initialize rnk as an n ∗ k all-zero matrix
2: repeat
3: for all xn ∈ X do
4: Allocate each data point xn to cluster k∗ =
argmini ‖xn − µi‖
5: Update point labels rnk(n, k∗) = 1
6: Calculate cluster centroids µk =
∑
rnkxn/
∑
rnk,
k = 1, ...,K
7: end for
8: until {µk}Kk=1 will not be changed.
Output: The point cluster label rnk, the cluster centroids
{µk}Kk=1
On the one side, although the K-means algorithm has the
capability to cluster data points, it cannot find the latent
variables corresponding the observed data. On the other side,
the principle of the K-means is simple and it is easy to
implement the simulation because of its fast convergence and
good clusting effect, it can be a pratical data initializer for
other complex algorithms.
2) The EM Algorithm: The EM algorithm has the ability
to recognize the important role of latent variables in a joint
distribution. Its goal is to acquire maximum likelihood results
for the models with latent variables [38].
In a mixed distribution model, given a sample data set X =
{xn}Nn=1 with an unknown latent variable set Z = {zn}Nn=1,
we want to find the suitable parameter set θ to well discribe the
joint distribution p(X|θ) = ∑Z p(X,Z|θ) [38]. However,
the observed variable set X and the latent variable set Z are
determined by parameter set θ. And we are only given the
incomplete data setX without Z, so we cannot get the optimal
parameter set θ. To facilitate analysis, a log likelihood function
is defined as:
L(θ) = ln {p(X|θ)} = ln {
∑
Z
p(X,Z|θ)} (25)
And a posterior distribution p(Z|X,θ) about the latent
variable set Z is introduced. Thus, our goal is changed to get
the maximum likelihood function p(X|θ) with regard to θ.
The iteration of EM mainly consists of two step: Expectation
step (E step) and Maximum step (M step). In E step, we
evalulate the posterior probability p(Z|X,θ); In M step, we
operate the log likelihood maximization to update parameter
set θ [38]. The iteration stops until the convergence of the
log likelihood function is checked. The specific algorithm is
shown in Algorithm 3.
Algorithm 3 EM Algorithm [38]
Input: The observed variable set X
1: Initialize the parameter set θold,
2: repeat
3: E step Calculate the posterior probability p(Z|X,θold)
4: M step Calculate θnew =
argminθ
∑
Z p(Z|X,θold) ln p(X,Z|θ)
5: Update the parameter set θ, θold ← θnew
6: until The log likelihood function L(θ) converges.
Output: The posterior probability p(Z|X,θ)old, the param-
eter set θold
The EM algorithm can also have good performance in
the situation of missing some observed variable values, the
observed variable distribution can be aquired by marginializing
those missing value and taking the whole joint variable distri-
bution. In this case, the data returned by the sensor which has
some values missing can also be well processed. Therefore,
in the scenario of our ground user clustering, EM algorithm
is a useful method to find the latent variables in data set and
classify users in a fair manner.
3) The KEG Algorithm: In this paper, the cellular traffic
distribution is complex and time-varying, but a GMM, a linear
Gaussian-component superposition model has a remarkable
advantage of abundantly representing data distribution. We
model the cellular traffic distribution by the GMM as:
p(X) =
K∑
k=1
pikN (X|µk,σk) (26)
where X = {xn}Nn=1 is the tolopogy information of the
whole area and xn is every data point with M dimensions.
p(.) represents as a probability function, K is Gaussian
component number and k ∈ {1, ...,K} denotes a specific one
Gaussian component, the mixing coefficient pi equals one or
zero has
∑K
k=1 pik = 1, µ = {µn}Nn=1 is the mean values
corresponding to the cluster centroids with M dimensions,
σ = {σn}Nn=1 is the covariance with M dimensions. Besides,
in a GMM, the latent variables are discrete.
To this end, we introduce the KEG algorithm based on
the K-means algorithm and the EM algorithm. In the KEG
algorithm, the EM part aims to find the discrete latent variables
and the suitable parameters for analyzing data distribution
and clustering data set. Even if a data set is incomplete with
missing some values, the EM can also process the data set in a
suitable manner. In the EM part, the value of the log likelihood
function will increase with the number of iteration rising.
When the log likelihood function does not change anymore,
the current parameters are the aims we want to obtain. But
since this algorithm usually needs many iterations to reach
the convergent point, the K-means part is utilized as a data
initializer to provide appropriate and rational initialized values.
The integrated KEG algorithm is demonstrated in Algorithm
4.
When the parameters are obtained, the predicted cellular
traffic amount data is used as the input, only 4th step and
5th step of Algorithm 4 is operated, we can get the cluster
label {ln}Nn=1of the data points {xn}Nn=1 that indicates which
cluster the data point belongs to.
F. UAV Location Optimization
After determining the aerial cells using the KEG algorithm,
our next aim is to select a optimal location for every UAV
so that the minimum transmit power can be gotten. No matter
whether UAVs are in a high altitude platform or a low altitude
platform, we assume that all UAVs are in the same altitude h,
we can formulate this problem as:
min
xi,yi
Pi = Q
∫∫
Ci
Ai(x, y)d
2
i (x, y)ri(x, y)dxdy (27)
where Q = ( 4pifcc )
2Wn0
G is not relevant to the locations of
BS (x, y) in the service area, Ai(x, y) = 2
TDt(x,y)
W −1 is the
BS distribution and Dt(x, y) denotes the cellular data amount
of BS at (x, y) in a hour in the predictive day, d2i (x, y) is
the distance between the UAV i and the BS at (x, y), ri(x, y)
is also related to d2i (x, y) for the computation of LoS link
probability.
Algorithm 4 KEG algorithm
Input: The topology data set X = {xn}Nn=1, the clustering
number K
1: Set a variable D as the dimension of xn, initialize the
means µk as a 1-by-D matrix by using the K-means
algorithm, the covariance σk as a D-by-D identical matrix
and mixing coefficients pik = 1/K, ∀k ∈ {1, ...,K}.
2: repeat
3: for all k ∈ {1, ...,K} do
4: E step: Compute the posterior probability of all xn
by
γnk = pikN (xn|µk,σk)/
∑K
i=1 piiN (xn|µi,σi)
5: For every xn, allocate it to the cluster ln =
argmaxk γnk
6: M step: Calculate the new parameters
µnewk =
∑N
n=1 γnkxn/
∑N
n=1 γnk
σnewk =
∑N
n=1 γnk(xn − µnewk )(xn −
µnewk )
T /
∑N
n=1 γnk
pinewk =
∑N
n=1 γnk/
∑K
k=1
∑N
n=1 γnk
7: end for
8: Calculate the log likelihood using µnewk , σ
new
k and
pinewk , for k ∈ {1, ...,K}
L(µ,σ,pi) = ln p(X|µ,σ,pi) =∑N
n=1 ln {
∑K
k=1 pikN (xn|µk,σk)}
9: Update the parameters as µk ← µnewk , σk ← σnewk ,
pik ← pinewk
10: until The log likelihood function L(µ,σ,pi) is converged.
Output: The parameters {pik, µk, σk}Kk=1, the cluster labels
{ln}Nn=1.
According to the Theorem 1 of paper [17], the function to
get Pmini is a convex function, UAV optimal locations can be
calculated as:
x∗i =
∫∫
Ci
xAi(x, y)dxdy∫∫
Ci
Ai(x, y)dxdy
(28)
y∗i =
∫∫
Ci
yAi(x, y)dxdy∫∫
Ci
Ai(x, y)dxdy
(29)
where there is a condition hi >> (x − xi)2 + (y − yi)2 or
hi << (x− xi)2 + (y − yi)2 to be satisfied [17].
At last, we accumulate the transmit power of all operating
UAV to get the minimum total power for transmission:
Pmin =
∑
i
Pmini (30)
III. SIMULATION AND ANALYSIS
A. Illustration of Simulation Process
For simulation, we consider two scenrios, one is the entire
area given from the raw data, the other is the limited area with
the relative longitude from 111.055 to 111.07 degrees and the
relative altitude from 13.03 to 13.05 degrees. The limited area
is the contrast of the entire area. And for a specific contrast,
we classify the entire area and the limited area into 8 clusters.
TABLE I
SIMULATION PARAMETERS
fc Carrier frequency 5GHz
no Noise power spectral -140dBm/Hz
µLoS Excessive path loss for LoS link 3dB
µNLoS Excessive path loss for NLoS link 23dB
W Bandwidth 1MHz
h UAV’s altitude 200m
G Antenna gain 10dB
Some parameters used in the simulation have been given the
specific values which are shown in Table 1 [39]. Moreover, for
getting the rational simulation results, we assume that all BSs
have a basic celluar amount 500 bytes for basic operation, so
all the cellular amounts we get from the raw data add 500.
For BP neural network part, we use the nftool built-in
box of MATLAB to implement the cellular traffic amount
prediction. We assume that every BS has the same cellular
traffic distribution, we set that the input is the cellular traffic
amount of the first six days and the output is the amount of
the seventh day. The input in the training data set form is
({Dtd}5d=1,Dtd=6), where the input layer is the first 5 days
cellular amount and the output layer is the 6th day cellular
amount.
We choose trainrp as the training function and set that the
neural network has 2 hidden layers with 20 and 10 neurons
respectively, the network structure is shown in Figure 7. Then
we do data training to find the suitable parameters for our
neural network model. The user interface of neural network
training is shown in Figure 8.
Fig. 6. Neural Network Structure
After training, the input layer x is set as {Dtd}6d=2, then this
output layer is what we want to obtain. Furthermore, the ratio
of training data is 80%, valuating data is 10% and testing
data is 10%. The data training is for updating weights, the
data evaluation is to detect the overfitting problem and to
avoid it as soon as possible, the data testing is to examine
the performance of the neuron network. In addition, all the
cellular data amounts are normalized using min-normalizaion
mothed to make sure every single value is ranged from 0 to
1.
Then, for the application of the KEG algorithm, we give
two conditions for finishing the iterations: the first one is the
minimum threshold for parameter error of two neighboring
iterations, the second one is the maximum iteration times. If
any of these conditions are met, the algorithm ends.
B. The Comparision of Three Multi-access Techniques
In the proposed UAV deployment framework, RSMA as an
excellent option of multiple access technique is adopted in the
uplink transmission. FDMA and TDMA have been developed
Fig. 7. Neural Network Training
maturely, but RSMA with excellent robustness and energy
effeciency enjoys great popularity in the new generation of
communications.
The Figure 9 is shown below which represents the com-
parison the performance of RSMA, FDMA and TDMA. For
all three of multi-access techniques, with the increasing of
bandwidth, the system can reduce the total power. But RSMA
is the best one which has the lowest power consumption in all
bandwidths. Then FDMA is the second best and it is better
than TDMA. RSMA can reduce 35.3% power than FDMA and
66.4% than TDMA. Therefore, in this paper, we use RSMA
for uplink transmission.
Fig. 8. Comparison of Three Multi-access Modes
C. The Simulation Results of the Limited Area and the Entire
Area
In order to verify the usefulness and robustness of the KEG
algorithm, we use the data of the limited area and the entire
area to do the simulation. The comparison results of the K-
means part are shown in Figure 10 and Figure 11 and the EM
part are shown in Figure 12 and Figure 13.
Fig. 9. K-means for the Limited Area
Fig. 10. EM for the Entire Area
Fig. 11. EM for the Limited Area
In the Figure 9, 10, 11 and 12, the scattering points are
the locations of BS. The group of the points with the same
color represents a cluster which is an aerial cell of a UAV. The
black crosses denotes the centroids of every cluster. As we can
see, for the K-means part, both the entire area and the limited
area have distinct boundaries of service cell and the centroids
locate at the clusters with the corresponding colors. But for
the EM part, the clusters have the containing and contained
states, the centroids may not appear in the clusters with their
own colors. The corresponding situation of the limited area is
much better than that the entire area.
D. The Effect of Proposed UAV Scheduling Framework
The main goal of UAV deployment in this paper is to
minimize the total transmit power in the uplink transmission.
Thus, based on this goal, we divide the area into the ground
user clusters for aerial cell classification and determine the
optimal locations of UAVs. The Figure 14 shows the schematic
sketch of UAV deployment for the entire area and the limited
area. As shown in the Figure 14, the number of UAV of the
Fig. 12. Deployment Results
limited area is 8, but the one of the entire area changes into
7 because the system with our proposed framework judges
that 7 UAVs are enough to supply the offloaded cellular data
amount, this decision is made during the clustering of the K-
means part. Because the initial centroid of the merged category
chooses an unfavorable position leading to a low similarity in
the cluster.
Fig. 13. Power Comparison for the Limited Area
Fig. 14. Power Comparison for the Entire Area
Then we use the total transmit power of four different
schemes to evaluate the performance of the proposed frame-
work. Experimental schemes are a scheme with KEG and
location optimization, a scheme without KEG but with lo-
cation optimization, a scheme with KEG but without location
optimization, and a scheme without neither KEG or location
optimization.
For the limited area, the power comparison of four schemes
is represented in Figure 15. In general, the scheme with KEG
and location optimization consume the least total transmit
power. The performance of the one with no KEG and no
location optimization is worst. The remaining two types of
scheme have similar performance in general. The scheme with
KEF and location optimization reduce 24% power consump-
tion than the worst one. For the entire area, four schemes
have been contrasted in Figure 16. Obviously, the scheme
without KEG but with location optimization has the best effect
for system performance improvement. Next, the scheme with
KEG but no location optimization is better than the one with
location optimization but no KEG. The scheme with no KEG
and no location is the worst scheme. The scheme with KEF
and location optimization reduce 0.47% power consumption
than the worst one.
Based on the above simulation results, our proposed frame-
work is not suitable to apply only several UAVs in the entire
area. The number of UAVs is too small to carry the full range
of traffic of an entire city. But still in this situation, the scheme
with KEG and location optimization has some contributions
for reducing the total transmit power consumption. Our UAV
deployment framework has good performance for relatively
small area below dozens of square kilometers, especially for
those areas with the approximate GMM cellular data amount
distribution.
IV. CONCLUSION
In this paper, we have investigated the UAV location op-
timization in a downlink system. To effectively optimize the
UAV location, we fist predice the user traffic distribution by
a joint K-means and EM algorithm based on GMM. With the
predicted traffic distribution, the optimal locations for UAVs
are accordingly obtained. Simulation results show that RSMA
reduces total power consumption compared to FDMA, and
TDMA.
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