Abstract-CMOS image sensors based on single-photon avalanche-diodes (SPAD) are suitable for 2D and 3D vision. Limited by uncorrelated noise and/or low illumination conditions, image capturing becomes nearly impossible in a single-shot exposure time. Moreover, the depth accuracy is affected by jitter. Therefore, many frames need to be taken to reconstruct the final accurate image. The proposed reconstruction algorithm is based on pixel-wise histogram building. Specifically, a histogram is built on the fly for each pixel of the array from the ongoing acquired frames. This paper presents the design and implementation on FPGA of a real-time pixel-wise inter-frame histogram builder at 1 kfps. The design has been proven with a 64 × 64-pixels SPAD camera. Its remarkable robustness has been demonstrated in harsh conditions, such as 42 kHz of dark count rate (DCR) and high background illumination up to 20 times larger than the DCR. The system has a graphic user interface for 2D/3D imager configuration, image streaming, and pixel-wise histogram streaming.
I. INTRODUCTION

C
MOS image sensors based on Single-Photon AvalancheDiodes (SPAD) have been proved for photon counting and Time-of-Flight (ToF) [1] . CMOS technologies for SPADs experienced a remarkable improvement in the last years [2] , [3] . Comparing to the integration photodiodes of a conventional CMOS or CDD image sensor, SPADs are able to work in very low illumination conditions with small integration times. This feature makes them suitable for very high frame rate imagers [4] .
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Digital Object Identifier 10.1109/JSEN. 2017.2784484 measurements to build the final image (frame). From now on, these measurements will be addressed as inter-frames. Although simple to implement, averaging the inter-frames is not a good option when the detectors have a large amount of uncorrelated noise [5] . Instead, the temporal histogram approach based on ripple counters is more suitable [6] , [7] . However it cannot be scaled for larger pixel value depth and array sizes. Our proposal is to build a histogram for each pixel of the array directly into a Synchronous Dynamic RandomAccess Memory (SDRAM) (see Fig. 1 ).
The inter-frames in raw format could be acquired at the imager's full speed and sent to PC through a fast USB-link. Later on the histograms are built off-line in software. This would require a huge amount of data transfer and storage and a quite large processing time. For instance, let us consider a 64 × 64-pixels SPAD image sensor with in-pixel TDC on 11bits [8] . The number of inter-frames used to build the histograms is 100k. The memory footprint on the computer's hard drive is about 2.4GB. In this case, the total time-lapse to reconstruct the final image in Matlab is about 8 minutes. The computer's physical memory occupation is 6GB and 8 cores at 2.7GHz processor usage is 12%. These figures are not acceptable for a video frame rate. Therefore the inter-frames histogram building becomes a challenge.
This work presents a real-time pixel-wise inter-frame Histogram Builder (ifHB) at 1kfps. Therefore the image reconstruction takes place on the fly, simultaneously with pixel-by-pixel inter-frames reading. The proposed circuit has no time penalty for the reconstructed images and decreases the required frame memory footprint by 1000 times. The circuit is implemented on FPGA, also containing the control signals of the SPAD imager and fast USB-link data reading.
The paper is organized as follows: Section II describes the design of the ifHB implemented on FPGA. Section III proves the reliability of the proposed design by testing it with a SPAD camera (SPADCAM). It has a graphical user interface (GUI) built in Matlab for 2D/3D image and interframe histogram streaming. Section IV concentrates on the extrapolation and portability of the design for ultra-high frame rate SPAD imagers. Section V is dedicated to conclusions and future work.
II. ifHB BUILDING BLOCKS
The design of the real-time ifHB includes: SPAD imager controller, clock generator, image acquisition controller, histogram controller, 16MB of SDRAM, SDRAM controller for Single Memory Cell Fully Random Access (SMC-FRA), SDRAM controller for full-page readout and fast USB-link. The block diagram is depicted in Fig. 2 . The histograms of all the pixels of the sensor array are built on the fly in a Micron SDR SDRAM of 32MB [9] . It is integrated with a Spartan3 FPGA on the same XEM3010 board [10] . The controller of the SPAD imager used to test the proposed design is implemented on the same FPGA, along with the USB data readout.
A. Graphic User Interface for Control Signals
A user friendly GUI has been built in Matlab (see Fig. 3 ). First of all the interface has to be set to display either brightness or depth images by pushing the 2D/3D button. Note that for 3D vision, the angle of view can be changed by the horizontal and vertical sliders. Subsequently, the camera has to be configured in the proper mode by loading the bit file into the FPGA board. The number of inter-frames has to be loaded as well. At this point, image streaming can start. Later on it can be stopped by the same Start/Stop button.
In order to communicate with the SPADCAM through the FPGA board, Application Programmer's Interface (API) components such as WireIn, WireOut, TriggerIn and PipeOut have been used [11] .
The signals chronogram exchanged between GUI and FPGA HDL is depicted in Fig. 4 TI_CLK is the clock of the USB interface. The signal END CAPTURE flags when the histograms can be read.
The number of inter-frames used to build the pixel-wise histograms for 2D/3D images is set into the GUI.
B. Image Acquisition Controller
The image acquisition controller (see Fig. 5 ) downloads the inter-frames pixel-by-pixel from the SPAD imager to the Pixel value FIFO. These values represent either the brightness for 2D images or the direct ToF for 3D images. At the same time, the pixel position in the current inter-frame is downloaded into the Pixel position FIFO. In the case of the SPAD camera used for our proof, each FIFO has 2048 memory locations on 16bits depth, which is half of the SPAD imager's size. However the FIFOs do not have time to get full during the acquisition phase. The pixel position is automatically incremented by the Pixel position counter.
This module is driven by 3 clock signals: CLK_SCIS (25MHz), CLK_DS (50MHz) and CLK_SDRAM (100MHz).
The control signals acquired by a logic analyzer are shown in Fig. 6 . A reset is issued before the reconstruction of a frame starts. Every inter-frame is captured into a programmable time gate by the SPAD imager upon a global shutter scheme. The control signals of the SPAD imager, such as the time gate signal, TGATE, the global reset signal of the pixel-array and the control signals of the readout pipeline are generated by the SPAD imager controller. TGATE lasts 87µs or 307ns for 2D or 3D mode respectively. Note that in the former case the time gate is actually the integration time. Later on the inter-frame is sent off-chip line-by-line by the readout pipeline which has the same clock signal like the Serial to parallel controller module. The prototyped SPAD imager has a serial output, S_D at 50MHz. The control signals RST_DS and WS are used to load the inter-frame in the image acquisition controller module. Whenever a pixel value on 11 bits is acquired, it is loaded into the FIFOs by the WR_EN signal. When each FIFO contains 8 words, i.e. WR_DC equals 8, the FIFOs reading begin. It is instructed by the histogram controller module by the signals CTRLS1 and CTRLS2. It happens whenever a histogram bin is ready to be written at the corresponding location into the histogram memory. 
C. Histogram Controller
This block distributes the ongoing inter-frames into the right bin of the corresponding histograms pixel-by-pixel. When WR_DC equals 8, the FIFOs reading is enabled when CTRLS1 is set high.
Right after enabling the read, a single pulse of CTRLS2 is sent to the read clock ports to get the value and position of the first pixel of the frame. On the positive edge of RD_ACK signal, the value and position of the pixel are sampled by Address generator module to compute the location in the corresponding histogram.
The location of the pixel in the histogram is ready before CTRLS3 is set high. The row and column address are computed by the Address generator and fed into the SMC-FRA controller. The selected bin is read on the first edge of CLK_SDRAM when CTRLS3 is high, incremented by 1 unit in BI (Bin Increment) block and written back at the same location.
Right at the end of the acquisition time, all per-pixel interframe histograms are ready. The accurate ToF measurement of each pixel is represented by the peak value of the corresponding histogram.
D. SMC-FRA Controller
The pixel-wise inter-frame histograms are built into a SDRAM memory [9] . It has 256Mb distributed in 4 banks. Each bank has 8192 rows and 512 columns of memory locations on 16bits depth. The organization chart of the interframe histograms is presented in Fig. 8 . Each memory location represents a histogram bin, allowing 65536 hits per bin. Therefore the inter-frame histogram of the pixel P(1, 1) is stored in the first 4 rows of the first bank and so one until the histogram of the pixel P(64, 64) is stored in the last 4 rows of the second bank.
In the case of 3D images, ToF is represented at pixel level on 11bits.
This means that the histogram needs to have 4 × 512 bins. Thus, only half on the memory it is required for a 64 × 64-pixels array. Note that 2D images are represented on 8 bits such that the histogram has only 256 bins.
The inter-frame histogram of each pixel is built as follows: the pixel number represents the location of the 4×512 memory block while the pixel value is used to compute the position of the bin inside the memory block.
The memory controller is designed for SMC-FRA, taking into account the electrical characteristics of the SDRAM module [9] . The FSM and experimental signals chronogram are depicted in Fig. 9 and Fig. 10 respectively.
After a proper reset is performed, the operation mode has to be loaded in the mode register. Once the memory gets in the "idle" state, the building of the histograms starts by setting high the signal RD_CELL. It is requested by the histogram controller which computes the histogram bin location represented by the ROW_ADDR and COL_ADDR signals. The computation of the histogram bin location is based on Pixel_Val and Pixel_Pos values which are retrieved from FIFOs by the Address generator module on the positive edge of RD_ACK signal. The computed memory location is read. The content of this memory location represents the number of counts per bin, CPB_OLD which is available in "srd5" state. The signal CPB_OLD is sampled by the BI block on the negative edge of CLK_SDRAM when CTRLS3 signal is set high. CPB_OLD is automatically incremented by 1 unit to count in the value of the current pixel. The new value of the bin, CPB_NEW is written back to the same location in "swr3" state.
On the edge of WR_CB, the value and position of the next pixel are read from FIFOs. The signal WR_DONE sends the memory in the "idle" state, and so one for all the pixels of the current inter-frame. The measured bin-to-bin period is of 306ns.
When the acquisition ends, the inter-frame histograms over a programmable inter-frames number is ready. The reconstructed frame is available at the very end of the inter-frame acquisition phase. Therefore it is sent to PC through an USB link. In this phase the SDRAM controller is instructed to perform full-page transfer using a read FIFO.
III. SPAD CAMERA EXPERIMENTAL RESULTS
The SPADCAM used to prove the design of the proposed ifHB is presented in Fig. 11 [8] . It is built by the following parts: i) a 64 × 64-pixels SPAD imager containing the following in-pixel modules: a p+/n−well SPAD detector with active quenching/recharge circuit, 8bits True Single Phase Clock (TSPC) counter and 11bits TDC for photon counting and ToF; ii) an 8mm F1.2 lens; iii) a band-pass filter centered on the laser wavelength (required only for 3D imaging); iv) a power supply module to provide a variable bias voltage for SPADs from 10.8V to 12V and a 3.3V voltage supply for the sensor chip pad ring; iv) a XEM3010 FPGA board.
The PDE at 640nm and average DCR at 1V excess voltage (V E ) are of 5% and 42kHz respectively. Moreover, the background light could cause an additional uncorrelated noise up to 20 times the average DCR. Under these circum- stances most of the time the imager is triggered by noise. Therefore only averaging multiple inter-frames is not enough. Instead we propose to build an inter-frame histogram for each pixel.
The final ToF stamp for each pixel is extracted from the peak of the histogram.
The SPADCAM prototype has a serial output running at 50MHz, meaning a top frame rate of 1.1kfps. Each pixel of every inter-frame takes a single measurement.
The proposed ifHB has been tested with the SPAD imager both for 3D and 2D vision.
A. 3D Vision (Depth Map)
The top view of the experimental setup is presented in Fig. 12 . The scene is represented by 2 objects, O 1 and O 2 placed in front of a white panel. It is illuminated by a picosecond laser through a square pattern diffuser [12] . The laser has 640nm wavelength. The average output irradiance measured after diffuser is of 2.5W/m 2 . It decreases to 3mW/m 2 at 0.5m from the laser. The repetition rate (f sync ) is set to 2.5MHz [13] and gated to 1.1kHz such that only one stop pulse occurs every inter-frame.
The display of the GUI (see Fig. 3 ) has been set to 3D view. The 3D image is obtained after acquiring 65536 interframes which limits the overall frame rate in this prototype. However, considerable improvements can be achieved by enhancing the PDE of the SPAD detector and the readout throughput. The capability of capturing 3D images in single photon detection conditions with reflected light irradiance below 10nW/mm 2 suggests that SPADCAM can potentially be used also in other applications such as fluorescence lifetime imaging microscopy.
Besides, a more powerful pulsed light source can be employed also to increase the depth range. In this case the jitter of the sensing chain could increase requiring more interframes to keep the same precision. Eye safety regulations have to be taken into account as well.
The obtained depth image is shown in Fig. 13 from 2 angles of view.
Note that the illumination source is on the left side, leaving a shadow on the right side of the scene. It means that the laser light does not reach the shaded area. Consequently no laser light bounces back to the SPAD imager. In this case the corresponding pixels are triggered only by noise. The histograms of some representative pixels are presented in Fig. 14. The pixels P(10, 22), P(54, 31) and P(29, 53) belong to the plans P 1 , P 2 and P 3 respectively (see Fig. 12 ). Note that the pixel P(45, 11) is located in the shaded area therefore it is triggered only by uncorrelated noise. Moreover, the histogram peak of the pixel from P 3 plane is smaller. It happens because of the inverse square law of the reflected light. The characteristics of the reflected object surface counts as well. The irradiance of the reflected laser light measured at the sensor surface is below 10nW/mm 2 . The photon timing SNR of the inter-frame histogram of P(29, 53) (see Fig. 14) is of 30dB. By considering the background light, the photon timing SNR drops to about 24dB.
The average power consumption of the SPADCAM is highly dependent on the frame rate. It is mainly due to the inpixel TDCs which use a voltage controlled ring oscillator as time interpolator. It means that the closer is the target, the longer the time interpolator works and the larger is the power consumption. Moreover the power consumption of the in-pixel TDC depends on its time bin, as it is shown in Fig. 15 .
B. 2D Vision (Brightness Map)
The display of the GUI is switched to 2D view. The proper configuration of the camera is loaded. The number of interframes is set to 900. The same scene has been captured with a bridge camera Fig. 16 . The only difference is that instead of the low light pulsed laser, the scene is illuminated only by a conventional 2 × 26W fluorescent light source. An irradiance of 2W/m 2 has been measured by a Newport 918-SL photodetector, selecting a wavelength of 555nm. The distance between the light source and the target is 0.5m. Note that this illumination source is more powerful compared to the 3mW/m 2 of the pulsed laser measured at the same distance. This explains the much lower number of inter-frames than the one required for 3D vision.
The 2D image captured by the SPADCAM based on ifHB is shown in Fig. 17(left) . Although the ifHB proved to offer an outstanding advantage of accurately extracting the ToF, it also can improve 2D images. It applies for low area/low power inpixel TSPC counters with limited minimum input frequency in low illumination conditions and small inter-frame integration time. Under these circumstances, the counters take false measurements which could scatter from the true measurements. In this case ifHB disregards these faults. Note that ifHB uses the same hardware as for 3D images. The image obtained by merely averaging the inter-frames is presented as well in Fig. 17(right) . The proposed method slightly enhances the contrast producing a sharper image (R1 region when P2 is the focusing plan) with less artifacts (R2 region). The rest of the black and white pixels are caused by faulty pixels due to technology defects.
C. 2D Vision (Slow Motion)
The prototype of the SPADCAM can be also used to continuously record videos in slow motion. In this experiment a propeller is rotating at 2850 RPM (see Fig. 18a ). The red circles are only to separate different regions of the image. A video is recorded at 1kfps and played back at 50fps being able to see the propeller blades (see Fig. 18b ). A command line interface has been designed for this purpose. The interframe histograms built in real-time along 500 inter-frames are able to extract fast moving objects from the scene. Each pixel from Fig. 18c and Fig. 18d represents the peak and the average of the corresponding inter-frame histogram, respectively.
In the former case, only the stationary part of the scene is extracted. The latter case is equivalent to taking a single picture with a larger exposure time. For this reason Fig. 18d is similar to Fig. 18a .
The explanation of this kind of background subtraction is given by the inter-frame histogram of pixels located in two different regions named R1 and R4 (see Fig. 18a, b and Fig. 19 ). On one hand, P(15, 15) is sampling the background most of the time (higher peak) while the blades are sampled less times (middle peak). On the other hand, P(32, 31) samples all the time the middle of the propeller which is a steady part of the image.
IV. ULTRA-HIGH FRAME RATE SPAD IMAGE SENSORS
The prototyped SPADCAM has a serial output at 50MHz leading to a frame rate of 1.1kfps. The pixel period is 220ns. Every time a pixel is ready at the output of the image acquisition controller, the following operations need to be performed: i) to compute the location of the bin in the memory based on the pixel value and index; ii) read the value of the histogram bin from the particular location; iii) increment the value of the bin by 1 unit; iv) write back the new value of the bin. The SMC-FRA controller (see Fig. 9 ) incorporated in this work fulfills the speed requirements such that the inter-frame histograms are built in real-time at approximately SPADCAM's frame rate.
It is worth to mention that the speed of the ifHB is strictly related to the fully random memory access time lapse. Seeking to increase the memory access time with the same SDR SDRAM memory, we changed the representation of the histograms as shown in Fig. 20 .
We evaluated the histogram building period by interleaving between the 4 memory banks.
The signal chronogram is shown in Fig. 21 . In this case 4 pixels are resolved in 158ns. Therefore the maximum frame rate of the ifHB is more than 6kfps at 133MHz and 64 × 64-pixels.
In the following, we evaluate whether this design can be scaled for ultra-high frame rate SPAD imagers. This kind of image sensors is based on in-pixel counter/TDC architecture for photon counting/ToF. Under these circumstances, the frame rate limitation is usually given by the readout electronics. Parallel readout is the key but aspects related to the power budget and signal integrity has to be carefully contemplated. According to our calculations, 32 outputs at 50MHz can fit into a 144 PGA package. This means a throughput of 1.6Gb/s leading to a frame rate of 32kfps for 64 × 64-pixels array which stands in the state-of-the-art specifications [1] . In this case, the ifHB has to work 8 times faster than the maximum speed evaluated in the previous case. Thus every pixel has to be counted in the corresponding histogram bin in 6.875ns.
Choosing faster technologies than SDR SDRAM, such as DDR2 SDRAM or DDR3 SDRAM is not necessarily a solution. This happens because these memory modules are optimized in burst mode and contiguous access. The latency for single random Read/Write operations is given by the following timing characteristics: Column Address Strobe latency (CAS), Active-to-Active delay (tRC), Active-to-Read or Write delay (tRCD), Active bank a to Active bank b delay (tRRD), Write Recovery time (tWR), Precharge period (tRP) and Auto Refresh time (tRFC). Indeed, evaluating different memory modules, it seems that these parameters are pretty much the same [9], [14] and [15] because they do not depend on the clock frequency (tCK). Instead, the aforementioned parameters are related to the current capability of the column sense amplifier and the total capacitance of the bit line driven by it. Therefore smaller memory capacity has smaller latency.
A SRAM memory is more adequate for the proposed ifHB which mainly requires ultrafast SMC-FRA. Before evaluating some of the fastest devices on the shelf, it is worth to seek for the minimum memory capacity that can fit our application. According to the histogram from Fig. 14 , we can have 8 instead of 16 bits per bin, without losing any inter-frames. Therefore 64Mb memory is enough to store the histograms. The Read-Write cycle time for one of the fastest memory IC is 20ns [16] . Four modules of 16Mb can cover the above mentioned 6.875ns by running in parallel. In order to have a safer timing margin, more parallelization is required. For instance 8 modules of 8Mb have an equivalent Read-Write cycle time of 2.5ns [17] . However this solution is quite bulky and requires a lot of connections and control signals.
These considerations led us to the conclusion that the proposed design is suitable to be implemented in ASIC. Thus 32 fully-parallel SRAM memory channels of 256kB have the bandwidth up to 6.4Gb/s. These specifications easily fulfill the timing requirements of an ultra-high frame rate SPAD imager. Notice that the proposed ifHB design can be integrated on the same chip having only 32 serial inputs, several control signals from the sensor and a serial output.
At the end of the inter-frames acquisition time, the final frame in raw format is ready to be sent to PC. It contains 64 × 64 inter-frames histograms. In order to get the brightness or depth map of the scene, we display the peak of each histogram. In the prototype SPADCAM, we have computed the peak histogram in software. It was easily done because the overall frame rate is limited by the SPAD imager's serial output.
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