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Abstract We present approaches to (generalized) Newton methods in the framework of general-
ized equations 0 ∈ f(x)+M(x), where f is a function andM is a multifunction. The Newton steps
are defined by approximations fˆ of f and the solutions of 0 ∈ fˆ(x)+M(x). We give a unified view
of the local convergence analysis of such methods by connecting a certain type of approximation
with the desired kind of convergence and different regularity conditions for f +M . Our paper is,
on the one hand, thought as a survey of crucial parts of the topic, where we mainly use concepts
and results of the monograph [31]. On the other hand, we present original results and new fea-
tures. They concern the extension of convergence results via Newton maps [31,38] from equations
to generalized equations both for linear and nonlinear approximations fˆ , and relations between
semi-smoothness, Newton maps and directional differentiability of f . We give a Kantorovich-type
statement, valid for all sequences of Newton iterates under metric regularity, and recall and extend
results on multivalued approximations for general inclusions 0 ∈ F (x). Equations with continuous,
non-Lipschitzian f are considered, too.
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1 Introduction
Starting more than 30 years ago, the extension of Newton’s method to non-smooth and multi-
valued settings and their application to nonlinear complementarity problems, KKT systems, vari-
ational inequalities, generalized equations and other model classes has become a broad field of
research. Important early contributions were e.g. [19,27,35,36,38,45,47,49,52]. The further devel-
opment of the theory around this subject has been strongly influenced by the progress of stability
theory in variational analysis. Some recent monographs [3,15,17,23,24,31,59] reflect the manifold
aspects of the theory of generalized Newton methods which is mostly developed in the framework
of generalized equations
0 ∈ f(x) +M(x), where f : X → Y is a function and M : X ⇒ Y is a multifunction, (1.1)
and M ≡ {0} corresponds to equations. The Newton steps are defined by approximations f (k) of
f near the current iterate xk and the solutions xk+1 of
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0 ∈ f (k)(x) +M(x), (1.2)
the generated sequence {xk} is called a Newton sequence. If generalized derivatives are used, f (k)
may be even multivalued. The standard assumption for smooth equations that Df(x)−1 exists on
some region of interest (or simply at a zero x¯ of f) turns into a regularity condition for f +M ,
which requires particular properties of the inverse mapping (f +M)−1.
Our paper follows this line. In the model (1.1), we assume that X and Y are Banach spaces,
while f , f (k) andM are specified at the corresponding place. We focus on local convergence analysis
for Newton’s method and pay particular attention to superlinear convergence. So, except for Prop.
8 which concerns so-called semi-local convergence, we throughout suppose that the initial point is
sufficiently close to some solution. Global convergence and numerical implementations are not con-
sidered. Our approximations of f+M concern linear approximations of f in section 3, multivalued
approximations of f by several generalized derivatives in section 4, particular approximations of
f including point-based approximations [52] in section 5 and multivalued approximations of M in
section 6.
We aim to characterize the different types of convergence which hold under the supposed
regularities and particular types of approximations. For that purpose, we recall several known
approaches and results in this context, most of them are taken from the authors’ monograph
[31]. On the other hand, we extend this by presenting original results in each section. To distin-
guish between the survey or original character of main results, we use throughout “Theorem” for
known statements and “Proposition” or “Corollary” for new ones. As a main feature, we discuss
the necessity of our requirements (at least for equations given by locally Lipschitzian IRn homeo-
morphisms) and for possible concrete realizations. We point out the limitation of various general
approaches, and try also to clarify whether the convergence properties need additional properties
of M (besides regularity of f +M) or not. Commonly known and new examples play a crucial
role in these discussions.
In section 2, we present several tools that are needed throughout the paper, discuss the regu-
larity notions, introduce our iteration scheme and derive basic estimates for the later convergence
analysis.
In section 3, we survey known results on Newton maps for functions [31,38], including the
basic convergence criterion Thm. 4. Our new topics concern the relation between Newton maps
and semismoothness, consequences in view of directional differentiability (by the help of a simple
mean-value statement) and an application of Newton maps to inclusions.
Section 4 extends known results for equations to the model (1.1). It shows how various types
of generalized derivatives can be used for approximating locally Lipschitz functions f in (1.1)
and that the Newton map condition now becomes the condition (CA)*, introduced in [31,38]. The
Propositions 6 and 7 permit approximate solutions of the auxiliary problems, the other statements
of section 4 characterize the imposed assumptions.
In section 5, we present and apply the successive approximation scheme of [31] which has
various applications under pseudo-regularity. Originally used for implicit functions, we exploit it
directly for Newton’s method. The resulting Prop. 8 is a Kantorovich-type statement which holds
for all constructed Newton sequences, in contrast to standard formulations in the literature, where
only the existence of a Newton sequence is asserted under pseudo-regularity.
In section 6, we investigate multivalued approximations for inclusions 0 ∈ F (x), which were
introduced in [39] and allow applications in convex analysis, too. Here, pseudo-regularity is replaced
by an upper Lipschitz property, and Prop. 9 concerns the model (1.1) with non-differentiable f as
in section 5.
Section 7 is devoted to approaches which do not use known generalized derivatives or Lipschitz
properties of f . First we recall an observation for PC1 equations, which justifies the application
of the usual Newton method to a fixed C1-function, and add some consequences. Then, following
[20], we motivate the need of piecewise linear approximations and automatic differentiation for
handling functions which are composed by differentiable and (mostly simple) non-smooth functions
as well. The approximations are then not necessarily defined via generalized derivatives. Further,
we discuss there the role of the key condition (CA)* of section 4 for convergence of Newton’s
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method when non-Lipschitz functions f are permitted. In particular, we present examples of such
f which allow to find a zero of them via a superlinearly converging Newton method.
Finally, let us note that hypotheses of strong or metric regularity for the model (1.1), which
often prevent applications to nonsmooth examples (like the trivial equation |x| = 0) will not
appear in most of our new results, excepted for Prop. 8 and Prop. 11.
2 Pre-Requisites
2.1 Basic definitions and consequences of Lipschitz behavior
In the whole paper, if nothing else is specified, X and Y will denote Banach spaces with elements
x, y, respectively, and the symbol B is used for the closed unit ball in X or Y . Given x ∈ X,
Z ⊂ X and % ∈ IR, we put as usual x+ %Z := {x+ %z | z ∈ Z}.
Lin(X,Y ) means the normed space of linear and bounded operators A : X → Y . In order
to say that f : X → Y is locally Lipschitz we write f ∈ C0,1(X,Y ), while f ∈ C1,1(X,Y )
means that f has a locally Lipschitzian first derivative. A multifunction F : X ⇒ Y is closed if
gphF := {(x, y) | y ∈ F (x)} is closed in X × Y .
As usual we shall use o-type functions which have the property o(x) / ‖x‖ → 0 if 0 6= ‖x‖ → 0,
where o(0) may be arbitrary. A function of type O will be understood as O(x) → 0 if ‖x‖ → 0.
Note that lim supx→0
‖O(x)‖
‖x‖ < ∞ (as in a more common definition of the Big-O symbol) is not
required. We say that some property holds for x near x¯, if it holds for all x with sufficiently small
‖x− x¯‖.
Now we recall several concepts of local Lipschitz properties for mappings F : X ⇒ Y and/or
its inverse S = F−1 : Y ⇒ X at a point (x0, y0) ∈ gphF or (y0, x0) ∈ gphS, respectively. Though
we restrict us to Banach spaces, generalizations to metric spaces are easily possible.
The terminology for the subsequent properties (D1) - (D4) is rather different (and permanently
changing and extending) in the literature. Therefore, we shall often recall our definitions which
follow the authors’ book [31].
Let (y0, x0) ∈ gphS be given.
(D1) S is said to be pseudo-Lipschitz at (y0, x0) if there are neighborhoods U 3 x0, V 3 y0 and
some L > 0 such that
∀(y, x) ∈ (V × U) ∩ gphS and y′ ∈ V : ∃x′ ∈ S(y′) : ‖x′ − x‖ ≤ L ‖y′ − y‖. (2.1)
This notion was introduced and investigated in [4]; it is also called Aubin property [54].
(D2) S is called locally upper Lipschitz (briefly locally u.L.) at (y0, x0) if there are neighborhoods
U 3 x0, V 3 y0 and some L > 0 such that
∀(y, x) ∈ (V × U) ∩ gphS : ‖x− x0‖ ≤ L ‖y − y0‖. (2.2)
If the same holds with U = X, we call S globally upper Lipschitz.
(D3) S is called Lipschitz lower semi-continuous (Lipschitz l.s.c.) at (y0, x0) if there is a neigh-
borhood V 3 y0 and some L > 0 such that
∀y′ ∈ V ∃x′ ∈ S(y′) : ‖x′ − x0‖ ≤ L ‖y′ − y0‖. (2.3)
(D4) S is called strongly Lipschitz at (y0, x0) if the neighborhoods in (D1) can be taken in such
a way that, in addition, S(y′) ∩ U is single-valued for all y′ ∈ V . Then S(y′) ∩ U is locally
(near y0) a Lipschitz function.
Under (D2), S(y0) ∩ U is equal to {x0}, and empty sets S(y) are permitted for y near y0. The
constant L is called a rank (or modulus) of the related stability. If F stands for a function f ∈
C1(IRn, IRn), all these properties coincide with detDf(x0) 6= 0.
Definition 1 (Regularity) If S is strongly Lipschitz at (y0, x0), then F = S−1 is called strongly
regular at (x0, y0). Similarly, at the related points: If S is pseudo-Lipschitz then F is called pseudo-
regular. If S is locally u.L. and S(y)∩U 6= ∅ for all y ∈ V , then F is said to be upper regular. As
before, a constant L for the related Lipschitz property of S is said to be a rank of regularity.
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Each of these types of regularity of F implies that F−1 is Lipschitz l.s.c. at (y0, x0). Obviously,
strong and pseudo-regularity are persistent under small variations of (x0, y0) in gphF . Often,
pseudo-regular is called metrically regular; the slightly different definitions are equivalent. The
fundamental pseudo-regularity example is any linear function F : X → Y with F (X) = Y . The
constant mapping F (.) = Y0 is pseudo-regular at (x0, y0) if y0 ∈ intY0, but not upper regular. The
function f(x) = x+ x2 sin(1/x) for x 6= 0 and f(0) = 0 (discussed, e.g., in [29]) is upper, but not
pseudo-regular at (0, 0). On the other hand, it has been shown, the deep
Theorem 1 [18] Let f ∈ C0,1(IRn, IRn) be pseudo-regular at (x0, 0). If f is directionally differen-
tiable at x0, then the zero x0 is isolated and f is upper regular at (x0, 0). Further, if f is direc-
tionally differentiable for x near x0, then infx∈Ω, ‖u‖=1 ‖f ′(x;u)‖ > 0 holds for some neighborhood
Ω 3 x0.
Here f : IRn → IRm is called directionally differentiable at x0 if the standard (one-sided) directional
derivative f ′(x0;u) exists for every u ∈ IRn. Nonsmooth Newton methods are usually developed
for functions satisfying at least the assumptions of the last theorem. Therefore, requiring upper
regularity (as in section 6) is, at least formally, weaker than pseudo-regularity in that context.
Remark 1 (equivalent definitions) For deriving estimates, the neighborhoods U and V may be
replaced, in the definitions, by open or closed balls around x0, y0, respectively. We shall use that
they have the same radius after multiplying one norm with some factor.
Remark 2 (regularity and methods) In the context of solution methods, pseudo-regularity of F
or its approximation at some (x¯, y¯) is often the key assumption, and x′ and x in (D1) are the
iterations xk+1 and xk, respectively. Accordingly, then some xk+1 fulfills the desired estimate. So
convergence requires to choose the “right one”, which is insufficient for an algorithm without an
appropriate selection rule. Similarly, strong and upper regularity imply that xk+1 exists in some
ball x¯+ ρB (uniquely or not) where it satisfies the estimate in question. For small ρ, this is again
insufficient if also xk+1 /∈ x¯+ρB may happen. However, the latter is a usual situation in the world
of nonlinear methods.
In the spirit of Remark 2, it is useful to know whether a pseudo-regular mapping F is even strongly
regular. For real functions, this is always true. For X = Y = IRn, this holds, e.g., in these cases:
1. F (x) = Φ(x)+NM (x), where Φ ∈ C1 and NM is the usual normal-map of a convex polyhedron
M , cf. [14]. In consequence, the mapping S = S(a, b) of KKT-points (x, λ) for nonlinear
parametric optimization problems
P (a, b) : min{f(x)− 〈a, x〉 | x ∈ IRn, gi(x) ≤ bi, i = 1, . . . ,m} (f, g ∈ C2) (2.4)
is strongly Lipschitz at some point if S is pseudo-Lipschitz there. This fails under less differ-
entiability, see [31, Expl. BE4] for an example without constraints and f ∈ C1,1(IR2, IR).
2. F is a so-called generalized Kojima-function, with C1 data, cf. [31, Cor. 7.22].
3. F is assigned to critical points of certain cone-constraint variational problems [34].
4. F = ∂f is the subdifferential of a convex function f : IRn → IR, [31, Thm. 5.4].
5. If X is a (real) Hilbert space, (D1) and (D4) coincide for the mapping Xglob(a, b) of global
minimizers to (2.4) with arbitrary functions f and g [31, Cor. 4.7].
Though pseudo- and strong regularity are broadly used hypotheses for stability of solutions or
convergence of Newton-type methods, one has to consider the limits of these assumptions. It
might be hard to verify them for concrete applications. Let us point out some facts.
In spite of many known equivalent conditions, one finds nowhere verifiable criteria which al-
low us to check them for all continuous IRn-functions (in contrast to f ∈ C1(IRn, IRn), where
detDf(x0) 6= 0 is necessary and sufficient for both pseudo- and strong regularity of f at (x0, 0)).
Moreover, in [31, §5.2] the following was stated: If f : IRn → IRn is continuous and pseudo-regular
at (x0, 0) without being strongly regular, then every function φ which assigns, to y ∈ δB, some
φ(y) ∈ f−1(y) with φ(0) = x0, is discontinuous somewhere on δB. For f ∈ C0,1(IRn, IRm) and
m > n, pseudo-regularity never holds.
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Also for problems (2.4) with C3 functions f, g, which permit a deeply developed theory of
critical points [25,26], intrinsic conditions for obtaining strongly Lipschitz (or pseudo-Lipschitz)
stationary primal solutions x = x(a, b) do not exist (differently from locally u.L.), as far as only
the Mangasarian-Fromovitz constraint qualification is supposed in place of the linear independence
condition, cf. [32].
Finally, we remind of [31, Expl. BE.2]: For X = l2 and Y = IR, the function x = (x1, x2, . . .) 7→
f(x) = infk xk is globally Lipschitz, concave and directionally differentiable. The mapping F (x) =
{y ∈ IR | f(x) ≤ y} is everywhere pseudo-regular with rank 2. However, known sufficient conditions
in terms of contingent and co-derivatives (which are necessary in finite dimension), cf. e.g. [4, sect.
7.5], [31, §3.3] or [43], fail to detect the pseudo-regularity of F .
2.2 Some known generalized derivatives
Generalized derivatives may be a help for characterizing regularity or solution methods like for
smooth functions, provided they are available. Given a multifunction F : X ⇒ Y , the contin-
gent derivative CF (x0, y0)(u) of F at (x0, y0) ∈ gphF in direction u ∈ X (also called graph-
ical derivative or Bouligand derivative) consists of all limits v = lim t−1k [yk − y0] where yk ∈
F (x0 + tkuk) for certain sequences tk ↓ 0 and uk → u. If F is a function then yk = F (xk) is
unique and one writes simpler CF (x0)(u). For any function f : X → Y , the set of limits
Tf(x)(u) = {v | ∃tk ↓ 0, xk → x such that v = lim t−1k [f(xk + tku) − f(xk)] } is the Thibault
derivative of f at x in direction u (notation from [31]). It is also called strict graphical derivative
or paratingent derivative or limit set.
For f ∈ C0,1(IRn, IRm), the set D of all x ∈ IRn such that the Fre´chet-derivative Df(x)
exists, has full Lebesgue measure [48]. In consequence, the B-subdifferential of f at x, defined
by ∂Bf(x) = {A | ∃xk → x, xk ∈ D with A = limDf(xk)} is not empty. Its convex hull
∂CLf(x) = conv ∂Bf(x) is Clarke’s generalized Jacobian [10,11] - a non-empty, compact set.
Writing ∂CLf(x)(u) = {Au | A ∈ ∂CLf(x)} and similarly ∂Bf(x)(u), the (possibly proper) inclu-
sions ∂Bf(x)(u) ⊂ Tf(x)(u) ⊂ ∂CLf(x)(u) and conv Tf(x)(u) = ∂CLf(x)(u) hold true. Notice
however that - as in all double limit constructions (hence also for so-called limiting normals or
limiting coderivatives) - computing the sets Tf(x)(u) and ∂CLf(x) may be a hard job, even if
f is piecewise linear.
In finite dimension, there are close relations between stability and generalized derivatives. We
present and discuss only those facts which are needed later on and cite them from [31]. For further
characterizations of stability concepts we also refer, e.g., to the standard monographs [15,54].
Theorem 2 [31, Thm. 5.1] (regularity and derivatives). Let F : X ⇒ Y be closed and z0 =
(x0, y0) ∈ gphF . If X = IRn and Y = IRm,
F is upper regular at z0
⇔ F−1 is Lipschitz l.s.c. at (y0, x0) and 0 ∈ CF (z0)(u) implies u = 0. (2.5)
If F−1 is Lipschitz l.s.c. at (y0, x0)
then there exists L > 0 such that B ⊂ CF (z0)(LB). (2.6)
F is pseudo-regular at z0 with rank L
⇔ ∃ε > 0 : B ⊂ CF (z)(LB) for all z ∈ gphF ∩ (z0 + εB). (2.7)
F = f ∈ C0,1(IRn, IRn) is strongly regular at (x0, f(x0))
⇔ 0 ∈ Tf(x0)(u) implies u = 0. (2.8)
If X is a normed space and Y = IRm, the conditions (2.5) remain necessary for upper regularity.
The characterization of upper regularity goes back to [30,53]. If X and Y are Banach spaces,
the condition (2.7) is sufficient for pseudo-regularity, cf. [4, Thm. 4, §7.5], while the opposite
direction fails by [31, Expl. BE.2]. Statement (2.8) is the inverse function theorem of [37] where
also Thm. 1F.2 of [15], chain rules for Tf and applications can be found, while Clarke’s inverse
function theorem [10] says that f ∈ C0,1(IRn, IRn) is strongly regular at (x0, f(x0)) if all matrices
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A ∈ ∂CLf(x0) are non-singular. Since Tf(.)(.) is both closed and homogeneous in u, (2.8) means
equivalently
∃c > 0, δ > 0 such that v ∈ Tf(x)(u) implies ‖v‖ ≥ c‖u‖ ∀x ∈ x0 + δB. (2.9)
In this case, the derivative of the local inverse function f−1 is the inverse of Tf(x)
u ∈ T (f−1)(f(x))(v) ⇔ u ∈ Tf(x)−1(v) ⇔ v ∈ Tf(x)(u). (2.10)
Thm. 2 allows a simple analysis of perturbed generalized equations 0 ∈ Fˆ := g + F where the
perturbing function g : X → Y is Lipschitz on some set Ω ⊂ X. Here, the quantities
sup (g,Ω) := sup { ‖g(x)‖Y | x ∈ Ω} and
Lip (g,Ω) := inf {L > 0 | ‖g(x)− g(x′)‖Y ≤ L‖x− x′‖ ∀x, x′ ∈ Ω}
are important since Lip (g,Ω) plays the role of sup (‖Dg‖, Ω) for g ∈ C1. If x ∈ intΩ, it follows
directly from the definitions that, with β = Lip (g,Ω),
CF (x, y)(u) ⊂ CFˆ (x, y + g(x))(u) + β‖u‖B ⊂ CF (x, y)(u) + 2β‖u‖B
and, if F = f is a function,
TF (x)(u) ⊂ T Fˆ (x)(u) + β‖u‖B ⊂ TF (x)(u) + 2β‖u‖B.
(2.11)
So one can use (2.7) and (2.9) along with the estimate (2.11) for checking pseudo-regularity of
Fˆ = g + F and strong regularity of fˆ = f + g, respectively, with g ∈ C0,1. The next theorem is
well-known. Since it is usually derived from one of its infinite dimensional versions, we include the
simple proof.
Theorem 3 (i) If F : IRn ⇒ IRm is pseudo-regular at (x0, y0) with rank L then Fˆ is pseudo-
regular at (x0, y0 + g(x0)) with rank λ−1 whenever λ = L−1 − Lip(g, x0 + rB) > 0 for some
r > 0. (ii) If f ∈ C0,1(IRn, IRn) is strongly regular at (x0, f(x0)) then so is fˆ at (x0, fˆ(x0)) if
c− Lip(g, x0 + rB) > 0 for some r > 0 with c from (2.9).
Proof (i) To apply condition (2.7), let v ∈ Y and β = Lip(g, x0 + rB). By assumption, some
u ∈ L‖v‖B fulfills v ∈ CF (x, y)(u). By (2.11), we may write
v = v′ − w′ with some v′ ∈ CFˆ (x, y + g(x))(u) and w′ ∈ β‖u‖B.
So we can estimate: ‖v′‖ = ‖v+w′‖ ≥ ‖v‖−‖w′‖ ≥ ‖v‖−β‖u‖ ≥ L−1‖u‖−β‖u‖ = λ‖u‖. Hence
the assertion follows from (2.7).
(ii) In the situation (2.9), the assertion follows analogously from (2.11).
For Banach spaces, these statements remain true (cf. e.g. [15, Thms. 5E.1, 5F.1], [31, §4.3]). In
this case, however, the above proof fails because condition (2.7) in terms of CF is only sufficient,
see [31, Expl. BE.2]. Hence one cannot use CF (and similarly TF ) for proving Thm. 3 in infinite
dimension; one needs more involved arguments, e.g., by using Thm. 10 below.
2.3 Particular nonsmooth functions
Particularly composed functions and point based approximations
We start with composed functions of the type smooth ◦ Lipschitz.
Let f(x) = h(γ(x)) where h ∈ C1(Z, Y ), γ ∈ C0,1(X,Z),
and Σ(x′, x) = f(x) +Dh(γ(x))( γ(x′)− γ(x) ) be its partial linearization at x. (2.12)
Such functions appear in [52] and have useful properties. If we restrict all arguments to some
region where γ has Lipschitz rank Lγ , the function
gx(x′) = f(x′)−Σ(x′, x) (2.13)
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satisfies, as known from the usual case of f = h ∈ C1 and γ = id,
‖ gx(x′) ‖ = ‖f(x′)− f(x)−Dh(γ(x))( γ(x′)− γ(x) )‖
= ‖ ∫ 1
0
[Dh(γ(x+ t(x′ − x)))−Dh(γ(x))] (γ(x′)− γ(x)) dt ‖
≤ supt∈(0,1) ‖Dh(γ(x+ t(x′ − x)))−Dh(γ(x)) ‖ Lγ‖x′ − x‖
= O(‖x′ − x¯‖+ ‖x− x¯‖) ‖x′ − x‖;
(2.14)
‖gx(x′)− gx(x′′)‖ = ‖ f(x′)− f(x′′)−Dh(γ(x))(γ(x′)− γ(x′′)) ‖
≤ supt∈(0,1) ‖Dh(γ(x′ + t(x′ − x′′))−Dh(γ(x)) ‖ Lγ‖x′ − x′′‖
= O(‖x′ − x′′‖+ ‖x− x¯‖) ‖x′ − x′′‖.
(2.15)
In the context of Robinson’s [52] point-based approximation (PBA), f and Σ are continuous
functions on an open set Ω ⊂ X and Ω ×Ω, respectively. Σ is called a PBA for f on Ω, if there
is a constant K such that (for all x, x¯, x′, x′′ ∈ Ω),
(a) ‖f(x′)−Σ(x′, x)‖ ≤ 12K ‖x′ − x‖2
(b) ‖ [Σ(x′′, x)−Σ(x′′, x¯)]− [Σ(x′, x)−Σ(x′, x¯)] ‖ ≤ K ‖x− x¯‖ ‖x′′ − x′‖. (2.16)
It was a basic observation in [52] that the conditions (2.16) can be (locally) satisfied for f in (2.12)
with h ∈ C1,1. Replacing f(x′) by Σ(x′, x¯) in (2.13) then, for each x¯ ∈ Ω, the difference
gx(x′) = Σ(x′ , x)−Σ(x′ , x¯) (2.17)
describes Σ(. , x) as a perturbation of Σ(. , x¯) by a continuous function gx which satisfies
‖gx(x′)‖ ≤ ‖Σ(x′, x)− f(x′)‖+ ‖f(x′)−Σ(x′, x¯)‖ ≤ 12K(‖x′ − x‖2 + ‖x′ − x¯‖2); (2.18)
‖gx(x′)− gx(x′′)‖ = ‖(Σ(x′, x)−Σ(x′, x¯))− (Σ(x′′, x)−Σ(x′′, x¯))‖ ≤ K‖x− x¯‖‖x′′−x′‖. (2.19)
Next restrict all arguments to a ball Ω = Ωr = x¯ + rB. Then the estimates (2.14,2.15,2.18,2.19)
ensure estimates for sup (gx, Ω) and Lip (gx, Ω), namely
‖gx(x¯)‖ ≤ o(r), ‖gx(x′)− gx(x′′)‖ ≤ O(r)‖x′′ − x′‖ and
‖gx(x′)‖ ≤ ‖gx(x¯)‖+ ‖gx(x′)− gx(x¯)‖ ≤ o(r) +O(r)r ≤ o(r). (2.20)
Hence, though generally nonsmooth, the “linearizations” Σ obey properties which are known to
be important for Newton’s method in the smooth case. In particular, Thm. 3 can be applied (for
finite dimensions) to the functions Σ(., x) and perturbations gx near x¯, if r is small enough, in
order to verify persistence of pseudo- [strong] regularity under small perturbations by gx and for
estimating the related Lipschitz ranks via (2.11) as well.
We finish the current technical part by deriving an estimate for the difference (2.17) under the
hypotheses (2.12) only, namely
‖gx(x′)‖ ≤ o(x− x¯) + O(x− x¯) ‖x′ − x¯‖. (2.21)
To prove (2.21) we abbreviate H¯ = Dh(γ(x¯)), Hx = Dh(γ(x)), γ′ = γ(x′), γ = γ(x), γ¯ = γ(x¯),
use the mean-value theorem for h and the Lipschitz property of γ for the points in question.
‖gx(x′)‖ = ‖f(x) +Hx(γ′ − γ) − [f(x¯) + H¯(γ′ − γ¯)] ‖
= ‖ f(x)− f(x¯) +Hx(γ′ − γ) − H¯(γ′ − γ¯) ‖
= ‖ [h(γ)− h(γ¯)− H¯(γ − γ¯) ] + H¯(γ − γ¯) + Hx(γ′ − γ) − H¯(γ′ − γ¯)‖
= ‖ o(γ − γ¯) + H¯(γ − γ¯ + γ¯ − γ′) + Hx(γ′ − γ) ‖
= ‖ o(γ − γ¯) + H¯(γ − γ′) + Hx(γ′ − γ) ‖
≤ o(x− x¯) + ‖ (Hx − H¯) (γ′ − γ) ‖
= o(x− x¯) + ‖ (Hx − H¯) (γ′ − γ¯ − γ + γ¯) ‖
≤ o(x− x¯) + O(x− x¯) ‖γ′ − γ¯‖+O(x− x¯) ‖γ − γ¯‖.
Due to O(x− x¯) ‖γ − γ¯‖ = o(x− x¯), we now obtain (2.21) as asserted.
PC1 functions and pseudo-smooth functions
A function f ∈ C0,1(IRn, IRm) is called piecewise smooth, if there are functions fs ∈ C1(IRn, IRm)
(s = 1, . . . N) such that the sets I(x) = {s | f(x) = fs(x)} are non-empty (∀x ∈ IRn); briefly f =
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PC1(f1, . . . , fN ), f ∈ PC1. For basic properties of these functions we refer to [55]. We only men-
tion the possible description of ∂CLf(x) as conv{Dfs(x) |x ∈ cl int I−1(s)} and conv{Dfs(x) |x ∈
I−1(s) and ∃x′ → x : Df(x′) = Dfs(x′)}, cf. [55, Prop.A.4.1] and [36, Prop.4], respectively. The
needed functions fs with x ∈ cl int I−1(s) are called essentially active at x.
A function f ∈ C0,1(IRn, IRm), which is C1 on an open and dense subset Ω ⊂ IRn, is called
pseudo-smooth.We denote this class of functions by C1Ω . Such f appear in many applications, cover
the class PC1 and many so-called NCP-functions [57]. They have locally bounded derivatives on
Ω and nonempty sets D◦f(x) = {A | ∃xk → x, xk ∈ Ω such that A = limDf(xk)}, which
could be called the small B-subdifferential. For PC1 functions, D◦f(x) = ∂Bf(x) is valid. Several
further relations between these sets become evident by an example which was made for showing
that Newton’s method may fail to converge when f ∈ C0,1 has a Lipschitzian inverse and is
directionally differentiable.
Example 1 In [36, §2.3], a real Lipschitz function f ∈ C1Ω \PC1 was constructed and analyzed in
detail, which is directionally differentiable, strongly regular and satisfies
f(0) = 0, Df(0) = 1, 0 /∈ Ω, D◦f(0) = {12 , 2} and ∂Bf(0) = {12 , 1, 2} 6= ∂CLf(0) = [ 12 , 2].
It was shown that if one starts at any x0 6= 0 where Df(x0) exists, then the usual Newton method
generates an alternating sequence x0, x1, x2 = −x1, x3 = x1, ... with xk ∈ Ω ∀k. f has been also
discussed (with pictures) in [31, Expl. BE.1] and [17, Expl. 7.4.1].
2.4 The iteration schemes and their solvability
In order to solve an inclusion 0 ∈ Γ (x) for given Γ : X ⇒ Y, our most general iteration schemes
are described by a multifunction Σ : X ×X ⇒ Y in such a way that some initial point x0 must
be given, x = xk is the current iteration point and any solution x′ = xk+1 of 0 ∈ Σ(. , x) is the
next one. In other words, the concrete choice of Σ characterizes the considered method, and
x′ ∈ S(x) := Σ(. , x)−1(0) defines the next iterates. (2.22)
Usually, Σ(. , x) stands for some (multi-)function which approximates Γ near x. Let
r(.) = o(.) with r(0) = 0 or r(.) = q‖.‖, 0 < q < 1. (2.23)
Considering a solution x¯ of the inclusion, we will study local convergence
‖xk+1 − x¯‖ ≤ r(xk − x¯) (as far as xk+1 ∈ S(xk) exist),
provided that ‖x0 − x¯‖ is sufficiently small. (2.24)
Equivalently, one may require S(x) ⊂ x¯ + r(x − x¯)B if ‖x − x¯‖ is sufficiently small, while the
additional condition S(x) 6= ∅ for x near x¯ ensures, by ‖x′ − x¯‖ < ‖x− x¯‖, the existence of xk+1
in each step. Therefore, Σ describes a well defined method that generates a convergent sequence
xk → x¯ with the local convergence property (2.24) if and only if
∅ 6= S(x) ⊂ x¯+ r(x− x¯)B for x near x¯. (2.25)
Due to r(0) = 0, this implies S(x¯) = {x¯}. In terms of the definitions in §2.1, so (2.25) requires
that the mapping S of next iterates is Lipschitz l.s.c. and globally upper Lipschitz at (x¯, x¯) with
fixed modulus q < 1 or, in the stronger (r = o) case, with each modulus q < 1.
Example 2 For a generalized equation 0 ∈ Γ (x) := f(x)+M(x) with f ∈ C1, the settingΣ(x′, x) =
f(x) +Df(x)(x′ − x) +M(x′) requires to solve
0 ∈ f(xk) +Df(xk)(xk+1 − xk) +M(xk+1), (2.26)
a standard scheme in the literature.
Example 3 If Γ = f is a function, one can interpret Σ by some object like a generalized derivative.
The difference Σ(x′, x)−f(x) is a multifunction depending on x′ and x (or on x′−x and x). Calling
it Gf(x)(x′ − x) we obtain Σ(x′, x) = f(x) + Gf(x)(x′ − x) with some “generalized derivative
Gf(x) : X ⇒ Y of f at x”, which describes the method by
0 ∈ Σ(xk+1, xk) = f(xk) +Gf(xk)(xk+1 − xk). (2.27)
The inverse of Gf(x) now defines our iterates and solution sets via S(x) = x+Gf(x)−1(−f(x)).
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Based on iteration schemes like (2.26) or (2.27), we intend to connect in the following sections
the type of approximations with the desired (or possible) kinds of convergence and more or less
concrete iteration rules Σ. In some situations, slightly different convergence results can be derived,
e.g., that (2.24) holds for xk 6= x¯ or that, for some positive ρ, ∅ 6= S(x)∩ [x¯+ρB] ⊂ x¯+ r(x− x¯)B
for x in x¯+ ρB is valid.
The concrete meaning of several Newton-auxiliary problems in IRn of the form (2.27) is dis-
cussed in [31, chapter 11].
The existence of the iterates in x¯+ ρB needs solvability of 0 ∈ Σ(., x) in x¯+ ρB for x near x¯
while 0 ∈ Σ(x¯, x¯) is supposed. Typical approaches for guaranteeing this are
(a) the use of an implicit (multi-) function theorem, or
(b) the use of additional properties which make the solvability simpler, or
(c) checking convergence of the sequences xk+1 ∈ S(xk) directly.
Concerning (a), one can apply (extensions of) Banach’s principle as, e.g., in several papers of
A.L. Dontchev and R. T. Rockafellar [12,14] with implicit function theorems of a form like our
Corollary 1 below. To this end, the difference g between Σ(., x) and Σ(., x¯) has to be a small
Lipschitz function, i.e., sup (g,Ω) and Lip (g,Ω) are small for some neighborhood Ω of x¯. Alter-
natively, as shown by S. Robinson 1979 [50], Kakutani’s principle can be used as long as g is a
small continuous function. Of course, the latter requires convexity assumptions.
Both approaches cannot ensure solvability (with respect to x′) of
0 ∈ Σ(x′, x) := ∂x′h(x′, x) for h(x′, x) := ‖x− x¯‖f1(x′) + (1− ‖x− x¯‖)f2(x′), (2.28)
where h stands for a homotopy between two convex functions f1 and f2 on IRn: Here, Σ(., x) =
g(.) + Σ(., x¯) fails to hold for a function g. Related statements for such perturbations exist, but
their hypotheses are quite restrictive, cf. [1] or [31, Thm. 4.5]. On the other hand, solvability for the
particular example (2.28) can be handled by applying basic tools of convex analysis. Thus (2.28)
is typical for situation (b). Other examples are the approximations by Newton maps, defined in
§3.1 below, where the auxiliary problems are invertible linear systems.
The direct way (c) stands behind all implicit function theorems which use the contraction
principle in original or extended form and is also the common technique for deriving statements
of Kantorovich type, cf. section 5.
3 Linear Auxiliary Problems for Equations and Inclusions
In this section, we recall the concept of Newton maps [31,36] for equations, which allows necessary
and sufficient conditions for local superlinear convergence. Motivated by a referee’s question, we
point out its relations to semismoothness and discuss consequences in view of directional differen-
tiability by the help of a simple mean-value statement. Finally, an application of Newton maps to
inclusions is presented.
3.1 Newton maps for nonsmooth equations
Newton’s method for computing a zero x¯ of a C1 function f : X → Y (Banach spaces) is deter-
mined by the iterations f(xk)+A(xk+1−xk) = 0, where x0 is given and A = Df(xk) ∈ Lin(X,Y ).
The local superlinear convergence of {xk} to x¯ for this method means that
with some o-type function, it holds ‖xk+1 − x¯‖ ≤ o(xk − x¯) for x0 near x¯. (3.1)
To create a similar method for arbitrary f : X → Y , one has to think about the choice of A. We
will now discuss this by recalling the approach and some basic results from [31].
Let N be any multifunction which assigns, to x ∈ X, a set ∅ 6= N (x) ⊂ Lin(X,Y ), (3.2)
and let x¯ ∈ X. We interpret N (x) as the permitted Newton operators for the iterations
f(xk) +A(xk+1 − xk) = 0 with some A ∈ N (xk), x0 given. (3.3)
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Definition 2 (Newton map) We call N a Newton map (briefly N-map) for f at x¯ if
A(x− x¯) ∈ f(x)− f(x¯) + o(x− x¯)B holds for all A ∈ N (x) and x near x¯. (3.4)
Notice that we require nothing for x = x¯ since o(0) and A ∈ Lin(X,Y ) may be arbitrary.
Definition 3 (Newton-regularity) We say that N is Newton-regular (briefly N-regular) at x¯ if
there are constants K+,K− such that A−1 exist and
‖A‖ ≤ K+ and ‖A−1‖ ≤ K− hold for all A ∈ N (x) and sufficiently small ‖x− x¯‖. (3.5)
If only the existence of a related K− is required, we speak about weak N-regularity.
The given notions are motivated by their relations to Newton’s method. If both conditions (3.4)
and (3.5) are satisfied, we say that N is a regular N-map at x¯. Similarly, if (3.4) and weak N-
regularity hold true, we call N a weakly regular N-map. The elements xk+1 in (3.3) depend on the
selected elements A. So we specify that the convergence (3.1) should hold independently of the
choice of A ∈ N (xk).
Theorem 4 [31, Lemma 10.1]. Suppose that f(x¯) = 0 and the mapping N in (3.2) is N-regular
at x¯, with K−,K+ according to (3.5). Then, the method (3.3) fulfills condition (3.1) if and only
if N is a N-map of f at x¯. In this case, it holds with o from (3.4), ‖xk+1 − x¯‖ ≤ K−o(xk − x¯)
and
1
2 (K
−)−1‖x− x¯‖ ≤ ‖f(x)− f(x¯)‖ ≤ 2K+‖x− x¯‖ for x near x¯. (3.6)
The existence of K+ in (3.5) is only needed for verifying the “only if” direction. Hence, the
convergence (3.1) is already ensured if N is a weakly regular N-map.
By (3.6), the zero is isolated and f is “pointwise” Lipschitz with rank 2K+ at x¯.
In [23], f is called Newton differentiable at x¯ if (3.4) is satisfied, and in [21], after requiring
this for all x¯ near the zero, f is said to be slantly differentiable. To investigate Newton’s method,
mappings N satisfying (3.4) and particular realizations have been considered already in [36, Prop.
3]. Particular N-maps and the related Newton-regularity are discussed in [31, chap. 10], where also
the following general properties and interrelations can be found.
The union of two N-maps or the convex hull of a N-map are again N-maps (for f at x¯). The
same holds for all nonempty-valued submappings Nˆ ⊂ N of a N-map, e.g., for Nˆ = ∂Bf if
N = ∂CLf is a N-map for f ∈ C0,1(IRn, IRn). Moreover, the definition of N (x) at x = x¯ plays no
role for N being a N-map at x¯. Hence we may assume that N (x¯) = {E} (E identity map), after
which only x 6= x¯ must be considered in (3.5), too. Single-valued selections Rf of a N-map for f
at x¯ are called Newton functions for f at x¯.
Theorem 5 [31, Thm. 6.12] (existence and chain rule for Newton functions)
(i) Every locally Lipschitz function f : X → Y possesses, at each x¯, a Newton function Rf being
locally bounded by a Lipschitz constant L for f near x¯.
(ii) Let h : X → Y and g : Y → Z be locally Lipschitz with Newton functions Rh at x¯ and Rg at
h(x¯), respectively. Then the canonically composed function Rf(x) = Rg(h(x))Rh(x) defines
a Newton function of f(.) = g(h(.)) at x¯.
The proof of (i) in [31] is not constructive, but it tells us, that N-maps also exist for C0,1 functions
which are not directionally differentiable. By (ii), Newton functions (hence also N-maps) satisfy a
common chain rule.
Remark 3 (Perturbations and inexact Newton methods) If N is a N-map of f ∈ C0,1(X,Y ) at
a zero x¯, so is N˜ (x) = N (x) + α‖f(x)‖BLin for fixed α > 0. Hence, approximating N (x) with
accuracy α‖f(x)‖ means passing from one N-map to another. So the concept of Newton maps
automatically includes also so-called inexact Newton methods. More results on perturbations of
N and persistence of condition (3.5) can be found in [31, chap. 10].
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For readers, interested in approximations by Broyden-updates [6] when f is a nonsmooth Hilbert
space function, we refer to [19] and (in finite dimension) to [35], two of the first papers concerning
nonsmooth Newton methods at all. For generalized equations, recent Broyden-type results can be
found in [2] and [8].
Some Newton maps in finite dimensions
For pseudo-smooth functions f ∈ C1Ω , the single-valued selections of the mapping D◦f are natural
candidates for being Newton functions (see [31, Thm. 6.18]): If f ∈ C1Ω and some selection Rf of
D◦f is a Newton function for f at x¯, then N = D◦f is a N-map at the same x¯ and Cf(x¯)(u) ⊂
D◦f(x¯)u.
In [31, §6.4], we have presented a subclass of C1Ω , called locally PC1 functions. For these
functions, N = D◦f is automatically a N-map. For piecewise smooth (and hence directionally
differentiable) functions f with f(x¯) = 0, N-maps are, e.g.,
N1(x) = {Dfs(x) | s ∈ I(x)} where I(x) = {s | fs(x) = f(x)}
N2(x) = {Dfs(x) | s ∈ J(x)} where J(x) = {s | ‖fs(x)− f(x)‖ ≤ ‖f(x)‖2}
or N3(x) = D◦f(x) = ∂Bf(x), N4(x) = ∂CLf(x).
(3.7)
Clearly, smaller sets N (x) induce weaker N-regularity conditions (3.5). Under standard assump-
tions for f ∈ PC1, even the usual Newton method can be applied to any fixed function fs which
is active at some x0, sufficiently close to a zero x¯, cf. section 7.
3.2 Semismoothness, Newton maps and directional derivatives
Semismoothness has been used for Newton’s method by [45,47] and in many subsequent papers.
Detailed presentations of semismooth Newton methods can be found e.g. in [17,23,24], with in-
teresting extensions in [59] for function spaces and related complementarity problems.
Throughout this subsection, let f ∈ C0,1(IRn, IRm). Recall that D := {x | Df(x) exists}. The
mostly used definition of semismoothness for f at x¯ was given by Qi and Sun [47, p.355]:
Definition 4 f is said to be semismooth at x¯ if limAku exists whenever u ∈ IRn, tk ↓ 0, uk → u
and Ak ∈ ∂CLf(x¯+ tkuk).
For m = 1, this is Miﬄin’s original definition in [42, p.4]. By [47, Lemma 2.1], semismoothness
implies that the unique limit limAku is just the usual directional derivative f ′(x¯;u) while [47,
Thm. 2.3] says that semismoothness is equivalent to
Au− f ′(x¯;u) = o(u) ∀u ∀A ∈ ∂CLf(x¯+ u) (3.8)
and to f ′(x¯+ u;u)− f ′(x¯;u) = o(u) if x¯+ u ∈ D. (3.9)
Since also f ′(x¯;u) = f(x¯+ u)− f(x¯) + o(u) holds true (cf. e.g. [31, Lemma A2], [56]), one obtains
from (3.8) and Def. 2,
Theorem 6 Semismoothness of f at x¯ means equivalently that ∂CLf is a Newton map for f at
x¯, and it implies that f ′(x¯;u) exists for each u.
Facchinei and Pang [17, Def. 7.4.2, p.677] used a semismoothness definition which is a bit stronger
than Def. 4: f has to be directionally differentiable near x¯ and
f ′(x;x− x¯)− f ′(x¯, x− x¯) = o(x− x¯). (3.10)
Setting x = x¯ + u, this requires (3.9) for all u near the origin, not only for x¯ + u ∈ D. With this
definition, the N-map property of ∂CLf follows from [17, Thm. 7.4.3 (c)]. Hence, Thm. 6 holds
for both definitions. For showing the mentioned theorems [17, Thm. 7.4.3] and [47, Thm. 2.3], or
only Cf(x)(u) ⊂ ∂CLf(x)(u), Clarke’s mean-value theorem [11] for ∂CLf is the basic tool. Note
that in [31], semismoothness of f was defined via the equivalence in Thm. 6.
As well-known, important semismooth functions (according to both definitions) are the Eu-
clidean norm and all PC1 functions. But knowing examples of non-semismooth functions is also
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helpful. The first one, Example 1, showed that some assumption is really needed for extending
Newton’s method to Lipschitz functions. It also indicates, in contrast to an assertion in [22, p.
1339]: The non-singularity of ∂CLf does not imply semismoothness of a strongly regular Lipschitz
function f : IRn → IRn. There are even strongly regular, real Lipschitz functions which are nowhere
semismooth, satisfy ∂CLf(.) = [a, b] with 0 < a < b and are not directionally differentiable on a
dense subset of IR, cf. [31, Expl. BE.0] for a construction.
So the relation between N-maps different from ∂CLf and directional derivatives becomes of
some interest and will be investigated now. Having any N-map, directional differentiability cannot
be guaranteed, due to Thm. 5(i). Thus additional hypotheses are needed. For our purpose, we can
use the simple contingent derivative on a line
CLinef(x)(u) := {v | v = lim s−1k [f(x+ sku)− f(x)] for some sequence sk ↓ 0} (3.11)
which satisfies
CLinef(x)(u) ⊂ Cf(x)(u) ⊂ ∂CLf(x)(u) (3.12)
and a mean-value statement, too:
Proposition 1 Let f : IRn → IR be continuous and CLinef(x+ θu)(u) 6= ∅ ∀ θ ∈ (0, 1).
If f(x+ u) < f(x) + c then there is some θ ∈ (0, 1) such that supCLinef(x+ θu)(u) < c.
If f(x+ u) > f(x) + c then there is some θ ∈ (0, 1) such that inf CLinef(x+ θu)(u) > c.
Clearly, the second statement follows from the first one by passing to −f .
Proof It is equivalent to prove: If supCLinef(x+ θu)(u) ≥ c ∀θ ∈ (0, 1) then f(x+u) ≥ f(x)+ c.
Pick any q < c and put Tq = {t ∈ [0, 1] | f(x + tu) ≥ f(x) + q t}. Tq contains the origin and
is closed by continuity. Hence s = maxTq exists. We show s = 1 by contradiction. Otherwise,
there is some η ∈ CLinef(x+ su)(u) with η > q. Hence there are sν ↓ 0 such that the differences
ην := s−1ν [ f( (x+ su) + sνu )− f(x+ su) ] fulfill η = lim ην . The latter implies ην > q for large
ν and
f(x+ su+ sνu) = sνην + f(x+ su) > sνq + f(x+ su) ≥ sνq + f(x) + q s = f(x) + (s+ sν)q.
So sν + s ∈ Tq contradicts to the maximality of s. Now s = 1 implies f(x + u) ≥ f(x) + q, and
the assertion follows via q → c.
Proposition 2 Let f ∈ C0,1(IRn, IRm) have a N-map at x¯ such that CLinef(x¯+ tu)(u) ⊂ N (x¯+
tu)(u) if 0 < t < t0 and ‖u‖ = 1. Then f ′(x¯, u) exists for all u.
Proof We write the N-map condition as
N (x)(x¯+ tu)(u) ⊂ f(x¯+ tu)− f(x¯)
t
+O(t)B for all ‖u‖ = 1. (3.13)
So we know that
CLinef(x¯+ tu)(u) ⊂ f(x¯+ tu)− f(x¯)
t
+O(t)B for all ‖u‖ = 1. (3.14)
Let u be fixed. If f ′(x¯;u) does not exist, then this holds for some component of f , say the first one.
Further, at least after some evident linear transformation of f , we may assume that x¯ = 0, f(x¯) = 0
and there are sequences tk, τk ↓ 0 with tk > τk such that
f1(x¯+tku)−f1(x¯)
tk
→ 1 = lim supt↓0 f1(x¯+tu)−f1(x¯)t ,
f1(x¯+τku)−f1(x¯)
τk
→ −1 = lim inft↓0 f1(x¯+tu)−f1(x¯)t .
(3.15)
Put λk = τk + 12 (tk − τk) and hk = f1(x¯+ λku). Then, for certain k →∞, it holds
lim
f1(x¯+ tku)− hk
tk − λk ≥ 2 if hk ≤ 0 and lim
hk − f1(x¯+ τku)
λk − τk ≥ 2 if hk ≥ 0.
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We regard the second case. It yields, for certain k →∞, f1(x¯+ λku)− f1(x¯+ τku) > 32 (λk − τk).
So Prop. 1 ensures the existence of some θk ∈ (τk, λk) such that
inf CLinef1(x¯+ θku)(λk − τk)u > 32(λk − τk).
Thus, it follows inf CLinef1(x¯+θku)u > 32 , a contradiction to the consequence CLinef1(x¯+θku)u ⊂
[−1, 1] of (3.14) and (3.15).
If ∂CLf is a N-map, then (3.12) ensures that Prop. 2 can be applied. So the existence of f ′(x¯;u)
follows from this proposition, too.
3.3 Newton maps for selections and projections
Now we intend to use Thm. 4 for dealing with inclusions 0 ∈ F (x) where F : X ⇒ Y . We want to
solve them again via certain linear auxiliary problems which modify (3.3), namely
fk +Ak(xk+1 − xk) = 0, Ak ∈ N (xk), (k ≥ 0);
having xk+1, select some fk+1 ∈ F (xk+1), (3.16)
where x0 ∈ X and f0 ∈ F (x0) are given and ∅ 6= N (x) ⊂ Lin(X,Y ). Once more, we ask for
superlinear convergence (3.1) to a zero x¯ of F . Accordingly, all N-maps below are regarded as
N-maps at x¯. In addition, we suppose
(S) All fk+1 are uniquely defined by xk+1 (k ≥ 0).
Then there is a selection function f(.) ∈ F (.), continuous or not, such that f(x¯) = 0 and fk = f(xk)
holds for all steps, and method (3.16) coincides with (3.3), i.e., f(xk) + Ak(xk+1 − xk) = 0,
Ak ∈ N (xk). Hence we obtain a trivial but useful
Proposition 3 Supposing (S), the method (3.16) satisfies the convergence condition (3.1) if and
only if so does (3.3) for some selection function f ∈ F which is defined near x¯ and fulfills f(x¯) = 0.
So we may apply Thm. 4 which asks for a regular N-map of f , requires small ‖x0 − x¯‖ and the
conditions (3.4) and (3.5).
In order to find a suitable selection f along with a Newton map, F should be sufficiently simple.
In particular, (3.6) tells us that f ∈ F has to satisfy
L1‖x− x¯‖ ≤ ‖f(x)‖ ≤ L2‖x− x¯‖ with certain constants L1, L2 and for x near x¯,
which implies
dist(0, F (x)) ≤ L2‖x− x¯‖. (3.17)
Thus F is necessarily Lipschitz l.s.c. at (x¯, 0). Then the Euclidean projections of the origin onto
F (x), i.e. f(x) ∈ argminy∈F (x) ‖y‖, are interesting candidates whenever they exist. It is even hard
to find a better f if (3.17) is valid and F : IRn ⇒ IRp is polyhedral, i.e., if gphF is the union of a
finite number of convex polyhedrons since f is piecewise linear and continuous near x¯.
Applied to a generalized equation 0 ∈ F (x) = h(x) +M(x) the selection becomes f = h +m
withm ∈M . Let Nh be any N-map for h. Then the existence of a N-map N f implies the existence
of a N-map for m (and vice versa) namely Nm = Nf −Nh defined by the sets {A1 − A2 | A1 ∈
N f(x), A2 ∈ Nh(x)}. Hence we should again look for a selection m ∈ M with a simple N-map.
Recalling the projections onto F (x), our candidates are the elements m(x) ∈ argminy∈M(x) ‖y −
h(x)‖. If h ∈ PC1 and M : IRn ⇒ IRp is polyhedral then, again under (3.17) and with Euclidean
norm, m and h + m are PC1-functions near x¯. Thus, aiming at superlinear local convergence,
various generalized Newton methods can be applied, even Prop. 10 if p = n. The remaining
question of weak N-regularity for Nh+Nm turns into a regularity condition for h+m at x¯.
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4 Nonlinear Auxiliary Problems for (Generalized) Equations
In this section, the concept of Newton maps and the related convergence analysis will be extended
to nonlinear, multivalued approximations of the function in generalized equations
0 ∈ Γ (x) = f(x) +M(x) where f : X → Y and M : X ⇒ Y, M(x) 6= ∅ ∀x. (4.1)
We follow the description of Example 3 in §2.4 and solve, for given x, the inclusion
0 ∈ Σ(x′, x) = f(x) +Gf(x)(x′ − x) +M(x′), Gf(x) : X ⇒ Y ∀x ∈ X. (4.2)
By S(x), we denote again the solution set of (4.2). The following results cover those obtained
(by similar ideas) in [31, §10.3] for equations f(x) = 0, i.e. M ≡ {0}, and for the same notion
of feasibility as defined below. Like in [31], our Propositions 6 and 7 will deal with approximate
solutions of (4.2) without supposing S(x) 6= ∅. However, in the general model, particular properties
of M come into play. To complete the picture, we also add the characterization of the imposed
conditions for the case of M ≡ {0}, known from [31]. Next we define generalized Newton maps for
generalized equations.
Definition 5 We call Σ a generalized Newton map for Γ = f + M at x¯ if Gf(x)(0) = {0},
Gf(x)(u) 6= ∅ ∀x, u and if there exist positive c, δ and an o-type function o(.) such that
(CI) ‖v‖ ≥ c‖u‖ ∀v ∈ f(x¯) +Gf(x)(u) +M(u+ x¯)
(CA) f(x) +Gf(x)(u) ⊂ f(x¯) +Gf(x)(x− x¯+ u) + o(x− x¯)B ∀x ∈ x¯+ δB, ∀u ∈ X.
Condition (CI) claims some injectivity of u 7→ f(x¯) +Gf(x)(u) +M(u+ x¯) or, in other words,
the mappings Φ(x) := (f(x¯) +Gf(x)(.) +M(.+ x¯))−1 of type Y ⇒ X
are globally u.L. at (0, 0) (with uniform rank for x near x¯).
(CI) is stronger, but comparable with condition (G1) in section 6 below. (CA) means some parti-
cular approximation. These conditions are closely related to superlinear convergence.
Proposition 4 Let Σ be a generalized Newton map for Γ = f + M at a zero x¯ of Γ . Then
0 ∈ Σ(x′, x) implies ‖x′ − x¯‖ ≤ c−1 o(x− x¯) for x near x¯.
So all iterates xk+1 ∈ S(xk) (if they exist) fulfill ‖xk+1 − x¯‖ ≤ c−1 o(xk − x¯) for x0 near x¯.
Proof Let 0 ∈ Σ(x′, x). Setting u = x′ − x in (CA) we have
0 ∈ f(x) +Gf(x)(x′ − x) +M(x′) ⊂ f(x¯) +Gf(x)(x− x¯+ x′ − x) +M(x′) + o(x− x¯)B
= f(x¯) +Gf(x)(x′ − x¯) +M(x′) + o(x− x¯)B.
So some v ∈ f(x¯) + Gf(x)(x′ − x¯) +M(x′) belongs to o(x − x¯)B. Condition (CI) yields with
u = x′ − x¯ via v ∈ f(x¯) + Gf(x)(u) + M(u + x¯) the inequality ‖v‖ ≥ c‖u‖. This ensures
c ‖u‖ ≤ ‖v‖ ≤ o(x − x¯). Hence c ‖x′ − x¯‖ ≤ ‖v‖ ≤ o(x − x¯) presents us already the claimed
estimate for the iterates xk+1 if ‖x0 − x¯‖ is small.
The simpler condition (CA)* and convergence of approximate solutions
Next we suppose Gf(x)(0) = {0} ∀x and put u = x¯− x in (CA). This leads us to
(CA)* f(x) +Gf(x)(x¯− x) ⊂ f(x¯) + o(x− x¯)B ∀x ∈ x¯+ δB.
Since Σ(x¯, x) = f(x) +Gf(x)(x¯− x) +M(x¯), (CA)* yields, after adding M(x¯) on both sides,
Σ(x¯, x) ⊂ f(x¯) +M(x¯) + o(x− x¯)B = Σ(x¯, x¯) + o(x− x¯)B. (4.3)
If Σ(x¯, x¯) contains only the origin (as for M ≡ {0}), we obtain Σ(x¯, x) ⊂ o(x − x¯)B. Thus, for
arbitrary α > 0 and small ‖x− x¯‖ such that o(x− x¯) ≤ α‖x− x¯‖, the point x′ = x¯ solves
∅ 6= Σ(x′, x) ∩ α‖x− x¯‖B. (4.4)
The latter becomes of numerical interest, whenever the norm can be replaced by an observable
quantity φ(x) which fulfills
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φ(x) ≥ L1‖x− x¯‖ for fixed L1 > 0 and x near x¯. (4.5)
Related to the projection discussed after Prop. 3, we identify φ with the error measure
φ(x) = inf{ ‖y‖ | y ∈ f(x) +M(x)} (4.6)
and study also algorithm ALG(α), α > 0, defined by the following iterations:
for given xk, find xk+1 such that ∅ 6= Σ(xk+1, xk) ∩ αφ(xk)B. (4.7)
First we discuss the special case Σ(x¯, x¯) = {0}.
Proposition 5 Let Σ be a generalized Newton map at a zero x¯ of Γ = f+M with Σ(x¯, x¯) = {0}.
Suppose that either M ≡ {0} or G fulfills
Gf(x)(−u) = −Gf(x)(u) (4.8)
Then, the estimate (4.5) holds for L1 = 12c and φ in (4.6).
Thus, given α > 0, (4.7) is solvable for xk near x¯. In the proof, we may replace (CA) by the
(formally) weaker condition (CA)*. Note that (4.8) holds, e.g., for Gf = Tf and Gf = N f .
Proof Put u = x−x¯, choose any ε > 0 and select somem(x) ∈M(x) with ‖f(x)+m(x)‖ ≤ φ(x)+ε.
Note that
(CA)* says f(x¯+ u)− f(x¯) +Gf(x)(−u) ⊂ o(u)B, (4.9)
(CI) implies ‖v‖ ≥ c‖u‖ ∀v ∈ f(x¯) +m(u+ x¯) +Gf(x)(u). (4.10)
Case 1: Using (4.8), we thus obtain
f(x¯+ u)− (f(x¯) +Gf(x)(u)) ⊂ o(u)B and ‖v‖ ≥ c‖u‖ if v ∈ f(x¯) +Gf(x)(u) +m(u+ x¯).
Selecting any g ∈ f(x¯) +Gf(x)(u), so ‖f(x¯+ u)− g‖ ≤ o(u) and ‖g+m(x¯+ u)‖ ≥ c‖u‖ are true.
Therefore,
‖f(x¯+ u) +m(x¯+ u)‖ ≥ ‖g +m(x¯+ u)‖ − ‖f(x¯+ u)− g‖ ≥ c‖u‖ − o(u).
For small ‖u‖ = ‖x− x¯‖, this implies: φ(x) + ε ≥ ‖f(x) +m(x)‖ ≥ 12c‖x− x¯‖.
Since ε > 0 was arbitrary, the claimed inequality follows.
Case 2: Using M ≡ {0}, now (CI) with f(x¯) = 0 also ensures ‖v‖ ≥ c‖u‖ ∀v ∈ Gf(x)(−u). Along
with (4.9) this yields φ(x) = ‖f(x)‖ ≥ 12c‖x− x¯‖ like above.
Definition 6 (feasibility) We call the triple (f, Σ, x¯) feasible if, for each q ∈ (0, 1), there are
positive r and α such that, whenever ‖x0− x¯‖ ≤ r, the auxiliary problems (4.7) of ALG(α) remain
solvable and all solutions xk+1 satisfy the estimate ‖xk+1 − x¯‖ ≤ q ‖xk − x¯‖.
If only the existence of solutions xk+1 of (4.7) satisfying ‖xk+1 − x¯‖ ≤ q ‖xk − x¯‖ is ensured,
we call the triple weakly feasible.
Unfortunately, under weak feasibility, the drawbacks discussed in Remark 2 remain.
Proposition 6 (approximate solutions) Suppose the hypotheses of Prop. 5 and let, for some con-
stant L2 and small ‖x− x¯‖, also an upper estimate φ(x) ≤ L2‖x− x¯‖ be valid. Then (f, Σ, x¯) is
feasible. Given q ∈ (0, 1), it suffices to choose α ∈ (0, 12cL−12 q) in order to satisfy the requirements
of Def. 6.
Evidently, if M ≡ {0} then the needed conditions for φ = ‖f‖ coincide with condition (3.6) in
Thm. 4 and the upper estimate for φ is trivially true whenever f ∈ C0,1.
Proof Solutions exist due to Prop. 5. To verify the estimate of Def. 6, assume that y ∈ Σ(x′, x)
holds with some y ∈ αφ(x)B. Setting u = x′ − x in (CA) we have
y ∈ f(x) +Gf(x)(x′ − x) +M(x′) ⊂ f(x¯) +Gf(x)(x− x¯+ x′ − x) +M(x′) + o(x− x¯)B
= f(x¯) +Gf(x)(x′ − x¯) +M(x′) + o(x− x¯)B.
So y = v + h holds with some v ∈ f(x¯) + Gf(x)(x′ − x¯) +M(x′) and h ∈ o(x − x¯)B. Condition
(CI) yields, with u = x′ − x¯ via v ∈ f(x¯) + Gf(x)(u) +M(u + x¯), the inequality ‖v‖ ≥ c‖u‖.
Thus, c ‖u‖ ≤ ‖y − h‖ ≤ ‖y‖+ ‖h‖ ≤ αφ(x) + o(x− x¯) ≤ αL2‖x− x¯‖+ o(x− x¯).
With small α such that c−1αL2 < 12q and sufficiently small ‖x − x¯‖ such that c−1o(x − x¯) ≤
1
2q‖x− x¯‖, we so obtain the required estimate ‖x′ − x¯‖ ≤ q‖x− x¯‖.
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The assumption Σ(x¯, x¯) = {0} used in the Propositions 5 and 6 requires M(x¯) = {−f(x¯)} and is
not typical for generalized equations. Deleting it, one can still prove a weaker statement.
Proposition 7 Let f,M,G fulfill all assumptions of Prop. 6 except for Σ(x¯, x¯) = {0}. Suppose
also a pointwise Lipschitz condition for f ,
‖f(x)− f(x¯)‖ ≤ Lf ‖x− x¯‖ holds for some constant Lf and x near x¯. (4.11)
Then the triple (f, Σ, x¯) is weakly feasible with the same q − α− relation as in Prop. 6.
Proof Knowing that −f(x¯) = m¯ ∈M(x¯) we replace M by any mapping
M˜(x) =M(x) ∩ (m¯+ L˜‖x− x¯‖B) where L˜ > L2 + Lf (L2 from Prop. 6)
and keep G unchanged. In (4.2), we so obtain a submapping of Σ, namely
Σ˜(x′, x) = f(x) +Gf(x)(x′ − x) + M˜(x′).
Now Σ˜(x¯, x¯) = f(x¯)+M˜(x¯) = {0} holds true. Next we show that f, G and M˜ satisfy all hypotheses
of Prop. 6 and that even
φ˜(x) := inf
y ∈ f(x)+M˜(x)
‖y‖ = φ(x) for x near x¯ (4.12)
is valid. The suppositions (CA), (CA)* are still satisfied since f and G do not change. Because of
M˜ ⊂M , also (CI) and φ˜(x) ≥ φ(x) hold for the submapping.
To verify φ˜(x) ≤ φ(x) for x near x¯, let ε > 0 and choose some m(x) ∈ M(x) such that
‖f(x) +m(x)‖ ≤ φ(x) + ε. Then we also obtain
‖f(x) +m(x)‖ ≤ ε+ L2‖x− x¯‖. (4.13)
If m(x) ∈ M˜(x), it follows φ˜(x) ≤ φ(x)+ε, the inequality we want to show. Assume m(x) /∈ M˜(x).
Because of m(x) ∈M(x) this implies
m(x) /∈ −f(x¯) + L˜‖x− x¯‖B, i.e., ‖f(x¯) +m(x)‖ > L˜‖x− x¯‖. (4.14)
Recalling −f(x¯) = m¯ ∈M(x¯) and f(x¯) + m¯ = 0, so (4.13) and (4.14) yield (after adding zero)
‖f(x)− f(x¯) +m(x)− m¯‖ = ‖f(x) +m(x)‖ ≤ ε+ L2‖x− x¯‖ and ‖m(x)− m¯‖ > L˜‖x− x¯‖.
This induces (via 4.11) for each x near x¯ and all ε > 0,
L˜ ‖x− x¯‖ < ‖m(x)− m¯‖ ≤ ‖f(x¯)− f(x)‖+ ‖f(x)− f(x¯) +m(x)− m¯‖
≤ Lf ‖x− x¯‖+ ε+ L2 ‖x− x¯‖ = ε+ (Lf + L2) ‖x− x¯‖,
which contradicts L˜ > Lf + L2. Hence, the choice of L˜ ensures that the mappings f,G, M˜ , fulfill
all hypotheses of Prop. 6, including Σ˜(x¯, x¯) = {0} from Prop. 5. Even
1
2c‖x− x¯‖ ≤ φ˜(x) = φ(x) ≤ L2‖x− x¯‖ for x near x¯
is true. In consequence, the triple (f, Σ˜, x¯) is feasible. By Prop. 6, we also know that, given
q ∈ (0, 1), it suffices to choose α ∈ (0, 12cL−12 q) in Def. 6 in order to obtain the existence and
convergence ‖xk+1 − x¯‖ ≤ q‖xk − x¯‖ of all iterates satisfying
∅ 6= Σ˜(xk+1, xk) ∩ αφ(xk)B if ‖x0 − x¯‖ is small enough.
Obviously, these xk+1 are particular solutions of ALG(α), assigned to Σ.
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It remains a future task to find a practically more relevant characterization of the existing points
xk+1 (like in §5.2) in terms of f,G and M .
The imposed conditions for locally Lipschitz functions
Let f ∈ C0,1(X,Y ) and M ≡ {0}. For this case, Prop. 6 reduces to Thm. 10.7 in [31].
We will speak of a standard setting of Gf , if
Gf(x)(u) = N (x)u := {Au | A ∈ N (x)} where ∅ 6= N (x) ⊂ Lin(X,Y ). (4.15)
Then (CA)* is just the N-map condition (3.4) and coincides with (CA) by the following argu-
mentation. For linear functions A ∈ N (x), (CA)* yields f(x)−f(x¯)+A(x¯−x) ⊂ o(x− x¯)B which
ensures (CA) after adding Au to both sides. Moreover, for X = Y = IRn, weak N-regularity and
(CI) coincide under (4.15), and we are in the framework of §3.1.
The next example shows that (CA)∗ ⇒ (CA) may fail in non-standard settings.
Example 4 If x¯ = f(x¯) = 0 and Gf(x)(u) = f(x+u)−f(x), then (CA) requires f(x)+f(x+u) ∈
f(2x+ u) + o(x− x¯)B which usually fails to hold. (CA)* turns into 0 ∈ o(x− x¯)B.
Nevertheless, for several generalized derivatives, (CA) and (CA)* coincide, and the imposed con-
ditions can be characterized in detail for M ≡ {0}.
Theorem 7 [31, Thm. 10.8] (Condition (CA)). Let f ∈ C0,1(IRn, IRn). Then for all standard
settings of Gf and for Gf(x)(u) = Tf(x)(u), Gf(x)(u) = Cf(x)(u) and Gf(x)(u) = {f ′(x;u)},
(CA) and (CA)* are equivalent and Gf(x)(0) = {0} as well as Gf(x)(u) 6= ∅ hold true. For
standard settings and Gf = Tf , also (4.8) is valid.
Theorem 8 [31, Thm. 10.9] (Condition (CI)). Suppose that f ∈ C0,1(IRn, IRn) and f(x¯) = 0.
(i) Let Gf(x)(u) = Tf(x)(u). Then (CI) holds at x = x¯ ⇔ (CI) holds for x near x¯ ⇔ f is
strongly regular at (x¯, 0). Under (CI), condition (CA) holds true if and only if (f, Σ, x¯) is
feasible.
(ii) Let Gf(x)(u) = ∂CLf(x)u. Then (CI) holds at x¯ ⇔ (CI) holds for x near x¯ ⇔ ∂CLf(x¯)
is non-singular. This condition is stronger than strong regularity.
(iii) Let Gf(x)(u) = Cf(x)(u). Then (CI) holds at x¯ ⇔ f−1 is locally u.L. at (0, x¯).
(iv) Let Gf(x)(u) = {f ′(x;u)}, provided that directional derivatives exist near x¯. Then, under
strong regularity of f , (CA) holds true if and only if (f, Σ, x¯) is feasible. Under pseudo-
regularity, (CI) is satisfied for x near x¯ [by Thm. 1].
Due to Thm. 7, one may replace (CA) by (CA)* everywhere in Thm. 8. Summarizing, the con-
ditions (CI) and (CA)* are, at least for ALG(α) in the context of C0,1 functions and nonlinear
approximations, similarly crucial as N-regularity and N-maps in Thm. 4.
Let us finish this section by referring to related literature in the case of equations. Strong
regularity or surjectivity of f were not explicitly required in our analysis of procedure (4.7). These
are realistic assumptions for equations arising from control problems. Basic ideas on this topic
(where the correct choice of related function spaces is important, too) can be found, e.g., in [21,
58,59].
In [7], for f ∈ C0,1(X,Y ) and M ≡ {0}, the iteration scheme (4.7) is replaced by a non-
monotone path search, which leads to a convergence result similar to that of Prop. 6; this was
successfully implemented for semi-infinite programs and Nash equilibrium problems.
The “Inexact Nonsmooth Newton Method” [17, 7.2.6] is algorithm ALG(α), specified to bounded
sequences α = αk, f ∈ C0,1(IRn, IRn) and M ≡ {0}. Condition (CA)* there defines a so-called
Newton approximation of f , and Gf(x) consists of possibly nonlinear functions u 7→ A(x, u) which
replace Au for A ∈ N (x). The convergence theorem [17, Thm. 7.2.8] does not use (CA); it requires
that all A(x, .) : IRn → IRn are strongly regular at (0,0) with uniform rank. In particular, this
claims the existence of solutions for 0 ∈ Σ(. , xk).
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5 Modified Successive Approximation for Generalized Equations
In this section, we discuss convergence of Newton methods for generalized equations under pseudo-
regularity and propose a possible way to overcome the drawback explained in Remark 2 (cf. §2.4).
For that purpose, we study zeros of closed mappings F : X ⇒ Y after small nonlinear variations
near (x0, y0) ∈ gphF for the basic model
g(x) ∈ F (x), x ∈ Ω and their solution sets S˜(g) ⊂ Ω, (5.1)
where Ω is some ball around x0 and g : Ω → Y is Lipschitz on Ω.
Often, F is the right-hand side f +M of another generalized equation and g = f − f (k) stands
for the approximation error at xk as in (1.2). Alternatively, F (x) may coincide with f(x, t0)+M(x)
in parametric settings with g = f(., t0)− f(., t).
Particular inclusions (5.1) and assigned Newton-type methods have been studied already in
[49] and [27], and its parametric form g(x, t) ∈ F (x) was the subject of Robinson’s pioniering paper
[51] for C1-functions g under strong regularity of F . It uses the obvious fact that (5.1) coincides
with the fixed point condition x ∈ F−1(g(x)), x ∈ Ω.
To outline the key idea of [51] (which can be easily extended to g ∈ C0,1) and to compare it with
the case of pseudo-regular F , now we are going to analyze the convergence of a sequence generated
by successive approximation to a solution x∗ of (5.1). Let us suppose that for (x0, y0) ∈ gphF ,
F is strongly or pseudo-regular at (x0, y0) with rank L and assigned closed
balls U, V around x0, y0 in (D1); let α = ‖g(x0)− y0‖, β = Lip (g,Ω), U ⊂ Ω
and Lβ < 1. Suppose also that α and β are small enough such that g(U) ⊂ V .
(5.2)
(R1) Under strong regularity in (5.2), the intersection F−1U := F
−1 ∩ U is single-valued on V , and
one has ‖F−1U (y)− F−1U (y′)‖ ≤ L ‖y − y′‖ ∀y, y′ ∈ V . Hence, the function
x ∈ U 7→ φ(x) := F−1(g(x)) ∩ U (5.3)
has Lipschitz rank θ = Lβ < 1 on U , and a fixed point x∗ = φ(x∗) ∈ S˜(g) ⊂ U can be
obtained and estimated via the well-known successive approximations xk+1 = φ(xk). Since
x0 ∈ F−1(y0), the point x1 = φ(x0) fulfills ‖x1 − x0‖ ≤ L ‖g(x0) − y0‖ = Lα. Thus the
estimates ‖xk+1 − xk‖ ≤ θ ‖xk − xk−1‖ (k ≥ 1) (5.4)
and, in consequence (adding the distances),
‖xk+1 − x0‖ ≤ ‖x1 − x0‖(1− θ)−1 ≤ L ‖g(x0)− y0‖(1− θ)−1 = Lα(1− θ)−1 (k > 1) (5.5)
are valid. By (5.4), so convergence of the well-defined sequence {xk}k≥0 to some (unique)
x∗ ∈ S˜(g) ∩ (x0 + Lα(1− θ)−1B) in the complete space X follows.
(R2) Under pseudo-regularity of F , these conclusions are similarly applicable, but φ in (5.3) is a
multifunction. One obtains first the existence of some x1 ∈ φ(x0) = F−1(g(x0)) with ‖x1 −
x0‖ ≤ L‖g(x0) − y0‖ = Lα. Further, as long as (xk, g(xk)) ∈ U × V and xk ∈ φ(xk−1), some
xk+1 ∈ φ(xk) satisfying (5.4) exists again. This yields (5.4) and (5.5) for the given k. Using both
estimates recursively, one easily sees that, once more for sufficiently small α = ‖g(x0) − y0‖,
namely if
x0 + Lα(1− θ)−1B ⊂ U and g(x0 + Lα(1− θ)−1B) ⊂ V, (5.6)
the supposed inclusions (xk, g(xk)) ∈ U × V remain true. Hence there exists a sequence xk →
x∗ ∈ x0 + Lα(1 − θ)−1B satisfying xk+1 ∈ φ(xk), (5.4) and (5.5). Finally, x∗ ∈ S˜(g) follows
from xk+1 ∈ φ(xk) and closedness of F and φ.
The arguments of (R1) and (R2) are known from the literature on implicit mappings and gener-
alized Newton methods for generalized equations. In both situations, only the properties of F−1
are needed. It plays no role whether F itself is a continuous function, a fixed set, a “normal map”
as in [51] or any other closed mapping.
In the second case, uniqueness of xk+1 ∈ φ(xk) is no longer true and θ = Lβ is usually not
explicitly known. So it may be hard to find some existing xk+1 ∈ φ(xk) satisfying (5.4) in order
to determine some x∗ ∈ S˜(g) numerically. If dimY < ∞, one can select xk+1 ∈ φ(xk) with
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minimal distance to xk. Otherwise, one could look for xk+1 ∈ φ(xk) such that ‖xk+1 − xk‖ ≤
dist(xk, φ(xk)) + εk holds with appropriate εk ↓ 0. This requires to adapt the above estimates
which will be done below for εk = ‖g(xk)− g(xk−1)‖.
It is well known [28] that, under strong regularity, the successive approximation can be used
to solve a C1- equation f(x) = 0 by a modified Newton method 0 = f(xk) +Df(x0) (xk+1 − xk)
with derivative at x0. Setting
F (x) = f(x0) +Df(x0)(x− x0) and g(x) = f(x0) +Df(x0)(x− x0)− f(x), (5.7)
then xk+1 coincides with φ(xk) = F−1(g(xk)).
Under pseudo-regularity of f at (x0, f(x0)), (5.7) yields, via the estimates (5.4) and (5.5), the
existence of a modified Newton sequence with the properties derived in (R2). The supposition
(x0, y0) ∈ gphF means F (x0) = f(x0) = y0, and we require that α = ‖g(x0) − y0‖ = ‖f(x0)‖ is
small. Assumptions on small ‖f(x0)‖ instead of small ‖x0−x¯‖ for some (unknown) solution x¯ char-
acterize Kantorovich-type statements for Newton’s method (also called semi-local or Kantorovich-
Newton methods). They are particularly useful, provided one knows how small ‖f(x0)‖ must be
chosen. Basic ideas and estimates in [28, sect. XVIII] were the key for many later papers and re-
sults on numerical methods for solving equations. Classical statements of this type can be found,
e.g., in [5] and [44]. To illustrate the interplay of the related hypotheses and for convenience of the
reader let us add
Theorem 9 [44]. Let f ∈ C1,1(X,Y ), Ω ⊂ X be open and convex, x0 ∈ Ω and Lip (Df, Ω) ≤ β.
Suppose that Df(x0)−1 exists with norm L and that h := Lβ η ≤ 12 holds with η = ‖Df(x0)−1f(x0)‖.
Finally, put δ∗ = 1Lβ (1−
√
1− 2h), δ∗∗ = 1Lβ (1 +
√
1− 2h) and suppose that S := x0 + δ∗B ⊂ Ω.
Then, the (usual) Newton iterates are well defined, lie in S and converge to a zero x∗ of f which
is unique in Ω ∩ [x0 + int δ∗∗B]. If even h < 12 the convergence is quadratic.
For an overview on the state of art until 2010, various deeper results (including variational inequal-
ities, too) and more references, we refer to [3]. In what follows, we shall modify (5.7) for generalized
equations and propose a selection rule for xk+1 ∈ φ(xk), based on the errors εk above. Note our
approach differs from that in the recent papers [1,8,9,15,16] handling generalized equations, too.
5.1 The approximation scheme and its properties
Here we follow the study in [31, §4.1]. Though (5.1) is our main inclusion, we construct elements
xk ∈ X and vk ∈ Y , independently of any function g : X → Y . This generalizes the iterations
xk+1 ∈ φ(xk) motivated above, and allows additional applications like in the setting S2 below.
Given any mapping F : X ⇒ Y, (x0, y0) ∈ gphF and v0 ∈ Y we consider the
Process P(λ, β, x0, y0, v0). Let λ > 0, β > 0. For describing the initial step at (x0, v0) like the
others, put v−1 = y0. Hence x0 ∈ F−1(v−1) = F−1(y0). Beginning with k = 0,
find xk+1 ∈ F−1(vk) with ‖xk − xk+1‖ ≤ dist(xk, F−1(vk)) + λ‖vk − vk−1‖
and choose any vk+1 such that ‖vk+1 − vk‖ ≤ β ‖xk+1 − xk‖. (5.8)
Clearly, xk+1 is an approximate projection of xk onto F−1(vk) with error ≤ λ‖vk − vk−1‖. The
process stops if and only if F−1(vk) = ∅, and it becomes stationary if vk+1 = vk.
Particular settings for process P(λ, β, x0, y0, v0)
S1 In order to solve (5.1), put vk = g(xk) and β = Lip(g,Ω) as mentioned above.
S2 To solve H(x) ∩ F (x) 6= ∅, i.e., 0 ∈ −H(x) + F (x), for closed H,F : X ⇒ Y , assume also
v0 ∈ H(x0) and select vk+1 ∈ H(xk+1) with ‖vk+1 − vk‖ ≤ β‖xk+1 − xk‖. The latter is
possible if H is pseudo-Lipschitz with rank β on Ω ×H(Ω).
S3 Let F = ∂f be the subdifferential of a convex function f : X = IRn → IR. Put g(x) = βx.
Then x ∈ F−1(g(xk)) means βxk ∈ ∂f(x) and 0 ∈ −βxk+∂f(x). Hence, given xk, we require
xk+1 ∈ argminx∈X(f(x) − β〈xk, x〉). A solution x∗ of g(x) ∈ F (x) now solves the conjugate
problem x∗ ∈ argminx∈X(f(x)− β〈x∗, x〉).
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S4 Let f and g be as in S3. Put F (x) = βx + ∂f(x). Then x ∈ F−1(g(xk)) means g(xk) ∈
F (x) and 0 ∈ β(x− xk) + ∂f(x). Hence, xk+1 minimizes the Moreau-Yosida approximation
f(x) + 12β‖x − xk‖2, and one has g(x∗) ∈ F (x∗) ⇔ x∗ ∈ argminx∈X f(x). In this case, the
algorithm minimizes f by a proximal point method.
Next, according to Remark 1, we take the same radius δ for the balls U and V around x0 and y0.
Unfortunately, δ disappeared in the formulation (not in the proof) of [31, Thm. 4.2].
Theorem 10 [31, Thm. 4.2] (modified successive approximation). Let F : X ⇒ Y be closed and
pseudo-regular at (x0, y0) ∈ gphF with rank L and balls U = x0 + δBX , V = y0 + δBY . Suppose
that α := ‖v0 − y0‖ and β are small enough such that
θ := β(L+ λ) < 1 and α < δ (1− θ) (max{1, L+ λ})−1. (5.9)
Then, P(λ, β, x0, y0, v0) generates convergent sequences {xk} ⊂ U, {vk} ⊂ V such that
(i) The limit (x∗, v∗) belongs to gphF , xk, x∗ ∈ x0+(1− θ)−1(L+λ)αB ⊂ U, vk, v∗ ∈ y0+(1−
θ)−1αB ⊂ V , and
‖xk+1 − xk‖ ≤ θ ‖xk − xk−1‖, ‖vk+1 − vk‖ ≤ θ ‖vk − vk−1‖ ∀k ≥ 1. (5.10)
(ii) If vk = g(xk) for all k ≥ 0 in P(λ, β, x0, y0, v0) and Lip(g, U) ≤ β, then g(x∗) ∈ F (x∗).
(iii) If vk ∈ H(xk) for all k ≥ 0 in P(λ, β, x0, y0, v0) and H : X ⇒ Y is closed as under S2, then
v∗ ∈ H(x∗) ∩ F (x∗), hence 0 ∈ −H(x∗) + F (x∗).
Remark 4 By an estimate in [1, p.181] (though some index is wrong), (5.10) for all xk implies
linear convergence ‖xk+1 − x∗‖ ≤ q ‖xk − x∗‖ with factor q = θ (1− 2θ)−1 < 1 if θ < 13 .
Remark 5 (Strongly regular F ) Under strong regularity of F , we obtain that all xk+1 of our
construction are uniquely defined by vk and belong to U . In the situation S1, then Lip(g, U) ≤ β
implies that x 7→ φ(x) := F−1(g(x)) ∩ U is a contraction which maps U into itself. Thus, x∗ is
also the unique fixed point of φ on U .
Remark 6 (Family of mappings) The theorem indicates only one set of assumptions which ensures
the asserted estimates as well as F−1(vk) 6= ∅. So it is quite obvious that Thm. 10(ii) also holds
for a family of mappings Fk and functions gk with Lip(gk, x0 + δB) ≤ β as long as they fulfill
the requirements concerning pseudo-regularity of F and the initial conditions (5.9) for g with
v0 := gk(x0). Thus all estimates for xk and vk = gk(xk) remain true. In particular, our assumptions
for the initial point even hold with αk := ‖vk+1 − vk‖ ≤ θ‖vk − vk−1‖ < α. Hence the limits x∗
and v∗ exist again.
Remark 7 To simplify our applications, we put λ = 1 in P(λ, β, x0, y0, v0) and require both β <
1
2 (L + 1)
−1 and α := ‖v0 − y0‖ < 12δ(L + 1)−1. Then (5.9) is satisfied with θ := β(L + 1) < 12 ,
after which (i) presents the simpler estimates ‖xk−x0‖ ≤ 2(L+1)α < δ and ‖vk− y0‖ ≤ 2α < δ.
For the setting S1, we then have α = ‖g(x0)− y0‖ and may put β = Lip(g, U).
5.2 Generalized equations under strong or pseudo-regularity
We are now going to consider the approach of §2.4 for solving 0 ∈ Γ (x) with closed Γ : X ⇒ Y
via a method given by Σ : X ×X ⇒ Y , where Σ(., x) is a continuous translation of Σ(., x¯).
With the following corollary of Thm. 10, both implicit mappings with parameter x and con-
vergence of Newton sequences can be studied in a unified manner. The close connection between
these two topics for generalized equations is a main subject in [16].
Corollary 1 Suppose that 0 ∈ Γ (x¯) ∩ Σ(x¯, x¯), let Σ(. , x¯) be closed and pseudo regular at (x¯, 0)
with rank L and let Σ(x′, x) = gx(x′) +Σ(x′, x¯) hold with some function gx satisfying
sup(gx, Ωr) ≤ o(r) and Lip(gx, Ωr) ≤ O(r), ∀x ∈ Ωr := x¯+ rB. (5.11)
Then one has:
Approximations and Generalized Newton Methods 21
(i) If r > 0 is sufficiently small and x ∈ Ωr, there is some x′ ∈ Ωr with 0 ∈ Σ(x′, x) and
‖x′ − x¯‖ ≤ 2(L+ 1) ‖gx(x¯)‖.
(ii) For the method 0 ∈ Σ(xk+1, xk), there exist such iterates xk+1 for all k which satisfy
‖xk+1 − x¯‖ = o(xk − x¯), provided that ‖x0 − x¯‖ is sufficiently small.
Proof We apply Thm. 10(ii), based on pseudo regularity of F = Σ(., x¯) at (x¯, 0) for g = gx with
initial point (x0, v0) := (x¯, gx(x¯)). If x ∈ Ωr and r is small, then (x¯, gx(x¯)) is arbitrarily close to
(x¯, 0) and Lip(gx, Ωr) is arbitrarily small. So Thm. 10 and Remark 7 ensure assertion (i) with
x′ = x∗. By (5.11), it also holds ‖gx(x¯)‖ = o(x − x¯). Hence, ‖x′ − x¯‖ = o(x − x¯). Identifying
xk = x, xk+1 = x′, so also (ii) is true.
This way we do not obtain the inclusion of (2.25), but at least
∅ 6= S(x) ∩ [x¯+ o(x− x¯)B] for x near x¯. (5.12)
Under strong regularity in place of pseudo regularity in Corollary 1, and again for r small enough,
the solutions x′ ∈ Ωr for 0 ∈ Σ(x′, x) are unique, and it follows stronger
Ωr ∩ S(x) is single-valued and contained in x¯+ o(x− x¯)B for x near x¯. (5.13)
This tells us for the same method: If r > 0 and ‖x0− x¯‖ are small enough, then there exist unique
iterates xk+1 ∈ Ωr for all k, and they fulfill ‖xk+1 − x¯‖ = o(xk − x¯).
Applications to generalized equations
For Γ = f +M , where M is closed, let us apply Corollary 1 to the two situations
Case 1: If f = h ◦ γ, with h ∈ C1 and γ ∈ C0,1 as under (2.12) put
Σ(x′, x) =
{
f(x) +Dh(γ(x))( γ(x′)− γ(x) ) +M(x′) if x 6= x¯
f(x′) +M(x′) if x = x¯
with gx(x′) = f(x′)− f(x) +Dh(γ(x))( γ(x′)− γ(x) ).
Case 2: If f is continuous and there is a PBA Σˆ for f near x¯, put Σ(x′, x) = Σˆ(x′, x) +M(x′)
and gx(x′) = Σˆ(x′ , x)− Σˆ(x′, x¯).
In both situations, (5.11) holds true due to (2.20) since, adding the multivalued term M(x′), does
not change the needed estimate. Also the proofs remain the same with or without M .
Finally, if we replace Σ(x′, x) by any mapping Σ˜(x′, x) = g˜(x′) + Σ(x′, x) such that g˜ fulfills
(5.11), then we are in the context of inexact Newton methods and obtain, evidently, the same
statements. Slight generalizations of the case f ∈ C1 by passing to uniform strict differentiability
as, e.g., in [16], ensure condition (5.11) [by definition] too.
A Kantorovich-type statement for generalized equations
Statement (ii) of Corollary 1 is a typical example for the message of Remark 2 in §2.4 since
we used statement (i) [and Thm. 10] only for verifying the existence of the next iterates x′ =
xk+1. In fact, under pseudo-regularity, all similar statements we found - of Kantorovich-type
or not - only state the existence of such iterates, as far as strong regularity is not required;
cf. e.g. [1,2,8,9,12,13]. Clearly, since the statements are correct, related sequences have been
constructed in the proofs by different means. On the other hand, the assertion of Corollary 1
and similar statements of the papers just mentioned could be improved if appropriate solutions
of 0 ∈ Σ(xk+1, xk) would be directly assigned to the iterates of process P(λ, β, x0, y0, v0). Then
all such sequences converge automatically in the corresponding manner whenever Thm. 10 can be
applied. We obtain a Kantorovich-type statement since small ‖x0 − x¯‖ for some solution x¯ is not
required.
In the following, we shall do this for generalized equations
0 ∈ f(x) +M(x) with f = h ◦ γ as under case 1 above (5.14)
by the help of a simple selection rule. Let us first consider the modified Newton method
0 ∈ f(xk) +H0( γ(xk+1)− γ(xk) ) +M(xk+1) (5.15)
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with fixed operator H0 := Dh(γ(x0)). If the set Xk+1 of the related solutions has more than one
element, select any xk+1 ∈ Xk+1 with
‖xk+1 − xk ‖ ≤
{
dist(xk, Xk+1) + ‖ g(xk)− g(xk−1) ‖ if k > 0
dist(xk, Xk+1) + ‖ g(x0)− y0 ‖ if k = 0,
where g(x) = f(x0) +H0 (γ(x)− γ(x0))− f(x) and y0 ∈ f(x0) +M(x0).
(5.16)
While the definition of the auxiliary problems (5.15) is well-known standard, the particular se-
lection rule (5.16) is crucial for the following statement. Needless to say that possible numerical
realizations depend essentially on the structure of Xk+1. Our Kantorovich-type assumptions re-
quire that ‖y0‖ = ‖f(x0) +m0‖ is small enough for some m0 ∈M(x0).
Notice that Oh(r, x0) := supx,x′∈ x0+rB ‖Dh(γ(x))−Dh(γ(x′))‖ vanishes as r ↓ 0 due to the
hypotheses (5.14).
Proposition 8 Let δ0 > 0, L0 > 0, x0 ∈ X and m0 ∈M(x0) be given in such a way that
(i) the mapping Γ = f +M is pseudo-regular at (x0, y0) = (x0, f(x0) +m0) with rank L0, balls
U = x0 + δ0B, V = y0 + δ0B, and Lγ = Lip (γ, x0 + δ0B) <∞,
(ii) some δ with 0 < δ < c := min{1, δ012(L0+1)} is small enough such that, with L = 2L0,
both β := Oh(δ, x0)Lγ < δ03(L0+1) and θ := β (L+ 1) <
1
2 hold true, and
(iii) ‖f(x0) +m0‖ < 12δ (L+ 1)−1 is satisfied.
Then, the procedure (5.15) with selection rule (5.16) generates a sequence which converges to a
zero x∗ of Γ with ‖x∗ − x0‖ ≤ 2(L+ 1)‖f(x0) +m0‖ < δ and
‖xk+1 − xk‖ ≤ θ ‖xk − xk−1‖, ‖xk − x0‖ ≤ 2(L+ 1) ‖f(x0) +m0‖ ∀k > 0. (5.17)
Proof Define
F (x) = f(x0) +H0 (γ(x)− γ(x0)) +M(x),
g(x) = f(x0) +H0 (γ(x)− γ(x0))− f(x). (5.18)
The initial mapping Γ = f +M fulfills g+Γ = F, y0 = f(x0)+m0 ∈ F (x0) and the equivalences
g(x) ∈ F (x) ⇔ − f(x) ∈M(x) ⇔ 0 ∈ Γ (x). In addition, the definitions ensure
xk+1 ∈ F−1(g(xk)) ⇔ g(xk) ∈ F (xk+1)
⇔ f(x0) +H0 (γ(xk)− γ(x0))− f(xk) ∈ f(x0) +H0 (γ(xk+1)− γ(x0)) +M(xk+1)
⇔ 0 ∈ f(xk) +H0 [γ(xk+1)− γ(xk)] +M(xk+1).
(5.19)
Thus the iterations of P(λ, β, x0, y0, v0) (for λ = 1) correspond exactly to the method (5.15),
(5.16). We continue by checking the assumptions of Thm. 10. First we investigate the Lipschitz
rank of g with respect to x′, x ∈ x0 + rB and 0 < r < δ0:
‖g(x′)− g(x)‖ = ‖H0 γ(x′)− f(x′)− (H0 γ(x)− f(x))‖
= ‖h(γ(x))− h(γ(x′))−H0 (γ(x)− γ(x′))‖
≤ supx,x′ ∈ x0+rB ‖Dh(γ(x))−Dh(γ(x′))‖ ‖γ(x)− γ(x′))‖.
(5.20)
Hence
Lip(g, x0 + rB) ≤ Oh(r, x0)Lγ = O(r). (5.21)
This yields due to g(x0) = 0,
sup(g, x0 + rB) ≤ r Lip(g, x0 + rB) = o(r). (5.22)
Because of (i) and since F = g+Γ where g is a small Lipschitz function, also F is pseudo-regular
with some rank L at (x0, y0) and neighborhoods U = x0 + δB, V = y0 + δB, provided that
µ(δ) := max { sup(g, x0 + δB), Lip(g, x0 + δB) }
is small enough. Using [40, proof of Thm. 2.4], this is true if L, δ and µ(δ) satisfy
L = 2L0, δ <
δ0
12(L0 + 1)
and µ(δ) <
δ0
3(L0 + 1)
.
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By (5.21) and (5.22), the second inequality holds for δ < 1 and Oh(δ, x0)Lγ < δ03(L0+1) . After
fixing δ in this way, which is possible due to µ(δ) → 0 and Oh(δ, x0) → 0 as δ ↓ 0, we have to
investigate α and β in Remark 7. The inequality β(L + 1) < 12 is guaranteed by our choice of δ.
The same holds for the second condition since y0 = f(x0)+m0 and 12δ (L+1)
−1 > α = ‖v0−y0‖ =
‖g(x0)− y0‖ = ‖f(x0) +m0‖. Thus the sequence converges, with the estimates (5.17), to some x∗
which solves 0 ∈ f +M by taking (5.15) into account.
Let us add some comments on Prop. 8. Our estimates are not sharp, and the convergence statement
is less detailed than Thm. 9. If Γ is strongly regular at (x0, y0) then so is F and all xk+1 are unique
by Remark 5. Next we emphazise another fact which is different for equations and generalized
equations. Under assumption (i), some small δ ∈ (0, c) with the properties (ii) really exists, while
(iii) is an additional requirement at the initial point, satisfied for equations if ‖x0 − x¯‖ is small
and x¯ is a zero. However, even if f is linear, 0 ∈ Γ (x¯) and Γ = f +M is strongly regular at (x¯, 0),
the hypotheses of Prop. 8 are not automatically fulfilled for sufficiently small ‖x0 − x¯‖.
Example 5 (condition (iii) for x0 near x¯) Consider f : IR2 → IR and closed M : IR2 ⇒ IR as
f(x1, x2) = x1, M(x1, x2) =
{ {1/x2} if x2 6= 0
{0} if x2 = 0 . Put Γ = f +M.
For |y| < 1 and ‖x‖ < 1, the solution x of y ∈ Γ (x) is unique and Lipschitz: x = (y, 0). Hence Γ
is strongly regular at the origin. If x→ (0, 0) and x2 6= 0 then |y| → ∞ ∀y ∈ Γ (x) follows. Thus,
for such initial points x0 near x∗ = x¯ = (0, 0), one cannot satisfy the assumptions of Prop. 8 since
|m0| becomes big. The assigned y-values 1/x02 and 0 are too far in order to apply regularity at
(x¯, 0). Nevertheless, the first Newton step at any x0 generates the solution x¯.
Therefore, in statements similar to Prop. 8, e.g., [13, Thm. 4], often additional hypotheses occur
about the situation after the first iteration. The undesired effect disappears for equations or, more
general, if M(x) is fixed or Γ fulfills, as under condition (3.17),
lim sup
x→x¯
dist(0, Γ (x)) = 0 (i.e., Γ is l.s.c. at (x¯, 0)). (5.23)
Then, it is not difficult to see that, due to persistence of pseudo-regularity of Γ near (x¯, 0), we
find, for each x0 close enough to x¯, some appropriate m0 satisfying all hypotheses.
Extension to the proper Newton method
We apply Remark 6 to the model (5.15) with Hk = Dh(γ(xk)) in place of H0. Increasing L if
necessary and decreasing the δ assigned to pseudo regularity, we may suppose that Oh(δ, x0) is
already small enough such that the mappings
Fk(x) = f(x0) +Hk (γ(x)− γ(x0)) +M(x), gk(x) = f(x0) +Hk (γ(x)− γ(x0))− f(x)
satisfy our assumptions on L and β, too. With xk+1 ∈ F−1k (gk(xk)), they realize now the steps of
the proper Newton method with the related adapted gk-selection rule (5.16). For the limit x∗, it
follows from gk(xk) ∈ Fk(xk+1),
f(x0) +Hk(γ(xk)− γ(x0))− f(xk) ∈ f(x0) +Hk(γ(xk+1)− γ(x0)) +M(xk+1)
and, as desired, 0 ∈ f(x∗) +M(x∗). Hence, the claimed convergence and estimates remain true.
For xk near x∗, the hypotheses are satisfied with certain vanishing θk ↓ 0. By Remark 4, also the
factor of linear convergence vanishes. So the convergence is superlinear.
Remark 8 Under (5.23), the current method can be applied for all x0 near x¯: Adding our adapted
gk-selection rule (5.16) to the iterates of Corollary 1 (case 1), we obtain automatically a sequence
whose existence was asserted.
General point-based approximations
For Robinson’s [52] PBA, f and Σ are continuous functions on open sets Ω and Ω×Ω, respectively;
cf. §2.3. To ensure the existence and convergence - in a Kantorovich-type manner - of the iterates
0 ∈ Σ(xk+1, xk), the main suppositions in [52, Thm. 3.2] require for the initial point x0:
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(i) for small ‖y‖ a solution x to Σ(x, x0) = y exists in Ω
(ii) c := inf { ‖Σ(x′, x0)−Σ(x, x0)‖ ‖x′ − x‖−1 | x′ 6= x ∈ Ω } > 0. (5.24)
For the skillful interplay of the constants K and c in Robinson’s convergence-theorem (under
the additional hypothesis that ‖x1−x0‖ is sufficiently small for the first iteration x1 and Ω is big
enough), we refer to [52] which uses [46, Thm. 1.9]. Condition (5.24) (ii) ensures Lipschitz behavior
of the solutions x = x(y) on some ball. So the function x′ 7→ F (x′) := Σ(x′, x0) is strongly regular
at (x0, f(x0)).
With gx(x′) = Σ(x′, x) − Σ(x′, x0), the equation 0 = gx(x′) + F (x′) describes the solutions
of Σ(x′, x) = f(x) +Gf(x)(x′ − x) = 0 and the assigned Newton method (2.27).
With gˆx(x′) = f(x) + Gf(x0)(x′ − x) − Σ(x′, x0), equation 0 = gˆx(x′) + F (x′) describes the
solutions of Σˆ(x′, x) = f(x) +Gf(x0)(x′ − x) = 0 and the modified Newton method (5.15) with
M ≡ {0}.
Both models can be handled, by Prop. 8, for the composed functions (2.12). Unfortunately, for
the general setting (2.16) of PBAs, we cannot apply Prop. 8, since (5.14) and hence the existence
of Dh were assumed there. Nevertheless, there is some (Kantorovich-type) statement if arbitrary
PBAs of f replace the linearizations in f +M under pseudo-regularity at the initial point (x0, y0),
cf. [13, Thm. 4]. However, this asserts once more the existence of a related Newton sequence,
and examples of such PBAs are not added. The same is true for Thm. 6.3 in [1] where systems
0 ∈ f(x)+F (x) have been considered with multivalued f and F , and the convergence is based on
approximations fˆ of f in the Hausdorff-metric. Other approximations will be studied in section 6.
Remark 9 Looking on the class (2.12) of composed functions f = h◦γ, one could believe that, after
setting h = id, (5.15) or similar schemes produce Newton-type methods for arbitrary Lipschitz
functions f = γ. But we have to stop the readers enthusiasm: Though we obtain all C0,1 functions
f , the auxiliary equation Σ(x′, x) = 0 for Newton’s method in (2.12) remains just the original
one: f(x′) = 0. Also (5.15) then leads us again to the original problem 0 ∈ f(xk+1) +M(xk+1).
6 Approximations for General Multifunctions
In this section, we investigate inclusions under less traditional hypotheses which a priori do not
utilize the structure of generalized equations or derivatives of composed functions as under (2.12).
They use the framework of the general approximation scheme introduced in §2.4. Accordingly, we
study 0 ∈ Γ (x) where Γ : X ⇒ Y is closed, and consider a mapping Σ : X ×X ⇒ Y as well
as the iterations 0 ∈ Σ(xk+1, xk) from (2.22) with the (solution) sets S(x) = Σ(. , x)−1(0). The
difference Σ(. , x)−Σ(. , x′) is, in general, neither defined nor a function.
We follow [36,39], where solvability of 0 ∈ Σ(. , xk) and the existence of a zero x¯ for Γ are
assumed and discussed for particular cases. The conditions for convergence are based on
(G1) The inverse of Σ(. , x¯), namely Φ = Σ(., x¯)−1, has to be locally u.L. at (0, x¯).
(G2) A relation between the graphs of Σ(. , x) and Σ(. , x¯) by the requirement:
if x′ ∈ S(x) ∩ [x¯+ εB] then dist( (x′, 0), gphΣ(. , x¯) ) ≤ τ (6.1)
where dist uses the max-norm of X × Y and τ = τ(ε, x− x¯) is small; see (G3).
Explicitly, (G2) claims: Given a solution x′ ∈ x¯+εB, assigned to x, there is some (x′′, y′) such that
both y′ ∈ Σ(x′′, x¯) and max{ ‖x′′ − x′‖, ‖y′ − 0‖ } ≤ τ .
(G3) An estimate for the function τ = τ(ε, z) near (0, 0X), namely:
∃ real functions ai ≥ 0 (i = 0, 1) such that lims↓0 ai(s)s−i = 0
and τ(ε, z) = a0(ε)‖z‖+ a0(‖z‖)ε + a1(ε) + a1(‖z‖). (6.2)
Notice that ε estimates ‖x′ − x¯‖ and z stands for x− x¯ in (G2). The interplay of these conditions
for superlinear convergence describes
Theorem 11 [39, p. 244] Suppose (G1), (G2) and (G3). Then, for each q ∈ (0, 1), there is
some ρ > 0 such that all solutions xk+1 ∈ S(xk) ∩ (x¯ + ρBX) (as long as they exist) fulfill
‖xk+1 − x¯‖ ≤ q ‖xk − x¯‖ whenever ‖x0 − x¯‖ ≤ ρ.
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The hypotheses (G1), (G2), (G3) look very artificial. So, in the rest of this section, let us discuss
them under two viewpoints. How they can be satisfied and what about its necessity for convergence
of Newton’s method? We consider first a simpler approximation for the images of Σ(., x) only.
The graph-estimate (6.1) in (G2) is obviously satisfied under a stronger condition for the
Σ-images alone (which requires additionally x′′ = x′ in the explicit form), namely if
(G2)′ Σ(x′, x¯+ z) ⊂ Σ(x′, x¯) + τ(ε, z)BY ∀x′ ∈ x¯+ εBX . (6.3)
This condition requires some upper semicontinuity of Σ(. , x) at x¯, measured by τ .
For comparing Thm. 11 with Corollary 1 (which assumes pseudo-regularity), let us consider
the following two situations.
Case 1: f is of type (2.12) and Σ(x′, x) = f(x) +Dh(γ(x))(γ(x′)− γ(x)) +M(x′),
Case 2: f is continuous, there is a PBA Σˆ for f near x¯ and Σ(x′, x) = Σˆ(x′, x) +M(x′).
Proposition 9 Let Γ = f +M be a multifunction. In case 1, the conditions (G2)’ and (G3) are
satisfied with a function τ of the form τ = a1(‖z‖) + a0(‖z‖)ε. In case 2, (G2)’ and (G3) are
satisfied with τ of the form τ = a0(ε)‖z‖+ a1(‖z‖) + a1(ε).
Hence, under (G1), Thm. 11 can be applied even without supposing pseudo-regularity.
Proof Case 1: Assume ‖x′− x¯‖ = ε and a ∈ Σ(x′, x). We have to find some b ∈ Σ(x′, x¯) such that
a− b has sufficiently small norm τ . Since a = f(x)+Dh(γ(x))(γ(x′)−γ(x)) +m′ holds with some
m′ ∈ M(x′), we obtain b := f(x¯) +Dh(γ(x¯))(γ(x′) − γ(x¯)) + m′ ∈ Σ(x′, x¯). So let us estimate
‖a − b‖. This is just the norm ‖gx(x′)‖ in (2.21) which satisfies ‖gx(x′)‖ ≤ o(x − x¯) + O(x −
x¯) ‖x′ − x¯‖. Hence condition (6.3) holds with τ of the form τ = a1(‖z‖) + a0(‖z‖)ε.
Case 2: We may use formula (2.18) and continue with
‖x′−x‖2+‖x′−x¯‖2 ≤ (‖x′−x¯‖+‖x¯−x‖)2+‖x′−x¯‖2 = 2‖x′−x¯‖‖x¯−x‖+‖x¯−x‖2+2‖x′−x¯‖2.
Hence τ has the form τ = a0(ε)‖z‖+ a1(‖z‖) + a1(ε).
Obviously, M played no role; the estimate with or without m′ is the same as for M ≡ {0}.
Corollary 2 After replacing Σ(. , x¯) in Prop. 9, case 1, by the original multifunction Γ = f +M ,
i.e., Σ(x′, x¯) = f(x′) +M(x′) (without using Dh(γ(x¯)) explicitly), one obtains a similar result
with τ = a1(‖z‖) + a0(‖z‖)ε + a1(ε).
Proof Indeed, we have only to estimate (deleting m′ as above and using the notations from the
proof of (2.20)), d = ‖ f(x)+Hx(γ′−γ) −f(x′) ‖ = ‖ f(x)+Hx(γ′−γ) −f(x¯)−H¯(γ′−γ¯)+o(x′−x¯)‖
which yields with the above estimate for ‖a− b‖: d ≤ o(x− x¯) +O(x− x¯) ‖x′ − x¯‖+ o(x′ − x¯).
It is worth noting that the approximations (G2), (G3) above are not only of interest for the settings
under Prop. 9 or in view of Newton’s method at all. In [39], two examples coming from convex
analysis are discussed to show how the hypotheses can be satisfied. The first one concerns proximal
points with large exponents where, for minimizing a convex function f : IRn → IR, the solvable
problems minξ f(ξ) + ‖ξ − x‖p, (p > 2) (x ∈ IRn) and
Σ(x′, x) = ∂x′ [f(x′) + ‖x′ − x‖p ] = p ‖x′ − x‖p−2(x′ − x) + ∂f(x′) (6.4)
have been studied. The second one concerns the use of so-called ε− subgradients for minimizing
a convex IRn- function. For both examples, the iterates xk+1 exist under well-known facts of
convex analysis, and (G1) requires upper Lipschitz behavior of (∂f)−1. The regularity properties
(strong, pseudo, upper) of ∂f for convex f on IRn have been completely characterized by [31,
Thm. 5.4]. In particular, upper regularity simply means quadratic growth of f at x¯, i.e., ∃ε > 0 :
f(x¯ + u) ≥ f(x¯) + ε‖u‖2 ∀u ∈ εB. Strong and pseudo-regularity of ∂fare useful for the process
P(λ, β, x0, y0, v0) in §5.1.
The stronger condition (6.3) = (G2)’ can be also combined with a simpler function τ , namely
(G3)′ τ(ε, z) ≤ c ‖z‖ + a0(‖z‖)ε+ a1(‖z‖) (c ≥ 0). (6.5)
Then, with rank L under (G1) and possibly larger q than in Thm. 11, one obtains,
Theorem 12 [36, Thm. 1] Let Γ = f be a function and suppose (G1), (G2)’ and (G3)’ with
cL < 1. Then, for each q ∈ (cL, 1), there is some ρ > 0 such that all xk+1 ∈ S(xk) ∩ (x¯ + ρBX)
(as long as they exist) fulfill ‖xk+1 − x¯‖ ≤ q ‖xk − x¯‖, provided that ‖x0 − x¯‖ ≤ ρ.
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Clearly, c = 0 and the existence of all xk+1 are sufficient for local superlinear convergence.
The imposed conditions for locally Lipschitz functions
Let Γ = f and f ∈ C0,1(IRn, IRn) be strongly regular at a zero x¯. According to (2.27), we put
Σ(x′, x) =
{ {f(x′)} if x = x¯
f(x) +Gf(x)(x′ − x) if x 6= x¯ (6.6)
and suppose that either Gf(x)(u) = f ′(x;u) is the usual directional derivative (provided it exists),
or Gf(x)(u) = Tf(x)(u) consists of the Thibault derivative, cf. §2.2. Under these assumptions, it
has been shown in [39, §2.3]:
Necessity. If, in Thm. 11 the iterates exist for all k and converge superlinearly, then the
conditions (G1), (G2), (G3) are satisfied. The proof used results of [38], consequences of Thm. 2
as well as the conditions (CI), (CA) and (CA)* of section 4.
Sufficiency. Conversely, by Thm. 11, superlinear convergence holds true under the conditions
(G1), (G2), (G3), if our auxiliary problems are solvable in x¯+ρB. For Gf = Tf , this follows from
the inverse derivative rule (2.10) and non-emptyness of Tf−1(f(x))(v). For Gf = f ′, one may
first use that 0 ∈ f(x) +Cf(x)(u) has solutions u due to Thm. 2, see (2.7). Since f ∈ C0,1 and f ′
exists, Cf(x)(u) consists of f ′(x;u) only.
Hence, for strongly regular f ∈ C0,1(IRn, IRn) and both settings of Gf , our conditions are
necessary and sufficient for superlinear convergence and the existence of xk+1 in Thm. 11.
7 Some non-Derivative Approaches for Nonsmooth Functions
After studying Newton maps and other derivative-like objects for nonsmooth functions, let us turn
to Newton’s method, where f is not necessarily replaced by its (generalized) derivative or is only
continuous. We begin with an observation from [31, sect. 10.2] for PC1 functions and extend it
from equations to some generalized equations. Then we follow ideas of [20] and consider piecewise
linear approximations and automatic differentiation for handling certain composed nonsmooth
functions. Finally, we recall a discussion in [41] and ask for the role of the key condition (CA)* of
section 4 in the case of non-Lipschitz functions.
PC1 equations, the simplest approach
The well-known theory of generalized Newton methods for PC1 functions f : IRn → IRn, generated
by f1, ..., fN , mostly uses the hypothesis of non-singularity for all Dfs(x¯) with s ∈ I(x¯). This is a
direct and canonical generalization of the usual C1 case and is even a necessary condition in order
to obtain a “regular B-derivative” ∂Bf(x¯) at x¯ if all s ∈ I(x¯) are essential. Almost all papers,
however, do nowhere take into consideration that this hypothesis is strong enough for avoiding
non-smooth Newton methods at all. This can be seen as follows.
The hypothesis ensures that x¯ is a (strongly) regular and isolated zero for each function fs, s ∈
I(x¯). Hence Newtons method converges as usual to x¯ for the C1 function fs and initial points
x0 ∈ x¯ + εsB with some εs > 0. For small δ > 0 and ‖x0 − x¯‖ ≤ δ, also ∅ 6= I(x0) ⊂ I(x¯) is
obviously true by continuity of f . Therefore, it holds,
Proposition 10 Let {xk} be a sequence generated by choosing any s0 ∈ I(x0) and applying the
usual Newton method to the C1 function fs0 , where s0 remains fixed even if fs0(xk) 6= f(xk) holds
at some iteration point xk. If all derivatives Dfs(x¯), s ∈ I(x¯), are regular and ‖x0 − x¯‖ ≤ ρ :=
min{δ, mins εs}, then {xk} converges superlinearly to x¯.
This is not only simpler than the classical “active index set strategy” (cf., e.g., [17, §7.2.1], [35], [36])
which uses N1(x) of (3.7) and, in consequence, only active functions fs(k) at the iteration point
xk. Mainly, it also permits to apply all modifications of Newton’s method to fs0 and to extend
these modifications to active index set strategies in an evident manner. The latter is possible since
the proposition allows to replace the function fs0 , at any step k, by another function fs which is
active at xk since ‖xk − x¯‖ < ‖x0 − x¯‖ ≤ ρ remains true.
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These facts do not imply that some Rf(x) = Dfs(x) is a Newton function for f in the sense of
§3.1 or is any other generalized derivative of f at x¯. This shows already f(x) = |x| which is PC1
with f1 = x, f2 = −x and f3 = 7x. Clearly, f3 is not essential for describing f and cannot appear
as fs0 unless we start at the zero. Nevertheless, even f3 could be used to compute the zero.
Obviously, Prop. 10 does not help without knowing the generating C1 functions fs of f explic-
itly. But this applies also to all active index methods, and they need the condition ‖x0 − x¯‖ ≤ ρ,
too. The drawback of this condition becomes obvious with a perturbation fα of the abs-function
fα(x) =
{
f1 := x if x ≥ −α
f2 := −x− 2α if x ≤ −α (7.1)
for small α > 0. At x¯ = 0, only f1 is active. Thus I(x0) ⊂ I(x¯) ∀x0 ∈ x¯+ δB requires ρ ≤ δ < α,
and the sufficient convergence condition ‖x0 − x¯‖ ≤ ρ is very strong. Notice, however, that this
condition is not a necessary one for superlinear convergence.
It is well-known that many variational problems can be written as equations of PC1 functions.
Let us mention only a few of them.
The KKT system of optimization problems (2.4) for (a, b) = (0, 0) can be handled in this way
since the KKT-points are (up to a simple transformation) the zeros of the (Kojima-) function F
where y+i = max{0, yi}, y−i = min{0, yi} and
F (x, y) = (Df(x) +
∑
i y
+
i Dgi(x), g1(x)− y−1 , . . . , gm(x)− y−m ) ∈ IRn+m. (7.2)
Here, F : IRn+m → IRn+m is of type PC1 since yi 7→ (y+i , y−i ) is a PC1− function of the two
functions yi 7→ (yi, 0) and yi 7→ (0, yi). Hence, following Prop. 10 one obtains
Proposition 11 Let F be strongly regular at a zero (x¯, y¯) and ρ > 0 be sufficiently small. For
‖(x0, y0) − (x¯, y¯)‖ ≤ ρ, replace above all (y+i , y−i ) by (yi, 0) if y0i > 0 and by (0, yi) otherwise.
Then, Newton’s method applied to the related C1 function, say F s, converges as usually to (x¯, y¯).
Proof The hypothesis of strong regularity implies regularity of DF s(x¯, y¯) for (x0, y0) near (x¯, y¯)
and the index condition holds true for small ρ.
Passing to (yi, 0) if y0i > 0 means to require gi(x) = 0 in the optimization problem, passing to
(0, yi) means to delete the ith constraint. The same holds with additional equality constraints of
type C2 and for generalized Kojima-functions where (in particular) any C1 function Φ = Φ(x)
of the same dimension may replace Df(x). In this way, variational conditions, games or comple-
mentarity problems can be written as equations. For proofs and details, cf. [31, chapter 7]. Other
“derivatives” of F can be found in [33].
Using differences and the need of automatic differentiation
Having in mind the trivial setting
Gf(x)(u) = f(x+ u)− f(x) after which 0 ∈ f(x) +Gf(x)(u) ⇔ f(x+ u) = 0,
it is evident that f(x+ u)− f(x) should be approximated in some appropriate way. We consider
two straightforward ideas:
(A1) If f is composed by a finite number of PC1-functions hi = hi(xi), one could construct
Gf(x)(u) by the help of directional derivatives (hi)′(xi;ui) (and chain rules for sums, products
and quotients). We then trivially obtain the directional derivative of f .
(A2) If certain directional derivatives, say (hj)′(xj ;uj), are not available or difficult to compute,
one can replace them by the differences hj(xj + uj) − hj(xj). In particular, this is possible
if f is composed by C1-functions hi and piecewise linear functions hj . As elaborated in [20],
then the resulting models reflect the original structure in an often preferable manner (the
drawback of Example 7.1 disappears) and the “derivatives” can be determined by automatic
differentiation, as long as f is defined in a hierarchic manner by the functions hk like a tree
in a graph.
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To be more concrete, assume simpler that f = hN ( ... (h2(h1(x))) ... ) : IRn → IRm is composed
by PC1 functions hi which define xi+1 = hi(xi). Then f is again PC1, x1 = x ∈ IRn and
hN (xN ) ∈ IRm. Let us look at the above approximations fˆ for f(x+ u)− f(x).
(A1) uses the directional derivative fˆ = f ′(x;u), which is computable via the directional
derivatives of all hi as f ′(x;u) = (hN )′(xN ;uN ) where, recursively, x1 = x, u1 = u and
xi+1 = hi(xi), ui+1 = (hi)′(xi;ui) i = 1 . . . N − 1. (7.3)
Clearly, setting fˆ = f(x+ u)− f(x) makes no sense since it does not simplify the equation.
(A2) however, requires to take such differences for the involved difficult functions hj . Then
(hj)′(xj ;uj) is replaced by uj+1 = hj(xj + uj) − hj(xj) in (7.3) and xj+1 = hj(xj) is given as
above. Now the approximation fˆ is no longer positively homogeneous in the direction u.
Example 6 Let f(x) = abs( 5 sin(abs(x) + 1)) = h3(h2(h1(x))), x1 = x, u1 = u. Then one may
write x2 = h1(x1) = abs(x1), x3 = h2(x2) = 5 sin(x2) + 1, f = h3(x3) = abs(x3). Here, (A1)
yields
x2 = abs(x), u2 = (abs)′(x;u),
x3 = 5 sin(abs(x) + 1), u3 = 5 cos(abs(x))u2, which implies
fˆ = f ′(x;u) = (h3)′(x3;u3) = (abs)′( 5 sin(abs(x) + 1) ; 5 cos(abs(x))(abs)′(x;u) )
while (A2) with hj = abs for j 6= 2 corresponds to
x2 = abs(x), u2 = abs(x+ u)− abs(x),
x3 = 5 sin(abs(x) + 1), u3 = 5 cos(abs(x))u2 and
(h3)′(x3;u3) is replaced by abs(x3 + u3)− abs(x3), which yields
fˆ = abs( 5 sin(abs(x) + 1) + 5 cos(abs(x)) [abs(x+ u)− abs(x)] )− abs( 5 sin(abs(x) + 1)).
The example could be easily extended to larger size and shows that - for both approaches - auto-
matic differentiation is an important pre-requisite for dealing with nonsmooth Newton methods;
even if only standard functions like abs or max are involved. Fortunately, in many concrete vari-
ational problems, the non-smoothness arises from complementarity conditions only and allows
simpler procedures for handling this situation, since abs or max are involved in an elementary
manner. But for hierarchic problems (like so-called MPECs), functions as above may occur and it
becomes important that fˆ is still of type PC1 and can be efficiently determined.
Difficulties and condition (CA)* for non-Lipschitz functions
The restriction to f ∈ C0,1 in the context of standard settings (4.15) is motivated by formula (3.6)
which requires pointwise Lipschiz behavior. For nonlinear approximations and f ∈ C˜ := C \C0,1,
the situation is not simpler. In the paper [22], devoted to Newton’s method based on contingent
derivatives for continuous f , there is no f ∈ C˜ such that the proposed method converges or all
hypotheses of the convergence statements are satisfied. We also found nowhere an example of a
PBA for continuous f , different from the functions f = h ◦ γ in (2.12) with h ∈ C1,1. So it is even
not clear whether any Newton-type method may, in fact, superlinearly converge for f ∈ C˜.
To give an answer and to characterize the difficulties, let us check superlinear convergence
and condition (CA)* for real functions f ∈ C˜ which are C1 near x 6= x¯. So one can use the
usual Newton steps at x 6= x¯. For the known example f(x) = sgn(x) |x|q and 0 < q < 1, both
superlinear convergence and (CA)* are violated. The following strongly regular functions indicate
that Newton’s method may superlinearly converge for f ∈ C˜, while (CA)* may hold or not. In
both examples, put f(0) = 0 and f(x) = −f(−x) for x < 0 = x¯.
Example 7 Superlinear local convergence, though (CA)* is violated: f(x) = x (1− lnx) if x > 0.
Evidently, f is continuous and, for x > 0, it holds Df = − lnx and xnew = x − x(1−ln x)− ln x =
x+ xln x − x = xln x . This implies
q1(x) := f/Df → 0 for x ↓ 0 due to q1 = 1− f(x)xDf(x) = 1− x (1−ln x)−x ln x = 1− (− 1ln x + 1) = 1ln x ,
and (CA)* fails due to q2(x) :=
f(x)
x −Df(x) = x (1−ln x)x + lnx ≡ 1.
Approximations and Generalized Newton Methods 29
Example 8 Superlinear local convergence and (CA)* hold true: f(x) = x ( 1+ln(− lnx) ) if x > 0.
Consider small x > 0 which yields f > 0 and, for x ↓ 0,
Df = ( 1 + ln(− lnx) ) + x ( 1− ln x 1−x ) = 1 + ln(− lnx) + 1ln x →∞.
q1 = 1− fxDf = 1− 1+ln(− ln x)1+ln(− ln x) + 1ln x =
1
ln x
1+ln(− ln x) + 1ln x
→ −0,
q2 = fx −Df = ( 1 + ln(− lnx) )− ( 1 + ln(− lnx) + 1ln x ) = − 1ln x → 0.
Similarly, negative x can be handled. Thus the assertions are verified.
Both examples violate the crucial pointwise Lipschitz condition (4.11), used in [22], too. This can
be explained by [41, Thm. 4.1]: Let f ∈ C˜ be a real, strongly regular function which is not locally
Lipschitz near a zero x¯. Assume that the method 0 ∈ f(xk)+Cf(xk)(xk+1−xk) generates infinite
sequences with |xk+1− x¯| = o(xk− x¯) whenever |x0− x¯| is small enough. Then (4.11) cannot hold.
The proof applies Prop. 1.
Acknowledgement. The authors are indebted to the referees for their constructive comments
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