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We say that a ring R has the idempotent matrices property if every
square singular matrix over R is a product of idempotent matrices.
It is known that every ﬁeld, and more generally, every Euclidean
domain has the idempotent matrices property. In this paper we
show that not every integral domain has the idempotent matrices
property and that if a projective free ring has the idempotentmatri-
ces property then it must be a Bezout domain. We also show that a
principal ideal domain has the idempotentmatrices property if and
only if every fraction a/bwith b /= 0 has a ﬁnite continued fraction
expansion. New proofs are also provided for the results that every
ﬁeld and every Euclidean domain have the idempotent matrices
property.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
A square matrix A over a ring is said to be idempotent if A2 = A.
Our interest is in the result that every square singularmatrix over a ﬁeld is a product of idempotent
matrices. This was ﬁrst proved for real matrices by Erdos [8]. Later it was generalized to Complex
matrices in [11], to matrices over general ﬁelds in [2] and then to matrices over Euclidean domains in
[13]. Several other interesting results were discussed in [14,7,6].
 The results of this paper were presented at the 16th International Workshop on Matrices and Statistics held at University
of Windsor, June 1–3, 2007.
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This raises the natural problem of identifying all rings R such that every square singularmatrix over
R can be written as a product of idempotent matrices.
Let us say that a ring (possibly noncommutative) R has the idempotent matrices property if every
square singular matrix is a product of idempotent matrices.
Therings tobeconsideredafterEuclideandomainsareprincipal idealdomainsandintegraldomains.
In [13] Laffey raised the question as to whether every principal ideal domain has the idempotent
matrices property.
In [9], Fountain found necessary and sufﬁcient conditions (in terms of a property for modules) for
a principal ideal domain to have the idempotent matrices property. Using this, Fountain proved that
discrete valuation rings have idempotent matrices property.
Ruitenberg in [17] generalized the result of Fountain by characterizing Hermite domains that have
idempotent matrices property. Division rings and principal ideal domains are examples of Hermite
Domains (see [17] for the definition of Hermite domains). In particular, Ruitenberg showed that a
Hermite domain has the idempotent matrices property if and only if every 2 × 2 invertible matrix is a
product of elementary matrices.
Cohn [5] was interested in characterizing integral domains (not necessarily commutative) inwhich
every 2 × 2 invertible matrix is a product of elementary matrices. Cohn calls such rings as GE2 rings
(generalizedEuclideanrings). Cohnalsoshowedthat theMotzkin ringZ[√−19] = {a + b(1 + √−19)/2 :
a and b ∈ Z} (see [15]) is not a GE2 ring. Fountain and Gould in [10] showed that a ring is a GE2 ring if
and only if it has the idempotent matrices property, thus answering the question of Laffey. Fountain
and Gould also generalized the result to Bezout domains. Bezout domains are integral domains in
which every ﬁnitely generated ideal is principal. They also gave a number of necessary and sufﬁcient
conditions for a ring to have the idempotent matrices property.
In this paper we look at the problem for integral domains and principal ideal domains in particular.
All our rings are commutative and will have 1. The rank of a matrix A over a commutative ring is
deﬁned to be the largest integer k for which there is a k × k submatrix of Awith nonzero determinant.
Amatrix A is said to be nonsingular if A is a squarematrix (n × n) and rank(A) = n. Amatrix A that is not
nonsingular is calleda singularmatrix.Overa commutative ringann × nmatrixAwithn  2 is singular
if and only if |A| = 0 and this in turn is true if and only if there is a nonzero matrix B such that AB = 0.
We shall ﬁrst give a new proof of the result that every ﬁeld has the idempotent matrices property.
Then we shall show by a simple example that not every integral domain has the idempotent matrices
property. In this process,we shall also give somenecessary conditions for the result to hold formatrices
over any projective free ring. We shall show that such rings must have the property that every ﬁnitely
generated ideal is principal. After this we shall give a simple proof that every Euclidean domain has
the idempotent matrices property.
In the third section we shall make the connection to ﬁnite continued fraction expansion. We show
that a principal ideal domain has the idempotent matrices property if and only if every a/bwith b /= 0
has a ﬁnite continued fraction expansion. This gives a new characterization of principal ideal domains
with the idempotent matrices property.
In the ﬁnal section we shall raise some problems that involve ﬁnite continued fraction expansions.
2. Integral domains
We shall start with a new proof of the result for matrices over ﬁelds.
Theorem 1. Every ﬁeld has the idempotent matrices property.
Proof. Let A be a square singular matrix over a ﬁeld R. It is well known that there is a matrix G such
that AGA = A (see [3]). Considering all matrices as linear transformations from the vector space Rn to
Rn, we have that Range(GA) and Range(A) are isomorphicwith themapping A restricted to Range(GA). If
we call this restrictionmap as T , Range(GA) asM, and Range(A) asN, then T is an isomorphism between
M and N. Since A is singular, dim(M) = dim(N) < n. Since GA is idempotent, to complete the proof, we
shall show that T restricted toM is the restriction of the composition of two transformations, one from
Rn to Rn that takesM toM and one from Rn to Rn that takesM to N.
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Let {u1,u2, . . . ,uk} be a basis forM. If wewrite T(ui) = vi for i = 1 to k, then {v1, v2, . . . vk} is a basis for
N. From [4] we can ﬁnd vectors w1,w2, . . . ,wn−k in Rn such that B0 = {u1,u2, . . . ,uk ,w1,w2, . . . ,wn−k}
and {v1, v2, . . . vk ,w1,w2, . . . ,wn−k} are both bases of Rn.
We shall actually show that T restricted toM equals
W∗S∗ = WmWm−1 · · ·W1SpTpSp−1Tp−1 · · · S1T1
for some idempotent linear transformations Sp, Tp, Sp−1, Tp−1, . . . , S1, T1 andWm,Wm−1, . . . ,W1 from Rn
to Rn, whereW∗ = WmWm−1 · · ·W1 and S∗ = SpTpSp−1Tp−1 · · · S1T1.
Let ul1 ,ul2 , . . . ,ulk be such that
B1 = {w1,w2, . . . ,wn−k , v1,ui : i /= l1},
B2 = {w1,w2, . . . ,wn−k , v1, v2,ui : i /= l1, l2},
· · ·,
Bk = {w1,w2, . . . ,wn−k , v1, v2, . . . vk}
are bases of Rn. These can be obtained easily from Steinitz replacement principle.
We shall deﬁne a linear transformation T1 by deﬁning it on B0 taking values in B1, and another linear
transformation S1 by deﬁning it on B1 taking values in B1. The linear transformations are deﬁned as
follows:
T1(ul1 ) = w1,
T1(ui) = ui for all i /= l1,
and T1(wi) = wi for all i;
S1(v1) = v1,
S1(ui) = ui for all i /= l1,
S1(w1) = v1
and S1(wi) = wi, for all i /= 1.
Then T1 and S1 are idempotent and S1T1 takes ul1 to v1.
Next we deﬁne T2 and S2 so that they are idempotent and S2T2 takes ul2 to v2, v1 to v1, and all other
ui to ui.
Continuing this, we get idempotent linear transformations Sk , Tk , Sk−1, Tk−1, . . . , S1, T1, such that
S∗ = SkTkSk−1Tk−1 · · · S1T1 takes uli to vi for i = 1 to k. If we letW be the transformation fromM toM by
takingW(ui) = uli for i = 1 to k, then,W being a permutation on the set u1,u2, . . . ,uk , is the restriction
of a composition of idempotentmaps from {u1,u2, . . . ,uk ,w1,w2, . . . ,wn−k} to itself by a result ofHowie
[12] (see [1] for a simple proof). These maps, in turn, deﬁne a composition W∗ = WmWm−1 · · ·W1 of
idempotent linear transformations from Rn to Rn whose restriction toM isW .
Hence T is the restriction ofW∗S∗ = WmWm−1 · · ·W1SpTpSp−1Tp−1 · · · S1T1 toM. 
We shall now look at matrices over principal ideal domains. The next theorem was essentially
proved by Laffey [13]. It says that for matrices over principal ideal domains it is sufﬁcient to consider
2 × 2 matrices.
Theorem 2. Over any principal ideal domain the following are equivalent:
(i) Every square singular matrix is a product of idempotent matrices.
(ii) Every 2 × 2matrix
[
a b
0 0
]
is a product of idempotent matrices.
(iii) Every 2 × 2matrix
[
a b
0 0
]
with g.c.d(a, b) = 1 is a product of idempotent matrices.
An integral domain Rwith 1 is called a projective free ring (see [3] p. 48) if every ﬁnitely generated
projective module over R is free. The ring R[x1, x2, . . . , xn] for n 2 is a projective free ring that is not a
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principal ideal domain. Over projective free rings the idempotent matrices have a nice representation
([3], Theorem 4.21 (ii)).
Theorem 3. Over a projective free ring, every m × m idempotent matrix can be written as PQT where P
and Q are m × r matrices such that QTP = I.
We shall show that a necessary condition for a projective free ring to have the idempotent matri-
ces property is that it must be a Bezout domain. Note that integral domains in which every ﬁnitely
generated ideal is principal are called Bezout domains.
Lemma 1. Let R be a projective free ring. Suppose that a, b ∈ R are such that
[
a b
0 0
]
is a product of
idempotent matrices. Then the ideal generated by {a, b} is principal.
Proof. Let a and b in R be such that A =
[
a b
0 0
]
is a product of idempotent matrices. By Theorem 3,
A = P0QT0 P1QT1 . . . PnQTn where QTn Pn = 1, QTn−1Pn−1 = 1, . . ., andQT0 P0 = 1. LetQT0 P1QT1 · · · Pn = d. Then,
necessarily P0 =
[
c
0
]
andQTn =
[
e f
]
for some c, e, and f . Hence a = cde, b = cdf and there exist g and
h such that eg + fh = 1. Hence the ideal generated by a and b is the principal ideal generated by cd.
Thus the ideal generated by {a, b} is principal. 
This lemma immediately implies the following theorem.
Theorem 4. Let R be a projective free ring. If R has the idempotent matrices property, then R is a Bezout
domain.
Now we shall use the above results to give an example of an integral domain D and a matrix over
D that is not a product of idempotent matrices. This is essentially based on the fact that not every
projective free ring is a Bezout domain.
Example: Consider the integral domain R[x, y], the ring of polynomials in two variables with real
coefﬁcients. The matrix
A =
[
x y
0 0
]
cannot be expressed as a product of idempotent matrices. This follows from Lemma 1.
Using Theorems 3 and 4, we get the following characterization of principal ideal domains with
the idempotent matrices property. We shall use this theorem later to make connections with ﬁnite
continued fraction expansions.
Theorem 5. For a principal ideal domian R the following are equivalent:
(i) R has idempotent matrices property.
(ii) For all a, b ∈ R with g.c.d(a, b) = 1, there exists an integer  and elements ak , bk for 0 k   such
that a = a, b = b, a0 = 1, b0 = 0, and aiai−1 + bibi−1 = 1 for 1 i  .
Proof. Let us consider a matrix A =
[
a b
0 0
]
with g.c.d(a, b) = 1. If this is a product of idempotent
matrices, since every principal ideal domain is a projective free ring, by Theorem 3 there exist 2 × 1
matrices P0,Q0, P1,Q1, . . . Pn,Qn such that A = P0QT0 P1QT1 . . . PnQTn and QTi Pi = 1, for 0 i  n.
If we call Pi =
[
a2i
b2i
]
, and Qi =
[
a2i+1
b2i+1
]
, then a′
i
s and b′
i
s satisfy the conditions of (ii).
This proves that (i) implies (ii). Retracing the above steps we get the converse. 
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For Euclidean domains one can easily verify (ii) of the above theorem.
Theorem 6. Over a Euclidean domain R every square singular matrix is a product of idempotent matrices.
Proof. Let N(·) be the Euclidean norm on R.
Since any Euclidean domain is a principal ideal domain and since any principal ideal domain is a
projective free ring, by Theorem 4, there exists c and d such that ac + bd = 1. If either b = 1 (and d = 1)
or if c = 0 or 1, then one can see clearly that the conditions of Theorem 5(ii) are satisﬁed. If b /= 1, c /= 0
and c /= 1 write c = eb + f where N(f ) < N(b).
Now 1 = ac + bd = af + b(ae + d). Hence for any two nonzero elements a, b from R for which the
only common factor is 1, there exists c, d ∈ R such that ac + bd = 1with eitherN(c) = 0 orN(c) < N(b).
If we call a = an and b = bn, repeated applications of the above observation gives us elments ak , bk ,
0 k  n such that a0 = 1, b0 = 0, and aiai−1 + bibi−1 = 1 for 1 i  n. 
3. Continued fractions
We shall follow [16] for continued fractions. We shall consider an integral domain and look for
continued fraction expansions for elements of the form p/qwhere q /= 0.
Unlike simple continued fractions of real numbers inwhich only positive integers are permitted,we
shall consider continued fraction expansions inwhich any element of the integral domain is permitted
as long as all the fractions are well deﬁned.
For c1, c2, · · · , cn ∈ R, let c1 + 1c2+ 1···+ 1cn
be the continued fraction. Following [16], let us denote this
by [c1, c2, . . . , cn]. For 1 k  n, let the kth convergent [c1, c2, . . . , ck] be denoted by pkqk . We extend the
definition of {pk , qk} by declaring p0 = 1, q0 = 0, p−1 = 0, and q−1 = 1.
We list some results from the theory of continued fractions. These also hold for continued fractions
deﬁned on any integral domain.
(i) piqi−1 − pi−1qi = (−1)i for i  0.
(ii) pi = cipi−1 + pi−2 and qi = ciqi−1 + qi−2 for i  1.
The following theorem connects ﬁnite continued fraction expansions with Theorem 5.
Theorem 7. For any two elements a and b, with b /= 0, from a principal ideal domain R, the following are
equivalent.
(i) A =
[
a b
0 0
]
is a product of idempotent matrices.
(ii) a/b has a ﬁnite continued fraction expansion.
(iii) There exist {c1, c2, . . . ., cn}, elements of R such that [1 0]
[
cn 1
1 0
] [
cn−1 1
1 0
]
· · ·
[
c1 1
1 0
]
= [a b] .
Proof. Proof of (i) implies (ii).
Let A =
[
a b
0 0
]
be a product of idempotentmatrices. As given by Theorem 5, let {ak , bk}, 0 k  n
for some n be such that an = a, bn = b, a0 = 1, b0 = 0, and aiai−1 + bibi−1 = 1 for 1 i  n. Let us look
at the case of n being an even number. The odd case can be treated in a similar way. Deﬁne {pi, qi},
0 i  n by pi = ai and qi = bi if i is even, pi = −bi and qi = ai if i is odd.
Then {ci, 1 i  n} deﬁned by ci = (−1)i(pi−2qi − qi−2pi) will satisfy the equations pi = cipi−1 +
pi−2 andqi = ciqi−1 + qi−2 for i  1.Also {pi, qi}, 0 i  n are the convergents of the continued fraction
expansion of a/b as c1 + 1c2+ 1···+ 1cn
.
K.P.S. Bhaskara Rao / Linear Algebra and its Applications 430 (2009) 2690–2695 2695
Proof of (ii) implies (i). Let a/b have a ﬁnite continued fraction expansion [c1, c2, · · · , cn]. Let n be
even. The odd case can be treated in a similar way. If the convergents are
pk
qk
for 1 k  n, let us deﬁne
{ak , bk}, 0 k  n by ak = pk and bk = qk for even k, and bk = −pk , ak = qk for odd k. Then {ak , bk},
0 k  n satisfy condition (ii) of Theorem 5. Hence the result.
That (ii) and (iii) are equivalent is a result in the theory of continued fractions (see [18]). 
The previous result together with Laffey’s [13] result imply the following theorem.
Theorem 8. For a principal ideal domain R, the following are equivalent.
(i) R has the idempotent matrices property.
(ii) Every 2 × 2 singular matrix is a product of idempotent matrices.
(iii) Every a/b with b /= 0 has a ﬁnite continued fraction expansion.
4. Some problems
Several questions on continued fractions arise. Is it true that every a/b, with a and b(b /= 0) from
a Bezout domain R, has a ﬁnite continued fraction expansion? By the result of Fountain and Gould
[10] and the result of Cohn [5] cited in the introduction it follows that the Motzkin ring Z[√−19] =
{a + b(1 + √−19)/2 : a and b ∈ Z} introduced in [15] is a Bezout domain and for this ring not every a/b
with b /= 0 has a ﬁnite continued fraction expansion.
This raises theproblemof characterizing (in agiven integral domain) thosea/b,b /= 0 thathaveﬁnite
continued fraction expansions. In particular, consider the set {a/b : a ∈ R, b ∈ R, b /= 0 and a/b has a
ﬁnite continued fraction expansion} ∪ {0}. Is it true that, for all integral domains R, the previous set is
a ﬁeld?
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