Abstract
Introduction
In this paper we address the following problem: An uncalibrated stereo rig observes an unknown 3-D scene while it performs a set of rigid motions. A 3-D Euclidean reconstruction of the scene is desired. In the general case, 3-D structure can be recovered only up to a 3-D projective transformation. However, if the stereo rig undergoes a general motion and for unchanging intrinsic camera parameters, the projective ambiguity can be reduced to affine or to Euclidean. It is well known that the process of converting a projective reconstruction into an Euclidean one is equivalent to camera or stereo calibration.
The relationship between projective space, affine space, metric space and camera calibration has been thoroughly investigated both in the case of a moving unique camera and of a moving stereo rig. The Kruppa "This work has been supported by a grant from Socibtb Abrospatiale non-linear equations [6] relate the intrinsic camera parameters to the epipolar geometry between two views and solving these equations is difficult. Stratification [3] consists of gradually converting projective structure to affine and then to Euclidean structure and can be applied to a single camera in motion [7] or to a stereo rig in motion 191, [a] .
Affine calibration amounts to recover the position of the plane at infinity or, equivalently, the infinite homography between two views. In practice this is done using (i) special camera motions such as pure translations of a stereo rig [8] , rotations around the camera's center of projection [5] , or planar motions [I] , (ii) exploiting special scene structure such as parallel lines, or (iii) using fixed entities under rigid motion [9] .
In this paper we investigate linear algebraic methods for recovering metric structure, affine calibration, and intrinsic camera parameters with an uncalibrated stereo rig, by performing a set of general rigid motions. More precisely, let PI and P, be two projective reconstructions obtained with an uncalibrated stereo rig before and after a rigid motion. These two reconstructions, i.e., a set of 3-D points, are related by a 4 x 4 collineation Hl2 which is related to the rigid motion Dlz by ([9] , [a]):
where HPE is a 4 x 4 collineation allowing the projective reconstruction to be upgraded to Euclidean. It will be shown that this collineation encapsulates affine calibration of the stereo rig and the intrinsic parameters of the left camera. If a 3-D point has projective coordinates MI E PI and M2 E P2 then Mz = HlzMl. The Euclidean coordinates of the same point are NI = H P E M~ and N2 = H P E M~ with N Z = D12Nl. Zisserman et al. 191 
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in terms of H~E and D12 provides a simple algebraic expression for G12, the infinite homography between the images associated with the left camera before and after a motion.
Third, we describe a novel linear method for estimating this collineation and we compare it experimentally with a non-linear least-square minimization method. We show (experimentally) that in the presence of Gaussian noise the linear method behaves as well as the non-linear one.
Finally, we describe experiments with both simulated and real data. The noise sensitivity analysis performed with simulated data allows to determine the optimal experimental conditions under which the method is expected to yield reliable camera calibration and metric reconstruction. The experiments performed with real data are consistent with this noise sensitivity analysis.
Preliminaries
A pinhole camera projects a point M from the 3-D projective space onto a point m of the 2-D projective plane. This projection can be written as a 3x4 homogeneous matrix P of rank equal to 3:
The equal sign designates the projective equalityequality up to a scale factor. If we restrict the 3-D projective space to the Euclidean space, then it is well known that P can be written as (the origin and orientation of the Euclidean frame is arbitrarily chosen):
If we choose the standard camera frame as the 3-D Euclidean frame (the origin is the center of projection, the xy-plane is parallel to the image plane and the z-axis points towards the visible scene), the rotation matrix R is equal to the identity matrix and the translation vector t is the null vector. The projection matrix becomes:
The most general form for the matrix of intrinsic parameters K is:
where a is the horizontal scale factor, IC is the ratio between the vertical and horizontal scale factors, T is the image skew and uo and ?IO are the image coordinates of the center of projection.
Eq. (7) describes a five-parameter camera. It will be useful to consider camera models with a reduced set of intrinsic parameters, as follows:
four-parameter camera with r = 0 which means that the imagc is a rectangle -a sensible assumption, or three-parameter camera with r = 0 and k having a ltnowri vahic; for instance the value of k can be ohtaincd from the physical size of a pixel.
A stereo rig is composed of two cameras fixed together. Idet P and ??' be the projection matrices of the left and right cameras. We can write these 3 x 4 matrices as: In the uricalibrated case and without loss of generality the two projection matrices can be ,written as:
In the calibrated (Euclidean) case one can use the following projection matrices (K' is t,he matrix of right cilniera intrinsic parameters and R and t describe the orientation and position of the right camera frame with respcct to the left camera frame):
With thesc expressions for I? and I?' we obtain:
Given a stereo rig with two projection matrices P and P', it is possible to compute the 3-D projective coortlina.tes of a point M from the equations m = p P M and m' = p'P'M, where m and m' are the projections of M onto the left and right images and ,iL and p' are two unknown scale factors.
Matrices P a,nd P' can be estimated from point ma.tches without any camera calibration: Indeed, given at least 8 left-right image point correspondences, one can estimate the fundamental matrix which encapsulates the epipolar geometry for a pair of uncalibrated views [6] . Several authors proved that the two projection matrices can be obtained from the epipolar geometry up to a 4-parameter projective mapping [7] , P = ( 3[ 0 ) and:
(1 '4 where Hw and e' were defined above, a is an arbitrary 3-vector and a is an arbitrary scale factor. It will be shown below that the 4-vector (U' a) has a simple but important geometric int,erpretation.
E o m projective to metric
We are interested into the problem of converting the 3-D projective reconstruction outlined above into a metric reconstruction. This conversion is a projective mapping from the projective space onto its Euclidean sub-space and this mapping is the 4 x 4 collineation M~E which appears in eq. (1). The left and right camera projections equations can be written as:
Since N = HPEM is an Euclidean representation of M , the projection matrices PHPE and P'HPE must have the structure given by eqs. (6) Indeed, the projection matrix of the left camera can be written as the following product:
By substituting eq. (9) and eq. (11) into eq. (12) we obtain:
Eqs. (13) and (14) and m' = P L H , H p k H F E M . Indeed, from the above rivation it is straightforward of HT, associated with to notice that the data are corrupted by noise we have det(K:i -I) # 0 and an approximate solution can be found using the singular-value decomposition of B.
The affine calibration method just described is only valid for general rigid motions. Indeed, for pure translations, pure rotations, or planar motions the null space of D,, -I is a 2-dimensional space -a pencil of planes.
Metric calibration
The structure of H~E given by eq. (15) allows us to write matrix HI2 as a function of K , (a' a ) and and is equal to:
By simple algebraic manipulations we obtain an expression for the infinite homography between the images of the left camera, before and after the rigid motion (eq. (2)):
Error analysis
In this section we analyze the relationship between errors associated with affine and metric calibration and errors associated with Euclidean reconstruction. We show that, independently of the calibration method being used, affine calibration has stronger impact than metric calibration. We consider again the relationship between the projective and The estimated infinity plane is A = A + d A . By using first order Taylor expansion we obtain:
The matrix d I and E M are given by:
Numerically] a and / 3 are one order of magnitude greater than the image center coordinates, uo and VO.
Therefore the entries 2 and 9 are one order of magnitude smaller than 2 and and can be omitted. Without loss of generality one may assume that da -= The relationship between the "true" f f -B Euclidean coordinates and the estimated coordinates becomes:
Notice that the projective-to-affine error E M depends on the accuracy with which the infinity plane is estimated and on the projective coordinates of the reconstructed point. The affine-to-Euclidean error depends only on the accuracy with which the focal length is estimated. Errors associated with the position of the optical center have a smaller effect onto the Euclidean reconstruction.
Estimating 3-D collineat ions
In this section we describe a method for estiMore generally] let H be a mating matrices Hij. 'r-- ?d above was implemented and lated and experimental data. us to systematically study the )d with respect to image noise itioris under which reliable reof experimental data: "cali--a1 data. Calibrated data con-) calibrated object. Since the 3 perfectly known, we can use ation techniques and compare ith our self-calibration proce-,line camera calibration meth-
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Noise sensitivity analysis
The simulated data consists of 41 3-D points. The noise added to the image points is Gaussian with standard deviation varying from 0.05 to 1 pixel. Each experiment consists of 100 trials at some fixed standard deviation and the median error over these trials is computed.
We studied the behavior of the method as a function of image noise and as a function of the number of motions of the stereo rig. According to section 2 three camera models are studied: a camera with three parameters (P3), a camera with four parameters (P4) and a camera with five parameters (P5). Notice that in the case of a single motion, only the P3 and P 4 camera models can be used. The simulated stereo rig has the following intrinsic parameters (left camera): In order to have a more global view we plotted the values obtained for camera calibration over all the trials: both the camera model (P3, P4, and P5) and the number of motions vary but, for each plot, the standard deviation of the added noise is fixed. The distributions that we obtained for the camera parameters are shown on Figure 3 and Figure 4 . 
Experiments with real data data
As already mentioned, we tested our method over two types of real data: "calibrated data" and natural data. Calibrated data cansists of a set of 100 circular targets evenly distributed over the three planes of a calibrated object. The images of these targets are detected and their centers are localized with an accuracy of 0.05 pixels. These data are called calibrated because the 3-D positions of the targets' centers are known in an object-oriented Euclidean frame with an accuracy oY 0.02".
We gathered three image pairs of this object, Figure 5 . First we calibrated the left camera using 2-D/3-D point matches. The result of this classical camera calibration procedure is displayed on Table 1 , first row. Because of the accuracy of this calibration, these parameters are considered as the ground-truth. Second, we applied our calibration method to three image pairs and their corresponding 2-D/2-D matches and obtained calibration results which are displayed on Table 1, Points are detected and localized using a standard point-of-interest operator. These points are matched, between the left and right images for each image pair and between consecutive image pairs. There are approximatively 90 matched points available to compute a collineation between two image pairs. These collineations (Hlz, H23, H34) are estimated using the linear method described in section 4. The median error associated with the estimation of these matrices is of approximatively 1.26 pixels. The median-errorversus-image-noise curve of Figure 1 allows us to estimate the level of noise associated with these "natural" data -in this case the standard deviation of the noise is 0.5 pixels. The calibration results obtained with these data are shown on Table 1 , rows 5 to 7. The experiments performed with natural data confirmed as well the error analysis, the statistical behavior, and the noise sensitivity analysis.
The method has been extensively evaluated with three camera models. Indeed, the question of weather one should use a 5-parameter, 4-parameter, or 3-parameter camera was somehow open. The statistical analysis does not reveal that one model is moreresistant to noise than another. In practice we believe that a 4-parameter camera is the most suited model.
