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CRITICAL POINTS OF RANDOM POLYNOMIALS AND
CHARACTERISTIC POLYNOMIALS OF RANDOM MATRICES
SEAN O’ROURKE
Abstract. Let pn be the characteristic polynomial of an n×n random matrix
drawn from one of the compact classical matrix groups. We show that the
critical points of pn converge to the uniform distribution on the unit circle
as n tends to infinity. More generally, we show the same limit for a class of
random polynomials whose roots lie on the unit circle. Our results extend the
work of Pemantle–Rivin [30] and Kabluchko [19] to the setting where the roots
are neither independent nor identically distributed.
1. Introduction
A critical point of a polynomial f is a root of its derivative f ′. There are many
results concerning the location of critical points of polynomials whose roots are
known. For example, the famous Gauss–Lucas theorem offers a geometric connec-
tion between the roots of a polynomial and the roots of its derivative.
Theorem 1 (Gauss–Lucas; Theorem 6.1 from [24]). If f is a non-constant polyno-
mial with complex coefficients, then all zeros of f ′ belong to the convex hull of the
set of zeros of f .
There are also a number of refinements of Theorem 1. We refer the reader to
[1, 3, 5, 8, 10, 14, 18, 22, 23, 25, 29, 32, 34, 35, 39, 42] and references therein.
Pemantle and Rivin [30] initiated the study of a probabilistic version of the
Gauss–Lucas theorem. In order to introduce their results, we fix the following no-
tation. For a polynomial f of degree n, we define the empirical measure constructed
from the roots of f as
µf :=
1
n
∑
z∈C:f(z)=0
Nf (z)δz,
where Nf (z) is the multiplicity of the zero at z and δz is the unit point mass at z.
For an integer k ≥ 1, we use the convention that
µ
(k)
f := µf(k) .
That is, µ
(k)
f is the empirical measure constructed from the roots of the k-th de-
rivative of f . Similarly, we write µ′f to denote the empirical measure constructed
from the critical points of f .
Let X1, X2, . . . be independent and identically distributed (iid) random variables
taking values in C. Let µ be the probability distribution of X1. For each n ≥ 1,
consider the polynomial
pn(z) := (z −X1) · · · (z −Xn). (1)
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Pemantle and Rivin [30] show, assuming µ has finite one-dimensional energy, that
µ′pn converges weakly to µ as n tends to infinity.
Let us recall what it means for a sequence of random probability measures to
converge weakly.
Definition 2 (Weak convergence of random probability measures). Let T be a
topological space (such as R or C), and let B be its Borel σ-field. Let (µn)n≥1 be
a sequence of random probability measures on (T,B), and let µ be a probability
measure on (T,B). We say µn converges weakly to µ in probability as n→∞ (and
write µn → µ in probability) if for all bounded continuous f : T → R and any
ε > 0,
lim
n→∞P
(∣∣∣∣∫ fdµn − ∫ fdµ∣∣∣∣ > ε) = 0.
In other words, µn → µ in probability as n→∞ if and only if
∫
fdµn →
∫
fdµ in
probability for all bounded continuous f : T → R. Similarly, we say µn converges
weakly to µ almost surely as n → ∞ (and write µn → µ almost surely) if for all
bounded continuous f : T → R,
lim
n→∞
∫
fdµn =
∫
fdµ
almost surely.
Kabluchko [19] generalized the results of Pemantle and Rivin to the following.
Theorem 3 (Kabluchko). Let µ be any probability measure on C. Let X1, X2, . . .
be a sequence of iid random variables with distribution µ. For each n ≥ 1, let pn be
the degree n polynomial given in (1). Then µ′pn converges weakly to µ in probability
as n→∞.
The following corollary of Theorem 3 will be relevant to this note.
Corollary 4. Let θ1, θ2, . . . be a sequence of iid random variables distributed uni-
formly on [0, 2pi). For each n ≥ 1, let
pn(z) :=
n∏
j=1
(z − eiθj ).
Then µ′pn converges in probability to the uniform probability distribution on the unit
circle centered at the origin in the complex plane as n→∞.
Corollary 4 also follows from the work of Subramanian in [40].
2. Main Results
The goal of this note is to prove a version of Theorem 3 when the random vari-
ables X1, X2, . . . are neither independent nor identically distributed. Of particular
interest will be the case when the roots of pn are eigenvalues of a random matrix.
The eigenvalues of a square matrix M are the zeros of its characteristic poly-
nomial pM (z) := det(zI −M), where I denotes the identity matrix. We let µM
denote the empirical spectral measure of M . That is, µM is the empirical measure
constructed from the roots of the characteristic polynomial pM . Similarly, we let
µ′M be the empirical measure constructed from the roots of p
′
M .
As a motivating example, we begin with the case when M is Hermitian.
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2.1. Characteristic polynomials of Hermitian random matrices. If the ma-
trix M is Hermitian (that is, M = M∗, where M∗ denotes the conjugate transpose
of M), then the eigenvalues of M are real and µM is a probability measure on the
real line. In this case, Theorem 6 below describes the well-known connection be-
tween µM and µ
′
M . Before stating the result, we first recall the following definition.
Definition 5 (Le´vy distance). Let µ and ν be two probability measures on the real
line with cumulative distribution functions F and G respectively. Then the Le´vy
distance L(µ, ν) between µ and ν is given by
L(µ, ν) := inf{ε ≥ 0 : G(x− ε)− ε ≤ F (x) ≤ G(x+ ε) + ε for all x ∈ R}.
It is well-known, for measures on the real line, that convergence in Le´vy distance
is equivalent to convergence in distribution; we refer the reader to [21, Chapter
13.2] and [21, Exercise 13.2.6] for further details.
Theorem 6. For each n ≥ 1, let Xn be a n× n random Hermitian matrix. Then
µ′Xn is a random probability measure on the real line and
L(µXn , µ
′
Xn) −→ 0
almost surely as n→∞
Proof. Since the eigenvalues of Xn are real, the Gauss–Lucas theorem (Theorem 1)
guarantees that µ′Xn is a probability measure on the real line.
Let I ⊂ R be an interval. Let NI denote the number of zeros of pXn in I (i.e.
the number of eigenvalues of Xn in I), and let N
′
I denote the number of critical
points of pXn in I. Since the zeros of p
′
Xn
interlace the zeros of pXn , we have
|NI −N ′I | ≤ 1,
and the claim follows from [2, Lemma B.18]. 
As a concrete example, we present the following corollary for Wigner random
matrices.
Corollary 7. Let ξ be a complex-valued random variable with unit variance, and
let ζ be a real-valued random variable. For each n ≥ 1, let Xn be a n×n Hermitian
matrix whose diagonal entries are iid copies of ζ, those above the diagonal are iid
copies of ξ, and all the entries on and above the diagonal are independent. Then
µ′ 1√
n
Xn
is a probability measure on the real line and
µ′ 1√
n
Xn
−→ µsc
almost surely as n→∞, where µsc is the measure on the real line with density
ρsc(x) :=
{
1
2pi
√
4− x2, |x| ≤ 2
0, |x| > 2.
Proof. In view of [2, Theorem 2.5] and [21, Exercise 13.2.6], we have
L
(
µ 1√
n
Xn , µsc
)
−→ 0
almost surely as n→∞. Thus, the claim follows from Theorem 6 by applying the
triangle inequality for Le´vy distance. 
The same arguments can also be used to generalize Theorem 6 and Corollary 7
to higher-order derivatives.
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2.2. Random matrices from the compact classical groups. In this note, we
extend Theorem 6 to random matrices which are not Hermitian. In particular, we
consider random matrices distributed according to Haar measure on the compact
classical matrix groups. We begin by recalling some definitions.
Definition 8 (Compact classical matrix groups).
(1) An n× n matrix M over R is orthogonal if
MMT = MTM = In,
where In denotes the n×n identity matrix and MT is the transpose of M .
The set of n× n orthogonal matrices over R is denoted by O(n).
(2) The set SO(n) ⊂ O(n) of special orthogonal matrices is defined by
SO(n) := {M ∈ O(n) : det(M) = 1}.
(3) An n× n matrix M over C is unitary if
MM∗ = M∗M = In,
where M∗ denotes the conjugate transpose of M . The set of n× n unitary
matrices over C is denoted U(n).
(4) If n is even, we say an n × n matrix M over C is symplectic if M ∈ U(n)
and
MJM∗ = M∗JM = J,
where
J :=
[
0 In/2
−In/2 0
]
.
The set of n× n symplectic matrices over C is denoted Sp(n).
Recall that if M is a matrix from one of the compact matrix groups introduced
above, then the eigenvalues of M all lie on the unit circle in the complex plane
centered at the origin.
For any compact Lie group G, there exists a unique translation-invariant prob-
ability measure on G called Haar measure; see, for example, [12, Chapter 2.2]. In
this note, we will be interested in the case when G is one of classical compact matrix
groups defined above.
For the compact matrix groups, there are a number of intuitive ways to describe
a matrix distributed according to Haar measure. Recall that a complex standard
normal random variable Z can be represented as Z = X + iY , where X and
Y are independent real normal random variables with mean zero and variance
1/2. Form an n × n random matrix with independent complex standard normal
entries and perform the Gram–Schmidt algorithm on the columns. The result is
a random unitary matrix distributed according to Haar measure on U(n). Indeed,
invariance follows from the invariance of complex Gaussian random vectors under
U(n). Similar Gaussian constructions yield random matrices distributed according
to Haar measure on the other compact matrix groups.
We now present our main result for the classical compact matrix groups.
Theorem 9. For each n ≥ 1, let Mn be an n × n matrix Haar distributed on
O(n), SO(n), U(n), or Sp(n). Then µ′Mn converges in probability as n→∞ to the
uniform probability distribution on the unit circle centered at the origin.
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Remark 10. If Mn is an n× n random matrix Haar distributed on O(n), SO(n),
U(n), or Sp(n), then µMn also converges in probability to the uniform distribution
on the unit circle centered at the origin. Moreover, in [27], the authors prove that
the convergence holds in the almost sure sense and give a rate of convergence.
Figure 1 depicts a numerical simulation of the zeros and critical points of the
characteristic polynomial of a random orthogonal matrix chosen according to Haar
measure.
-1 -0.5 0 0.5 1
-1
-0.5
0
0.5
1
eigenvalue
critical point
Figure 1. The zeros and critical points of the characteristic poly-
nomial of a random orthogonal matrix of size 50× 50.
2.3. Random polynomials with roots on the unit circle. More generally, we
consider random polynomials of the form
pn(z) :=
n∏
j=1
(z −Xj),
where X1, X2, . . . are random variables on the unit circle, not necessarily indepen-
dent or identically distributed. Indeed, we will deduce Theorem 9 from the following
more general result.
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Theorem 11. For each n ≥ 1, let θ(n)1 , . . . , θ(n)n be random variables on [0, 2pi).
Set
pn(z) :=
n∏
j=1
(z − eiθ(n)j ).
Assume
(i) we have
lim
δ↘0
lim sup
n→∞
P
∣∣∣∣∣∣
n∑
j=1
e−iθ
(n)
j
∣∣∣∣∣∣ ≤ δ
 = 0,
(ii) for almost every z ∈ D := {w ∈ C : |w| < 1},
lim
δ↘0
lim sup
n→∞
P
∣∣∣∣∣∣
blog2 nc∑
m=0
zm
n∑
j=1
e−iθ
(n)
j (m+1)
∣∣∣∣∣∣ ≤ δ
 = 0,
(iii) for all integers m ≥ 1,
1
n
n∑
j=1
eiθ
(n)
j m −→ 0
in probability as n→∞.
Then µ′pn converges in probability as n→∞ to the uniform probability distribution
on the unit circle centered at the origin.
We pause for a moment to discuss the three assumptions of Theorem 11. Roughly
speaking, condition (iii) is the most important, while conditions (i) and (ii) are tech-
nical anti-concentration estimates. Indeed, condition (iii) implies that the empirical
measure constructed from eiθ
(n)
1 , . . . , eiθ
(n)
n converges in probability as n → ∞ to
the uniform distribution on the unit circle centered at the origin. We also note that
the sequence log2 n appearing in condition (ii) is not vital; it can be replaced with
(log n)1+ε for any ε > 0.
We will also verify the following alternative formulation of Theorem 11.
Theorem 12 (Alternative formulation). For each n ≥ 1, let θ(n)1 , . . . , θ(n)n be ran-
dom variables on [0, 2pi). Set
pn(z) :=
n∏
j=1
(z − eiθ(n)j ).
Assume
(i) we have
lim
δ↘0
lim sup
n→∞
P
∣∣∣∣∣∣
n∑
j=1
e−iθ
(n)
j
∣∣∣∣∣∣ ≤ δ
 = 0,
(ii) for almost every z ∈ D := {w ∈ C : |w| < 1},
1
n
log
∣∣∣∣∣∣
n∑
j=1
1
z − eiθ(n)j
∣∣∣∣∣∣ −→ 0
in probability as n→∞,
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(iii) for all integers m ≥ 1,
1
n
n∑
j=1
eiθ
(n)
j m −→ 0
in probability as n→∞.
Then µ′pn converges in probability as n→∞ to the uniform probability distribution
on the unit circle centered at the origin.
We will use Theorem 11 to prove Theorem 9. However, Theorem 12 is also
useful. For example, we can recover Corollary 4 from Theorem 12. Indeed, if
θ
(n)
1 , . . . , θ
(n)
n are iid random variables uniformly distributed on [0, 2pi), then the
assumptions of Theorem 12 can be verified using [31, Theorem 2.22], [19, Lemma
2.1], and the law of large numbers. Theorem 12 is also useful when the random
variables θ
(n)
1 , . . . , θ
(n)
n are dependent. To illustrate this point, we will use Theorem
12 to verify the following corollary.
Corollary 13. Let θ1, θ2, . . . be a sequence of iid random variables distributed uni-
formly on [0, 2pi). For each n ≥ 1, set
p2n(z) :=
n∏
j=1
(z − eiθj )(z − e−iθj ).
Then µ′p2n converges in probability as n→∞ to the uniform probability distribution
on the unit circle centered at the origin.
2.4. Discussion and open problems. We conjecture that for many classes of
random polynomials the critical points should be stochastically close to the distri-
bution of the roots. Intuitively, this would imply that the distribution of the critical
points is nearly identical to the distribution of the roots for a “typical” polynomial
of high degree.
As another example, consider the Kac polynomials. In this case, one can show
even more by applying the results of Kabluchko and Zaporozhets [20].
Theorem 14 (Kabluchko–Zaporozhets). Let ξ0, ξ1, . . . be a sequence of non-degenerate
iid random variables such that E log(1 + |ξ0|) < ∞. For each n ≥ 1, let fn(z) =∑n
j=0 ξjz
j. Fix an integer k ≥ 1. Then µfn and µ(k)fn both converge in probability
as n→∞ to the uniform probability distribution on the unit circle centered at the
origin.
Proof. Both claims follow from [20, Theorem 2.2] by simply estimating the coeffi-
cients of f
(k)
n . In fact, a similar argument allows one to consider solutions of the
equation f
(k)
n = cn, where cn is a constant; see [20, Remark 2.11] for details. 
We conjecture that this universality phenomenon should also hold for the char-
acteristic polynomial of many random matrix ensembles. For instance, Figure 2
depicts a numerical simulation of the zeros and critical points of the characteristic
polynomial of a random matrix with iid real standard normal entries.
2.5. Organization. The paper is organized as follows. In Section 3, we prove
Theorem 9 and Corollary 13 using Theorems 11 and 12. The proof of Theorems 11
and 12 is contained in Sections 4 and 5.
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Figure 2. The roots and critical points of the characteristic poly-
nomial of an n × n random matrix with iid real standard normal
entries when n = 300. The figure on the left depicts the location
of the eigenvalues (scaled by 1/
√
n). The figure on the right shows
the location of the critical points (scaled by 1/
√
n).
2.6. Notation. We let Dr := {z ∈ C : |z| < r} be the open disk of radius r > 0
centered at the origin and Dr := {z ∈ C : |z| ≤ r} its closure. We write D := D1.
We let C and K denote constants that are non-random and may take on different
values from one appearance to the next. The notation Kp means that the constant
K depends on another parameter p.
We write a.s., a.a., and a.e. for almost surely, Lebesgue almost all, and Lebesgue
almost everywhere respectively. For an event E, we let 1E denote the indicator
function of E; EC is the complement of E.
3. Proof of Theorem 9 and Corollary 13
In this section, we prove Theorem 9 and Corollary 13 using Theorems 11 and
12.
3.1. Proof of Theorem 9. We will apply Theorem 11 to prove Theorem 9. For
each n ≥ 1, let Mn be an n× n matrix Haar distributed on O(n), SO(n), U(n), or
Sp(n). Let eiθ
(n)
1 , . . . , eiθ
(n)
n be the eigenvalues of Mn, where θ
(n)
1 , . . . , θ
(n)
n ∈ [0, 2pi).
It now suffices to show that the eigenvalues of Mn satisfy the three assumptions of
Theorem 11.
In order to verify the assumptions of Theorem 11, we will need the following
multivariate central limit theorem for traces of random matrices from the classical
matrix groups found in [9, 38]. First, we recall the Wasserstein distance between
two probability distributions.
Definition 15 (Wasserstein distance). Let (S, d) be a separable metric space, and
let µ and ν be two probability measures on S. By M(µ, ν) we denote the set of all
probability measures on S × S with marginals µ and ν. The Wasserstein distance
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dW(µ, ν) between µ and ν is defined by
dW(µ, ν) := inf
{∫
d(x, y)dpi(x, y) : pi ∈M(µ, ν)
}
.
We write dW(P,Q), where P and Q are two random variables taking values in S,
to mean the Wasserstein distance between the distributions of P and Q.
The Kantorovich–Rubinstein theorem gives an equivalent formulation of the
Wasserstein distance in terms of Lipschitz functions on the separable metric space
(S, d). We refer the reader to [11, Section 11.8] for further details. We now state
the results from [9, 38]; the case where Mn is drawn according to Haar measure
from U(n), SO(n), or Sp(n) is handled in [9, Theorem 1.1], while the orthogonal
group O(n) is studied in [38, Theorem 5.1].
Theorem 16 (Do¨bler–Stolz). Let Mn be distributed according to Haar measure on
O(n), SO(n), U(n), or Sp(n). For integers d ≥ 1 and r = 1, . . . , d, consider the
r-dimensional (complex or real) random vector
Wd,r,n := (fd−r+1(Mn), fd−r+2(Mn), . . . , fd(Mn))T,
where fj(Mn) := tr(M
j
n) in the unitary case,
fj(Mn) :=
{
tr(M jn), if j is odd,
tr(M jn)− 1, if j is even
in the orthogonal and special orthogonal cases, and
fj(Mn) :=
{
tr(M jn), if j is odd,
tr(M jn) + 1, if j is even
in the symplectic case. In the orthogonal, special orthogonal, and symplectic cases,
let Zr,d := (Zd−r+1, . . . , Zd)T denote an r-dimensional real standard normal ran-
dom vector. In the unitary case, Z is defined as a standard complex normal random
vector. In all cases take Σ to be the diagonal matrix diag(d−r+1, d−r+2, . . . , d),
and write ZΣ,r,d := Σ
1/2Zr,d. Then there exists an absolute constant C > 0 (inde-
pendent of r, d, and n) such that, for any n ≥ 4d+ 1, we have
dW(Wn,r,d, ZΣ,r,d) ≤ C
max
{
r7/2
(d−r+1)3/2 , (d− r)3/2
√
r
}
n
.
Remark 17. There is a large collection of literature concerning traces of random
elements from the classical compact matrix groups. We refer the reader to [6, 7, 9,
13, 16, 17, 28, 36, 37, 38] and references therein.
We now verify the three assumptions of Theorem 11. We will use the same
notation as in Theorem 16. Set N := blog2 nc. By Theorem 16, there exists random
variables ξ
(n)
1 , . . . , ξ
(n)
N+1 such that, for n sufficiently large, the random vector
(ξ
(n)
1 , . . . , ξ
(n)
N+1)
T
has the same distribution as
(f1(Mn), . . . , fN+1(Mn))
T,
and
E
√√√√ N∑
m=0
∣∣∣ξ(n)m+1 −√m+ 1Zm+1∣∣∣2 ≤ C (N + 1)7/2n , (2)
10 S. O’ROURKE
where Z := (Z1, . . . , ZN+1)
T is a standard normal random vector. Here fj(Mn)
is defined as in Theorem 16, C > 0 is an absolute constant, and Z is a complex
standard normal random vector in the unitary case and a real standard normal
random vector in the other cases.
For any positive integer m, we write
trMmn = fm(Mn) + αn,m,
where αn,m is deterministic and can take the values ±1 or 0 depending on whether
m is even or odd and depending on which classical matrix group Mn is drawn from.
We now verify condition (iii) of Theorem 11. Let m be a positive integer. For
any η > 0 and all n sufficiently large, by Markov’s inequality, we have
P
(
1
n
|trMmn | > η
)
= P (|fm(Mn) + αn,m| > nη)
= P
(∣∣∣ξ(n)m + αn,m∣∣∣ > nη)
≤ P
(∣∣∣ξ(n)m ∣∣∣ > nη2 )
≤ 2E|ξ
(n)
m |
nη
≤ 2E|ξ
(n)
m −√mZm|
nη
+ 2
√
m
E|Zm|
nη
.
Therefore, by (2), we conclude that, for any η > 0,
lim
n→∞P
(
1
n
|trMmn | > η
)
= 0,
which completes the verification of condition (iii). (Alternatively, condition (iii)
also follows from the results in [27].)
It remains to verify conditions (i) and (ii) of Theorem 11. Notice that condition
(i) follows from condition (ii) in the case that z = 0. Thus, it suffices to prove
condition (ii) for all z ∈ D.
To this end, define the event
En :=

√√√√ N∑
m=0
∣∣∣ξ(n)m+1 −√m+ 1Zm+1∣∣∣2 ≤ 1
100 log2 n
 .
By Markov’s inequality and (2), it follows that
lim
n→∞P
(
ECn
)
= 0. (3)
It remains to show that, for all z ∈ D,
lim
δ↘0
lim sup
n→∞
P
(∣∣∣∣∣
N∑
m=0
zmtrMm+1n
∣∣∣∣∣ ≤ δ
)
= 0.
By symmetry, it suffices to show that for all z ∈ D,
lim
δ↘0
lim sup
n→∞
P
(∣∣∣∣∣
N∑
m=0
zm trMm+1n
∣∣∣∣∣ ≤ δ
)
= 0.
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Fix z ∈ D. Observe that
P
(∣∣∣∣∣
N∑
m=0
zm trMm+1n
∣∣∣∣∣ ≤ δ
)
= P
(∣∣∣∣∣
N∑
m=0
zm(ξ
(n)
m+1 + αn,m+1)
)
≤ δ
)
≤ P
({∣∣∣∣∣
N∑
m=0
zm(ξ
(n)
m+1 + αn,m+1)
)
≤ δ
}⋂
En
)
+ P(ECn ).
Thus, by (3), it suffices to show that
lim
δ↘0
lim sup
n→∞
P
({∣∣∣∣∣
N∑
m=0
zm(ξ
(n)
m+1 + αn,m+1)
)
≤ δ
}⋂
En
)
= 0. (4)
Notice that on the event En, we have∣∣∣∣∣
N∑
m=0
zm(ξ
(n)
m+1 + αn,m+1)−
N∑
m=0
zm(
√
m+ 1Zm+1 + αn,m+1)
∣∣∣∣∣
≤
N∑
m=0
∣∣∣ξ(n)m+1 −√m+ 1Zm+1∣∣∣
≤ √N + 1
√√√√ N∑
m=0
∣∣∣ξ(n)m+1 −√m+ 1Zm+1∣∣∣2
≤ 1
log n
by the Cauchy–Schwarz inequality.
Thus, by considering just the real part, we conclude that
P
({∣∣∣∣∣
N∑
m=0
zm(ξ
(n)
m+1 + αn,m+1)
)
≤ δ
}⋂
En
)
≤ P
(∣∣∣∣∣
N∑
m=0
zm(
√
m+ 1Zm+1 + αn,m+1)
∣∣∣∣∣ ≤ δ + 1log n
)
≤ P
(∣∣∣∣∣
N∑
m=0
√
m+ 1 (Re(zm) Re(Zm+1)− Im(zm) Im(Zm+1)) + Re(zm)αn,m+1
∣∣∣∣∣ ≤ δ + 1log n
)
≤ sup
x∈R
P
(∣∣∣∣∣
N∑
m=0
√
m+ 1 (Re(zm) Re(Zm+1)− Im(zm) Im(Zm+1)) + x
∣∣∣∣∣ ≤ δ + 1log n
)
.
We now consider two cases. In the orthogonal, special orthogonal, or symplectic
cases, we observe that Im(Zm+1) = 0 for m = 0, . . . , N . In this case, we have
sup
x∈R
P
(∣∣∣∣∣
N∑
m=0
√
m+ 1 (Re(zm) Re(Zm+1)− Im(zm) Im(Zm+1)) + x
∣∣∣∣∣ ≤ δ + 1log n
)
= sup
x∈R
P
(∣∣∣∣∣
N∑
m=0
√
m+ 1 Re(zm)Zm+1 + x
∣∣∣∣∣ ≤ δ + 1log n
)
= sup
x∈R
P
(
|σzZ1 + x| ≤ δ + 1
log n
)
,
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where
σ2z :=
N∑
m=0
|Re(zm)|2(m+ 1) ≥ 1.
Here we used that Z1, . . . , ZN+1 are iid real standard normal random variables, and
hence any linear combination of Z1, . . . , ZN+1 is also normal. Thus, we conclude
that
sup
x∈R
P
(∣∣∣∣∣
N∑
m=0
√
m+ 1 (Re(zm) Re(Zm+1)− Im(zm) Im(Zm+1)) + x
∣∣∣∣∣ ≤ δ + 1log n
)
≤ sup
x∈R
P
(
|Z1 + x| ≤ δ + 1
log n
)
≤ sup
x∈R
P
(
|Z1 + x| ≤
√
2δ +
√
2
log n
)
.
For the unitary case, we observe that
sup
x∈R
P
(∣∣∣∣∣
N∑
m=0
√
m+ 1 (Re(zm) Re(Zm+1)− Im(zm) Im(Zm+1)) + x
∣∣∣∣∣ ≤ δ + 1log n
)
≤ sup
x∈R
P
(
|σ′z Re(Z1) + x| ≤ δ +
1
log n
)
,
where
σ′2z :=
N∑
m=0
|z|2m(m+ 1) ≥ 1.
Thus, by the same reasoning as in the other cases, we conclude that
sup
x∈R
P
(∣∣∣∣∣
N∑
m=0
√
m+ 1 (Re(zm) Re(Zm+1)− Im(zm) Im(Zm+1)) + x
∣∣∣∣∣ ≤ δ + 1log n
)
≤ sup
x∈R
P
(
|Re(Z1) + x| ≤ δ + 1
log n
)
= sup
x∈R
P
(
|Z ′ + x| ≤
√
2δ +
√
2
log n
)
,
where Z ′ is a real standard normal random variable.
Hence, in either case, we obtain
lim
δ↘0
lim sup
n→∞
P
({∣∣∣∣∣
N∑
m=0
zm(ξ
(n)
m+1 + αn,m+1)
)
≤ δ
}⋂
En
)
≤ lim
δ↘0
lim sup
n→∞
sup
x∈R
P
(
|Z ′ + x| ≤
√
2δ +
√
2
log n
)
≤ lim
δ↘0
sup
x∈R
P (|Z ′ + x| ≤ δ) = 0
by a simple calculation involving the density of the standard normal distribution.
This verifies (4), and the proof of Theorem 9 is complete.
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3.2. Proof of Corollary 13. Let θ1, θ2, . . . be a sequence of iid random variables
distributed uniformly on [0, 2pi). For each n ≥ 1, set
p2n(z) :=
n∏
j=1
(z − eiθj )(z − e−iθj )
and
p2n−1(z) := (z − eiθn)
n−1∏
j=1
(z − eiθj )(z − e−iθj ).
We will apply Theorem 12 to show that µ′pn converges in probability to the uniform
probability distribution on the unit circle centered at the origin as n → ∞. From
this, the conclusion of Corollary 13 follows immediately.
Define the triangular array (θ
(n)
j )j≤n of random variables on [0, 2pi) by
θ
(n)
j :=
{
2pi − θj/2, if j even,
θ(j+1)/2, if j odd.
It follows that, for all n ≥ 1,
pn(z) =
n∏
j=1
(z − eiθ(n)j ).
Thus, it remains to show that the triangular array (θ
(n)
j )j≤n satisfies the three
assumptions of Theorem 12.
We begin by verifying condition (iii) of Theorem 12. We observe that, for any
integer m ≥ 1,
1
n
n∑
j=1
eiθ
(n)
j m =
1
n
∑
1≤j≤n
j even
eiθ
(n)
j m +
1
n
∑
1≤j≤n
j odd
eiθ
(n)
j m.
Since both sums on the right-hand side are sums of iid random variables, we apply
the law of large numbers twice to obtain
1
n
n∑
j=1
eiθ
(n)
j m −→ 0
almost surely as n→∞.
Conditions (i) and (ii) of Theorem 12 will follow from Lemma 18 below.
Lemma 18. Let f : [0, 2pi) → R be a function such that f(θ1) + f(2pi − θ1) is
non-degenerate. Then, for any δ > 0,
lim sup
n→∞
P
∣∣∣∣∣∣
n∑
j=1
f(θ
(n)
j )
∣∣∣∣∣∣ ≤ δ
 = 0.
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Proof. We consider two cases. First, if n is even, by [31, Theorem 2.22], we have
P
∣∣∣∣∣∣
n∑
j=1
f(θ
(n)
j )
∣∣∣∣∣∣ ≤ δ
 ≤ P
∣∣∣∣∣∣
n/2∑
j=1
(f(θj) + f(2pi − θj))
∣∣∣∣∣∣ ≤ δ

≤ sup
x∈R
P
x ≤ n/2∑
j=1
(f(θj) + f(2pi − θj)) ≤ x+ 2δ

≤ Cf 1 + 2δ
n1/2
,
where Cf > 0 is a constant that only depends on f . In the case that n > 1 is odd,
by [31, Lemma 1.11] and [31, Theorem 2.22], we obtain
P
∣∣∣∣∣∣
n∑
j=1
f(θ
(n)
j )
∣∣∣∣∣∣ ≤ δ
 ≤ P
∣∣∣∣∣∣
(n−1)/2∑
j=1
(f(θj) + f(2pi − θj)) + f(θ(n)n )
∣∣∣∣∣∣ ≤ δ

≤ sup
x∈R
P
x ≤ (n−1)/2∑
j=1
(f(θj) + f(2pi − θj)) + f(θ(n)n ) ≤ x+ 2δ

≤ sup
x∈R
P
x ≤ (n−1)/2∑
j=1
(f(θj) + f(2pi − θj)) ≤ x+ 2δ

≤ Cf 1 + 2δ
(n− 1)1/2 ,
and the proof is complete. 
To verify condition (i) of Theorem 12, we note that, for any δ > 0,
P
∣∣∣∣∣∣
n∑
j=1
e−iθ
(n)
j
∣∣∣∣∣∣ ≤ δ
 ≤ P
∣∣∣∣∣∣
n∑
j=1
cos(θ
(n)
j )
∣∣∣∣∣∣ ≤ δ
 .
Thus, by Lemma 18, we conclude that, for any δ > 0,
lim sup
n→∞
P
∣∣∣∣∣∣
n∑
j=1
e−iθ
(n)
j
∣∣∣∣∣∣ ≤ δ
 = 0.
It remains to verify condition (ii) of Theorem 12. To this end, fix z ∈ D, and let
η > 0. As ∣∣∣∣∣∣
n∑
j=1
1
z − e−iθ(n)j
∣∣∣∣∣∣ ≤
n∑
j=1
∣∣∣∣∣ 1z − e−iθ(n)j
∣∣∣∣∣ ≤ n1− |z| ,
it follows that
lim
n→∞P
 1
n
log
∣∣∣∣∣∣
n∑
j=1
1
z − e−iθ(n)j
∣∣∣∣∣∣ > η
 = 0.
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On the other hand,
P
 1
n
log
∣∣∣∣∣∣
n∑
j=1
1
z − e−iθ(n)j
∣∣∣∣∣∣ < −η
 ≤ P
∣∣∣∣∣∣
n∑
j=1
1
z − e−iθ(n)j
∣∣∣∣∣∣ < e−nη

≤ P

∣∣∣∣∣∣∣
n∑
j=1
Re(z)− cos(θ(n)j )∣∣∣z − e−iθ(n)j ∣∣∣2
∣∣∣∣∣∣∣ < e−nη
 ,
and hence
lim
n→∞P
 1
n
log
∣∣∣∣∣∣
n∑
j=1
1
z − e−iθ(n)j
∣∣∣∣∣∣ < −η
 = 0
by Lemma 18. Therefore, we conclude that
1
n
log
∣∣∣∣∣∣
n∑
j=1
1
z − e−iθ(n)j
∣∣∣∣∣∣ −→ 0
in probability as n→∞, and the proof of Corollary 13 is complete.
4. Proof of Theorems 11 and 12
This section is devoted to the proof of Theorems 11 and 12.
4.1. Convergence of radial components implies convergence of the em-
pirical measures. Both Theorems 11 and 12 will follow from Lemma 19 below.
Lemma 19 (Convergence of radial components implies convergence of measures).
For each n ≥ 1, let θ(n)1 , . . . , θ(n)n be random variables on [0, 2pi), and set
pn(z) :=
n∏
j=1
(z − eiθ(n)j ).
Let r
(n)
1 e
iφ
(n)
1 , . . . , r
(n)
n−1e
iφ
(n)
n−1 be the zeros of p′n in polar form. Assume
(i) for all integers m ≥ 1,
1
n
n∑
j=1
eimθ
(n)
j −→ 0 (5)
in probability as n→∞,
(ii) we have
1
n− 1
n−1∑
j=1
(1− r(n)j ) −→ 0 (6)
in probability as n→∞.
Then µ′pn converges in probability as n→∞ to the uniform probability distribution
on the unit circle centered at the origin.
Remark 20. By the Gauss–Lucas theorem (Theorem 1), it follows that
sup
n≥1
max
1≤j≤n
r
(n)
j ≤ 1.
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Thus, condition (ii) of Lemma 19 implies that most of the roots of p′n are close to
the unit circle centered at the origin.
The remainder of this subsection will be devoted to proving Lemma 19. In
particular, we will need the following result, which is adapted from [40, Proposition
3.2].
Lemma 21. Let n ≥ 2. Let x1, . . . , xn ∈ C with |xj | ≤ τ for all 1 ≤ j ≤ n. Let
y1, . . . , yn−1 be the critical points of p(z) :=
∏n
j=1(z − xj). Then, for any integer
k ≥ 1, there exists a constant C > 0 (depending only on τ and k) such that∣∣∣∣∣∣ 1n
n∑
j=1
xkj −
1
n− 1
n−1∑
j=1
ykj
∣∣∣∣∣∣ ≤ Cn− 1 .
In order to prove Lemma 21, we will need the following result from [4].
Lemma 22. Let n ≥ 2. If x1, . . . , xn ∈ C are the roots of p(z) :=
∏n
j=1(z − xj),
and p has critical points y1, . . . , yn−1, then the matrix
D
(
In−1 − 1
n
J
)
+
xn
n
J
has y1, . . . , yn−1 as its eigenvalues, where D = diag(x1, . . . , xn−1), In−1 is the
identity matrix of order n−1, and J is the (n−1)× (n−1) matrix of all entries 1.
We now prove Lemma 21.
Proof of Lemma 21. The proof presented here is adapted from the proof given in
[40]. We observe that it suffices to show∣∣∣∣∣∣
n−1∑
j=1
xkj −
n−1∑
j=1
ykj
∣∣∣∣∣∣ ≤ C,
where C > 0 depends only on τ and k.
Let D = diag(x1, . . . , xn−1). Then, by Lemma 22, it follows that
n−1∑
j=1
ykj = tr
(
D − 1
n
DJ − xn
n
J
)k
,
where J is the (n− 1)× (n− 1) matrix of all entries 1. Thus, it suffices to show∣∣∣∣∣tr
(
D − 1
n
DJ − xn
n
J
)k
− trDk
∣∣∣∣∣ ≤ C. (7)
We note that
(
D − 1nDJ − xnn J
)k
can be written as the sum over all terms of
the form
Dl1
(
− 1
n
DJ
)l2 (xn
n
J
)l3 · · ·Dl3k−2 (− 1
n
DJ
)l3k−1 (xn
n
J
)l3k
, (8)
where l1, . . . , l3k are non-negative integers such that l3j−2 + l3j−1 + l3j = 1 for each
1 ≤ j ≤ k. The total number of such terms is 3k. One of the terms is Dk. We will
show that the each of the remaining 3k − 1 terms can be uniformly bounded by a
constant which only depends on τ and k.
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Fix l1, . . . , l3k such that the term given in (8) is not D
k. In order to simplify the
expression in (8), we observe that
Jm = (n− 1)m−1J
for all m ≥ 1. We also have
(DpJ)(DqJ) =
n−1∑
j=1
xqj
 (DpJ),
for any p, q ≥ 0.
Thus, the term in (8) can be written as
(−1)pxqn
(
n− 1
n
)s0 (∑n−1
j=1 xj
n
)s1
· · ·
(∑n−1
j=1 x
k−1
j
n
)sk−1
M, (9)
where p, q, s0, . . . , sk−1 are non-negative integers no larger than k, and M is a
(n− 1)× (n− 1) matrix. In particular, M is of the form 1nDmJ or 1nDm1JDm2 for
some non-negative integers m,m1,m2 which are no larger than k.
The scalar term in (9) can be uniformly bounded by a constant depending only
on τ and k since max1≤j≤n |xj | ≤ τ . If M = 1nDmJ , then
|tr(M)| = 1
n
∣∣∣∣∣∣
n−1∑
j=1
xmj
∣∣∣∣∣∣ ≤ n− 1n τm ≤ τk
since m ≤ k. Similarly, if M = 1nDm1JDm2 , then
|tr(M)| = 1
n
∣∣tr(Dm1+m2J)∣∣ = 1
n
∣∣∣∣∣∣
n−1∑
j=1
xm1+m2j
∣∣∣∣∣∣ ≤ τ2k
because m1,m2 ≤ k.
Combining the bounds above yields (7), and the proof is complete. 
With Lemma 21 in hand, we can now prove Lemma 19.
Proof of Lemma 19. By (5) and Lemma 21, it follows that, for each m ≥ 1,
1
n− 1
n−1∑
j=1
(
r
(n)
j
)m
eiφ
(n)
j m −→ 0
in probability as n→∞. By the Gauss–Lucas theorem (Theorem 1),
sup
n≥1
max
1≤j≤n
r
(n)
j ≤ 1.
Thus,
1
n− 1
∣∣∣∣∣∣
n−1∑
j=1
(
r
(n)
j
)m
eiφ
(n)
j m −
n−1∑
j=1
eiφ
(n)
j m
∣∣∣∣∣∣ ≤ 1n− 1
n−1∑
j=1
∣∣∣1− (r(n)j )m∣∣∣
≤ Cm
n− 1
n−1∑
j=1
(
1− r(n)j
)
,
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where Cm > 0 depends only on m. Hence, by (6), we conclude that, for any m ≥ 1,
1
n− 1
n−1∑
j=1
eimφ
(n)
j −→ 0
in probability as n→∞. This also implies that, for any m ≥ 1,
1
n− 1
n−1∑
j=1
e−imφ
(n)
j −→ 0
in probability as n→∞. In other words, for any trigonometric polynomial q,
1
n− 1
n−1∑
j=1
q(φ
(n)
j ) −→ E[q(ξ)] (10)
in probability as n → ∞, where ξ is a random variable uniformly distributed on
[0, 2pi).
Let f : C→ R be a bounded Lipschitz continuous function. By the Portemanteau
theorem (see, for example, [21, Theorem 13.16]), it suffices to show that
1
n− 1
n−1∑
j=1
f
(
r
(n)
j e
iφ
(n)
j
)
−→ E[f(eiξ)]
in probability as n→∞.
Let ε > 0. By [33, Theorem 4.25], there exists a trigonometric polynomial q such
that
sup
t∈[0,2pi]
|f(eit)− q(t)| ≤ ε. (11)
Then, by the triangle inequality, we have∣∣∣∣∣∣ 1n− 1
n−1∑
j=1
f
(
r
(n)
j e
iφ
(n)
j
)
− E[f(eiξ)]
∣∣∣∣∣∣ ≤ 1n− 1
∣∣∣∣∣∣
n−1∑
j=1
f
(
r
(n)
j e
iφ
(n)
j
)
−
n−1∑
j=1
f
(
eiφ
(n)
j
)∣∣∣∣∣∣
+
1
n− 1
∣∣∣∣∣∣
n−1∑
j=1
f
(
eiφ
(n)
j
)
−
n−1∑
j=1
q
(
φ
(n)
j
)∣∣∣∣∣∣
+
∣∣∣∣∣∣ 1n− 1
n−1∑
j=1
q
(
φ
(n)
j
)
− E[q(ξ)]
∣∣∣∣∣∣
+
∣∣E[q(ξ)]− E[f(eiξ)]∣∣ .
Since f is Lipschitz continuous, we obtain
1
n− 1
∣∣∣∣∣∣
n−1∑
j=1
f
(
r
(n)
j e
iφ
(n)
j
)
−
n−1∑
j=1
f
(
eiφ
(n)
j
)∣∣∣∣∣∣ ≤ Cfn− 1
n−1∑
j=1
(
1− r(n)j
)
,
where Cf is the Lipschitz constant of f . By (11), we have
1
n− 1
∣∣∣∣∣∣
n−1∑
j=1
f
(
eiφ
(n)
j
)
−
n−1∑
j=1
q
(
φ
(n)
j
)∣∣∣∣∣∣ ≤ ε
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and ∣∣E[q(ξ)]− E[f(eiξ)]∣∣ ≤ ε.
Thus, we conclude that∣∣∣∣∣∣ 1n− 1
n−1∑
j=1
f
(
r
(n)
j e
iφ
(n)
j
)
− E[f(eiξ)]
∣∣∣∣∣∣
≤ Cf
n− 1
n−1∑
j=1
(
1− r(n)j
)
+
∣∣∣∣∣∣ 1n− 1
n−1∑
j=1
q
(
φ
(n)
j
)
− E[q(ξ)]
∣∣∣∣∣∣+ 2ε.
The claim now follows from (6) and (10). 
4.2. Convergence of the radial components. In order to apply Lemma 19, we
must verify the convergence in (6). We do so in the following lemmata.
Lemma 23. For each n ≥ 1, let θ(n)1 , . . . , θ(n)n be random variables on [0, 2pi), and
set
pn(z) :=
n∏
j=1
(z − eiθ(n)j ).
Let ζ
(n)
1 , . . . , ζ
(n)
n−1 be the zeros of p
′
n. Assume
(i) we have
lim
δ↘0
lim sup
n→∞
P
∣∣∣∣∣∣
n∑
j=1
e−iθ
(n)
j
∣∣∣∣∣∣ ≤ δ
 = 0,
(ii) for almost every z ∈ D,
lim
δ↘0
lim sup
n→∞
P
∣∣∣∣∣∣
blog2 nc∑
m=0
zm
n∑
j=1
e−iθ
(n)
j (m+1)
∣∣∣∣∣∣ ≤ δ
 = 0.
Then, for any 0 < ε < 1 and for every infinitely differentiable function ϕ : C → R
supported on D1−ε,
1
n− 1
n−1∑
j=1
ϕ(ζ
(n)
j ) −→ 0
in probability as n→∞.
We also have the following alternative formulation of Lemma 23.
Lemma 24 (Alternative formulation). For each n ≥ 1, let θ(n)1 , . . . , θ(n)n be random
variables on [0, 2pi), and set
pn(z) :=
n∏
j=1
(z − eiθ(n)j ).
Let ζ
(n)
1 , . . . , ζ
(n)
n−1 be the zeros of p
′
n. Assume
(i) we have
lim
δ↘0
lim sup
n→∞
P
∣∣∣∣∣∣
n∑
j=1
e−iθ
(n)
j
∣∣∣∣∣∣ ≤ δ
 = 0,
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(ii) for almost every z ∈ D,
1
n
log
∣∣∣∣∣∣
n∑
j=1
1
z − eiθ(n)j
∣∣∣∣∣∣ −→ 0
in probability as n→∞.
Then, for any 0 < ε < 1 and for every infinitely differentiable function ϕ : C → R
supported on D1−ε,
1
n− 1
n−1∑
j=1
ϕ(ζ
(n)
j ) −→ 0
in probability as n→∞.
We will prove Lemmas 23 and 24 in Section 5. We now complete the proof
of Theorems 11 and 12 assuming Lemmas 23 and 24. We prove both theorems
simultaneously.
Proof of Theorems 11 and 12. Let ζ
(n)
1 , . . . , ζ
(n)
n−1 be the zeros of p
′
n. In view of
Lemma 19, it suffices to show that
1
n− 1
n−1∑
j=1
(1− |ζ(n)j |) −→ 0
in probability as n→∞.
Let 0 < ε < 1/2. Let ϕ : C → [0, 1] be an infinitely differentiable function such
that ϕ takes the value 1 on D1−2ε and takes the value zero on C\D1−ε. By Lemma
23 (alternatively, Lemma 24), we have
1
n− 1
n−1∑
j=1
ϕ(ζ
(n)
j ) −→ 0 (12)
in probability as n→∞.
On the other hand, by the Gauss–Lucas theorem (Theorem 1), it follows that
sup
n≥1
max
1≤j≤n
|ζ(n)j | ≤ 1.
Thus, we have
1
n− 1
n−1∑
j=1
(1− |ζ(n)j |) =
1
n− 1
n−1∑
j=1
(1− |ζ(n)j |)1{ζ(n)j ∈D1−2ε}
+
1
n− 1
n−1∑
j=1
(1− |ζ(n)j |)1{ζ(n)j /∈D1−2ε}
≤ 1
n− 1
n−1∑
j=1
1{ζ(n)j ∈D1−2ε}
+ 2ε
≤ 1
n− 1
n−1∑
j=1
ϕ(ζ
(n)
j ) + 2ε.
Since ε was arbitrary, the claim now follows from (12). 
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5. Proof of Lemmas 23 and 24
It remains to verify Lemmas 23 and 24. The proof is based on a connection
with logarithmic potential theory. In particular, we will exploit the following for-
mula from [15, Section 2.4.1]: for every analytic function f which does not vanish
identically,
1
2pi
∆ log |f | =
∑
z∈C:f(z)=0
Nf (z)δz, (13)
where Nf (z) is the multiplicity of the zero at z and δz is the unit point mass at z.
Here ∆ is the Laplace operator, which should be interpreted in the distributional
sense. Similar methods also appeared in [19, 20, 41]. In fact, our overall strategy
is based on the arguments presented in [19].
Let θ
(n)
1 , . . . , θ
(n)
n , ζ
(n)
1 , . . . , ζ
(n)
n−1, and pn be as in Lemma 23 (alternatively, Lemma
24). Consider the logarithmic derivative of pn:
Ln(z) :=
p′n(z)
pn(z)
=
n∑
j=1
1
z − eiθ(n)j
. (14)
Let 0 < ε < 1, and let ϕ : C→ R be an infinitely differentiable function supported
on D1−ε. In view of (13), we have
1
2pin
∫
C
(log |Ln(z)|) ∆ϕ(z)dλ(z) = 1
n
n−1∑
j=1
ϕ(ζ
(n)
j )−
1
n
n∑
j=1
ϕ(eiθ
(n)
j ),
where λ denotes Lebesgue measure on C. Since ϕ is supported on D1−ε, the above
equality becomes
1
2pin
∫
C
(log |Ln(z)|) ∆ϕ(z)dλ(z) = 1
n
n−1∑
j=1
ϕ(ζ
(n)
j ).
Therefore, the proof of Lemma 23 (alternatively, Lemma 24) reduces to showing
that
1
n
∫
C
(log |Ln(z)|) ∆ϕ(z)dλ(z) −→ 0 (15)
in probability as n→∞.
In order to verify (15), we will need the following result from [41].
Lemma 25 (Lemma 3.1 from [41]). Let (X,A, ν) be a finite measure space. Let
f1, f2, . . . : X → R be random functions which are defined over a probability space
(Ω,B,P) and are jointly measurable with respect to A⊗ B. Assume that:
(i) for ν–almost every x ∈ X, fn(x) converges in probability to zero as n→∞,
(ii) for some δ > 0, the sequence
∫
X
|fn(x)|1+δdν(x) is tight.
Then
∫
X
fn(x)dν(x) converges in probability to zero as n→∞.
In order to apply Lemma 25, we will show that 1n log |Ln(z)| converges in prob-
ability to zero for a.e. z ∈ D1−ε and that the sequence 1n2
∫
D1−ε log
2 |Ln(z)|dλ(z) is
tight. To this end, we define
log− x :=
{ | log x|, 0 ≤ x ≤ 1
0, x > 1,
log+ x :=
{
0 0 ≤ x ≤ 1
log x, x > 1.
From (14) it follows that Ln(z) is finite for all z ∈ D. Moreover, Ln(z) = 0 only
when p′n(z) = 0; in this case, log− |Ln(z)| =∞.
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5.1. Pointwise convergence of Ln(z). This subsection is devoted to the following
lemma.
Lemma 26. If, for almost every z ∈ D,
lim
δ↘0
lim sup
n→∞
P
∣∣∣∣∣∣
blog2 nc∑
m=0
zm
n∑
j=1
e−iθ
(n)
j (m+1)
∣∣∣∣∣∣ ≤ δ
 = 0, (16)
then, for almost every z ∈ D,
1
n
log |Ln(z)| −→ 0
in probability as n→∞.
Proof. For |z| < 1, we have, by Fubini’s theorem,
Ln(z) = −
n∑
j=1
1
eiθ
(n)
j
1
1− z
e
iθ
(n)
j
= −
n∑
j=1
1
eiθ
(n)
j
∞∑
m=0
zm
eiθ
(n)
j m
= −
∞∑
m=0
zm
n∑
j=1
e−iθ
(n)
j (m+1)
= −
∞∑
m=0
zmT (n)m (z),
where
T (n)m (z) :=
n∑
j=1
e−iθ
(n)
j (m+1).
Here the use of Fubini’s theorem is justified since
∞∑
m=0
n∑
j=1
|z|m
∣∣∣e−iθ(n)j (m+1)∣∣∣ ≤ n ∞∑
m=0
|z|m <∞
for all |z| < 1 and every n ≥ 1.
Let 0 < ε < 1, and fix z ∈ D with |z| ≤ 1 − ε such that (16) holds. Set
N := blog2 nc. We can then write
|Ln(z)| =
∣∣∣∣∣
N∑
m=0
zmT (n)m (z) +
∞∑
m=N+1
zmT (n)m (z)
∣∣∣∣∣ . (17)
Since |T (n)m (z)| ≤ n for all integers m ≥ 0, it follows that∣∣∣∣∣
∞∑
m=N+1
zmT (n)m (z)
∣∣∣∣∣ ≤ n|z|N+11− |z| ≤ n(1− ε)N+1ε . (18)
In addition, we observe that
|Ln(z)| ≤
n∑
j=1
∣∣∣∣∣ 1z − eiθ(n)j
∣∣∣∣∣ ≤ nε . (19)
Since ε is arbitrary, it suffices to show that 1n log |Ln(z)| converges to zero in
probability. Since
log |Ln(z)| = log+ |Ln(z)| − log− |Ln(z)|,
it suffices to show that both 1n log+ |Ln(z)| and 1n log− |Ln(z)| converge to zero in
probability.
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For the first term, we have
0 ≤ 1
n
log+ |Ln(z)| ≤
1
n
log
(n
ε
)
by (19). Thus, 1n log+ |Ln(z)| converges to zero a.s.
It now suffices to show that, for any η > 0,
lim
n→∞P
(
1
n
log− |Ln(z)| > η
)
= 0.
However, from (17) and (18), we observe that
log− |Ln(z)| ≤
1
|Ln(z)|
=
1∣∣∣∑Nm=0 zmT (n)m (z) +∑∞m=N+1 zmT (n)m (z)∣∣∣
≤ 1∣∣∣∑Nm=0 zmT (n)m (z)∣∣∣− n(1−ε)N+1ε
provided ∣∣∣∣∣
N∑
m=0
zmT (n)m (z)
∣∣∣∣∣ > n(1− ε)N+1ε .
Thus, we obtain
P
(
1
n
log− |Ln(z)| > η
)
≤ P
(
1
n
log− |Ln(z)| > η and
∣∣∣∣∣
N∑
m=0
zmT (n)m (z)
∣∣∣∣∣ > n(1− ε)N+1ε
)
+ P
(∣∣∣∣∣
N∑
m=0
zmT (n)m (z)
∣∣∣∣∣ ≤ n(1− ε)N+1ε
)
≤ 2P
(∣∣∣∣∣
N∑
m=0
zmT (n)m (z)
∣∣∣∣∣ ≤ 1nη + n(1− ε)N+1ε
)
.
Since
lim
n→∞
(
1
nη
+
n(1− ε)N+1
ε
)
= 0,
the claim now follows from (16). 
5.2. Tightness. This subsection is devoted to proving the following lemma.
Lemma 27. If
lim
δ↘0
lim sup
n→∞
P
∣∣∣∣∣∣
n∑
j=1
e−iθ
(n)
j
∣∣∣∣∣∣ ≤ δ
 = 0, (20)
then, for any 0 < ε < 1, the sequence 1n2
∫
D1−ε log
2 |Ln(z)|dλ(z) is tight.
The proof of Lemma 27 is based on the arguments presented in [19].
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Proof of Lemma 27. Let 0 < ε < 1. Define R := 1 − ε/2. Note that Ln(z) has no
poles in the closed disk DR. Let ζ(n)1 , . . . , ζ
(n)
kn
denote the zeros of Ln in DR, where
kn ≤ n. So by the Poisson–Jensen formula (see, for instance, [26, Chapter II.8]),
for z := reiθ ∈ D1−ε other than a zero, we have
log |Ln(z)| = In(z) +
kn∑
l=1
log
∣∣∣∣∣R(z − ζ(n)l )R2 − ζ¯(n)l z
∣∣∣∣∣ , (21)
where
In(z) :=
1
2pi
∫ 2pi
0
log |Ln(Reiφ)|P (z,Reiφ)dφ (22)
and
P (z,Reiφ) :=
R2 − r2
R2 + r2 − 2Rr cos(θ − φ) , r < R. (23)
Thus, by the Cauchy–Schwarz inequality, we have
(log |Ln(z)|)2 ≤ 2|In(z)|2 + 2
(
kn∑
l=1
log
∣∣∣∣∣R(z − ζ(n)l )R2 − ζ¯(n)l z
∣∣∣∣∣
)2
≤ 2|In(z)|2 + 2kn
kn∑
l=1
log2
∣∣∣∣∣R(z − ζ(n)l )R2 − ζ¯(n)l z
∣∣∣∣∣ .
Hence, we conclude that
1
n2
∫
D1−ε
log2 |Ln(z)|dλ(z) ≤ 2
n2
∫
D1−ε
|In(z)|2dλ(z) (24)
+
2kn
n2
kn∑
l=1
∫
D1−ε
log2
∣∣∣∣∣R(z − ζ(n)l )R2 − ζ¯(n)l z
∣∣∣∣∣ dλ(z).
Observe that
inf
z∈D1−ε
inf
y∈DR
|R2 − yz| ≥ C1,
where C1 > 0 depends only on ε. Similarly,
sup
z∈D1−ε
sup
y∈DR
|R2 − yz| ≤ 2.
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Thus, for any y ∈ DR, we obtain∫
D1−ε
log2
∣∣∣∣R(z − y)R2 − yz
∣∣∣∣ dλ(z) ≤ 2 ∫
D1−ε
log2 |R(z − y)|dλ(z)
+ 2
∫
D1−ε
log2 |R2 − yz|dλ(z)
≤ 4pi log2 |R|+ 4
∫
D1−ε
log2 |z − y|dλ(z)
+ 4
∫
D1−ε
(
1
|R2 − yz|2 + |R
2 − yz|2
)
dλ(z)
≤ 4pi log2 |R|+ 4
∫
D1−ε
log2 |z − y|dλ(z)
+ 4pi
(
1
C21
+ 4
)
≤ C2,
where C2 > 0 depends only on ε. Here we used that log | · | is square integrable as
well as the bound log2 |x| ≤ 2|x|2 + 2|x|2. Therefore, we conclude that
sup
y∈DR
∫
D1−ε
log2
∣∣∣∣R(z − y)R2 − yz
∣∣∣∣ dλ(z) ≤ C2,
and hence (since kn ≤ n)
kn
n2
kn∑
l=1
∫
D1−ε
log2
∣∣∣∣∣R(z − ζ(n)l )R2 − ζ¯(n)l z
∣∣∣∣∣ dλ(z) ≤ C2.
Thus, in view of (24), it suffices to show that
1
n2
∫
D1−ε
|In(z)|2dλ(z)
is tight.
We recall that, for z = reiθ,
In(z) =
1
2pi
∫ 2pi
0
log |Ln(Reiφ)| R
2 − r2
R2 + r2 − 2Rr cos(θ − φ)dφ.
We now observe that, for any θ, φ ∈ [0, 2pi) and every 0 ≤ r ≤ 1− ε, we have
C ′3 ≤ R2 − r2 ≤ C3
and
C ′4 ≥ R2 + r2 − 2Rr cos(θ − φ) ≥ (R− r)2 ≥ C4,
where C3, C
′
3, C4, C
′
4 > 0 depend only on ε.
We write
In(z) =
1
2pi
∫ 2pi
0
log+ |Ln(Reiφ)|P (z,Reiφ)dφ
− 1
2pi
∫ 2pi
0
log− |Ln(Reiφ)|P (z,Reiφ)dφ.
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In particular,
In(z) ≤ 1
2pi
∫ 2pi
0
log+ |Ln(Reiφ)|P (z,Reiφ)dφ
≤ C3
C4
1
2pi
∫ 2pi
0
log+ |Ln(Reiφ)|dφ.
On the other hand,
In(z) ≥ C
′
3
C ′4
1
2pi
∫ 2pi
0
log+ |Ln(Reiφ)|dφ−
C3
C4
1
2pi
∫ 2pi
0
log− |Ln(Reiφ)|dφ
=
C3
C4
1
2pi
∫ 2pi
0
log |Ln(Reiφ)|dφ+
(
C ′3
C ′4
− C3
C4
)
1
2pi
∫ 2pi
0
log+ |Ln(Reiφ)|dφ
≥ C3
C4
In(0)−
∣∣∣∣C ′3C ′4 − C3C4
∣∣∣∣ 12pi
∫ 2pi
0
log+ |Ln(Reiφ)|dφ
by definition of In(0) (see (22) and (23)). Since
log+ |Ln(Reiφ)| ≤ log+
 n∑
j=1
∣∣∣∣∣ 1eiθ(n)j −Reiφ
∣∣∣∣∣
 ≤ log(2n
ε
)
uniformly in φ, we conclude that
In(z) ≤ C3
C4
log
(
2n
ε
)
and
In(z) ≥ C3
C4
In(0)−
∣∣∣∣C ′3C ′4 − C3C4
∣∣∣∣ log(2nε
)
for all z ∈ D1−ε.
As
lim
n→∞
1
n
log
(
2n
ε
)
= 0,
it suffices to show that 1nIn(0) is bounded below in probability.
From (21), we observe that
In(0) ≥ log |Ln(0)|
since
kn∑
l=1
log
∣∣∣∣∣ζ(n)lR
∣∣∣∣∣ ≤ 0.
Thus, for any η > 0, we have
P
(
1
n
In(0) ≤ −η
)
≤ P
(
1
n
log |Ln(0)| ≤ η
)
≤ P (|Ln(0)| ≤ e−ηn)
= P
∣∣∣∣∣∣
n∑
j=1
e−iθ
(n)
j
∣∣∣∣∣∣ ≤ e−ηn
 .
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From (20), we obtain that, for any η > 0,
lim
n→∞P
(
1
n
In(0) ≤ −η
)
= 0.
Combining the bounds above, we conclude that the sequence
1
n2
∫
D1−ε
|In(z)|2dλ(z)
is tight, and the proof is complete. 
5.3. Completing the proof of Lemmas 23 and 24. We now complete the proof
of Lemmas 23 and 24. Indeed, in view of Lemma 25, the proof reduces to showing
that
(i) for a.e. z ∈ D, 1n log |Ln(z)| converges in probability to zero as n→∞,
(ii) for any 0 < ε < 1, the sequence 1n2
∫
D1−ε log
2 |Ln(z)|dλ(z) is tight.
Thus, Lemma 23 follows from Lemmas 26 and 27. Lemma 24 follows from Lemma
27 as the convergence of 1n log |Ln(z)| to zero is assumed in the statement of the
lemma.
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