Introduction {#Sec1}
============

Illicit trade, i.e. the trade in illicit goods and services, poses a danger to our communities \[[@CR12]\]. For instance, the ICC estimates that by 2022 counterfeit and piracy will put 5.4 million jobs at risk and drain 4.2 trillion dollars of the world economy,[1](#Fn1){ref-type="fn"} while the OECD estimates that in the UK 86,300 jobs were lost due to counterfeiting and piracy in 2016 alone \[[@CR11]\]. In addition, the dangers of illicit trade go beyond economic loses. For example, illicit medicines have been recorded to cause malaria and tuberculosis deaths \[[@CR10]\], while counterfeits have been shown to finance terrorists organizations \[[@CR1]\]. For these reasons, getting a better understanding of the factors that might be driving illicit trade is of major importance, if we are to develop methods that will aid in its disruption.

A possibility for getting a better grasp on these driving factors is to use networks to describe not only the illicit trade between countries (i.e. the illicit supply network), but also other aspects that countries might have in common, such as language, geographic proximity, etc. By comparing communities (i.e. groups of countries that have a strong relationship) within the illicit supply network to those within the others, we can qualitatively estimate the aspects that might be driving illicit trade. However, searching for these communities is not a trivial task, as the different networks may have different properties (directed, undirected, weighted etc.) that influence the community detection algorithms that we can use. Therefore, an algorithm able to deal with all possible network types---without much user involvement---is not immediately clear. To circumvent this issue, we present an approach that combines the creation of node embeddings (i.e. vector representations of the network nodes \[[@CR9]\]) with traditional clustering algorithms (such as k-means or affinity propagation).

The remainder of this article is divided as follows: Sect. [2](#Sec2){ref-type="sec"} offers background information on the different concepts and approaches used herein. Section [3](#Sec5){ref-type="sec"} presents this article's method. Section [4](#Sec6){ref-type="sec"} discusses the data used. Section [5](#Sec7){ref-type="sec"} describes the experimental study conducted in this article, while Sect. [6](#Sec8){ref-type="sec"} presents and discusses the results. Finally, Sect. [7](#Sec9){ref-type="sec"} offers the conclusion and the outlook of this article.

Preliminaries {#Sec2}
=============

Node Embedding {#Sec3}
--------------

Many data mining algorithms require feature vectors as input; therefore, if we want to use these approaches to predict, classify, or cluster nodes within a network, we first need to construct vector representations---i.e. embeddings---of them. Currently, methods that automatically construct these representations have become popular in literature \[[@CR9]\]. In this article, we specifically use a python implementation[2](#Fn2){ref-type="fn"} of the *node2vec* algorithm \[[@CR8]\]; an algorithm that estimates the node embeddings based on a series of random walks.

Clustering {#Sec4}
----------

Finding community structures within a network is useful for finding nodes that have a strong relationship to one another. However, some of the community detection methods are not only computationally expensive, but also have the disadvantage of being dependent on network properties. For instance, only a few of the algorithms used on undirected networks can be extended to directed ones \[[@CR5]\]. To overcome this network property dependency, we estimate the network communities using the node embeddings and not the network itself. In other words, we first cluster the embeddings and then we define the clusters as the communities structures we are looking for. This alternative has already proven to be effective \[[@CR4]\] and thus is the one used herein. Furthermore, the clustering method that we use is affinity propagation \[[@CR6]\], which is implemented within the *apcluster* R package[3](#Fn3){ref-type="fn"}. We choose this approach, as it does not require a predefined number of clusters to work. Readers are referred to \[[@CR2]\] for more information on the advantages and disadvantages of the affinity propagation algorithm.

Method {#Sec5}
======

The method begins with the networks' adjacency matrices, which are given in the present article as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$[a_{ij}]_{l}$$\end{document}$ are the elements of the matrix representing if there is an edge connecting node *i* to node *j* in network *l*.

By using the *node2vec* algorithm (cf. Sect. [2.1](#Sec3){ref-type="sec"}) we obtain a vector representation of the nodes at each network, i.e.:$$\documentclass[12pt]{minimal}
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                \begin{document}$$d_{l}$$\end{document}$ is the vector's dimension, which can vary depending on the network.

As mentioned previously, we use in this article the affinity propagation clustering algorithm; an algorithm that requires a similarity matrix to work. Therefore, we define for each network the following similarity matrices:$$\documentclass[12pt]{minimal}
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                \begin{document}$$[s_{ij}]_{l}$$\end{document}$ being the negative Euclidean distance between node *i* and node *j* at network *l*. Since the similarity matrices do not consider if nodes can reach each other within the network, nodes that cannot reach each other might end up in the same cluster. To avoid this issue, we determine at each network if nodes can reach each other in a walk of length $\documentclass[12pt]{minimal}
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As Fig. [1](#Fig1){ref-type="fig"} shows, the method repeats for each network the embedding step $\documentclass[12pt]{minimal}
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In this final step, we create a new network in which two nodes are connected if they cluster at least a certain number of times. To be more specific, we define a new adjacency matrix $\documentclass[12pt]{minimal}
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Data {#Sec6}
====

The data we use to represent different types of country-country relationships (such as, licit and illicit trade, amount of traded goods, etc.) are described in the following paragraphs:**Licit and Illicit Trade:** The dataset from which we estimate the licit and illicit trade by country comes from the Global Product Authentication Service (GPAS) of MicroFocus International.[4](#Fn4){ref-type="fn"} This dataset contains the authentication results of 55,999 unique serial codes (31,989 authenticated as true and 24,010 authenticated as false), as well as the country and time in which the codes were authenticated. These authentications are all from 2011 to 2015. Readers are referred to \[[@CR7]\] for more information on the dataset.**Amount of traded Goods:** The amount of traded goods between countries (i.e. exports and imports in US dollars) is modeled using the data reported on the UN Comtrade database.[5](#Fn5){ref-type="fn"} In this article, we only use data from the years 2011 to 2015, to make it consistent with the GPAS data we have available.**Free Trade Agreements:** Information about the countries free trade agreements is obtained from the Regional Trade Agreements Database of the World Trade Organization (WTO).[6](#Fn6){ref-type="fn"} Note that in this article we only make use of free trade agreements that came into force before 2016, in order to make the data compatible with the GPAS dataset.**Language:** The data used to determine the language of each individual country is taken from the CIA's website.[7](#Fn7){ref-type="fn"} Note that we only consider languages that are listed as an official language, as an official minority language, as a lingua franca, or as a language spoken by at least $\documentclass[12pt]{minimal}
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                \begin{document}$$10\%$$\end{document}$ of the population. If a country we need is missing on the list or if we cannot determine what language we should consider, we use the languages listed as official in the country's Wikipedia page.**Geography:** The geographic relationship between countries is modeled in this article as the inverse distance between the countries centroids. To calculate the inverse distances, the necessary centroid coordinates are obtained using the *countrycode* R-package. If the functions within the R-package are unable to provide the coordinates of a given country, we instead take them from a file found on the Periscope Data website.[8](#Fn8){ref-type="fn"}

Experimental Study {#Sec7}
==================

The goal of this experiment is to gain insight into which factors might be driving the illicit trade between countries. The first step in achieving this goal is to create networks that describe different types of country relationships. To be more specific, the networks used herein model the following aspects: licit and illicit trade estimated using GPAS data; amount of traded goods (i.e. reported exports and imports in US dollars); trade discrepancies (i.e. differences in reported exports and imports); the existence of free trade agreements; the use of a common language; and geographic proximity.

In other words, we create seven distinct networks with different properties. However, before we create the networks, we need to make sure that the countries (i.e. the nodes) we consider appear in all of the datasets we are using, so that they also appear in all of the networks. After some preprocessing we end up with the 146 countries shown in Table [1](#Tab1){ref-type="table"}.Table 1.List of countries that are used as nodes within the networks

Furthermore, the creation of each one of the networks is described below:**Licit and Illicit Trade**: The two networks that describe licit and illicit trade between countries are directed networks with weighted edges created using the GPAS serial codes that were authenticated as true or false, respectively. The weights of an edge joining country *i* to country *j* represents the number of times that a serial code is authenticated first in *i* and then in *j*.**Amount of traded Goods**: This network is created as a directed network with weighted edges. The weight from country *i* to country *j* represents the trade value (US dollars) in goods that goes from *i* to *j*. Due to reporting discrepancies, the weights are calculated as the arithmetic mean between the exports reported by country *i* and the imports reported by country *j*.**Trade Discrepancy**: This network is modeled as an undirected network with weighted edges. These weights represent the arithmetic mean between the differences in imports and exports reported by country *i* and country *j*.**Free Trade Agreements**: This network consists of an undirected and unweighted network, whose adjacency matrix elements are 1 if there is a free trade agreement between two countries and 0 otherwise.**Language**: The language network is also an undirected and unweighted network with an adjacency matrix that has elements equal to one if two countries share a language and zero otherwise.**Geography**: This network consists of an undirected network with weighted edges, whose weights are the inverse of the distance between the centroids of country *i* and country *j*.

After creating the networks, we can start obtaining their necessary embeddings. However, there are parameters of the *node2vec* algorithm that we still need to define: the length of the random walks, the number of random walks that we calculate per node, the search bias parameters that influence the creation of the random walks, the number of random walk elements that define a nodes' context, and the dimension of the embedding vectors.

Considering that we are interested in knowing which aspects might be driving illicit trade, we set the length of the random walks equal to the number of locations we assume an illicit item might visit. That is the mean number of authentications of an illicit serial code, which in our dataset is three (i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$l_{\mathrm {r}} = 3$$\end{document}$). Note that we set the *node2vec* search bias parameters---which are used to create the random walks---equal to one (i.e. their default value in the implementation we are using). Furthermore, to make sure that the collection of random walks is as representative as possible, we create for each node 1000 of them. In addition, the whole random walk is used as context for estimating the node embeddings.

In contrast to the other parameters, we define the dimension of the embedding vectors of each network by testing the clustering results of several possible dimensions, i.e. $\documentclass[12pt]{minimal}
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                \begin{document}$$100\}$$\end{document}$. In other words, we choose for each network the dimension that delivers the best clustering results according to an objective function.

Before we describe the objective function, it is important to define some parameters that are necessary for the method described in Sect. [3](#Sec5){ref-type="sec"}. For instance, the value of $\documentclass[12pt]{minimal}
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                \begin{document}$$t_{\mathrm {diss}}$$\end{document}$ (cf. Eq. ([4](#Equ4){ref-type=""})) is set equal to -Inf. This value is used to indicate countries that have no similarity within the implementation of the affinity propagation algorithm we are using. At the same time, $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{\mathrm {th}}$$\end{document}$ (cf. Eq. ([5](#Equ5){ref-type=""})) is set equal to 900, i.e. 90% of all clustering results. These values are used to obtain results that are as representative as possible. Finally, it is important to mention that we standardize all embedding vectors within a single embedding result, before any of the clustering steps described in Sect. [3](#Sec5){ref-type="sec"}. The standardization is used to prevent variables with large scales from dominating the clustering procedure.

The objective function we use is based on the pseudo F-statistic \[[@CR3]\] and is given by the following equation:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} d^{\mathrm {opt}}_{\mathrm {e},l} = \underset{d_{\mathrm {e}}}{{\text {argmax}}}(c_{ld_{\mathrm {e}}}) \text { .} \end{aligned}$$\end{document}$$Once the optimal dimension at each network has been found, we use their clustering results to determine which countries cluster not only in the illicit trade network but also in the other ones.

Results and Discussion {#Sec8}
======================

The objective function values (cf. Eq. ([6](#Equ6){ref-type=""})) obtained on the different networks using the different embedding dimensions are shown in Table [2](#Tab2){ref-type="table"}. Many node embeddings result in the clustering algorithm not converging. The licit and illicit networks are the most extreme cases of this type of behavior, as only one dimension results in vectors for which the clustering works. This might be caused by the sparsity of the licit and illicit networks. Furthermore, the results also show that in some cases the highest dimensions, i.e. 50, 70, and 100, are the ones with the best results according to Eq. ([6](#Equ6){ref-type=""}).Table 2.Objective function values obtained using embedding vectors of different dimensions; the missing values represent cases in which the affinity propagation did not converge; the best values for each network are shown in bold.$\documentclass[12pt]{minimal}
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The clusters obtained on the illicit trade network with the best embedding dimension (i.e. two) are contained in Table [3](#Tab3){ref-type="table"}. As we can observe, only 20 of the 146 countries listed in Table [1](#Tab1){ref-type="table"} are contained in Table [3](#Tab3){ref-type="table"}. The ones missing are the ones that did not cluster with any other country within the illicit trade network. In other words, the 20 countries shown are those that have---according to the GPAS data used, cf. Sect. [4](#Sec6){ref-type="sec"}---a strong illicit trade relationship.Table 3.Illicit trade clusters; the countries listed in Table [1](#Tab1){ref-type="table"} that are missing in Table [3](#Tab3){ref-type="table"} are those that did not cluster with any other country on the illicit trade networkCluster 1Denmark; Greece; Macedonia; UkraineCluster 2Belarus; Israel; Japan; MoldovaCluster 3Chile; Czech RepublicCluster 4Benin; Bosnia & HerzegovinaCluster 5Djibouti; GeorgiaCluster 6Haiti; Macau (SAR China)Cluster 7Barbados; PortugalCluster 8Bahamas; El Salvador

After finding the illicit trade clusters, we compare them to those of other networks. Table [4](#Tab4){ref-type="table"} shows the countries that cluster based on illicit trade and on at least one other aspect tested herein.Table 4.Countries that cluster not only in the illicit trade network, but also on at least one of the other networks.Illicit tradeLicit trade{Greece, Macedonia}; {Denmark, Ukraine}Amount of traded Goods{Belarus, Moldova}Trade discrepancy---Language---FTA{Denmark, Greece}Geography{Greece, Macedonia}

Table [4](#Tab4){ref-type="table"} shows that six countries appear to be related by illicit trade and by at least one of the other aspects considered. From these six, Greece is the one that appears the most in Table [4](#Tab4){ref-type="table"}. The results show, that Greece's illicit trade with Macedonia appears to be driven by licit trade and geography, while its illicit trade with Denmark could be explained by the presence of an FTA. Denmark appears again in Table [4](#Tab4){ref-type="table"}, but now together with Ukraine. From what we can observe, it seems that the strong licit trade relationship between these countries could be a possible factor behind their illicit trade. Another pair of countries that group together are Belarus and Moldova. These two countries are shown to have a strong trade relationship (as they cluster based on their amount of traded goods), a relationship that could be facilitating illicit trade between them. The results also show, that countries that group based on trade discrepancy and/or language do not seem to cluster based on illicit trade (at least not in our data).

As exemplified by the previous results, the algorithm described herein enables us to identify possible factors that might be driving illicit trade between countries and that might play an important role when combating this type of trade. However, we must acknowledge that this analysis is limited to the GPAS data used to represent the illicit trade. Henceforth, a future analysis with a larger and/or more diverse dataset still needs to be conducted. Additionally, a comparison of the method described herein and some other network analysis approaches should also be conducted in the future.

Conclusion and Outlook {#Sec9}
======================

We present a method that is able to find clusters in different types of networks (e.g., directed, undirected) by combining the creation of node embeddings and traditional clustering. With this method we can identify countries that may not only have a strong relationship in terms of illicit trade, but also in terms of some other aspect, such as trade data discrepancy, geographic proximity, etc. In other words, the method allows us to estimate factors that might be driving to some degree the illicit trade between countries. In this article, we apply the new method on data stemming from various real-world datasets. The obtained results enable us to estimate factors that could be playing an important role in the illicit trade between six different countries.

Even though our method shows potential for understanding different aspects of illicit trade, currently its results are only qualitative. Therefore, future works should try to modify the method in such a way that it will allow for more quantitative conclusions, for instance the percentage that a certain aspect (such as geography) influences illicit trade. Furthermore, we also need to compare our method to other network analysis approaches. In addition, the research of country-country relationships that we might not have considered here could be investigated in future related works. Finally, something that could also be interesting for the future is looking at cities instead of countries, as it could give us a better understanding of not only international, but also national illicit trade.
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