Abstract. We prove logarithm laws for unipotent flows on non-compact finite-volume hyperbolic manifolds. Our method depends on the estimate of norms of certain incomplete Eisenstein series.
Introduction
Let G denote a connected real semisimple Lie group with no compact factors and Γ ⊂ G be a non-uniform irreducible lattice, that is, Γ is discrete, the homogeneous space Γ\G is non-compact and has finite co-volume with respect to the Haar measure of G. Let σ denote the right G-invariant probability measure on Γ\G. Any unbounded one-parameter subgroup {g t } t∈R ⊂ G acts on Γ\G by right multiplication. By Moore's Ergodicity Theorem this action is ergodic with respect to σ, hence for σ-a.e. x ∈ Γ\G the orbit {xg t } is dense. In particular, these orbits will make excursions into the cusp(s) of Γ\G. A natural question to ask is at what rate these cusp excursions occur.
We first fix some notations throughout this paper. We write A ≍ B if there is some constant c > 1 such that c −1 A ≤ B ≤ cA. And we write A B or A = O (B) to indicate that A ≤ cB for some positive constant c. We will use subscripts to indicate the dependence of the constant on some parameters.
The above question can be restated as a shrinking target problem. Let K be a maximal compact subgroup of G, Γ\G has a naturally defined distance function, dist, induced from a left G-invariant and bi-K-invariant Riemannian metric on G. For a fixed o ∈ Γ\G we define the cusp neighborhoods by B r := {x ∈ Γ\G | dist (o, x) > r} for any r > 0. By [13] there exists a constant κ > 0 such that σ (B r ) ≍ e −κr . For {r ℓ } a sequence of positive real numbers with r ℓ → ∞, consider the family of shrinking cusp neighborhoods {B r ℓ }, we define a corresponding sequence of random variables on Γ\G by X ℓ (x) := 1 if xg ℓ ∈ B r ℓ 0 otherwise.
Note that X ℓ (x) = 1 if and only if the ℓ-th orbit of x makes excursion into the ℓ-th cusp neighborhood B r ℓ . In this setting, one can vary the sequence {r ℓ } to enlarge or shrink the family of cusp neighborhoods {B r ℓ }, and then ask whether the events X ℓ (x) = 1 happen finitely or infinitely many times for a generic point x. We note that the first half of BorelCantelli lemma implies that if for σ-a.e x ∈ Γ\G, we say that the flow {g t } t∈R satisfies the logarithm law. Following [2] , we say a sequence of cusp neighborhoods {B r ℓ } is Borel-Cantelli for {g t } if ∞ ℓ=1 σ (B r ℓ ) = ∞ and for σ-a.e. x ∈ Γ\G X ℓ (x) = 1 for infinitely many ℓ. Note that {g t } satisfying logarithm law is equivalent to the statement that for any ǫ > 0, any sequence of cusp neighborhoods {B r ℓ } with σ (B r ℓ ) ≍ 1 ℓ 1−ǫ is Borel-Cantelli for {g t }. The problem of logarithm laws in the context of homogeneous space was first studied by Sullivian [18] where he proved logarithm laws for geodesic flows on non-compact finitevolume hyperbolic manifolds. The general case of one-parameter diagonalizable flows on noncompact finite-volume homogeneous spaces was proved by Kleinbock and Margulis [13] . The main ingredient of their proof is the exponential decay of matrix coefficients of diagonalizable flows, from which they deduced the quasi-independence of the above events X ℓ . Then the logarithm law follows from a quantitative Borel-Cantelli lemma.
The problem of logarithm laws for unipotent flows is more subtle since the matrix coefficients of unipotent flows only decay polynomially. Nevertheless, using a random analogy of Minkowski's theorem Athreya and Margulis [4] proved logarithm laws for one-parameter unipotent subgroups on the space of lattices X d := SL d (Z) \SL d (R). Later Kelmer and Mohanmmadi [12] proved the case when G is a product of copies of SL 2 (R) and SL 2 (C) and Γ is any irreducible non-uniform lattice. We note that in the above two cases, their methods are closely related and both rely on the estimate of L 2 -norms of certain transform functions.
In [3] , Athreya studied the cusp excursion of the full horospherical group with respect to some one-parameter diagonalizable subgroup on X d . Surprisingly, he was able to relate the cusp excursion rates for diagonalizable and horospherical actions and certain Diophantine properties for every x ∈ X d . In particular, his result implies logarithm laws for unipotent flows on X 2 . The most general result known for unipotent flows was obtained by Athreya and Margulis [5] . More precisely, for G a semisimple Lie group without compact factors, Γ ⊂ G an irreducible non-uniform lattice in G and {g t } t∈R a one-parameter unipotent subgroup in G, they proved that for any o ∈ Γ\G and σ-a.e. x ∈ Γ\G, there exists 0 < β ≤ 1 such that lim sup t→∞
. Moreover, they asked whether such β can always attain 1, which is the upper bound coming from the first half of Borel-Cantelli lemma.
In this paper, we generalize the approach in [4] and [12] to give a positive answer to this question when Γ\G is the frame bundle of hyperbolic manifolds. Before stating our main result, we first fix some notations. Let H n+1 be the (n + 1)-dimensional real hyperbolic space with n ≥ 2 and Iso + (H n+1 ) denote the orientation preserving isometry group of H n+1 . Fix a maximal compact subgroup K and identify G/K with H n+1 .
Theorem 1.1. Let G = Iso + (H n+1 ) with n ≥ 2, Γ ⊂ G a non-uniform lattice and {g t } t∈R a one-parameter unipotent subgroup of G. Let dist (·, ·) denote the distance function obtained from hyperbolic metric on the hyperbolic manifold Γ\H n+1 . Then for any fixed o ∈ Γ\G, lim sup
for σ-a.e. x ∈ Γ\G.
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We give a brief outline of our proof here. We first note that if (1.1) holds for Γ, then it also holds for any Γ ′ conjugate to Γ (see section 5). Hence after suitable conjugation we can assume Γ has a cusp at ∞ (see section 2.3 for the definition of cusps).
The upper bound, as mentioned above, follows from the first half of the Borel-Cantelli lemma. For the lower bound, we first note that it suffices to show that the set
has positive measure for any ǫ > 0. This is because A ǫ is invariant under the action of {g t } t∈R , hence by ergodicity, if A ǫ is of positive measure it must have full measure. Then the theorem follows by letting ǫ approach zero. Next, in order to show that A ǫ has positive measure, we construct a subset B ǫ ⊂ A ǫ which we show has positive measure. To describe our construction, we need some additional notations. Fix an Iwasawa decomposition G = NAK with the maximal unipotent subgroup N fixing ∞. Let M ⊂ K be the centralizer of A in K, P = NAM the stabilizer of ∞ in G and Γ ∞ = Γ ∩ P the stabilizer of ∞ in Γ. Let Q = NM be the maximal subgroup of P containing Γ ∞ such that Γ ∞ \Q is relatively compact. See section 2.1 for explicit descriptions of these groups. For any D ⊂ Q\G we let
In section 5.1, for any ǫ > 0 we construct a sequence of sets D m ⊂ Q\G explicitly by taking unions of certain translations of cusp neighborhoods and we show that {σ (Y Dm )} m∈N is uniformly bounded from below and each Y Dm satisfies
By (1.2) it is clear that the limit superior set ) and Γ ⊂ G a non-uniform lattice with a cusp at ∞. For any parameter λ > 0 there exists some constant C (depending on Γ and λ) such that
for any f ∈ A λ , where the norms on the right are with respect to the right G-invariant measure on Q\G.
Our construction of D ′ m yields that we can take functions in A λ (for some λ) to approximate
We note that our strategy of proving (1.3) is similar to the one used in [13] . To prove Theorem 1.2, we work out an explicit constant term formula for certain non-spherical Eisenstein series (for arbitrary n ≥ 2). With this constant term formula, a formal computation ensures that we can bound the L 2 -norm of any incomplete Eisenstein series by the right-hand side of (1.3), together with a third term expressed in terms of the exceptional poles of Eisenstein series. Thus (1.3) follows if we can bound this third term by the right-hand side of (1.3). However, to prove this bound, we need to assume the functions are from A λ . 
and Γ is any arithmetic irreducible lattice. Their proof of (1.3) is indirect and depends on the existence of a family of lattices for which the Eisenstein series have no exceptional poles. We note that in [11] Gritsenko gave an example of such a lattice in Iso + (H 4 ). Hence using the general constant term formula we get, one can prove the above Borel-Cantelli law (for unipotent flows) for this specific lattice (and its commensurable lattices) in Iso
Remark 2. We end the introduction by remarking that the sets D m are constructed by taking unions of translations of the neighborhoods at the cusp ∞ (along the unipotent flow), hence our method implies a slightly stronger result: logarithm laws for excursions of unipotent flows into any individual cusp (for other cusps, the result can be obtained by conjugating this cusp to ∞). [7] and [8] for more details about Vahlen group).
We first briefly recall some facts about Clifford algebra. The Clifford algebra C n is an associative algebra over R with n generators e 1 , · · · , e n satisfying relations e 2 i = −1, e i e j = −e j e i , i = j. Let P n be the set of subsets of {1, · · · , n}. For I ∈ P n , I = {i 1 , · · · , i r } with i 1 < · · · < i r we define e I := e i 1 · · · e ir and e ∅ = 1. These 2 n elements e I (I ∈ P n ) form a basis of C n . The Clifford algebra C n has a main anti-involution * and a main involution ′ . Explicitly, their actions on the basis elements are given by (e i 1 · · · e ir ) * = e ir · · · e i 1 and
Their composition e I := (e ′ I ) * gives the conjugation map on C n .
For any 1 ≤ i ≤ n, let V i denote the real vector space spanned by 1, e 1 , · · · , e i . Note that dimV i = i + 1. The Clifford group T i is defined to be the collection of all finite products of non-zero elements from V i with group operation given by multiplication. There is a well-defined norm on V n given by |v| = √ vv and it extends multiplicatively to a norm on T n .
In this setting, the (n + 1)-dimensional hyperbolic space model is the upper half space
endowed with the Riemannian metric
Let M 2 (C n ) be the set of 2 × 2 matrices over C n . The Vahlen group SL (2, T n−1 ) is defined by
as an isometry via the Möbius
This gives a surjective homomorphism from SL (2, T n−1 ) to Iso + (H n+1 ) with kernel ±I 2 . Hence G is realized as P SL (2, T n−1 ) := SL (2, T n−1 ) /{±I 2 }. Here I 2 is the 2 × 2 identity matrix
We fix an Iwasawa decomposition
is the stabilizer of e n . From this we can identify G/K with H n+1 by sending gK to g · e n .
An element in K is of the form q
For later use we note that K is isomorphic to SO (n + 1), M is isomorphic to SO (n) and M\K can be identified with the n-sphere S n via the map
Here this map is well-defined since
2.2.
Coordinates and normalization. Let G = NAK be the fixed Iwasawa decomposition as above and let Q = NM. Under the coordinates g = u x a t k, the Haar measure of G is given by
where dx is the usual Lebesgue measure on N (identified with R n ), dk is the probability Haar measure on K. Hence the probability Haar measure σ = σ Γ on Γ\G is given by
We normalize the measures on various spaces as following. First for φ ∈ L 2 (M\K), we view φ as a left M-invariant function on K and normalize the Haar measure on M\K (also denoted by dk) such that
Next we identify Q\G = A × M\K and we normalize the Haar measure on Q\G so that for
We then normalize the Haar measure on Q so that for any
2.3. Cusps and reduction theory. Fix the notations as above. Let
denote the boundary of H n+1 . The action (2.3) extends naturally to ∂H n+1 by the same formula. Let P = NAM be the subgroup of upper triangular matrices in G. We note that P is the stabilizer of ∞. Let Γ ⊆ G be a non-uniform lattice in G. Define . Moreover, we note that by discreteness,
, there exists some g ∈ G such that g · ξ = ∞. We say Γ has a cusp at ξ if gΓg −1 has a cusp at ∞. And we say two cusps ξ, ξ ′ are Γ-equivalent if there exists some γ ∈ Γ such that γ · ξ = ξ ′ . Assume that Γ has a cusp at ∞, define the lattice
One easily sees that the set
is a fundamental domain for Γ For any τ ∈ R, let us denote A(τ ) = {a t ∈ A | t ≥ τ }. Recall that a Siegel set is a subset of G of the form Ω τ,U = UA(τ )K where U is an open, relatively compact subset of N. Since G is of real rank one, we can apply the reduction theory of Garland and Raghunathan ( [9] Theorem 0.6). That is, there exists τ 0 ∈ R, an open, relatively compact subset U 0 ⊂ N, a finite set Ξ = {ξ 1 , · · · , ξ h } ⊂ G (corresponding to a complete set of Γ-inequivalent cusps) and an open, relatively compact subset C of G such that the Siegel fundamental domain 8) satisfies the following properties:
In other words, the restriction to F Γ,τ 0 ,U 0 of the natural projection of G onto Γ\G is surjective, at most finite-to-one and the cusp neighborhood of each cusp of Γ\G can be taken to be disjoint. We will fix this Siegel fundamental domain F Γ,τ 0 ,U 0 throughout the paper. For further use, we note that U 0 contains a fundamental domain of Γ ′ ∞ \N. 2.4. The distance function. Fix a non-uniform lattice Γ in G. Let dist G and dist = dist Γ denote the hyperbolic distance functions on G/K = H n+1 and Γ\G/K = Γ\H n+1 respectively. By slightly abuse of notation, we also denote dist G and dist to be their lifts to G and Γ\G respectively. In particular, dist G is left G-invariant and satisfies dist G (I 2 , a t k) = t for any t ≥ 0 and k ∈ K, where I 2 is the identity matrix in G. Moreover, for any g, h ∈ G, dist G and dist satisfy the relation
.
for any ξ j ∈ Ξ and any g, h ∈ Ω τ 0 ,U 0 . We then have
for any ξ j ∈ Ξ and any g ∈ Ω τ 0 ,U 0 .
Remark 3. We view o, ξ j g as elements in Γ\G when we write dist (o, ξ j g), and as elements in G when we write dist G (o, ξ j g).
Proof. Only the first inequality needs a proof. Fix an arbitrary h ∈ Ω τ 0 ,U 0 , we have
Note that any g ∈ Ω τ 0 ,U 0 can be written as g = ua t k with u ∈ U 0 , t ≥ τ 0 , k ∈ K. Since U 0 is relatively compact, Ξ is finite and dist is right K-invariant, in view of Lemma 2.1 we have
In particular, if Γ has a cusp at ∞, Ξ can be taken such that it contains the identity element. Hence in this case, dist (o, g) = t + O(1) (2.11) for any g = ua t k ∈ Ω τ 0 ,U 0 . Finally, we note that when r is sufficiently large, B r is a collection of neighborhoods at all cusps. In view of the above reduction theory and the Haar measure (2.4) we have σ (B r ) ≍ e −nr (2.12) for any r > 0.
Incomplete Eisenstein series
Let G be as before, Γ ⊂ G be a non-uniform lattice in G with a cusp at ∞. Given a compactly supported function f ∈ L 2 (Q\G), we define the incomplete Eisenstein series attached to f by Θ f (g) = γ∈Γ∞\Γ f (γg) .
Note that Θ f is left Γ-invariant since f is left Γ ∞ -invariant (Γ ∞ ⊂ Q). Moreover, since f is compactly supported, the summation is a finite sum. Hence it is a well-defined function on Γ\G. We first give a simple but useful identity related to Θ f given by the standard unfolding trick.
Lemma 3.1. For Θ f as above and any F ∈ L 2 (Γ\G)
Proof. Let F Γ be a fundamental domain for Γ\G. Note that F ∞ = ∪ γ∈Γ∞\Γ γF Γ form a fundamental domain for Γ ∞ \G, hence
In particular, taking F = Θ f = Θ f we get
Moreover, by (2.4) and (2.7) we have
Next we will compute ||Θ f || 2 2 by expressing the term F O Γ Θ f (u x a t k) dx as an integral of certain non-spherical Eisenstein series (see Lemma 4.2). Before we can do that, we need to recall some facts of spherical Eisenstein series of real rank one groups (see [20] for the statements and [15] for the general theory).
3.1. Spherical Eisenstein series. Denote by C ∞ (Q\G/K) the space of smooth left Qinvariant and right K-invariant functions on G. For any s ∈ C, define the function
Given a lattice Γ ⊂ G with a cusp at ∞, the spherical Eisenstein series (corresponding to the cusp at ∞) is defined by
This series converges for Re (s) > n, it is right K-invariant and satisfies the following differential equation
is the Laplace-Beltrami operator on the upper half space
The constant term of the Eisenstein series (corresponding to the cusp at ∞) is defined as
It has the form
where the function C(s) = C Γ (s) can be extended to a meromorphic function on the half plane Re(s) ≥ 3.2. The raising operator. Let g and k be the Lie algebra of G and K respectively. Let g C = g ⊗ R C and k C = k ⊗ R C be their complexifications. As a real vector space, k is spanned by the matrices
where e 1 , · · · , e n−1 are elements in the Clifford algebra C n as before. The Lie algebra g is spanned by the matrices as above and
3.2.1. Root-space decomposition of k C . Let h be a Cartan subalgebra of k C . Since k C is a complex semisimple Lie algebra, it has a root-space decomposition with respect to h:
where Φ = Φ (k C , h) is the corresponding set of roots, and for each α ∈ Φ the root-space k α is given by
Each root-space is one-dimensional and satisfies [k α , k β ] ⊂ k α+β for any α, β ∈ Φ. Fix a set of simple roots ∆ and let Φ + denote the corresponding set of positive roots. Then Φ = Φ + ∪ (−Φ + ). For backgrounds on complex semisimple Lie algebra, see [14, Chaper II] . In this subsection, we first give an explicit isomorphism between K and SO (n + 1), then use this isomorphism and the classical root-space decomposition of so (n + 1, C) to get an explicit root-space decomposition of k C .
Recall the identification
Embed S n in V n and fix an inner product on V n such that {1, e 1 , · · · , e n } form a orthonormal basis of V n . Then the right regular action of K on M\K = S n induces an isomorphism from K to SO (n + 1). In particular, it induces an isomorphism between k C and so (n + 1, C). Explicitly, for any 0 ≤ i < j ≤ n define L i,j ∈ k C as following:
By direct computation, the induced isomorphism from k C to so (n + 1, C) is given by sending L i,j to E i,j for any 0 ≤ i < j ≤ n, where E i,j is the antisymmetric (n + 1) × (n + 1) matrix with (i, j) th entry equals one, (j, i) th entry equals negative one and zero elsewhere. Using the classical commutator relations of E i,j we get the commutator relations of L i,j . To ease the notation, we let L i,i = 0 for 0 ≤ i ≤ n and L i,j = −L j,i for 0 ≤ j < i ≤ n. Explicitly, L i,j satisfy the following commutator relations
for any 0 ≤ i, j, l, m ≤ n, where δ ij is the Kronecker symbol. Moreover, using the rootspace decomposition of so (n + 1, C) (see [14, p. 127 -129]) we get the following root-space decomposition of k C depending on the parity of n + 1.
Case I: n + 1 = 2k + 1 is odd. For each 0 ≤ i ≤ k − 1, let
with L 2i,2i+1 defined in (3.4). Let h be the complex vector space spanned by the set
h → C be the linear functional on h characterised by ε i (H j ) = δ ij . Using the above isomorphism between k C and the rootspace decomposition of so (2k + 1, C), we know h is a Cartan subalgebra and we can choose the set of simple roots to be
The corresponding positive roots are given by
Moreover, for any 0 ≤ i < j ≤ k − 1 and 0 ≤ l ≤ k − 1, the positive root-spaces k ε i ±ε j and k ε l are given as following:
and
Case II: n + 1 = 2k is even. Similar to the odd case, for each 0 ≤ i ≤ k − 1, let
and let h be the complex vector space spanned by
The set of simple roots can be chosen to be
with k ε i ±ε j also given by (3.6).
Remark 4.
The commutator relations and root-space decomposition above can both be checked directly using the relations e i e j + e j e i = −2δ i,j for any 1 ≤ i, j ≤ n.
3.2.2.
Spherical principal series representation. Let G = NAK be the fixed Iwasawa decomposition and M be the centralizer of A in K as before. For any s ∈ C, recall the function ϕ s on NA defined by ϕ s (ua t ) = e st for any u ∈ N and a t ∈ A. Consider the corresponding spherical principal series representation I s = Ind G acts on I s by right regular action. We note that due to condition (3.8), f ∈ I s is a function on A × M\K, thus by the identification between M\K and S n , f is a functions in coordinates (t, x 0 , x 1 , · · · , x n ) with the restriction x s ∞ is also a k C -module. Let h and Φ + be as before. Let h * denote the complex dual of h. Given a k C -module V and ρ ∈ h * , we say v ∈ V is of K-weight ρ if H · v = ρ (H) v for any H ∈ h. We say v ∈ V is a highest weight vector if v is of K-weight ρ for some ρ ∈ h * and X · v = 0 for any α ∈ Φ + and any X ∈ k α . We note that every irreducible representation of K is a finite-dimensional irreducible k C -module by differentiating the group action at the identity, and every finitedimensional irreducible k C -module admits a unique (up to scalars) highest weight vector (see [ 
where L 2 (M\K, m) is the space of degree m harmonic polynomials in n + 1 variables restricted to S n (see [10, Corollary 5.0.3] ) andˆ denote the Hilbert direct sum. Moreover, let H m be the space of degree m harmonic polynomials in coordinates ( 
Moreover, I
s ∞ (K, m) is an irreducible k C -module of highest weight mε 0 , and the highest weight vector is given by
Now we define the raising operator R + ∈ g C by
To compute R + explicitly, we use the spherical coordinates on S n : Let (x 0 , x 1 , . . . , x n ) be the coordinates on S n as above, define (θ 0 , θ 1 , . . . , θ n−1 )
. .
x n−1 = sin θ 0 · · · sin θ n−2 cos θ n−1 , x n = sin θ 0 · · · sin θ n−2 sin θ n−1 .
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Hence under the coordinates (t, θ i ), ϕ s,m is given by
Moreover, in these coordinates, for any X ∈ g C , the Lie derivative π (X) is a first order differential operator of the form
where F, F i are functions in (t, θ i ). For our purpose, we define
Since ϕ s,m only depends on the variables (t, θ 0 , θ 1 ), π (X) ϕ s,m = π (X)ϕ s,m for any X ∈ g C . Now we describe the strategy to compute the Lie derivatives. We first show how to extract the coordinates (t,
by Iwasawa decomposition. Comparing the second row of the matrices on both sides, we get
where x i are expressed by θ i as above. Fix an element g ∈ G. For any X ∈ g, the coordinates (t, θ i ) of g exp (yX) can be viewed as functions in y as y varies. Denote (t (y) , θ (y)) to indicate this dependence on y. Then the Lie derivative π (X) is exactly given by
Proof. Using the formula exp (yB 1 ) =
we get exp (yB 1 ) = cosh y sinh y sinh y cosh y .
14 Using (3.10) we get
Taking derivatives with respect to y and evaluating at 0 on both sides we get
Similarly, using (3.11) and comparing the constant term and coefficient of e 1 , we get cos (θ 0 (y)) = sinh (2y) + cosh (2y) cos θ 0 cosh (2y) + sinh (2y) cos θ 0 and sin (θ 0 (y)) cos (θ 1 (y)) = sin θ 0 cos θ 1 cosh (2y) + sinh (2y) cos θ 0 .
Taking derivatives with respect to y and evaluating at 0 we get
Similarly, for B 2 we have exp (yB 2 ) = cosh y sinh ye 1 − sinh ye 1 cosh y and
Using (3.10) and (3.11), after some tedious but straightforward computations we get e −t(y) = e −t (cosh (2y) + sinh (2y) sin θ 0 cos θ 1 ) , cos (θ 0 (y)) = cos θ 0 cosh (2y) + sinh (2y) sin θ 0 cos θ 1 , and sin (θ 0 (y)) cos (θ 1 (y)) = sinh (2y) + cosh (2y) sin θ 0 cos θ 1 cosh (2y) + sinh (2y) sin θ 0 cos θ 1 .
Hence by taking derivatives with respect to y and evaluating at 0 we get
In view of Lemma 3.2 we get
Since R + ϕ s,m = R + ϕ s,m , applying R + to ϕ s,m we get
Remark 5. We note that using the explicit root-space decomposition described as above, one can directly check that the raising operator R + (more explicitly, the matrix representing
for any H ∈ h and any α ∈ Φ + . The first part of (3.13) implies that R + sends a vector of K-weight ρ to a vector of K-weight ρ + ε 0 and the second part of (3.13) implies that R + sends a highest weight vector to either zero or another highest weight vector. Since ϕ s,m is a highest weight vector of K-weight mε 0 , R + ϕ s,m is either zero or a highest weight vector of K-weight (m + 1) ε 0 . But since I . In fact, (3.13) is the characterization we used to find R + . However, once we have found R + , (3.13) is no longer essential for our proof, since we get (3.12) (which trivially implies that R + ϕ s,m is a multiple of ϕ s,m+1 ) by explicit computation.
3.3. Non-spherical Eisenstein series. Given φ ∈ L 2 (M\K, m), we view φ as a function on G by setting φ (uak) = φ (k) for any u ∈ N and any a ∈ A. We define the non-spherical Eisenstein series by
Note that E (φ, s, g) is no longer right K-invariant. Its constant term (corresponding to the cusp at ∞) is defined by
Now using (3.12) we can get an explicit formula for E 0 (φ, s, g).
14)
where P 0 (s) = 1 and P m (s) = m−1 k=0 n−s+k s+k for m ≥ 1.
Proof. For any m ≥ 0, let h m be the highest weight vector in L 2 (M\K, m). We first prove (3.14) for h m . We prove by induction. If m = 0, then (3.14) follows from the constant term formula for spherical Eisenstein series. Assume that it holds for some integer m ≥ 0, we want to show it also holds for m + 1. We apply the raising operator R + to the constant term E 0 (h m , s, g). On the one hand, by induction,
Hence by (3.12) we get
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On the other hand, since R + commutes with the left regular action, we have
is an irreducible k C -module, φ can be written as φ = Dh m with D some differential operator on L 2 (M\K, m) generated by π (k C ). Since π (k C ) acts trivially on the character ϕ s , we have Dϕ s,m = ϕ s Dh m = ϕ s φ. Hence on the one hand,
On the other hand, using (3.14) for h m we get
This completes the proof.
Bounds for incomplete Eisenstein series
4.1. Explicit formula. For each L 2 (M\K, m) we fix an orthonormal basis
and we define the following function
with P m (s) as in Proposition 3.3. We then have < s p < · · · < s 1 < s 0 = n denote the poles of C (s) and let c j = Res s=s j C (s) be the residue of C (s) at s j for 0 ≤ j ≤ p. Then for any f ∈ C ∞ c (Q\G) we have
Note that f ∈ C ∞ c (Q\G) can be written as f = m,l f m,l with f m,l (ak) =f m,l (a) ψ m,l (k). We first prove a preliminary estimate for each f m,l and then deduce the proposition from this estimate.
and φ ∈ L 2 (M\K, m) for some m. Let s j and c j be as above, we then have
Proof. Letv (r) =
dt denote the Fourier transform of v. Note thatv (r) extends to an entire function in r since v is smooth and compactly supported. Recall the Fourier inversion formula
Making the substitution s = ir we get
For any σ > n shifting the contour of integration to the line Re (s) = σ we get
Consequently we can write
and summing over Γ ∞ \Γ we get
Integrating this over F O Γ gives
Using the formula (3.14) for E 0 (φ, s, g) we get
Now shift the contour of integration to the line Re (s) = n 2
(picking up possible poles) to get
where c j = Res s=s j C (s) is the residue of C (s) at the pole s j . Now applying formula (3.2) we get
Note that for s ∈ C we have
Hence (use the substitution s = n 2 + ir)
Now for the first term, applying Plancherel's theorem for v (t) e − n 2 t we get
For the second term, using the fact that |C . Next, the contribution of the exceptional poles n 2 < s j < n is p j=1 c j M f (s j ). Finally, for the pole s 0 = n, note that P m (n) = 0 except m = 0. Thus its contribution is
Remark 6. We note that if f is of the form f (a t k) = v (t) φ (k), with v smooth, compactly supported and φ any function in L 2 (M\K), then Proposition 4.1 still holds by exactly the same computation.
Proof of Theorem 1.2. Fix a parameter
to be the set of functions of the form f (a t k) = v (t) φ (k) with v smooth, nonnegative, compactly supported and satisfying
, n , and φ any function in L 2 (M\K). In this section we will show that for
2) for all f ∈ A λ . In particular, this bound holds at the finitely many exceptional poles s j determined by Γ. Hence in view of Proposition 4.1 it implies Theorem 1.2.
To show (4.2), we first give two preliminary lemmas.
where φ m denotes the projection of φ into L 2 (M\K, m).
Proof. For each m ≥ 0, let
be the fixed orthonormal basis of L 2 (M\K, m) as before. Then we have
n−s+k s+k we have
where φ m is the projection of φ into L 2 (M\K, m). In view these two lemmas it suffices to proveM f (s) s,λ ||f ||
Proof of Theorem 1.2. We first prove for f = vφ ∈ A λ with ||φ|| 2 ≤ ||φ|| 1 . We first recall a simple inequality that for any y 1 , y 2 > 0 and 0 < η < 1, y
Hence in view of (4.1), for any s ∈ n 2 , n , since This finishes the proof.
Logarithm Laws
Fix o ∈ Γ\G and let {g t } ⊂ G be a one-parameter unipotent subgroup in G. Let dist G and dist Γ be the hyperbolic distance functions on G/K and Γ\G/K respectively. In this section we will prove logarithm laws for the unipotent flow {g t }, that is lim sup t→∞ dist Γ (o, xg t ) log t = 1 n (5.1)
for σ-a.e. x ∈ Γ\G. First we note that if (5.1) holds for Γ, then it also holds for any Γ ′ = g −1 Γg. This follows from the following identity
where h, h ′ are any two elements in G and dist Γ ′ is the hyperbolic distance function on Γ ′ \G/K. Hence we can assume that Γ has a cusp at ∞. Fix this Γ and we denote dist = dist Γ without ambiguity. Next note that {g t } can be replaced by a new flow {g t } withg t = k −1 g ηt k for some k ∈ K and η > 0. This is because log ℓ ≤ 1 + ǫ n for σ-a.e. x ∈ Γ\G. Moreover, for all t ∈ R let ℓ = ⌊t⌋, we have |dist (o, xg t ) − dist (o, xg ℓ ) | ≤ dist (xg t , xg ℓ ) ≤ dist G (e, g ℓ−t ) = O (1) , hence we can replace the discrete limit over ℓ ∈ N with a continuous limit over t ∈ R. Finally, letting ǫ → 0 we get lim sup t→∞ dist (o, xg t ) log t ≤ 1 for σ-a.e. x ∈ Γ\G.
Lower bound. for any s ∈
