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Abstract 
Borel, J.-P., Symbolic representation of piecewise linear functions on the unit interval and apphca- 
tion to discrepancy, Theoretical Computer Science 123 (1994) 61-87. 
Let DE(li) be the star-discrepancy of a sequence Ii in the unit interval. ‘Self-similar sequences” 
U are known for having a good discrepancy, i.e. L(U) := lim sup NDg(U)/ln N is finite, under some 
assumptions. We show in this paper that well-known techniques concerning substitutions on finite 
alphabets and automata lead to some majorations of L(U), in a special case of self-similar sequences. 
The minimal obtained numerical value of L(U) is less than L(V), where V is the classical van der 
Corput sequence, but does not improve the lowest already known value. 
1. Symbolic representation 
1.1. Introduction 
1.1.1. “ampc”-functions 
We consider some functions f defined on the interval I := [A, B] of length B - A = 1 
(it is sometimes convenient to take I:= [0, l]), and such that 
(i) f is piecewise linear, i.e. I can be subdivided into finitely many subintervals 
Ij=[Xj,Xj+1], O<j<k-1, with A=xo<xl<~~~<x~=B, such that f is linear on 
each Ij, 
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(ii) the slope of the restriction of f to each subinterval Ij is equal to +P, for 
a positive real number P which depends on f only. 
These functions are called “ampc-functions” on I. f is called a “monotonic” ampc- 
function if, moreover, the sign of the slopes does not depend on j. 
When k is minimal in (i), the set {x1, x2 ,..., xk _ I } iS exactly the Set of nonderiv- 
ability points of f; including discontinuity points. These points are called “excep- 
tional” points for f: A “piece” off is any subinterval J of I such that f is linear on J. 
The exact value off at the discontinuity points is of no interest in our work. For the 
graphic representation off; it is convenient to suppose that f (Xj) takes all the values 
between f (Xj-0) and f (xj+O) at these points. 
1.1.3. 
The set F of ampc-functions is invariant by linear combinations. Moreover, if we 
look only at ampc-functions from I to I, we can make compositions of such functions. 
Primarily, the motivation of our work is to compute the maximum and the minimum 
of some functions F which appear in a problem of uniform distribution [ 1 S] and, more 
precisely, to estimate the star-discrepancy of some sequences in [0, l] (see [4,6]). 
These F are ampc-functions on the interval I0 = [ 1 - $, 2 - $1, and can be written 
as sums of composite functions, which provide from two ampc-functions f. and fi 
from I0 to IO. The symbolic representations of fo, fi and F can be used to obtain some 
estimates of their maximal and minimal values (see [5,6]). Upper bounds for the 
star-discrepancy of some particular sequences are deduced from these estimations in 
Section 2. 
1.1.4. 
There exist two different well-known techniques for representing this kind of 
functions. They have been introduced in order to study iterated maps of the interval. 
The first one is the “Markov diagram” method of Hofbauer (see, for example, 
[ 155171). The second one is due to Milnor and Thurston [ 191. These two methods are 
used to describe the dynamical system associated with such a function f, piecewise 
monotonic in [15,17], piecewise linear in [16] (see also [24]), piecewise monotonic 
and continuous in [19]. When the set iF (see Section 1.3.4) contains only one element f, 
Theorem 1.1 is closely related to the Hofbauer’s Markov diagram. The main interest 
of our work is to consider simultaneously many ampc-functions: for example, two 
such functions we consider are given in Section 1.1.3. 
1.1.5. The main results 
In the first part of this paper, we give a method of symbolic representation of 
ampc-functions, using finite words on some alphabet d. The main results are given in 
Sections 1.3.3 and 1.4.4, and have the following general form. 
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Theorem 1.1. There exists a symbolic representation of ampc-functionsfrom I to I, using 
finite words on some alphabet d. If f and g are two such functions, there exists 
a substitution aj on d such that aj(u) describes f 0 g, for eachjinite word u describing g. 
Theorem 1.2. Let f be any ampc-function from I to I. The widths A,fk of the jump of the 
iterates f k at a given point XEI are given by an automaton A, which depends on f only. 
Moreover, we give some conditions which imply that d is a finite alphabet, and 
A a complete deterministic automaton (see [9, Chs. II, III] for general properties of 
automata). 
1.1.6. 
In Section 1.5, we give a symbolic representation of some special ampc-functions 
from I to R, which appear in the discrepancy problem mentioned in Section 1.1.3. In 
this particular case, the symbolic representation can be obtained from a substitution 
acting on an alphabet of 22 letters. However, the meaning of these letters is not the 
same as in Theorem 1.1. 
1.2. How to describe ampc-functions 
1.2.1. 
For a given ampc-function f on I, all the following quantities are known. 
l 4: A subdivision A=xO <x, < ... <x,=B of I, such that f is linear on each 
Ij := [xj, Xj+ 1 ] (this k is not necessarily the same as in Section 1.1.2) and: 
- Al: - 
- A2: - 
- A3: - 
- A4: - 
- A5: - 
- A6: - 
all the values of f at the extreme points of the Ij, i.e. aj := f (Xj+ 0) and 
bj := f (xj+ 1-O); 
all the xj, O<j,<k; 
all the lengths E”j := xj+ 1 - Xj of the intervals Ij; 
all the lengths ~j := Xj+ 1 - Xj of the intervals Ij, in an undefined scale, i.e. up 
to a multiplicative unknown constant; 
all the total variations of f on the Ij, i.e. f (Xj+ 1 -0)-f (xj+O); 
all the widths A,, f := f (xj+ 0)-f (xj-O), 1 d j <k - 1, of the jumps, includ- 
ing the “extreme jump” AA f := f (A +0)-f (B-0). 
l _B: The value of the slope Zl of f on some Ij. Note that 17 = P or Il= -P in the 
general case, and does not depend on j in the monotonic case; 
l _C: The value f(x), for a given point x of I. 
This information obviously overlaps. Each minimal set of values in A,&3,_C which 
characterizes f gives a method of description of ampc-functions. 
1.2.2. Two ways of describing ampc-functions 
Al and A4 + A6 + B+ C are two such minimal sets. - ---- 
Lemma 1.3. Al characterizes an ampc-function f: - 
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Proof. We have P =x j 1 bj - aj 1. Thus, A4 determines P and for all j, 2j = 1 bj - aj I/P, - 
x~=A+C~=, 1-j. It follows that f(x)=aj+sgn(bj-aj)P(x-xj)forxj<x<xj+,. 0 
A piece of any ampc-function which goes from a to b is denoted by u,~. Let 9I be the 
set of all symbols (“letters”) u,~, a# b. Lemma 1.3 implies that the finite word 
u:= %,b,%2bz... 24 arb,c describes exactly one ampc-function f: The associated real 
numbers xj, 1 <j< k, are called the “critical” points of the finite word u. The 
exceptional points off are always critical points of u. In what follows, ZA?‘* and &*h 
stand for the set of finite words and homogeneous finite words, respectively, on d. 
The finite word u is said to be homogeneous when all the differences bj-aj have the 
same sign. Finite words are written using bold italic letters in the following. 
When the a’s and b’s of the considered ampc-functions are in a finite set, only a finite 
number of letters of d could appear, and d can be reduced to a finite alphabet (see 
Section 1.3). This becomes impossible when the maximum and the minimum of the 
considered f’s are not uniformly bounded. If we want to use a finite number of 
symbols, we have to use another way to describe this kind of ampc-functions. 
Lemma 1.4. A4+ A6+ B+ C characterizes a monotonic ampclfunction f: - - - - 
Proof. A4 and the relation Cj ~j= 1 gives &, and then & using - 
f(xj+~-O)--f(xj+O)=n.3~j. Th is characterizes f-f(A) using &, i.e. f up to an 
additive constant. Then _C gives $ 0 
In that case, the letters are of the following form uf or (u’, 6), 1 being the length of 
intervals in an unknown scale and 6 the width of the slope at the end or the beginning 
(this will be discussed later) of the corresponding interval. 
1.2.3. Reduced words 
Using the “reduction” rules a,b r&c - u,, for all a, b, c, we obtain an equivalence 
relation on &‘, which is denoted by -. Each class contains only one word of minimal 
length (the “length” of a finite word II is the number 1 u 1 of letters of u). Such a word will 
be called a “reduced” word. It is very easy to give an algorithm which computes the 
reduced word that is equivalent to a given word u. 
I .2.4. 
Proposition 1.5. The symbolic description of ampc-functions which is dejned in 
Lemma 1.3 induces a bijection between &*/- and F. 
Proof. Lemma 1.3 shows that every finite word u describes exactly one ampc- 
function. Let us denote that function by [u]. It is obvious that [u] = [u’] if and only if 
u-u’. Now, each f in [F is described by only one reduced word, which is associated 
with the choice {x1,x2,..., xk _ 1 } = 8, a set of the exceptional points of f: This gives 
the announced result. 0 
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1.2.5. The mirror map 
The words of length one, i.e. the letters, are obviously reduced words and describe 
those ampc-functions that have no exceptional points, i.e. linear nonconstant func- 
tions on I: fab = [Q] is given by fob(x) := a +(b - a)(~--_). Let T := fBA be the 
symmetry such that TX-A = B-x for all x in I, and u H U is the “mirror” map from 
d into itself, which is defined by 
24 a,b,U,,bz~..Ua,bk := UbkakUbr-,a*-,...Ub,~,. 
Proposition 1.6. For all jinite words u in d*, [U] = [u] 0 T. 
Proof. As x increases from A to B, TX decreases from B to A. A piece on which f goes 
from a to b thus corresponds to a piece on which f 0 T goes from b to a, and these 
pieces appear in the opposite order. 0 
1.3. The substitutions af 
1.3.1. 
Recall that a substitution CT on some alphabet 3 is any mapping from 3 to ZZ’* (see, 
for example, [21,26]). This mapping can be extended to 3*, by concatenation of 
words, i.e. 
for every finite word cur c(~. . . a, on 2” *. For each letter trj, the letter Mi appears mij times 
in o(aj). The integral matrix M := (mij) is called the matrix of the substitution G. It is 
useful for a finite alphabet B only. 
1.3.2. 
Consider now only ampc-functions from I to itself. We can thus restrict our 
alphabet &d to %? := {t&b, A da, b <II, a # b}. To such a function, we can associate 
a substitution af on 98, which is defined by os(u,b):= r&b, where &,b is the reduced 
word which describes the ampc-function f o f&,. 
Proposition 1.7. For all u in !49 and f ampc from I to I, c~(U)=D~(U). 
PrOOf. For all a # b, We have f 0 fbn = f 0 ( fab 0 T) = ( f 0 fob) 0 T. Thus, &, = Uba: IlOte 
-- 
that u and U are simultaneously reduced words. This implies (T~(u,~)=~~(Q,) for all 
U&, and the announced result using concatenation of words. 0 
This result shows that ds is given by its values on the letters u,b, a< b only. 
1.3.3. 
The main use of the substitution cf is the following result. 
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Theorem 1.8. Let f and g be two ampc-functions from I to itself For each word UEW* 
which describes g, the word of(u) describes f 0 g. 
Proof. Let u,~ be any letter of II. It corresponds to some piece of g, i.e. some 
subinterval I’ := [y, z]. As x increases from y to z, g(x) goes from a to b.f,, is a linear 
bijective map from I to I’. Then fofab 0 f,’ is the restriction to I’ of the composite 
function fo g. It is obvious that fof& 0 f,’ can be described as fo_&,, i.e. by the finite 
word &b=g.f(&,). We get Theorem 1.8 by concatenation. 0 
There is no reason for of(u) to be a reduced word in the general case, even if u is 
a reduced word. Moreover, we shall see later (Sections 1.4 and 1.5) that by reducing 
these words one loses information. 
Corollary 1.9. Let (&)l<j<k be a finite set of ampc-functions from I to I, aj := afj, 
f:=fk~fk_i o...ofi, CT:= akOak_l O”’ oal and u:= t&b. Then or(u) describesf 
Proof. This follows immediately by iteration of Theorem 1.8. 0 
Remark. If we take f, =f for each j, we can deduce from gf the trajectories f k(xj) for 
all exceptional points Xj. The converse result is clear. This shows that, when we 
consider only one ampc-function f from I to I, the Markov diagram of Hofbauer and 
the substitution aS are two different and equivalent ways to describe the associated 
dynamical system. 
1.3.4. The finite case 
Let E:= {ao,al,..., a,,} be a finite subset of I, with A =a0 <a, < ... <a,,=& and 
F= { fi, i~9) a set of ampc-functions from I to I. E is called F-invariant when f(x + 0) 
and f (x - 0) are in E 
(iii) for each x in E and 
(iv) for each exceptional point x of f: 
In the following, we shall use the notations fm:=fikofik_, o...o.h, and 
clll :=a&0 ah,_, 0 ..’ 0 CJh, for each finite word m = i, i2.. . ik on 9. 
Corollary 1.10. Let F= (5, iE9) be a set of ampc-functions from I to I, and suppose 
that there exists afinite subset E of I which is F-invariant. There exists afinite alphabet 
%?, some substitutions oi, iE4, on %Y and a letter u of V such that a,,,(u) describes fm for 
each word rnEY*. 
Proof. Conditions (iii) and (iv) imply that all the letters of B which appear in C,,,(U) are 
in V?:= {u,,,; a, afEE, a#a’). This word describes fm from Corollary 1.9. Take 
u := ldAB, which is in Ce, and oi, the restriction of (Tag, to the subalphabet %? of g. We get 
Corollary 1.10. 0 
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Remarks. (1) We can also use the finite alphabet 9 of all letters uajaj+, =:uj 
and c. There are no reduction rules in 9. Corollary 1.10 remains valid, using 
G,,,(u~ u2.. .u,) instead of o,(u): here, u is not in 9. Note that 9 has 2n letters, less than 
%‘. In the general case, the words which describe f on % are smaller than the unique 
one which describes f on 9%. 
(2) When all the f;:‘s are increasing ampc-functions, we can use the alphabets 
V+ := {i&b, a<b, a,bgE} or 9+ := {Uj, O<j d n- l}. When all the J’s are mono- 
tonic, the words a,(u) are in %*h or 9*h. 
(3) The existence of finite alphabets on which the fm’s can be described is very 
useful, especially for simulations using computers. 
I .3.5. 
However, the hypotheses of Corollary 1.10 are restrictive ones. 
Proposition 1.11. Let F be such that there exists a finite subset E of I which is 
F-invariant. Then the slopes +_ P of each fg F are algebraic numbers, whose degree is less 
than or equal to n := card E- 1. Moreover, suppose that there exists some f in F such 
that, for every subinterval I’ of I, there exists k> 1 such that f”(l)= I. Then all the 
slopes f P of the elements of F and all the dtfherences aj- a, (1 < j d n) are in the same 
number field K, with [K : Q] d n. 
Proof. We consider the finite alphabet 9 introduced before. Let f be in F, CJ = of be 
the associated substitution on 9?*, whose matrix is M =(mij). The total variation of 
f on the subinterval [aj, aj+ i] can be expressed in two different ways, and we get 
IPI.(aj+1-aj)= i mij(ai+lyai). 
i=l 
This shows that IPI is an eigenvalue of M and thus is an algebraic number of degree 
less than or equal to n. Moreover, P belongs to the field Q(ai+ 1 -a;). The additional 
hypothesis on f implies that the substitution 0 is primitive, i.e. that there exists 
a positive 1 such that M’ has positive coefficients only (see [26, Ch. 21). Let V be the 
row-vector of the (ai+ I -ai))s. Using [26, pp. 30-321, JP 1 is a simple eigenvalue 
of M. System (1) has a rank equal to n - 1. It has a unique solution such that 
l=Cr=,(ai+, -ai). Thus, we get a new linear system by adding this equation to (I), 
and this new system has a rank equal to n. We can now extract from this system an 
invertible system whose coefficients are in Z(P). Then the solution of this system is in 
K := Q(P), and all the (ai+ 1 -q))s are in K. This completes the proof. 0 
1.3.6. 
Proposition 1.11 is false if we take no special hypothesis concerning the elements of 
F. Take, for example, I := [0, 11, E:= {0, 5, l}, F0 := {fn, n>, l}, defined by 
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Then E is F,-invariant for every real number 5 in 10, 1 [. 
It is easy to give explicitly the maximal set F of monotonic ampc-functions on [0, l] 
such that E is F,-invariant. This maximal set is different from F. if and only if 4 (which 
is in 10, l[) is a rational number, or a quadratic irrational number whose conjugate is 
not in the interval 10, l[. 
1.3.7. 
The example given in Section 1.1.3 corresponds to 5 = ,/? - 1. In this case, 
~={u,v,w,u,v,w),whereu:= uol,v:= url,w:= uo5, and the associated substitutions 
go and e1 are given by 
- -- 
Co: UHUUUW VHVUW WHUW tiHWUUU vl-+wl.lv wHWU 
--- 
fJi: UHWUU VHWU WHWU l.iHUUW CHUW @HVW 
This is detailed in Section 2.2.3. 
1.4. The jumps automaton 
1.4.1. 
Let f be any ampc-function on I, and d any finite alphabet such that we can 
describe all the iterates f k on b*. Such an alphabet is fixed in this section. Then we call 
the “graph of f” the directed graph, which is defined as follows. 
l Its vertices are all the elements of & x 8 and another one (the “initial vertex”) 
denoted by I. 
l Its edges have the following three forms: 
~ u1 u2 +u; u; for each word u1 u2 of length two: u; is the last letter of the finite word 
af(ul) and u; is the first one of oI(u2). 
_ Z-+u;u; for each factor u;u; of length two of all the words of(u3), uj in 6’. 
- z+z. 
This graph is denoted by Gr( f) instead of Gr8 (f). It can be a connected graph or need 
not. Note that, except for the vertex Z, exactly one edge begins at any vertex of Gr(f). 
1.4.2. 
We define the mapping s on (8 x 6’)u{Zj by s(u,~Q):= c-b and s(Z):= 0’. The 
meaning of this special value 0’ will be seen in Section 1.4.4. The image of the graph 
Gr(f) by s is called the “jumps automaton” of J and will be denoted by J(f). The 
properties of Gr(f) imply that 
(v) at least one edge begins at any vertex of J(f) and 
(vi) 0’ -+ 0’ is the only one edge which ends at 0’. 
This graph J(f) can be considered as a complete but, in general, nondeterminate 
(see [9]) automaton, corresponding to a one-letter alphabet. 
1.4.3. 
Let F:= {f;, i~#} be a set of ampc-functions on I, and 6 be such that all the 
functions fm can be described on d*, me.Y*. The “jumps automaton” of Fis the union 
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A 
Fig. 1. 
of the graphs J(fi) (these graphs have the same vertices), the edges in J(f;:) being 
labelled by the letter i. This automaton will be denoted by A =J(F). From Sec- 
tion 1.4.2, for each vertex and each letter i, there exists exactly one edge $ beginning 
at any vertex of A: it is a complete automaton. 
Take f0 and fi as in Section 1.1.3. Using 1.3.7, we get the automaton shown in 
Fig. 1. 
1.4.4. 
Let x be any point of the interval I= [A, B] and d,f,=f,(x+O)-f,(x-0) be 
the width of the jump of fm at the point X. For x=A or B, this gives the 
width fm(A +0)-f,(B--0) of the “extreme jump”. The following theorem gives the 
values of A, fm for a given x and any finite word m. This result will be used in the next 
section. 
Theorem 1.12. Let m and m’ be two3nite words of 9*. Then 
(a) there exists a path in A beginning at 0’, ending at s:= A,&, and carrying the 
label m; 
(b) $ A, fm, =: s' # 0, there exists a path in A beginning at s’, ending at s := A, fmf, and 
carrying the label m; 
(c) there exists a path in A beginning at - 1, ending at s := A, fm and carrying the 
label m. 
Remarks. (1) - 1 is always a vertex of A: by hypothesis, the identity function can be 
described by some finite word u in d *. Let u and u be the first and the last letter of u, 
respectively. Then S(W) = - 1. 
(2) The vertex 0’ corresponds to the real value 0 of the width of the jump. 
The meaning of 0’ is the following: the considered point x has not been an 
exceptional point of any fntC,, for each prefix m” of m. In the automaton A, we leave 
the vertex 0’ as x is an exceptional point of fmsr, m” being the smaller one, and never 
return to it. 
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Fig. 2. 
Proof of Theorem 1.12. Let UE&*, describing f:= fnt, and XE[A,B]. Let ~;:EF, 
o := of, be the associated substitution, and g := A of: One of the four following cases 
occurs: 
(1) x is an exceptional point of J: There exists a factor u1 u2 of u such that u1 
(resp. u2) corresponds to some piece ] y, x [ of S (resp. Ix, z[). Thus, S has a 
jump at the point x, and d,f= c - b = s(ul u2) if u1 = u,~ and u2 = uCd. This implies that 
the finite word O(U) has a factor c(ul u2)= . . . U;U; . . . , where u; (resp. u)2) is the last 
(resp. first) letter of a(ul) (resp. I). But u1 and u2 correspond to some piecesly’, x[ 
and lx, z’[ of g, respectively. Then d,g=s(u; u;), and there exists an edge A,. 5 d,g 
in A. 
(2) x is not an exceptional point off, but is a critical point of U, different from A and 
8. There exists a factor u1 u2 of I( as in case (I), and the end of the proof is exactly the 
same. 
(3) x = A (or x = B). Then d,f= s(uIu2), where aI is the last letter of u and a2 the 
first one. The extreme jump of g has a width s(u; u;), where u; is the last letter of G(U), 
i.e. the last one of a(~,), and u; the first one of O(U) for the same reason. Thus, there is 
also an edge A,. L A,g in A. 
(4) x is not a critical point of u. Such a point corresponds to A,f=O’. We must 
consider two cases: 
x is not a critical point of o(u). Then A Xg = 0’, and there exists an edge 0’ A 0’ 
in A. 
x is a critical point of G(U). Let u be the letter of u which corresponds to the 
piece ] y, z[ off such that y < x <z. Then a(u) has a factor u; u; which has the 
same property as in case (1) with respect to x. There exists an edge 
0’ A s(u;u;) in A and A,g=s(u; u;). 
By iteration of this property, we obtain (a), (b) and (c) using AA Id = - 1. 0 
I .4.5. 
In the special case given in Section 1.1.3, we have a more precise result: consider the 
automaton Al of Fig. 2. Then (a) can be replaced by: 
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(a’) The values of the AXfm, xel, are exactly the ending points of those paths in AI 
beginning at the original vertex 0’. 
The proof of (a’) is very easy. 
1.4.6. 
Let E and F be as in Section 1.3.4. We say that E is “independent” if all the 
differences aj - ak (0 < j < k < n) are distinct ones. 
Proposition 1.13. Suppose that all fief are monotonic ampc-functions, and that E is 
independent. For each iE3 and each vertex s of A except 0’ and 0, there exists exactly 
one edge A beginning at s. 
Proof. Using 1.4.3, we have to prove the unicity of such an edge A . This is equivalent 
to saying that the out-degrees of these states s in J(J) are equal to one, i.e. that 
for each edge u1 u2+u;u; in Gr(fi), s(u;u;) depends on s(uIu2)#0 only. Let us 
suppose that 5 increases; the decreasing case is similar. Let uluZ =u,~u,~; then 
s(u; u;) = fi(C + 0) -L(b - 0) depends on b and c only. Now use the property that E is 
independent. Then s(ul u2)=c- b #O characterizes b and c, and thus characterizes 
s(u;u;). 0 
Proposition 1.14. Suppose that aI, a2, . . . . a,_, are continuity points of all the fi’s. 
Then 0 is an attractive vertex of A. 
(An “attractive” vertex of an automaton is a vertex s such that any edge beginning 
at s ends at s.) 
Proof. Let u1 uZ+u; ui be any edge of any Gr(A), with s(ul u2)=0. We have to prove 
that s(u; u;) = 0 also. Here we have u1 u2 = U&&d, so b is in E\JA, B}. b is a continuity 
point of fi, which implies that s(u;u;)=O. 0 
We say that E is F-independent if it is independent and all aj (1 < j < n - 1) are 
continuity points of any 5 in F. In the following, A’ stands for the automaton obtained 
from A by taking away the vertex 0’ and all the edges beginning at this vertex (there is 
no other edge which ends at 0’). 
Corollary 1.15. Suppose that E is F-independent; then A’ is a complete deterministic 
automaton. Moreover, we can replace A by A’ in Theorem 1.12(b) and (c). 
Proof. Clear. 0 
This result implies that s is a function of m and s’ only, in parts (b) and (c) of 
Theorem 1.12. 
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S. Linear combinations of ampc-functions 
1.5.1. 
Let E and F be as in Section 1.3.4. The aim of this section is to show that the 
preceding results can be used to describe linear combinations of some fm, rn~$ (the 
notations are those of Section 1.3.4). We suppose that each 5 is monotonic. Let F be 
any (monotonic) ampc-function on I of the following form: 
where the mk are proper left faCtOf of m. 
This situation occurs in Section 2 and in [S, 61: we study the family of ampc- 
functions F,, UE (0, l} *; which are defined on the interval I0 = [ 1 - $, 2 - ,/?I by 
the recursive formula 
F,:= ($-l)F,o+(2-$)F,I+(-l)‘“‘“f, (3) 
and F,:= Id. In (3), f0 and fi are the two ampc-functions used in Sections 1.1.3, 1.3.7 
and 1.4.3, (a(, the number of O’s in the finite word a, and u” and u1 two particular 
proper left factors of u (see Section 2.3.2 for an exact definition of these left factors). 
Thus, F, is as in (2). 
1 s.2. 
Let d be any (finite) alphabet on which we can describe all the functions in F. 
Using Corollary 1.9, fm, is described by the finite word c,,,~(u). Let rn; be the right 
factor of m such that mkm; =m. Then a,,,(u)= a,,,,,(a,,,,(u)). This proves that the 
exceptional points of F are critical points of D,,,(U). This finite word gives A4 (see 
Section 1.2.1) for F: the length of the pieces are in proportion to the total variation 
of fm on these pieces, which is given by a,,,(u). 
From the slopes of the fi’s it is easy to compute the slopes of the fm’s, and thus the 
slope of F using (2). This gives B for F. 
If we can determine A6 for F, i.e. the values A,F for the critical points x of the word - 
(T,(U), we characterize F up to a constant: this is Lemma 1.4. In the special case given 
in Section 1.5.1, this is sufficient as we know (it is clear, see Section 2.2.3 for the exact 
definition of f. and fi) that F,(O) =0 for all a. 
1.5.3. 
Let x be any critical point of the finite word o,,(u). Then 
A,F= : hA.f,b+aA.f,. 
k=l 
(4) 
Let us suppose that the simplest case occurs, i.e. d is a finite alphabet, corresponding 
to some E which is F-independent. These quantities can be computed using the 
automaton A defined in Section 1.4.3: this is Theorem 1.12. Let &, be the set of all 
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possible values A,F, which corresponds to all the paths in A labelled with m and 
beginning at 0’ or - 1 (we have to consider the special case x = A). 
Proposition 1.16. Let E and F be as in Corollary 1.10, and 9 := W x &,,,. Each 
(u, P, ;1)E9 * x R* x R describes a monotonic ampc-function from I to R. This gives an 
injective mapping, and F is one of these functions. 
Proof. P corresponds to the slope of the ampc-function, 1 to its value at some 
fixed point of the interval I. u=(ui, v1)(u2 v2). . .(&ok) corresponds to the pieces of 
fm (associated with the finite word u1 u2.. .uk = a,,,(u)) and the widths vi of the jumps at 
the beginning (if P > 0) or the end (if P < 0) of these pieces. Lemma 1.4 shows that this 
is sufficient to characterize an ampc-function on I. We get that F can be described in 
this way from Section 1.5.2 and the definition of d,. 0 
2. Discrepancy 
2.1. Self-similar sequences and low discrepancy 
2.1.1. Self-similar sequences 
We now consider sequences U = (u,), * 1 taking their values in the interval [O, 11. We 
introduce in [2] the notion of “self-similar sequences”, which is developed in [3]. Such 
a sequence U is said to be self-similar when we can split the interval [0, l] into 
subintervals Ij= [xj, Xj+ 11, such that 0=x0 <xi < ... <xk= 1, and if there exist 
k “simple” bijective mappings qj : [0, l] -‘Zj such that the nth term of U which is in Zj 
is the image of u, by the mapping Cpj, for every II 3 1 and 06 j <k- 1. An exact 
definition is given in [3]. 
In the following, we use only the fact that such a sequence is determined by the 
mappings qj and a sequence (“infinite word” on the finite alphabet (0, . . . , k- l}) 
E=E~E~...E, . . . . such that .sr =0 and Ed #O. The sequence U is then determined by the 
recursive formula 
u1 := 0 and u,:= (P~~(u,,,), 
with m:= card { 1 <i,<n, Et=&,}. In that case, we always have m<n for na2 (see 
[3, p. 21 l] for details). In the following, for a given sequence E in -01, N *a stands for 
the number of appearances of the letter a in the finite word e1 Ed.. .cN of length N. 
2.1.2. Star-discrepancy 
The “star-discrepancy” of a sequence U in the interval [0, 1) is a very classical 
notion, see [18] for example. It is a new sequence NH 0.$(U), which is related to 
distribution properties in [0, l] of the sequence I-J. It can be defined using the “error 
terms” b(N, x; U) := card { 1 d i 6 N, ut < x} - Nx by the formula 
NJ:(U):= sup ) b(N,x; U)l. 
O<x<l 
14 J.-P. Borel 
The usual properties of the star-discrepancy can be found in [lS]. 
Consider now 
N.D;(U) 
L(U):= lim sup ln N . 
N-CC 
It is well known [23] that there exists an absolute constant C>O such that L(U)> C 
for every sequence U; more precisely, we can choose C=O.O6.. . [l] (in fact, L(U) is 
infinite for almost all sequences U in [0, 11). On the other hand, some sequences U are 
known such that L(U) is finite (in this case, U is said to have a “low discrepancy”): the 
van der Corput sequence [25] and its generalizations by Faure [10-12-J, and some 
sequences of the form u, := {na}, where c( is an irrational real number whose partial 
quotients are bounded [S; 18, p. 125; 20,221, etc. 
2.1.3. 
In some special cases, the self-similar sequences have low discrepancy. 
Theorem 2.1. (Bore1 [3]). Suppose that all the mappings (Pi are linear ones, and that 
there exists a constant C>O such that IN*u-N.l(I,)I<Cfor each letter Odubk-1. 
Then we have 
L(U)< 
kC 
2ln(y-‘)’ 
with y := max l(Zu). 
In this theorem, l(Za) stands for the length of the interval la. 
It is more difficult to obtain the exact value of L(U): in the classical cases, 
Theorem 2.1 gives a majoration which is not the best possible, as can be seen in 
[3, p. 2401. The aim of this part is to give some elaborate methods of majoration of 
L(U), for some particular sequences E. 
2.2. Bounded-error sequences 
2.2.1. Definition 
Let E be any sequence in (0, 1, . . . , k- l}. Such a sequence is said to have 
a “bounded error” if there exist some constants C>O and yll, O<u$ k- 1, such 
that 1 N l a--y, N I< C for every N > 1. In that case, if we take I, of length y. 
and linear mappings qO, we get, using Theorem 2.1, a self-similar sequence with low 
discrepancy. 
2.2.2. Sturmiun sequences 
There are many different ways to build bounded-error sequences; see, for example, 
[7, pp. 9, lo]. Here, we only use “sturmian” sequences (see [14]). These sequences, 
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taking their values in (0, 1) (this case corresponds to k=2), can be defined in the 
following way, which is the most interesting one for our work: 
E,:= l+LAn+/+-_A(n+l)+p], 
with 0<11< 1 and O<~L< 1. The corresponding sequence E depends on these two 
parameters. 
We have to satisfy the two conditions E~ =O, Ed = 1, so we have to suppose that 
1-2A<p< 1-A. Consider now E(N):= N-06AN=(l--A)N-N* 1. Using = to 
denote the equality modulo one, we get the following proposition. 
Proposition 2.2. Let E be the sturmian sequence associated with (5 p). Then E(N) is 
bounded. More precisely, E(N)- -3,N and E(N) is characterized by its value modulo 
one, using A+p- 1 <E(N)<II+p. 
Proof. We immediately get 
which gives 
E(N)=E,+p-{(Eb(N+ l)+~}. 0 
The sequence E has a bounded error, with y0 := A and y1 := 1 -A. Let U be the 
self-similar sequence associated with E. Theorem 2.1 gives the following majoration: 
(we have in this case C=max{A+p, l-(A+p)}=A+p and y=l-IlAIl, where II II 
stands for the distance to the nearest integer). 
2.2.3. Appearance of ampc-functions 
The crucial point for estimating L(U) is to obtain some relations between E(N), 
E(N 00) and E(N l 1). Let us consider the sets @, := {(E(N), E(N l a)), N3 l}, a=O, 1. 
These sets are subsets of the unit square, using Proposition 2.2. Some examples are 
given in Fig. 3. 
Proposition 2.3. Let i be any quadratic integer between 0 and 1, whose minimal 
polynomial is P(X) := X2 - pX - q, and such that max (0, l -2A) <p < I- ,I. Then @)a is 
a dense subset of the graph of the mapping fa (a = 0,l) from I := [A + p - 1, 2 + p] to I, 
which is defined by the formula 
L(x):= {l-A--p+P(a)y,‘x}-(l-A--_), a=O,l. 
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Proof. We have, for all N B I, 
q~.q+$N)= -~N*O+$W.-Ah’)= - A+; N*O ( 1 
This can be written as E(N l 0) = -(q/A)E(N)=fO(E(N)). These two quantities are 
both in I, and are thus equal. In the same way, we get 
p+q-1 
W*l)+ 1_A ~E(N)=-IN*1+~(-N*l+(l-~)N) 
E -(%+!qg ) N*l=-(p-l)N*l=O 
and 
Proposition 2.2 implies that E(N) is dense modulo one, for any irrational number A. 
This gives the announced result of density. 0 
Functions f0 are clearly ampc-functions, and their ergodic properties have been 
studied by Hofbauer in [16]. The functions f0 and fi used in Sections 1.1.3, 1.3.7, 1.4.4 
and 1.4.5 correspond to the particular values A:= 2 - 4 (p =4 and q = - 2) and 
p:= 0. 
2.3. Estimations for discrepancy 
2.3.1. Some notations 
Now, we only consider the sturmian sequence E associated with 1” = 2 - fi = u and 
p = 0, j3 := 1 -CC, and the two associated self-similar sequences U + and U -, corres- 
ponding to an increasing linear function cpl in both cases, an increasing linear function 
cpz for U + and a decreasing linear function cp; for U -. 
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Let a be any finite word on the alphabet {0, 11, a=aIa2... aj. We shall use the 
following notations: 
l cp. .= (Pa, o cPa, a ... 0 qaj (and (Pi := Id when a is the empty word e); 
l for any positive integer N, we define N*a:= (...((N*al)*a2)~...*aj), using the 
definition of N l 0 and N l 1 given in Section 2.1.1. 
For any positive integer n > 2, u, = cp,,(u,) with m < n. This can be made again with 
m instead of n, and iterated whenever the index is greater than 2. So we get 
a decreasing sequence of indices, which necessarily takes the value 2. Note that u2 = CC 
This proves that there exists a unique finite word a such that u,, = cpJcr). Let us define 
E(N,a):= &(N,u,; U). So we have E(N,e)=&(N,cr;U)=E(N) (note that u,,<tl 
corresponds to E, = 0). 
2.3.2. The jinite words a0 and a’ 
Let o be any finite word on the alphabet (0, 11. We define the two finite words u” 
and a1 in (0, l}* u { 03) as follows: 
~(0) = cp,&) and e%(l) = ~(4. 
q,(O) and q.(l) are either in U, or are equal to 1. We have to consider two different 
cases. Either they are equal to 0 = u1 or 1. Then we replace the corresponding word a’ 
by a new symbol co, and we set E(N, a):= 0 for any integer Na 1. Or they can be 
written u,, with ~122. Using 2.3.1, ui is well defined. 
Proposition 2.4. For U +, we have a=a”*Ok=a’* 1’; for U-, we have a=u”* = 
u1 *Ol’. 
This result must be interpreted as follows: a0 is the left factor of a which is obtained 
by cancelling (for U’ all letters 0 at the end of u, and then) the last letter (and then 
u’=cc iff a=Ok for U+, a= e for U -), u1 is the left factor which is obtained by 
cancelling all the letters 1 at the end of u (and then 0 for U -) and then the last 
remainder letter. So we have a’=co iff a=lk (for U’) and a=lk or Olk (for U-). 
Proof. In qa(0) = qaI 0 (pa2 0... 0 cp., (0), we replace q,,(O) by its value, and again as long 
as we have 0. a0 is the left factor of a which remains. For U +, we have cpo(0)=O, 
cpl(0)=a. Thus, this algorithm ends when we first find the letter 1. For U -, 
q. (0) = cpl (1) = a. Then we only have to cancel one letter. The same idea holds for (I’ : 
we stop at the first step when we get neither 0 nor 1. For U +, cpo(l) = tl, cpl (1) = 1, and 
for U-, (po(l)=O, cpr(l)=l. This gives the announced form of a’. 0 
2.3.3. The fundamental lemma 
Proposition 2.5. For any N 3 1 and any finite word aE{O, l}*, we have: 
l (increasing case, U ‘) E(N, a)=PE(N, a’)+aE(N, a’)+E(N *a); 
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l (decreasing case, U -) E(N, a)=PE(N, a’)+clE(N, a’)+( - l)l”l”E(N *a), where luJo 
stands for the number of appearances of the letter 0 in the finite word a. 
Proof. The proof is given in the increasing case U +, and the decreasing case can be 
found in [4, Lemma 1, p. 651. Thus, cpo and ‘pl are increasing functions. We define 
p and 4 by q,(O) = u, and rp,( 1) = uq. Then we always have up< u, < uq. Consider now 
the Nth first terms of the infinite sequence U +. Among them, exactly N l a (resp. 
N l ~0) are in the interval [u,, uq[ (resp. [u,, uQ[). So we have 
E(N,u)=E(N,uo)+N~uO-(u,-u,)N=E(N,ao)+N~uO-~(u,-uu,)N, 
E(N,u’)=E(N,u”)+N*u-(u,-u,)N 
and 
E(N,u)-aE(N,u’)=(l-a)E(N,u”)+N~uO-ctN*u 
=(I-ol)E(N,u’)+E(N.u). q 
Corollary 2.6. Let F, be the mapping from [-/I, a] into itself, dejined by the recursive 
formula F, := 0, F, := Id and F, := pFBo + aF,t + ( - 1)61n’ofa, where 6 := 0 for U + and 
6 := 1 for u -. Then, for any N B 1 and UE (0, l}*, we have E(N, a)= F,@(N)). 
Proof. Clear, using E(N *u)=faj ofa,_ 1 0 ... of0, (E(N)) by Proposition 2.3. 0 
In the decreasing case, we get the recursive formula (3) of Section 1.5.1. 
2.3.4. Upper bounds for discrepancy 
We define 
M, := sup F,(x) =max d(N, u,; U), 
-BCx<a NZ1 
where n is the positive integer associated with a. In the same way, m, is the correspond- 
ing lower bound. Then we get 
L(U)=limsup 
maxlQn~NIF,(~N-{~(N+l)))l 
N In N 
d lim sup 
ma&CN {Ma-ma) 
N 1nN 
Theorem 2.7. Let M, be the maximum of the M, and m,, for all the finite words 
a associated with u,., 1 <k < n, and y,, be the maximal distance between two consecutive 
uk (in [0, l]), 0~ k<n, with u. := 1. Then we have 
M 
L(U)<- 
lny;l’ 
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Proof. Let us consider the n distinct intervals Ii defined in [0, l] by the consecutive #k, 
0 < k < n. Let E’ be the infinite word on the alphabet (0, 1, . . . , n - 1) given by E; := i, 
where i is defined by ukgIi (for any k>n, in the other case we have to choose the 
“good” interval Ii. This can be done for we have no boundary problem [3, Section 21). 
Then U is also a self-similar sequence associated with E’. But E’ has a bounded error, 
and the quantities [Cat&, p(N,a)I in Corollary 8.2 of [3], which can be written as 
I C,<.,(N* a-y,N)I using the notations above, are bounded by M,,. The coefficient 
jkC in Theorem 2.1 can be replaced by M,,. This gives the announced result. Cl 
2.4. The functions F. 
2.4.1. 
Theorem 2.7 shows that it might be interesting to study the functions F, in order to 
have good estimates for L(U). For U -, two different methods for evaluating M, and 
nzp can be found in [S, 61. This case seems to be more interesting: we may hope for 
some compensations due to the minus sign which can appear in the recursive for- 
mula of Proposition 2.5, and get better upper bounds. However, this case is more 
complicated. 
Theorem 2.8 (Bore1 [6]). In the decreasing case U -, and if u=Ok, we have the 
following asymptotic development: 
M =Lk+609-24$+1+2$ 
a 14 980 
-j+-l)k+O(“k)I 
3 k_133-12fi+1+2$ m _ 
(I 
14 196 
28 (- lp+O(C(k). 
Theorem 2.9 (Bore1 [S]). L( U - ) < 0.49090.. 
Using these techniques, it may be proved that L(U -) is less than L(V)= 
l/(3 In 2) = 0.48089.. . [13], where V stands for the van der Corput sequence. To obtain 
such a result, we only have to compute M, for each finite word a of length less than 
or equal to 6 (see [5,6]). Then we get L(U -)<0.47000... The improvement 
L(U -)<0.45696... may be expected, using many more computations of M,‘s 
(see C61). 
2.4.2. 
The proofs of Theorems 2.8 and 2.9 are not given here. We only show how the 
methods of symbolic representation, which have been detailed in Section 1, may be 
used in these proofs. They essentially use the following result, see [4, p. 821: F. is an 
ampc-function from [-/I, a] to R, whose jumps take only the two values + 1, - 1. 
This result is contained in the following theorem. 
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Theorem 2.10. The widths of the jumps of the ampc-function F. are equal to f 1. 
There always exists x such that A, F, = (- l)Jai+l, and A, F. =( - 1)‘“’ has a solution 
ifl a has a right factor, whose length is odd, and belonging to the language 
9:= {*OF, ka0j*. 
Proof. c( is a quadratic integer; this implies that all the terms u, can be written in the 
form pnu-q,,, pn and q,, being two integers (they can be computed using a recursive 
formula, which is given in [4]). Then 
d(N,%,; u-)= -unN= -(p.a-q,)N= -ap,N-p,(N*O-aN)zp,E(N). 
Thus, we have F,(E(N))=p,E(N), and F,(x) =p,,x on the whole interval C-B, a], 
except for the exceptional points of F.. The widths A,F, of the jumps are integers. 
We now prove that the only possible values of A,F, are 0 and + 1. This can be done 
using a recursion on 1 a I. The result is clear when a = e. Suppose now that it is true for 
each finite word of length less than 1 a[. Then A,F, is an integer and can be written as 
a sum of the three terms: 
cid,F,~: 0, +a, 
(- l)‘“l” A,f,: 0, f p, f 1 using the automaton A. 
There are only five possibilities: 
o+o+o=o, +p*a+o= fl, o+a+p= fl, 
O+O++l=+l, *B&Lx&l= *2. 
The last one occurs only when A, f. = f 1, and then A, f., =0 for each proper left factor 
a’ of a, using the automaton A given in Section 1.4.4. Thus, A, FuS = 0 for each of these 
left factors, and we cannot have +fi or +cr. This proves that the fifth sum does not 
occur, and we get the announced result. 
Now we consider the sign of A, F.. Two different cases occur: either A,F,= A,F,,I 
(sums 2 and 3) or A, F, = f 1 = (- 1)1”1° A, f0 (sum 4). 
l In the first case, note that 1 al = 1 a1 I+ 2 + k when a has a right factor of the form 01 k, 
and then the sign of (- 1)1”1 A,F, changes iff k is odd. In this case, A,F, = A, F,,I. 
l In the second case, A,f,= f 1 corresponds to the vertices + 1 or - 1 of the 
automaton A 1. Then we have A,_&= (- l)l”lLf’, and (- l)‘“‘O A, f.= (- l)l’l+‘. 
It corresponds to the shortest word a such that A,F,#O. 
Using (a’) (see Section 1.4.9, all the paths in the automaton A1 can be done. This 
proves that we always have (- l)lsl+‘, and we have some (- 1)‘“’ if and only if the 
descending sequence a-+a’-+(al)l -+ ... contains an odd number k. This ends the 
proof of the theorem. Li 
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(U> -1) (U? 0) (u, $1) (w, -1) 6 -1) 
Fig. 4. 
This result improves a theorem of [4, p. 821. It can also be proved by using some 
“self-similar” properties of the functions F,,. This new proof does not use the fact that 
F,(x)=p,x, which comes from Corollary 2.6, i.e. from discrepancy results. 
2.4.3. 
The functions F. can be described using the results obtained in Section 1. We 
can choose ,? = F,(O) =0 in Proposition 1.16. We prove in Theorem 2.10 that 
Sd=c{O, +l, -l} f or all finite words II in (0, l}*. The slope P, of F,, is such that 
(- l)‘“‘P, is a positive integer for all a (we give in [4, pp. 78-821 some recursive 
definitions of the P,,‘s). Using Proposition 1.16, we get that F. can be described by 
- - - 
a finite word on the finite alphabet 9 := {u, u, w, u, u, w } x { - 1, 0, + l} and an integer. 
Letters of this alphabet can be interpreted as polygonal lines, with a vertical side 
whose length is equal to the width 0, + 1 or - 1 of the jump and the leaning side has 
a length in proportion to 1,2-d and fi- 1 for u, u and w, respectively. Some 
examples are shown in Fig. 4. 
2.4.4. 
As an application of the methods above, we give a sketch of the proof of the 
following result: the finite words on 9 which describe the functions F. are obtained by 
using some substitutions as it has been proved for the functions f, in Theorem 1.8 and 
Corollary 1.9. However, we have to consider substitutions over another finite alpha- 
bet 2, the letters of s+? being copies of those of 9: thus, we have to do a projection 
after using substitutions and this is the exact definition of “substitutive sequences”. 
More precisely, we consider the following five letters of Y (in the following, fi, 6, fi 
stand, respectively, for the letters u, v, w defined in Section 1.3.7): 
u:= (ii, - l), u := (6, - l), w := (G, - l), 
w := (G, O), w:= (a, + 1). 
Consider now many different copies of these letters, namely u, ui, uz, ul, u2, u3, wl, w2, 
pl, y2, F and their mirror letters. We get a new alphabet 2, which has 22 letters. 
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On this alphabet, we define two substitutions o. and g1 by 
- -- 
01: U I-+ tjlUU1 Ul t-+ W2UUl u2 H y41 
- - - - 
Vl H W2Ul V2 ++ W2Ul V3 I--+ p1 
- - - - - - 
WlHWlVZ W2HWlV2 wl+-+WlVl WZ++WlVl WHWlV3 SC 
and the mirror property (see Proposition 1.6). 
Theorem 2.11. For each word a in (0, l>*, the3nite word a,(u) describes F,. 
We need the following two lemmas. 
Lemma 2.12. The extreme jumps A, F. are given by the complete deterministic automa- 
ton B (Fig. 5). 
Proof. From (3) we deduce A.Fa:= (~-~)A.F,o+(~-&‘)A,F,~+(-~)‘“‘~A.~,. 
It follows from Theorem 2.10 that 
A,F,,= 
i 
-1 @EL?*), 
0 (4YP*), 
where S?* is the language { l 01 k, k > 0} *, i.e. the sublanguage of (0, l} * of the finite 
words of the following form: 
with Ui=OOl ki or 10lki. This language is a recognizable subset of (0, l}* (see [9]). 
More precisely, it can easily be seen that the automaton B’ of Fig. 6 recognizes 2. The 
lemma is an immediate consequence of these two properties. 0 
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Fig. 8. 
We denote by + and - an extreme jump which has the same direction as the slope 
(resp. the opposite direction) of F,. These signs are thus given by the automaton B” 
(Fig. 7) (recall that the signs of P,, and (- 1)‘“’ are the same). 
Lemma 2.13. The first and last letters of the finite word o,(u)&?* are given by the 
complete deterministic automaton C of Fig. 8. 
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Fig. 9. 
0 
Fig. 10. 
Proof. This is an immediate consequence of the definition of co and g1 given in 
Section 1.3.7. 0 
Sketch of the proof of Theorem 2.11. Combining the automata B” and C, we get the 
automaton D (Fig. 9), which gives simultaneously the first and last letters of (T,(U) and 
the extreme jump of F,. Note that the extreme jump has been included before the first 
letter ( 1 u 1 is even, i.e. P, > 0) or after the last one (I a 1 is odd, i.e. Pa < 0). Look at the first 
letter in each vertex of D. The image of such a letter depends on the vertex. For 
example, u % always gives U, but u 5 gives W or W or @. For this reason, we have to - - 
consider the different copies given above for these letters. 
The automaton D becomes that shown in Fig. 10. The definition of substitutions co 
and g1 follows from this automaton. The proof of the theorem uses some property of 
“self-similarity” of the functions F,. Let a be the first letter of the finite word a, and a’ 
such that a=&. Then it is easy to prove, using (3), that if U’ describes F,,, then 
u := U’U’U’U” (when a =0) or &&? (when a= 1) describes essentially F,, u” being 
a particular left factor of u’. Note that these words correspond to the pieces off0 and 
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Fig. 11. 
fi, respectively. Then, we have to consider the extreme jump of F,,, and eventually 
modify the corresponding letter in u. 0 
2.4.5. 
If we consider only the case a= Ok, we can take a subalphabet of &‘“, namely 
{u, w, t}, which corresponds to the three vertices of D which are accessible using the 
letter 0 only: we get the automaton D’ shown in Fig. 11. In this case, the two 
substitutions have a very simple expression. This case has been studied in [S, 61, in 
which we give an asymptotic development of the maximal and the minimal values of 
Fok (x) as a corollary of Theorem 2.11 for these functions. We have to consider a 6 x 6 
matrix, here 6 = 3 + 3. Thus, we have, in the general case, to compute the eigenvalues 
and eigenvectors of a 25 x 25 matrix, 25 = 22 + 3, whose coefficients are in Q(a), to 
obtain an asymptotic development of the maximum and the minimum in the general 
case. This seems to be hopeless. 
Appendix. Extreme discrepancy in one dimension (summary of the best results)’ 
There are two notions according as the supremum is taken over all intervals 
(discrepancy D) or only over intervals beginning at the origin (star-discrepancy D*); 
the relation between them is D* Q D < 2D*. 
The asymptotic behaviour of the sequence X is controlled by the numbers 
s(X) = lim sup (ND(N, X)/log N) and s*(X) = lim sup (ND*(N, X)/log N). 
N N 
In the previous sections the second number is denoted by L(X) instead of s*(X) 
(see Section 2.1.2). Lower estimates are O.O6dL(X) and 0.12Q D(X) (see [l, 231 for 
L and [12] for a reference on D). 
Main sequences 
- Classical van der Corput sequences in base b, S(b, I)=&,, in which &,(n) is the 
“radical-inverse function” obtained by “inversion” of the b-adic expansion of n). 
1 Appendix written by Henri Faure, UPR Mathimatiques Discrttes and UFR MIM, Case W, Universitk 
de Provence, 3 place Victor Hugo, 13331 Marseille Cedex 3, France. 
86 J.-P. Bore1 
_ van der Corput sequences with permutations, S(b, Z), obtained by the action of 
a sequence of permutations C on the b-adic expansion of n before inversion). 
- Sequences of the family (na) in which a is an irrational with bounded partial 
quotients. 
Results concerning the extreme star-discrepancy D* 
- Usual van der Corput sequences: 
s(&)=s*(&,)=L(&,)=(b- 1)/(4 logb) if b is odd, 
s(&,)= s*(&) = L(&,) = b2/(4(b + 1) log b) if b is even; 
in particular, L(42)= l/(3 log 2)=0.4808... and L(43)= l/(2 log 3)=0.455... 
- Scrambled van der Corput sequences: there exist sequences of permutations C such 
that 
L(S(2, C)) = l/(6 log 2) = 0.2404.. . , 
L(S(3, C))= 1/(4log 3)=0.227... , 
L(S(12,Z))= 1919/(34541og 12)=0.223...; 
the last result gives the smallest star-discrepancy currently known. 
- (ncr)-sequences: 
inf(L((ncr))=L((n&))=1/(4log(l+,/?))=0.283... 
a 
and 
L((n(l+$)/2))=3/(20log((l+,/?)/2))=0.312... 
Results concerning the extreme discrepancy D 
- For usual van der Corput sequences: D(N, &)= D*(N, &). 
_ For scrambled van der Corput sequences, there exists a permutation B such that 
s(S(36,g)) = 23/(35 log 6) =0.366.. .; 
this is the smallest extreme discrepancy currently known. 
- For (na)-sequences: 
inf(s((na)))=s((n(1+~)/2))=1/51og(1/(51og((1+~)/2)))=0.415... 
a 
Remarks 
(1) The first equality in the last formula is “sure” but, as far as I know, the proof has 
never been published; the second equality is due to Ramshaw [22]; all other results on 
(na)-sequences belong to Y. Dupain and V. Siis (see, for instance, the thesis of 
Y. Dupain and also [S] ). 
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(2) Concerning van der Corput sequences and their generalizations with permuta- 
tions, all the results appear in two papers of Faure [lo, 121. 
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