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Abstract
Using the approach of N. Etemadi for the Strong Law of Large Numbers (SLLN ) in [1]
and the elaboration of this approach in [2], I give weak conditions under which the SLLN
still holds for pairwise uncorrelated (and also “quasi uncorrelated”) random variables. I
am focusing in particular on random variables which are not identically distributed. The
approach also delivers a simple proof for the classical SLLN.
1 Introduction and results
In publication [1] from 1981, N. Etemadi weakened the requirements of Kolmogoroff’s first
SLLN for identically distributed random variables and provided an elementary proof of his
more general SLLN. I will first state his main Theorem after introducing some of the notations
that I will use
Notation. Throughout the paper, (Ω,A,P) is a probability measure space. Any random
variables (usually denoted by Xn) are implicitly assumed to be measurable functions from Ω to
R¯. The letter E is used for the expected value and V is used for the variance of these random
variables.
Etemadi’s Theorem ([1]). Let (Xn)n∈N be a sequence of pairwise independent, identically
distributed random variables with E|X1| <∞. Then
lim
n→∞
X1 +X2 + · · ·+Xn
n
= EX1 almost surely (a.s.). (1)
The main improvement of Etemadi’s Theorem over Kolmogoroff’s first SLLN is the replace-
ment of independence by pairwise independence. The condition of identical distribution still
remains. However, Etemadi’s argument also delivers an elegant proof for large classes of non
identically distributed random variables. First, let me introduce a few useful notions:
Definition 1. A sequence (Xn)n∈N of random variables is said to
i. Satisfy the Kolmogoroff condition if and only if each Xn has finite variance VXn and∑
n∈N
VXn
n2
<∞.
ii. Be quasi uncorrelated if and only if each Xn has finite variance and there exists a positive
constant c such that VSn ≤ c
∑n
k=1 VXk for all n ∈ N, where I will from now on use the
notation Sn = X1 +X2 + · · ·+Xn for all n ∈ N.
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iii. Satisfy the SLLN if and only if
lim
n→∞
Sn − ESn
n
= 0 a.s., (2)
Notice that if η
Def.
= limn→∞ EXn exists, this is (by Cesa`ro summation) equivalent to
limn→∞
1
n
Sn = η almost surely.
Theorem 1 (SLLN for random variables satisfying the Kolmogoroff condition). Let (Xn)n∈N
be a sequence of non-negative, quasi uncorrelated random variables satisfying the Kolmogoroff
condition such that A
Def.
= supn∈N
ESn
n
<∞. Then the Xn satisfy the SLLN.
Remark 1. Of course, the same Theorem is also true if non-negative is replaced by almost surely
non-negative. Throughout the text, these two terms can thus be seen as synonymous.
Remark 2. If the Xn are pairwise uncorrelated, we have VSn =
∑n
k=1 VXk (Bienayme´) and thus
the Xn are in particular quasi uncorrelated.
Remark 3. Applying Theorem 1 to the transformation X˜n
Def.
= Xn− ess inf Xn (where ess infXn
is the essential infimum of Xn, i.e. the largest number r such that X ≥ r almost surely) shows
that the condition supn∈N
ESn
n
<∞ can be replaced by the weaker condition
sup
n∈N
ESn −
∑N
k=1 ess inf Xk
n
<∞. (3)
It should be noted too that this is equivalent to (as for any sequence an ≥ 0, supn∈N an = ∞
implies lim supn→∞ an = limn→∞ supk≥n ak =∞)
lim sup
n→∞
ESn −
∑N
k=1 ess inf Xk
n
<∞. (4)
Remark 4. My proof of Theorem 1 relies heavily on the proof by Cso¨rgo et al. (see [2]). In
the publication [2], it is also shown that the condition of non-negativity cannot be removed.
More precisely, in their Theorem 4, a sequence of pairwise uncorrelated random variables Xn
satisfying the Kolmogoroff condition and
lim
n→∞
∑n
k=1 E|Xk − EXk|
n
= 0 (5)
is constructed such that
lim sup
n→∞
|Sn − ESn|
n
=∞. (6)
If we sharpen the condition of theXn being pairwise uncorrelated to being pairwise independent,
however, we can drop the non-negativity assumption:
Corollary 1.1. Let (Xn)n∈N be a sequence of pairwise independent random variables satisfying
the Kolmogoroff condition such that
lim sup
n→∞
∑n
k=1 E|Xk − EXk|
n
<∞. (7)
Then the Xn satisfy the SLLN.
Remark 5. Thanks to linearity of the expected value, the non-negativity condition in Theorem
1 can be replaced by almost sure boundedness of the Xn (or even Xn − EXn) from below
or above. (For example, if the Xn are bounded from below, Theorem 1 can be applied to
X˜n
Def.
= Xn − ess infXn.)
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Remark 6. Kolmogoroff’s classical SLLN is very similar to Corollary 1.1, except that pairwise
independence is replaced by independence but the auxilliary condition (7) is dropped. However,
as is proven in [2], Theorem 3, there is a sequence of pairwise independent random variables
(Xn)n∈N satisfying the Kolmogoroff condition such that the SLLN is not satisfied. Hence, an
auxilliary condition like (7) in Corollary 1.1 is necessary.
We can try to get rid of the Kolmogoroff condition for the Xn using a truncation argument.
For this, however, the condition that the Xn are pairwise uncorrelated has to be replaced by a
condition of pairwise independence, as the truncations of the Xn are still pairwise independent
if the Xn are pairwise independent while the truncations need not be pairwise uncorrelated if
the Xn are only pairwise uncorrelated.
More precisely, the truncations ofXn that I will look at are Yn = Xn ·1{Xn≤n}, where 1{Xn≤n}
is the indicator function of {Xn ≤ n}.
Remark 7. It should be noted that the Yn do not have to satisfy the Kolmogoroff condition!
For example, if the Xn are random variables with P(Xn = n) = P(Xn = 0) =
1
2
, then V(Yn) =
V(Xn) =
n2
4
which is too large for the Kolmogoroff condition. In this case, however, this is not
surprising, as the Xn also don’t satisfy the SLLN (they do not even satisfy the weak SLLN):
Indeed, let X˜n = Xn− EXn. Then Sn−ESn =
∑n
k=1 X˜k and P
(
X˜n = −
n
2
)
= P
(
X˜n =
n
2
)
= 1
2
,
so that for n ≥ 2,
P
(
Sn − ESn ≥
n
2
)
= P
(
n∑
k=1
X˜k ≥
n
2
)
=
P
(∑n−1
k=1 X˜k ≥ 0
)
+ P
(∑n−1
k=1 X˜k ≥ n
)
2
≥
1
4
, (8)
where the last inequality is true by symmetry of the X˜k, i.e. P
(∑n−1
k=1 X˜k ≥ 0
)
≥ 1
2
.
We thus require the Yn to satisfy the Kolmogoroff condition:
Theorem 2 (SLLN for random variables with the Kolmogoroff condition for the truncations).
Let (Xn)n∈N be a sequence of non-negative, pairwise independent random variables such that
the Yn
Def.
= Xn · 1{Xn>n} satisfy the Kolmogoroff condition and such that Xn−Yn goes to 0 in L
1
and almost surely. Then the Xn satisfy the SLLN.
Remark 8. Remark 5 also applies to Theorem 2.
Of course, we can modify the assumptions a bit to avoid non-negativity:
Corollary 2.1. Let (Xn)n∈N be a sequence of pairwise independent random variables such that
both sequences (X+n )n∈N and (X
−
n )n∈N, where X
+
n
Def.
= max(Xn, 0) and X
−
n
Def.
= −min(Xn, 0),
satisfy the conditions of Theorem 2. Then the Xn satisfy the SLLN.
Finally, I want to prove a (well-known) tool which makes it possible to obtain Etemadi’s
result using the previous corollary:
Theorem 3 (Identically distributed random variables behave nicely). Let (Xn)n∈N be a se-
quence of non-negative, identically distributed, integrable random variables. Then the Yn
Def.
=
Xn · 1{Xn≤n} satisfy the Kolmogoroff condition, and Xn → Yn both in L
1 and almost surely.
If we are given any identically distributed, pairwise independent random variablesX1, X2, . . .
with E|X1| <∞, we can apply Theorem 3 to the X
+
n and X
−
n to see that all conditions of Corol-
lary 2.1 are satisfied. This way we obtain the conclusion of Etemadi’s Theorem.
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2 Proofs
2.1 Tools for Theorem 1
Definition 2. From now on, fix α > 1 and ε > 0. The random variables Xn are as in Theorem
1. Recall that, by assumption, A
Def.
= supn∈N
ESn
n
<∞. Hence it is possible to define L
Def.
=
⌊
A
ε
⌋
,
where ⌊•⌋ denotes “the largest integer smaller than •”.
For every n ∈ N let m(n)
Def.
= ⌊logα n⌋. Then by definition
m(n)
n→∞
−−−→∞ and αm(n) ≤ n < αm(n)+1 for all n. (9)
For non-negative Xn, let s(n) ∈ {0, . . . , L} be natural numbers such that
E(Sn)
n
∈ [ε · s(n), ε · (s(n) + 1)[. (10)
The s(n) are always uniquely well-defined, as the intervals in (10) are disjoint and cover (more
than) the interval [0, A].
Definition 3. Let the random variables Xn again be as in Theorem 1. For n ∈ N and
s ∈ {0, . . . , L}, let
Tn,s := {k ∈ N : α
n ≤ k < αn+1 and ε · s ≤
E(Sk)
k
< ε · (s+ 1)}. (11)
Some of the Tn,s can be empty. However, Tm(n),s(n) is never empty as n ∈ Tm(n),s(n) for all
n ∈ N. If Tn,s is not empty, set k(n, s)
+ Def.= max Tn,s and k(n, s)
− Def.= minTn,s. Otherwise, set
k(n, s)+ = k(n, s)−
Def.
= ⌊αn⌋.
From now on, I will use the symbol k(n, s)± in statements that are true for both k(n, s)+ and
k(n, s)− respectively. For example, we have k(n, s)± ≥ ⌊αn⌋
n→∞
−−−→∞.
Lemma 1 (Kolmogoroff condition for the Sk(n,s)± subsequences). Let (Xn)n∈N be a sequence
of random variables satisfying the assumptions of Theorem 1. Then the Sk(n,s)± subsequences
satisfy the Kolmogoroff condition, i.e.
∞∑
n=1
V(Sk(n,s)±)
(k(n, s)±)2
<∞ for all s ∈ {0, . . . , L}. (12)
Remark 9. This Lemma is not surprising, as the Xn satisfy the Kolmogoroff condition and the
k(n, s)± grow exponentially.
Proof. Because the Xn are quasi uncorrelated, we have
∞∑
n=1
VSk(n,s)±
(k(n, s)±)2
≤ c
∞∑
n=1
(
1
(k(n, s)±)2
k(n,s)±∑
j=1
VXj
)
Rearranging the terms
= c
∞∑
j=1
(
VXj
∑
{n:k(n,s)±≥j}
1
(k(n, s)±)2︸ ︷︷ ︸
Def.
= κj
)
. (13)
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By definition 3, we have for all n, s,
⌊αn⌋ ≤ k(n, s)± ≤ αn+1 so that {n : k(n, s)± ≥ j} ⊂
{
n : αn ≥
j
α
}
. (14)
It follows that
κj ≤
∑
{n:αn≥ jα}
1
⌊αn⌋
=
α2
j2
∞∑
n=0
1
⌊αn⌋2︸ ︷︷ ︸
behaves like a geometric series
≤
α2
j2
C
α2
α2 − 1
for some C > 0. (15)
Using this in (13) we get, as the Xn satisfy the Kolmogoroff condition,
∞∑
n=1
VSk(n,s)±
(k(n, s)±)2
≤ c · C
α4
α2 − 1
∞∑
j=1
VXj
j2
<∞. (16)
This achieves a proof of (12).
Lemma 2 (SLLN for the Sk(n,s)± subsequences). Let (Xn)n∈N be a sequence of random variables
as in Theorem 1. Then the SLLN holds for the Sk(n,s)± subsequences, i.e. we have
lim
n→∞
Sk(n,s)± − ESk(n,s)±
k(n, s)±
= 0 almost surely for all s ∈ {0, . . . , L}. (17)
Proof. Fix s ∈ {0, . . . , L}. For δ > 0 let Aδ(n)
Def.
=
{∣∣∣∣∣ Sk(n,s)±k(n, s)± − E
Sk(n,s)±
k(n, s)±
∣∣∣∣∣ > δ
}
. We have:
Aδ(n) =
{∣∣∣Sk(n,s)± − ESk(n,s)±∣∣∣ > k(n, s)± · δ}
=
{∣∣∣Sk(n,s)± − ESk(n,s)±∣∣∣2 > (k(n, s)±)2 · δ2
}
.
(18)
We can now use the Tschebyscheff inequality and Lemma 1:
∞∑
n=1
PAδ(n)
Tschebyscheff
≤
1
δ2
∞∑
n=1
VSk(n,s)±
(k(n, s)±)2
Lemma 1
< ∞. (19)
Consider the sets
Aδ := lim sup
n→∞
Aδ(n). (20)
The result (19) allows us to apply the Borel-Cantelli Lemma to obtain PAδ = 0 for all δ > 0 in
R. This implies almost sure convergence of
∣∣∣∣Sk(n,s)±k(n,s)± − E Sk(n,s)±k(n,s)±
∣∣∣∣ to 0 by a very standard result
from probability theory and thus also proves Lemma 2.
2.2 Proof of Theorem 1
Proof of Theorem 1. From now on, I will abbreviate k(m(n), s(n))± by k±. The idea of the
proof is to use the fact that the SLLN holds for the k± subsequence and conclude that it also
holds for the Xn using a monotonicity argument. (This is where non-negativity of the Xn is
necessary.)
Using definitions 2, 3 and the bound (10), we obtain for all n ∈ N:
k− ≤ n ≤ k+ and
∣∣∣∣∣ESk±k± − ESnn
∣∣∣∣∣ ≤ ε. (21)
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Since the Xn are non-negative, we have
0 ≤ Sn ≤ Sn′ for all n ≤ n
′. In particular, 0 ≤ ESn ≤ ESn′ . (22)
Note that by definitions 2 and 3, we have n ≥ k+/α. Thus 1/n ≤ α/k+ and
(
1
n
−
α
k+
)
Sk+︸ ︷︷ ︸
≤0
+(α− 1)
ESk+
k+︸ ︷︷ ︸
≤A
≤ (α− 1)A. (23)
This is equivalent to
Sk+
n
−
ESk+
k+
≤
α
k+
(Sk+ − ESk+) + (α− 1)A. (24)
It is also true that αk− ≥ n. Thus 1/(αk−) ≤ 1/n. By definition of A,
−
(
1−
1
α
)
A+
1
αk−
(Sk− − ESk−) ≤ −
(
1−
1
α
)
1
k−
ESk− +
1
αk−
(Sk− − ESk−)
=
Sk−
αk−︸ ︷︷ ︸
≤
S
k−
n
−E
Sk−
k−
≤
(21)
Sk−
n
− E
Sn
n
+ ε. (25)
In conclusion,
−ε−
(
1−
1
α
)
A+
1
αk−
(Sk− − ESk−)
(25)
≤
Sk−
n
−
ESn
n
k−≤n, (22)
≤
1
n
(Sn − ESn)
n≤k+, (22)
≤
1
n
Sk+ −
1
k+
ESk+ + ε
(24)
≤
α
k+
(Sk+ − ESk+) + (α− 1)A+ ε.
(26)
Lemma 2 guarantees that for all α > 1, ε > 0, there exists a measurable Ωα,ε ⊂ Ω such that
PΩα,ε = 1 and limn→∞
Sk±(ω)− ESk±
αk±
= 0 for all ω ∈ Ωα,ε.
Using the previously proven inequality (26) yields
−ε − (1− α−1)A ≤ lim inf
n→∞
1
n
(Sn(ω)− ESn) ≤ lim sup
n→∞
1
n
(Sn(ω)− ESn) ≤ (α− 1)A+ ε. (27)
for every ω ∈ Ωα,ε. This holds for all α > 1 and ε > 0 in R. By σ-additivity of P, we have
P
( ⋂
m,o∈N
Ω1+ 1
m
, 1
o
)
= 1. (28)
Since both “outer” sides of (27) tend to 0 for α = 1+1/m and ε = 1/o as m, o→∞, I conclude
using (28) that limn→∞
1
n
(
Sn(ω)− ESn
)
= 0 for almost every ω ∈ Ω.
This achieves the proof of Theorem 1.
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2.3 Proofs of Corollary 1.1 and Corollary 2.1
Proof of Corollary 1.1. We can assume without loss of generality that the Xn are centered,
i.e. that EXn = 0 for all n ∈ N (otherwise consider X˜n
Def.
= Xn − EXn). Since the Xn are
pairwise independent, we can now also make use of the decomposition Xn = X
+
n +X
−
n , where
X+n
Def.
= max(Xn, 0) and X
−
n
Def.
= −min(Xn, 0).
Using this decomposition, we see that theX+n andX
−
n , are non-negative, that both sequences
are pairwise independent and satisfy the Kolmogoroff condition (as VX+n ≤ VXn and VX
−
n ≤
VXn), and that
sup
n∈N
∑n
k=1 EX
+
k
n
≤ sup
n∈N
∑n
k=1 E|Xk|
n
<∞. (29)
(The same is true for the X−k .)
Hence, by Theorem 1, we get
lim
n→∞
∑n
k=1X
+
k − EX
+
k
n
= 0, (30a)
lim
n→∞
∑n
k=1X
−
k − EX
−
k
n
= 0. (30b)
Adding the two proves the Corollary.
The proof of Corollary 2.1 is nearly identical, but Theorem 2 is used instead of Theorem 1.
2.4 Tools for Theorem 2
2.4.1 Lemmas about truncations of random variables
Lemma 3 (The expected value of the truncations does not differ too much from the original).
Let (Xn)n∈N be a sequence of non-negative random variables such that Xn − Yn → 0 in L
1,
where Yn = Xn · 1{Xn≤n}. Then, for Tn = Y1 + · · ·+ Yn,
lim
n→∞
ESn − ETn
n
= 0. (31)
Proof. The proof is very straight-forward:
0 ≤ lim
n→∞
ESn − ETn
n
= lim
n→∞
∑n
k=1 E (Xk − Yk)
n
= 0, (32)
where the last equality is true by Cesa`ro summation.
Lemma 4 (If the SLLN holds for the Tn, then it also holds for the Sn). Let (Xn)n∈N be a
sequence of non-negative random variables such that Xn−Yn
n→∞
−−−→ 0 almost surely. (Using the
same notation as in Lemma 3). Then we have
lim
n→∞
Sn − Tn
n
= 0 a.s. (33)
Proof. Same idea:
0 ≤
Sn − Tn
n
=
∑n
k=1Xk − Yk
n
n→∞
−−−→ 0 a.s. (34)
by Cesa`ro.
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2.5 Proof of Theorem 2
Proof of Theorem 2. From Lemmas 3 and 4, we know that for almost every ω ∈ Ω, we have
lim
n→∞
Sn(ω)− ESn
n
= lim
n→∞
Tn(ω)− ETn
n
+
ETn − ESn
n
+
Sn(ω)− Tn(ω)
n︸ ︷︷ ︸
→0
= lim
n→∞
Tn(ω)− ETn
n
.
(35)
Since the Yn satisfy the Kolmogoroff condition by assumption and are pairwise independent,
we can apply Theorem 1 to obtain that
lim
n→∞
Tn − ETn
n
= 0 a.s. (36)
This achieves a proof.
2.6 Proof of Theorem 3
Proof of Theorem 3. I will first prove that the Yn satisfy the Kolmogoroff condition. I will first
bound the tail sums of
∑∞
j=1
1
j2
. I claim that
∞∑
j=k
1
j2
≤
pi2
6
k
for all k ∈ N. (37)
Notice that if k = 1, then (37) is true (this is related to the famous Basel problem). For k ≥ 2,
we have
∞∑
j=k
1
j2
<
∫ ∞
k−1
1
x2
dx =
1
k − 1
k≥2
≤
2
k
<
pi2
6
k
. (38)
Using this fact, I can proceed as follows, using the abbreviation gk
Def.
= 1{k<X1≤k+1}:
∞∑
j=1
VYj
j2
≤
∞∑
j=1
E(Y 2j )
j2
=
∞∑
j=1
E(X21 · 1{X1≤j})
j2
= lim
N→∞
N∑
j=1

 1
j2
j−1∑
k=0
E(X21 · gk)


= lim
N→∞
N−1∑
k=0

E(X21 · gk) N∑
j=k+1
1
j2


(37)
≤
pi2
6
lim
N→∞
N−1∑
k=0
E(X21 · gk)
k + 1
=
pi2
6
∞∑
k=0
1
k + 1
∫
{k<X1≤k+1}
X21 dP
≤
pi2
6
∞∑
k=0
k + 1
k + 1
E(X1 · gk) =
pi2
6
EX1 <∞.
(39)
It remains to prove that Xn − Yn
n→∞
−−−→ 0 in L1 and almost surely. First, I will prove the
L1 convergence: We have E|Xn − Yn| = E(Xn − Yn) = E(Xn · 1{Xn>n}) = E(X1 · 1{X1>n}).
Since EX1 < ∞ by assumption, E(X1 · 1{X1>n}) will converge to 0 by Lebesgue’s dominated
convergence Theorem.
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Now to almost sure convergence: We have
∞∑
n=1
P(Xn 6= Yn) =
∞∑
n=1
P(Xn > n) =
∞∑
n=1
P(X1 > n) ≤
∫ ∞
0
P(X1 ≥ x) dx = EX1 <∞. (40)
Hence, by Borel-Cantelli, with probability 1 it is true that Xn = Yn for n large enough.
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