We give improved pseudorandom generators (PRGs) for Lipschitz functions of low-degree polynomials over the hypercube. These are functions of the form ψ(P(x)), where P : {1, −1} n → is a lowdegree polynomial and ψ : → is a function with small Lipschitz constant. PRGs for smooth functions of low-degree polynomials have received a lot of attention recently and play an important role in constructing PRGs for the natural class of polynomial threshold functions [12, 13, 24, 16, 15] . In spite of the recent progress, no nontrivial PRGs were known for fooling Lipschitz functions of degree O(log n) polynomials even for constant error rate. In this work, we give the first such generator obtaining a seed-length of (log n)Õ( 2 /ε 2 ) for fooling degree polynomials with error ε. Previous generators had an exponential dependence on the degree .
INTRODUCTION
We study the natural question of constructing pseudorandom generators (PRGs) for functions of low-degree polynomials over the hypercube. For instance, an important class of such functions is polynomial threshold functions (PTFs). These are functions of the form f : {1, −1} n → {1, −1} given as f (x) = sign(P(x)) where P is a real-valued multivariate polynomial. PTFs are an important class of functions with a variety of applications in complexity theory [6] , learning theory [20] , voting theory [4] and more. Recently, a lot of attention has been given to the problem of constructing PRGs for PTFs - [12, 26, 13, 24, 16, 15] . At the core of most of these results is a PRG that fools smooth functions of polynomials. For a function ψ : → , let ψ Lip = sup x y |ψ(x) − ψ(y)|/|x − y|. Definition 1.1. We say a generator G : {0, 1} r → {1, −1} n ε-fools Lipschitz functions of degree polynomials if for every function ψ : → and degree polynomial P with P = 1 1 ,
Non-explicitly there exist generators as above with seed-length r = O(log n + log(1/ε)). There are few known explicit generators for arbitrary degree. The work of Meka and Zuckerman in [24] implies a PRG against k > 2 times differentiable functions with seed length 2 O( log(k)) log(n)
. Getting this construction to work for threshold functions requires increasing the seed length to 2 O(d) log(n)ε −8 −3 . Although there are a few other generators known for threshold functions of arbitrary degree polynomials for example, [15] and [17] , which attain seed lengths of log(n)ε −2 O( ) and log(n)O (ε −12 ), respectively, all such generators have an exponential dependence on the degree, . In this work, we give the best known explicit PRG for Lipschitz functions of polynomials: Theorem 1.2. There exists an explicit generator G : {0, 1} r → {1, −1} n that fools Lipschitz functions of degree polynomials with error ε and has seed-length r = O((log n + log 2 ( /ε)) · 2 /ε 2 ).
In particular, this provides the first explicit example of a non-trivial PRG for Lipschitz functions of degree O(log(n)) polynomials. As mentioned above, at a high-level, most of the previous PRGs for PTFs worked by first constructing a PRG for fooling smooth functions as above (with additional assumptions on the polynomials P) and then approximating the sign function suitably by smooth functions. Thus, our generator can be seen as a significant step towards obtaining nontrivial PRGs for PTFs of degree O(log n). Unfortunately, the existing technology for obtaining PRGs for threshold functions from PRGs for smooth functions introduces an exponential dependence on degree, so this goal is still a ways off. 1 Throughout, for a multi-set S , x ∼ S denotes the uniform distribution over S and P = ¾ x∼{1,−1} n [P(x) 2 ] 1/2 .
Besides the natural interest in constructing PRGs as in Theorem 1.2 in the context of fooling PTFs, an additional motivation for the question (which drew us to the problem in the first place) is the following application to hardness of approximating uniform sparsest cut.
Integrality Gaps for Uniform Sparsest Cut
Uniform sparsest cut is a fundamental problem in graph theory with a variety of applications in graph optimization and often appears as a basic step in several important approximation algorithms (for e.g., see the survey by Shmoys [30] ).
Given an undirected graph G = (V, E), the goal in the uniform sparsest cut problem is to find the subset of vertices S ⊆ V that minimizes |E(S , S )|/|S ||S |, where E(S , S ) denotes the number of edges between S and S .
The uniform sparsest cut problem and its generalization-nonuniform sparsest cut 2 , have been extensively studied in the context of approximation algorithms. The exact problem is known to be NP-hard [29] , but no NP-hardness results are known for approximating the optimum. On the other hand, constant-factor hardness of approximation results are known for non-uniform sparsest cut version assuming the unique games conjecture [8, 19] .
Designing approximation algorithms for sparsest cut has received a lot of attention in algorithm design, culminating in the seminal work of Arora, Rao and Vazirani [3] who gave a O( log n) factor approximation for uniform sparsest cut. This was later extended to non-uniform sparsest cut by Arora, Lee and Naor [2] .
Arora, Rao and Vazirani in fact showed that an SDP relaxation for the problem first proposed by Goemans and Linial in the late 1990s, [14, 22] , has an integrality gap of O( log n) for uniform sparsest cut. Since then, understanding the performance of the GoemansLinial SDP (so-called "basic SDP with triangle constraints") has been of much interest. A significant step in this direction was taken by the breakthrough work of Khot and Vishnoi [19] who showed that the SDP relaxation for non-uniform sparsest cut has an integrality gap of at least (log log n) 1/6−o(1) , thus disproving a conjecture of Goemans and Linial. Following this, Devanur et al. [11] showed that the Goemans-Linial SDP has a gap of Ω(log log n) even for uniform sparsest cut. Finally, Cheeger, Kleiner and Naor [9] showed an integrality gap of (log n) Ω(1) for non-uniform sparsest cut. In this work we obtain a near-exponential improvement in the integrality gap of the Goemans-Linial SDP for uniform sparsest cut. (We refer to Section 3 for the formal definition of the SDP). Theorem 1.3. The Goemans-Linial SDP relaxation for uniform sparsest cut has an integrality gap of at least exp Ω( log log n) .
We remark that the only better gap instance in this vein of Cheeger, Kleiner and Naor for non-uniform sparsest cut is known to not work for uniform sparsest cut. This difference between uniform sparsest cut and non-uniform sparsest cut is particularly interesting in the context of metric embedding, which we explain below.
Embedding Negative-type Metrics into 1
There is a strong connection between embedding metrics into 1 and the sparsest cut problem as was first evidenced in the work of Linial, London and Rabinovich [23] . By now it is well understood (for e.g., see [27] , [9] ) that the integrality gap of the Goemans-Linial SDP correspond exactly to the distortion of embedding negative-type metrics 3 into 1 . In particular, integrality gaps for the GoemansLinial SDP for non-uniform sparsest cut correspond to worst-case distortion of such embeddings and integrality gaps for uniform sparsest cut correspond to average-distortion of such embeddings. Cheeger, Klein and Naor [9] show that the worst-case distortion can be as large as (log n) Ω (1) . However, as mentioned in their work, their metric does in fact have a small average-distortion embedding into 1 . Our gap instance immediately gives the following corollary. Corollary 1.4. There exists a negative-type metric on n points that requires an average distortion of at least exp Ω( log log n) to embed into 1 .
Hierarchy Lower bounds for Sparsest Cut
Finally, we remark that our improved gap instance also translates to improvements in hierarchy lower bounds for uniform sparsest cut. SDP hierarchies are one of the most powerful techniques in algorithm design and knowing their limitations for specific problems often gives strong unconditional evidence for the hardness of the problem at hand (see [10] for a recent survey). This is even more compelling for problems where we do not have NP-hardness results as is the case for uniform sparsest cut. One such important class of hierarchies is the Sherali-Adams hierarchy, which we augment here by starting with the basic SDP relaxation. Indeed, the GoemansLinial SDP relaxation for sparsest cut is contained within a constant number of levels of this hierarchy. We defer a more precise description of the hierarchy to Section 3. Our lower bound for uniform sparsest cut in this hierarchy is as follows. Theorem 1.5. The integrality gap after R rounds of the SheraliAdams hierarchy for uniform sparsest cut starting with the basic SDP relaxation is at least exp Ω( log log n) /R.
The above result gives ω(1) integrality gap for R = exp Ω( log log n) rounds. In contrast, the best previous results (even for the harder non-uniform sparsest cut problem) of Khot and Saket [18] and Raghavendra and Steurer [28] had non-trivial guarantees for at most (log log n) Ω(1) rounds.
PROOF OUTLINE

PRGs for Lipschitz Functions of Polynomials
The basic generator we use is similar to that of Rabani and Shpilka [26] and Meka and Zuckerman [24] . However, our analysis is quite different and is arguably simpler. In particular, we do not need to appeal to the invariance principle for low-degree polynomials of Mossel, O'Donnel and Oleszkiewicz [25] .
The generator we consider is the following. Fix n, t, m = n/t and let H = {h : [n] → [t]} be a family of hash functions. Let δ > 0 be a parameter to be chosen later and let G h : {0, 1} r 1 → {1, −1} m be a PRG that fools halfspaces with error at most δ. Let G H,G h : {0, 1} r → {1, −1} n be the generator which samples a hash function h ∼ H, partitions the coordinates into buckets according to h and uses an independent sample generated according to G h to set the coordinates in each bucket. We remark that the generator is similar to those in Rabani and Shpilka and Meka and Zuckerman with a different choice of G h . Let F : {0, 1} s → {1, −1} m be a 2 -wise independent family chosen independently of G H,G h . We define a 3 A metric space (X, d) is said to be of negative type if it embeds isometrically into
new generator G H,G h ,F by taking the component-wise product of G H,G h and F.
We show that G H,G h ,F fools Lipschitz functions of degree polynomials with error ε when there are t = O( 2 /ε 2 ) blocks and the inner halfspace generator G h fools halfspaces with error δ = O(ε 2 / ). The analysis of the generator proceeds as follows.
Let ψ be a Lipschitz function and P a degree polynomial. Call a monomial in P bad if the random hash h ∼ H assigns more than one of the coordinates in the monomial to a single bucket. Delete all such bad monomials to get a polynomial P h . We use pairwise independence of the hash family H to argue that any fixed monomial is bad with small probability. In particular, the total weight of deleted monomials in P h will be small in expectation. Finally, we use a simple tail bound to argue that as ψ is Lipschitz, the error due to going from ψ(P( )) to ψ(P h ( )) will be small.
Finally, note that P h is linear within the coordinates in each bucket and we know that G h fools halfspaces with sufficiently small error. Combining this with a hybrid argument across the t buckets shows that for any fixed hash function h, the generator G H,G h ,F fools ψ(P h ( )) with error at most δ · t. By setting the parameters appropriately and averaging over the choice of the hash functions h ∼ H gives us the desired result. Theorem 1.2 then follows from using the PRG for halfspaces of Meka and Zuckerman [24] 
Integrality Gaps for Uniform Sparsest Cut
We next describe our results on uniform sparsest cut. The starting point for our improved gap instances is the short code graph (aka Reed-Muller graph) of Barak et al. [5] , who gave an exponentially smaller gadget (the 'short code') which can be used in place of long code in certain hardness reductions. At a high-level, our gap instance for uniform sparsest cut is obtained by replacing the long code with the short code in the construction of Devanur et al. [11] . We analyze our gap instance using the framework of Raghavendra and Steurer [28] .
The gap instance of Devanur et al. is obtained by looking at the hypercube (viewed as a long code) and folding the graph along cyclic shifts. That is, by collapsing sets of vertices which are cyclic shifts of one another to a single vertex. Our graph on the other hand is obtained by looking at the short code graph of Barak et al. whose vertices correspond to elements of the Reed-Muller code.
Unfortunately, the short code graph unlike the hypercube is not invariant under cyclic shifts. We get around this hurdle by observing that for the high-level intuition behind the folding operation of Devanur et al. to work, one only needs a group of automorphisms on the graph that are transitive on the dictator functions corresponding to the vertices. For Devanur et al., cyclic shifts satisfy this requirement. For the Reed-Muller graph of Barak et al. one such set of group actions is provided by affine shifts, where a ¿ 2 polynomial P : ¿ n 2 → ¿ 2 is mapped to the polynomial P a (x) = P(x + a), for a ∈ ¿ n 2 . Thus, our final gap instance for uniform sparsest cut is obtained by folding (i.e., collapsing the vertices of) the short code graph of Barak et al. along the orbits of the above affine shift action.
The approach of replacing the long code with short code to obtain stronger integrality gap instances is already present in [5] and in fact lead to significantly better integrality gap instances for unique games and various related constraint satisfaction problems. Unfortunately, making it work for the case of uniform sparsest cut (or even non-uniform sparsest cut) presents significant technical challenges and lead to no substantial quantitative improvements. In particular, a major bottleneck in the work of Barak et al. was the error parameter in a derandomized majority is stablest result over the Reed-Muller code shown by the authors. Using our improved PRG, we are able to show a much stronger (in fact exponentially better) majority is stablest result over the Reed-Muller code. This quantitative improvement provides the basis for the analysis of our integrality gap instances. We remark that the specific form of our PRG is important for this part of our argument. In particular, we exploit the fact (as was done by Barak et al. [5] ) that the Reed-Muller code of appropriate parameters can be seen as an instantiation of the generator G H,G h ,F described in the previous section (see the proof of Theorem 5.2 for details).
We remark that even after obtaining the better PRG as in Theorem 1.2 it is technically challenging to make sure all the pieces of [11] , [5] and [28] fit together to give our final gap instance for uniform sparsest cut. In particular, we have to redo several technical claims from [5] and [28] adapted to our specific context. We defer further details to the appropriate sections.
PRELIMINARIES
Pseudorandomness. We use the following standard notions from pseudorandomness.
n is k-wise independent if for every I ⊆ [n] with |I| k, and x ∼ D, the random variables ((x i ) i∈I ) are independent and uniform over {1, −1}. There explicit distributions D and hash families H as above that can be sampled with O(k log n) [1] and O(log n) [7] random bits respectively.
We say a distribution D ε-fools a class of functions
We shall use the following results of Diakonikolas et al. [12] and Meka and Zuckerman [24] about fooling halfspaces (these are functions of the form f (x) = sign( w, x − θ) for w ∈ n and θ ∈ ).
Theorem 3.3 ([12]
). There exists a constant c such that for every ε > 0 and k c log 2 (1/ε)/ε 2 , k-wise independent distributions fool halfspaces with error at most ε.
Theorem 3.4 ([24]
). There exists an explicit PRG G : {0, 1} r → {1, −1} n that fools ε-fools halfspaces with a seed-length of r = O(log n + log 2 (1/ε)).
We also use the following simple large-deviation bound for variables with limited independence (see full version for proof).
Lemma 3.5. Let X 1 , . . . , X N ∈ {1, −1} be k-wise independent for k even. Then, for all t 0, [
The Short Code. We next review the short code graph or
Reed-Muller graph of Barak et al. [5] . Throughout, the Reed-Muller code will correspond to the Reed-Muller code over ¿ 2 .
Definition 3.6. The n-variate Reed-Muller code of degree d, denoted RM(n, d) is a length 2 n linear code with messages corresponding to n-variate polynomials P from ¿ n 2 → ¿ 2 of degree at most d. The encoding of a polynomial P is (P(x)) x∈¿ n 2 .
We shall often, without explicitly stating so, view RM(n, d) as a subset of {1, −1} 2 n via the mapping a ∈ {0, 1} ↔ (−1) a ∈ {1, −1}. The meaning will be clear from the context.
We shall repeatedly use the following standard facts of ReedMuller codes.
We next abstract the main properties of the short code graph from [5] . For fixed values of n, d, N = 2 n and α ∈ ¿
α,x and define
Barak et al. give a (weighted) Cayley graph whose vertex set is a Reed-Muller code and more importantly, whose spectrum closely approximates the spectrum of the Boolean noisy cube.
Lemma 3.8 (See [5] ). For all ε ∈ (0, 1/8), n, d > 0, ρ = e −ε , N = 2 n , the following holds. There exists a weighted Cayley graph G = G(n, d, ε) with vertex set V = RM(n, d) such that:
-The eigenvectors of G are the characters {χ α :
Let λ α denote the eigenvalue of character χ α -The graph G is affine-shift invariant in the following sense.
For
) be defined by π b (P) = P where for P ∈ RM(n, d), P is the polynomial with P (x) = P(x + b). Then, π b is an automorphism on G.
Uniform Sparsest Cut. We next review some basics about the uniform sparsest cut problem along with the basic SDP relaxations. We will focus on the balanced separator problem; It is well known that integrality gap instances for balanced separator translate to similar gaps for uniform sparsest cut (see [11] for instance). Throughout this work we shall view graphs as given by a normalized adjacency matrix and will often view them as specified by (and specifying) a random walk on the set of vertices. Given a graph G and a subset S of vertices, let the conductance of S , φ G (S ), be the probability that a random edge out of a randomly chosen vertex of S lands outside of S . Let ρ G denote the stationary distribution of G.
Definition 3.9 (Balanced Separator Problem).
Given an undirected graph G and a parameter b ∈ (0, 1/2), find
For our purposes it suffices to study the question where b is any fixed constant, say b = 1/3.
We next describe the standard semi-definite relaxation of balanced separator problem with several rounds of the Sherali-Adams hierarchy. For a distribution µ on m and A ⊆ [m], let margin A (µ) denote the marginal distribution of µ on the coordinates in A. Finally, for two distributions µ, ν, let µ − ν 1 denote the statistical distance between them. The SDP relaxation we consider is given in Figure 3 . Intuitively, the relaxation can be seen as starting with the "standard" SDP for balanced separator and placing all possible local integrality constraints on any set of size at most R. We refer to [28] for more detailed motivation for the hierarchy. For our purposes, it mainly suffices to say that the Goemans-Linial SDP considered by Arora, Rao and Vazirani [3] lies within a constant number of levels of SA R as described in Figure 3 .
Given a collection of vectors (v i : i ∈ |V(G)|) and integral distributions (µ S : S ⊆ [n], |S | R) we call the pair SA R -feasible for balanced separator if together they satisfy the last four constraints of the SDP in Figure 3 .
We shall use the results of Raghavendra and Steurer [28] and Khot and Saket [18] that show how to lift gap instances for the basic SDP to higher rounds of the Sherali-Adams hierarchy. We will mainly follow the framework of Raghavendra and Steurer. Below we state one of their results with a view towards our application to the balanced separator problem. The following result of Raghavendra and Steurer says that given a nice system of clouds one can get feasible solutions for several rounds of the Sherali-Adams hierarchy whose "geometry" (especially mutual correlations) is close to that of the clouds. 
where
is a set of unit vectors orthogonal to the vectors {u ⊗t : u ∈ ∪B}.
PRGS FOR LIPSCHITZ FUNCTIONS OF POLYNOMIALS
We now give a PRG for Lipschitz functions of low-degree polynomials, proving Theorem 1.2. To avoid some minor technicalities, throughout we shall assume that the Lipschitz functions we consider are smooth in which case ψ Lip = sup x |ψ (x)|.
Recall the hashing generator, G H,G h ,F , defined in the introduction, Section 2.1. We show that for suitable setting of t, δ, G H,G h fools Lipschitz functions of polynomials. 
n . For every degree polynomial P : n → with P = 1, and ψ : → a smooth function with bounded ψ Lip ,
In comparison, a similar result in [24] gets an error bound of 2 O( ) · ε. Also note that the above result requires no assumptions about P and in particular P need not be regular as required in [24] .
Proof. Let X ∈ u {1, −1} n and let Y ≡ Y(h, Z 1 , . . . , Z t , F) be the output of the generator, where h ∈ u H and Z i denotes the samples generated from G h to set the variables in bucket i, and F the output of our 2 -independent family. For brevity, letZ = (Z 1 , . . . , Z t ).
Fix a hash function h : [n] → [t], and call a subset
with I a 2 I = 1. Let P h : n → be the degree d polynomial obtained by deleting all h-bad monomials in P: P h = I:I not h-bad a I i∈I x i . We first show that the randomness inZ is enough to fool the polynomial P h .
Claim 4.2. For any fixed hash function h,
Proof. We begin by showing that for any fixed values of h and F, and for any s ∈ that:
We will prove this claim by a hybrid argument. The main intuition is that P h is affine in the variables of a single bucket and so should be fooled by the PRG for halfspaces G h . Fix a hash function h and let random variable Y i = (X 1 , . . . , X i , Z i+1 , . . . , Z t ) for 0 i t, where X i ∈ u {1, −1} m and are independent of one another. Note that i , P h is affine:
, where P 1 , . . . , P m , P 0 are polynomials in Z and F of degree at most + 1.
By assumption on the generator G h , we have that:
Thus for each i,
Iterating the above t times yields
X∼u{1,−1} n
Since F is 2 -wise independent, so is G H,G h ,F . Thus, by Chebychev's inequality, we have that for any t X∼u{1,−1} n
Therefore, for a fixed h, by partial integration we have (we assume ψ is bounded),
We now show that for a random h ∼ H, P and P h are close.
Proof. Observe that for any y ∈ n , |ψ(P(y)) − ψ(P h (y))| < ψ Lip · |P(y) − P h (y)|.
Now, for any I ⊆ [n], h [I is h-bad]
2 /t. Therefore, for any fixed hash function h, as Y is 2 -wise independent, we get
Note that the above can also be applied to X ∈ u {1, −1} n . Therefore, combining the above two claims, we get
The lemma now follows by setting t = 16 2 /ε 2 , δ = ε 4 /64 2 .
Theorem 1.2 follows from the lemma and the PRG for halfspaces of Meka and Zuckerman [24] .
Proof of Theorem 1.2. Using the PRG for halfspaces of Theorem 3.4 as G h , the generator G H,G h ,F as in Lemma 4.1 has a seedlength of r = O(t · r h ) = O((log n + log 2 ( /ε)) 2 /ε 2 ).
MAJORITY IS STABLEST OVER REED-MULLER CODES
As mentioned in the introduction, our integrality gap instance for uniform sparsest cut builds on the short code gadgets of Barak et al. [5] . To do so, we first use our PRG for Lipschitz functions of polynomials to obtain a significant quantitative strengthening of the majority is stablest over Reed-Muller codes result of Barak et al. which in turn was based on the influential majority is stablest result of Mossel et al. [25] . The high-level structure of the statement and the analysis are similar to those of Barak et al. who worked with the PRG for PTFs of Meka and Zuckerman [24] . However, the actual argument is somewhat delicate and we need to rework some technical arguments of Barak et al. We defer the details to the appendix.
To state our result we first define the notion of influence to functions defined over the Reed-Muller code. For a function f :
where N = 2 n and > 0, the -degree influence of coordinate i in f is defined by
We can now state our majority is stablest over Reed-Muller codes result. For µ ∈ [0, 1], let t(µ) ∈ be such that X∼N(0,1) [X < t(µ)] = µ. Then, for ρ > 0 define the Gaussian stability curve
, where (X, Y) ∈ 2 is a twodimensional mean zero random Gaussian vector with covariance matrix 1 ρ ρ 1 .
Theorem 5.2. There exist universal constants c, C such that the following holds. Fix n, d > 0 and ε > 0. Let G = G(n, d, ε) be the short code graph as in Lemma 3.
where ρ = e −ε and Γ ρ : → is the noise stability curve of Gaussian space.
Qualitatively this is essentially the same as Theorem 5.6 in [5] (the full version). However, quantitatively the above result is exponentially stronger in the requirement on the degree d of the Reed-Muller code. Barak et al. require d = Ω(log(1/τ)), whereas we only require d = Ω(log log(1/τ)). This improvement is critical for our improved integrality gap instances and could be of use in other applications of the short-code. We defer the proof to the appendix.
INTEGRALITY GAP INSTANCES FOR UNIFORM SPARSEST CUT
As mentioned in the introduction, roughly speaking, our gap instance is obtained by replacing the long code with the short code in the construction of Devanur et al. [11] . We bound the integral value of the instance using Theorem 5.2 and bound the SDP value by applying the framework of Raghavendra and Steurer [28] .
Fix a degree parameter d and ε > 0 to be chosen later and N = 2 n . Let G ≡ G(n, d, ε) denote the short code graph as in Lemma 3. -H acts as automorphisms on G: For all u, v ∈ RM(n, d), and π ∈ H, the weight of the edge {u, v} in G is the same as the weight of the edge {π(u), π(v)} in G.
Given such a subgroup of permutations, define the H-folded graph G H in the natural way by collapsing the orbits {π(v) : π ∈ H} into a single vertex for every v ∈ RM(n, d). Specifically, for any adjacent u, v in G with an edge-weight of w G (u, v) we add an edge of weight w G (u, v) between the orbits {π(u) : π ∈ H} and {π(v) : π ∈ H} in G H .
For Reed-Muller codes, a natural group of permutations H as above is given by affine shifts: for every a ∈ ¿ n 2 , consider the permutation π on [N] (recall that N = 2 n and we identify [N] with ¿ n 2 ) given by the operation x → x + a. It is easy to check that H satisfies properties (1) and (2) above. Property (3) follows from Lemma 3.8. We will show that the graph G H has a large integrality gap for the balanced separator problem-Theorem 6.10.
In the following, we denote vertices of G H by bold letters v, which we interpret as corresponding to orbits {π(v) : π ∈ H} for vertices v ∈ G. Further, as G is regular, to sample from the stationary distribution of G H it suffices to sample v ∼ RM(n, d) and look at the corresponding orbit {π(v) : π ∈ G H }. We state this below for later use.
Fact 6.1. For G H as defined above, the stationary distribution on G H is the same as the distribution of orbits {π(v) : π ∈ G H }, where v ∼ RM(n, d).
Bounding the Integral Value
We first bound the value of the integral solution of balanced separator on G H . We do so by appealing to Theorem 5.2. Lemma 6.2. There exists a constant C such that the following holds. For d C log log N and ε = C((log log N)/ log N) 2/3 and t = ε2 d+1 the following holds. For G ≡ G(n, d, ε) as in Lemma 3.8 and H as defined above, every 1/3-balanced cut in G H cuts at least Ω( √ ε) fraction of the edges.
Proof. Let ρ be the stationary distribution on G H . For b ∈ (0, 1/2), let f :
. Lift the function f to all of RM(n, d) in the natural way as follows: define f : RM(n, d) → {0, 1} by f (v) = f (v). From Fact 6.1, it follows that f is b-balanced:
Further, observe that the fractional weight of edges cut by f in G H is exactly the fractional weight of edges cut by f in G. We next show that f has small influences in order to apply Theorem 5.2.
Let D = 2 d . Recall that for < D/2 and i ∈ [N], by Definition 5.1,
and let π ∈ H be such that π(i) = j (such a permutation exists as H is transitive). Then,
Therefore,
Further, note that for any function f ,
Therefore, Inf i ( f ) /N. Let = log N, τ = (log N)/N. Then, from the above equation Inf log(1/τ) i τ. Thus, by Theorem 5.2 applied to f , for d C log log(1/τ) and ε small enough so that 1 − ε < e −ε = ρ < 1 − ε/2,
where the last-but-one inequality follows from known facts about Γ ρ -see [25] , [5] , and the last inequality from setting the value of ε as in the lemma. The above bound immediately translates to a bound on the fraction of edges crossing the cut defined by {x : f (x) = 1}. In particular, f cuts at least a Ω( √ ε) fraction of the edges in G. The theorem now follows as the conductance of the cut defined by f in G H is the same as the conductance of the cut defined by f in G.
Bounding the SDP Value
We next bound the value of the natural SDP relaxation for balanced separator as given in Figure 3 on the graph G H . Most of this section is devoted to proving the following. Lemma 6.3 (Main SDP value). There exists a constant C such that the following holds. For d C log log N and ε = C((log log N)/ log N) 1/3 , R (log N) O(1) the following holds. For G, H as in Lemma 6.2, the R'th round of SA R -hierarchy relaxation defined in Figure 3 for the balanced separator problem has objective value at most O(Rε log(1/ε)).
We prove the lemma by exhibiting a SA R -feasible solution with low objective value. We do so by first constructing a nice system of clouds as in Theorem 3.11 and then applying the theorem to get a SA R -feasible set of vectors and distributions. We then use the properties of G H and the system of clouds we construct to bound the objective value.
, be the (possibly multi-)set of vectors
) denote all the clouds. We first show that by throwing away few of the clouds B(v), we get a nice system of clouds in the sense of Theorem 3.11.
To this end, for v ∈ RM(n, d), call the cloud B(v) nearlyorthogonal if the following holds:
The following shows that a nearly-orthogonal cloud satisfies the near orthogonality property of Theorem 3.11. We next argue that most of the clods B(v) ∈ B are nearly-orthogonal. This follows from a straightforward application of Lemma 3.5.
Claim 6.5. For random v ∼ RM(n, d), the cloud B(v) defined by (6.1) is nearly-orthogonal with probability at least
By Lemma 3.7, for d 2, a 0, and P a random degree d polynomial, the random variables ((−1) P(x)+P(x+a) ) x∈¿ n 2 are k-wise independent for k = 2 d−1 . Therefore, by Lemma 3.5, for t = N 1/6 /2,
Thus, by a union bound, for v ∼ RM(n, d) B(v) is nearly-orthogonal with probability at least
We next show that the clouds B(v) satisfy the matching property.
Claim 6.6. For u, v ∈ RM(n, d), B(u), B(v) satisfy the matching property.
. Therefore, B(u), B(v) satisfy the matching property, by considering the matching {(ρ(π(u)), ρ(σ(v))) : ρ ∈ H} between B(u), B(v).
It is clear that the clouds B(u) satisfy the integrality property. Let B = {B(v) : v ∈ RM(n, d), v is nearly-orthogonal as in (6.2)}. Then, from the above arguments, B satisfies the hypothesis of Theorem 3.11. Let (v B : B ∈ B ) and (µ S over {1, −1} S : S ⊆ B ) be the SA R -feasible pair of vectors and distributions as guaranteed by Theorem 3.11 for an odd integer value t to be chosen later. Then, for δ = R 2 exp(−Ω(t/R)) as in the theorem:
where (u
is a set of unit vectors orthogonal to the vectors {u ⊗t : u ∈ ∪B}. We thus have vectors and distributions for all nearlyorthogonal clouds. We extend these to all clouds of B arbitrarily: fix a good cloud B 0 and for every cloud B ∈ B \ B , let v B = v B 0 . As will be clear later, this will not effect any of our arguments quantitatively as most clouds are nearly-orthogonal by Claim 6.5.
The above arguments give us a vector for every cloud B ∈ B. As clouds B ∈ B naturally correspond to orbits of the action of H on RM(n, d), we get a vector for every vertex of the graph G H . Similarly, the distributions (µ S over {1, −1} S : S ⊆ B) naturally extend to distributions on subsets of vertices of G H . We show that this collection of vectors and distributions give us a good feasible solution for the SDP in Figure 3 on G H . In the following we shall freely translate between vertices of the graph G H and the clouds B ∈ B -the meaning will be clear from context. Theorem 3.11 already shows that the above candidate solution satisfies the last four constraints of Figure 3 . We next show that (v B ) satisfies the balance condition (first constraint in Figure 3 ). To do so we shall use the following technical claim which helps us relate the correlation between vectors v B(u) , v B(v) as defined by (6.1) to the correlation between u, v. We defer the proof to the full version. Claim 6.7. Let B(u), B(v) be nearly-orthogonal clouds. Then,
Claim 6.8 (Balance property). Let ρ be the stationary distribution on G H . Then, for 2 d 3t, and vectors (v B ) B∈B as defined by
Proof. We start by observing that by Fact 6.1, the distribution of (B, B ) for B, B ∼ ρ is the same as that of (B(u), B(v)) for u, v ∼ RM(n, d). We then focus on near-orthogonal clouds B(u), B(v) as most clouds satisfy this property by Claim 6.5. For nearly-orthogonal clouds B(u), B(v), we use Claim 6.7 to bound the correlation between v B(u) , v B(v) by looking at correlations between vectors u, v. Finally, we use the fact that u, v ∼ RM(n, d) are 2 dwise independence to show that they are almost orthogonal to one another.
Let u, v ∼ RM(n, d) and let E denote the event that u, v are nearly-orthogonal. By Claim 6.5,
by Lemma 3.7, u, v are 2 d -wise independent as strings over {1, −1}. . Thus, for 3t < 2 d−1 and t odd, for any fixed σ ∈ H,
Combining this with (6.5), we get
Finally, as all of the vectors v B(u) are unit vectors, we get,
The claim now follows.
We next bound the objective value for the set of vectors (v B : B ∈ B).
Recall that there is a natural association between vertices of the graph G H and the clouds of B. In the following, for a cloud B, let B ∼ G H B denote the cloud corresponding to a random neighbor in G H of the vertex associated with cloud B. Proof. We first simplify our task by moving from the folded graph G H to the original graph G. From Fact 6.1, the distribution of (B, B ) for B ∼ ρ and B ∼ G H B is the same as that of (B(u), B(v)), where u ∼ RM(n, d) and v ∼ G u (i.e., v is a random neighbor of u in G). Thus, to prove the claim, it suffices to bound ¾ u∼RM(n,d), v∼ G u v B(u) − v B(v) 2 . The high-level argument is now similar to that of the proof of Claim 6.8. We focus on near-orthogonal clouds B(u) as most clouds are nearly-orthogonal. We then argue that for nearly-orthogonal clouds B(u), B(v) with v ∼ G u, B(u), B(v) is large as u, v is large. The last fact follows from the properties of the short code graph G.
Let u ∼ RM(n, d) and v ∼ G u. By, Lemma 3.8, u, v 3N/4. Let E be the event that u, v are nearly-orthogonal. Then, by (6.6), The claim now follows.
We are now ready to prove the main claim of this section.
Proof of Lemma 6.3. The lemma follows from setting the parameters appropriately in Claims 6.8, 6.9. Let us use the same notations as in Claims 6.8, 6.9. Recall that in Theorem 3.11 δ = R 2 exp(−Ω(t/R)). Therefore, by choosing t = O(R log(1/ε)) sufficiently large, by Claim 6.9, we get Therefore, the vectors (v B : B ∈ B) form a feasible solution for the SDP in Figure 3 . The lemma follows.
Gap Instance
We are now ready to state our main integrality gap result for balanced separator problem. This follows immediately from Lemmas 6.2, 6.3. Theorem 6.10. For all n, there exists a graph G on M-vertices such that for all R, the integrality gap for the balanced-separator problem on G after R rounds of SA R -hierarchy is at least exp Ω( log log M) /R. Thus, log N = Ω exp( log log M) . We can thus assume R < log N, as else the claim becomes trivial. Further, by Lemmas 6.2, 6.3, for ε = Ω(((log log N)/ log N) 2/3 ), the integrality gap after R rounds of the SDP in Figure 3 on G H is at least The theorem follows.
The main integrality gap results stated in the introduction follow from the above theorem and the well-known relation between balanced separator and uniform sparsest cut (see [11] for instance).
Proof of Theorem 1.3. Follows from fact that the GoemansLinial SDP can be realized within a constant number of rounds of SA R -hierarchy and setting R = O(1) in the above theorem.
Proof of Corollary 1.4. Follows from the above theorem and the known equivalences between the integrality gaps for the Goemans-Linial SDP and distortion of embedding negative-type metrics into 1 . See [27] , [9] for instance.
