Abstract-Mach-Zehnder electrooptic intensity modulators (EOM) provide efficient intensity modulation in optical systems and can be used to shape laser pulses. It is necessary to avoid a low extinction ratio-which can cause a significant prepulse-by maintaining a low base modulation. The EOM's modulation can be modeled by its nonlinear transfer function and is dependent on environmental conditions. A feedback algorithm was devised to regulate the EOM's base intensity output and account for these dynamic environmental conditions. The field programmable gate array-based control algorithm interlaces a set of diagnostic pulses between the laser's main pulses to map the transfer function. After mapping, the algorithm utilizes curve fitting to accurately target the minimum of the EOM's transfer function and maintain the EOM's highest possible extinction ratio. Testing demonstrated the effectiveness of the algorithm in maintaining a high extinction ratio in response to both the temperature and temporal drift of the transfer function.
I. INTRODUCTION
C ONTROL systems are ubiquitous throughout electronics systems today. In their most basic format, they consist of some input variable α, which is compared with a set variable β to calculate the error in the system. A manipulated variable ν provides change to the system to correct for error, which is then reflected in α. The most well-known control system is the proportional-integral-derivative (PID) controller, which has been extensively developed and adapted to various situations. However, in some setups, the implementation of a PID is difficult due to a nonlinear response of ν. A Mach-Zehnder electrooptic intensity modulators' (EOM) unique response of α to changes in ν precludes the possibility of a basic PID algorithm being used in some applications, and thus demands more complex control algorithms.
LiNbO 3 Mach-Zehnder electrooptic devices have been extensively described in the scientific literature as an efficient method to modulate light at high bandwidth [1] . Underlying the design of an EOM is the principle of constructive In sensor applications, the +quadrature point (right arrow) and the −quadrature point (left arrow) are the targeted bias voltages, since they give the most linear response. In applications looking to maximize the extinction ratio, the minimum point (diamond) is desired. and destructive interference. A beam is split into two equal components, which travel through the LiNbO 3 crystal before being rejoined at a later point. The index of refraction for LiNbO 3 is dependent on both the temperature and the electric field E across the crystal [2] , [3] . Thus, by applying a voltage V to the crystal, the index of refraction along the waveguides can be modified (through E = −∇V). Since the apparent speed of light through a material is determined by the material's index of refraction, varying the index of refraction along the waveguides with respect to one another causes the components to travel at different velocities and creates a phase difference. Upon rejoining, this phase difference generates a constructive or destructive interference pattern, which modulates the laser's intensity.
The modulated response P r of the EOM to the applied voltage V is given by the transfer function
where L i is the insertion loss, P i is the input optical power, V π is the voltage needed to shift from a maximum to a minimum, and φ(τ, T ) is the phase as a function of time τ and temperature T (see Fig. 1 ) [4] , [5] . Furthermore, EOMs usually have two ports for applying the voltage, a fast radio frequency (RF) port used for quick modulation and a direct current bias port to set the base intensity modulation through a bias voltage V b . Thus, V can be rewritten as V = V r f + V b , where V r f is the RF voltage. When there is no RF voltage, V r f = 0, so that V = V r f + V b = V b and the EOM's response is only dependent on the bias voltage. Although V b can be manually set, dynamic environmental conditions continuously change the index of refraction for the crystal, and thus the intensity of the beam. Therefore, a feedback algorithm was designed to respond to these environmental factors by regulating V b . Although various algorithms have been devised to control the bias voltage of the EOM, many target the quadrature points (rather than the minimum) [4] , [6] , since they represent the transfer function's region of greatest linearity. The PID has been shown to effectively target the quadrature points, but is unable to control for the minimum of the EOM's transfer function [7] . Theoretical work and simulations have shown that through a Taylor expansion, the second harmonic of the modulated signal can be analyzed for the null point, allowing the quadrature points to be targeted [5] . Hamilton and Masterson [6] experimentally implemented a similar system by adding a small dither signal to the dc bias voltage port and using the modulated signal's first and second harmonics to determine the quadrature points' bias voltage. Similar to our method, Weirong and Nanguang [4] utilized curve fitting; however, they also targeted the +quadrature point and tailored their findings to a biological tissue analysis system. While the aforementioned methods all address the quadrature points, some systems, such as Brillouin fiber-optic sensors [8] , require the minimum of the transfer function to be targeted. To this effect, Snoddy et al. [7] and others [9] , [10] have reported on adding a small dither signal to the bias voltage after which the modulated signal is analyzed to determine and target the minimum point. However, when chopping a continuouswave (CW) beam to form a pulse, the dither signal contributes to a low extinction ratio, which can form a significant prepulse before the main pulse. Rather than use a dither signal, we have developed a novel system to control the bias voltage and target the minimum point of the transfer function by interlacing a set of diagnostic pulses between the laser's primary pulses. This pulse scheme enables bias voltage control while minimizing the prepulse and maintaining the highest possible extinction ratio.
The extinction ratio is an important metric in laser systems. As in the application described here, EOMs are often used to create a laser pulse from a seed laser. A low extinction ratio results in a significant and undesirable laser prepulse when the laser pulse is chopped from a CW seed beam with an EOM. When using laser pulses to create a plasma, a prepulse can heat and modify the target before the arrival of the main pulse [11] . In Brillouin sensors, a high extinction ratio contributes to sensor accuracy [12] , whereas modulated light with a low extinction ratio is often problematic.
The extinction ratio r e is used to measure the purity of modulated light and is defined by the ratio of the power when the beam is ON P Max to the power when the beam is OFF P Min
To achieve the highest extinction ratio, r e = ∞ and P Min = 0. However, the EOM always has some CW, light leakage component P C W whose magnitude is determined by the transfer function. Therefore, r e can be rewritten where P Pulse is the light let through by the EOM [12] . To maximize r e , P C W should be minimized by setting the bias voltage to target the minimum of the transfer function P r Min .
II. DESIGN
The Raptor laser [13] is a high energy (1053 nm, 500 J, 25 ns, 2 ×10 10 W), pulsed, Nd:glass laser operated as part of the Phoenix Laser Laboratory by the High-Energy Density Plasma Group at the University of California Los Angeles. In conjunction with the large plasma device [14] , which provides a highly reproducible ambient plasma, the laser is used to study space related phenomena, such as collisionless shocks [15] . Recently, the front end of Raptor has been redesigned to enable arbitrary pulse shapes, and support complex pump-probe experiments. A 1053-nm, 200-mW, continuous, single-mode laser is used as a seed. An electrooptic amplitude modulator (chopper) in combination with a cube polarizer is used to create a pulse scheme and reduce both the duty cycle and average power (see Fig. 2 ). The chopped beam is then fed into the EOM for shaping. The EOM used in the design (see Fig. 3 ) is the ultralow-V π Mach-Zehnder interferometer model AZ-5S5-10-PFU-SFU-106-UV (EOM) from EOSpace Inc. utilizing a Z-cut LiNbO 3 crystal and optimized for the 1060-nm wavelength with bandwidth speeds up to 10 Gb/s. The voltage controlling the intensity of the beam is applied in two separate ports on the EOM. The first is a 1-GHz RF connector port for shaping the laser pulse, while the second takes a dc voltage The chopper in combination with a quarter-wave plate and a polarizer cube modulates the beam by chopping out 1 μs to 1 ms pulses with an extinction ratio of 1:100. This reduces the average power to the EOSpace intensity modulator (EOM) and minimizes the photorefractive effect while maintaining maximum peak power. Following the cube, the light is focused by a lens from a beam size of 2 mm to 6 μm and then passes into a loose tube fiber-optic cable (PANDA 900 μm-tube and 600 μm-core). The beam is guided by the fiber to the EOM, where it is shaped into pulses. The pulses are then passed to a photodetector (PDA10CF from Thorlabs).
(bias voltage, V b ) to compensate for the CW light leakage when there is no laser pulse.
Due to the complexity of the timing and diagnostics scheme, a field-programmable gate array (FPGA) was used for robust and repeatable control. A National Instruments CompactRIO (cRIO) 9074 FPGA system was chosen to give precision timing and control of electronics. The cRIO system combines an FPGA backplane for hardware IO with a microprocessor utilizing a real-time operating system for processor-intensive calculations. To drive the chopper, a digital input/output module with speeds up to 16 MHz for four channels was used for finesse timing and fast control of the laser beam. Although the source laser was continuous, the chopper cut the beam into 1-ms, 100-Hz pulses to reduce the duty cycle and 5-ms, 10-Hz pulses for bias voltage control (see Fig. 2 ).
To quantify the effectiveness of the algorithm and to measure the intensity of the beam, a photodetector (PDA10CF from Thorlabs) was linked via a fiber-optic cable to the output of the EOM. The resulting photodetector voltage is a scalar multiple γ of the EOM power response. As a result, using 2 and 3, we see that the extinction ratio can be rewritten as
where V Max is the photodetector voltage representing the maximum of the transfer function. Conversely, V C W represents the photodetector voltage corresponding to the CW light leakage. The photodetector voltage signal was acquired by an analogto-digital converter offering 16-b resolution at 350 kS/s, while a digital-to-analog converter (DAC) supplied the voltage to the EOM bias voltage port. The DAC consists of four channels with 16-b resolution and the sampling times of 9.5 μs.
To record the temperature of the EOM, a J-type thermocouple was clamped near the EOM (mounted on a water-cooled plate).
III. ALGORITHM
The algorithm devised utilizes two different modes simultaneously. First are the 100-Hz laser pulses (1 ms) used in the lasers standard operation (i.e., fed into further amplification stages), and second are the 10-Hz diagnostic pulses (5 ms) interlaced between the 100-Hz pulses (see Fig. 2 ). The algorithm starts by generating a voltage response curve by scanning through EOM bias voltages during the diagnostic pulse. The EOM bias voltage V b is evenly incremented by the algorithm from 0 to 4 V in i = 101 steps. At each bias voltage step V b (i ), the corresponding photodetector voltage V r N,S (i ) is measured ten times successively and the average recorded. Next, the data from ten diagnostic pulses are averaged together, so that at each step the photodetector response V r (i ) represents an average of 100 photodetector measurements given by
where S is the number of samples averaged per scan, and N is the number of scans averaged together. The EOM response to the bias voltage follows 1 with P r replaced by the response voltage V r and 1 + cos(x) rewritten identically as 2(1 − sin 2 (x/2)). Furthermore, during the diagnostic pulse, there is no RF voltage; thus,
and we see that 2 ). An in-depth flowchart of the algorithm is shown in Fig. 4 . For simplification, the algorithm can be described in terms of basic control theory. The system controls the amount of light leakage from the EOM by targeting the minimum V r min of the transfer function, which corresponds to the highest extinction ratio. However, due to the temperature and time dependence of the phase shift φ(τ, T ) in 1, the set variable V b min is dynamic. Therefore, the input variable V r is used to create a map of the transfer function (see Fig. 5 ) from which V b min can be determined and tracked in real time [relative to changes in φ(τ, T )]. The algorithm's manipulated variable V b then directly targets the tracked set variable to minimize the light leakage from the EOM. Although the algorithm was designed to target the minimum point of the EOM's transfer function, mapping the response allows any point on the transfer function to be targeted. Furthermore, even as the algorithm was specifically created for the EOM, the mapping technique can be applied to other control systems, which feature a nonlinear response of the input variable to changes in the manipulated variable.
Finally, for diagnostic purposes, during each of the 100-Hz pulses k, V r (k) is measured, and 1 s of data, comprising 100 analog reads, are averaged; 100-Hz pulses are used in the laser's normal operation and the averaged V r value, V C W , is used to characterize the CW light leakage. When the algorithm is running,
IV. RESULTS AND ANALYSIS
Multiple tests were devised to determine the effectiveness of the algorithm with changing environmental conditions. To determine the inherent offset of the photodetector, voltage measurements were acquired at fixed conditions (i.e., the laser OFF) with the photodetector either OFF or ON. The average voltage reading for each mode (photodetector ON or photodetector OFF) was then calculated. The difference (i.e., photodetector offset) was found to be −0.003 V, the absolute value of which was then added to subsequent measurements to correct for the offset.
Having established the intrinsic offsets, the responsiveness of the algorithm to changing temperature was measured [see Fig. 6(a) and (b) ]. The EOM was cooled to 19.5°C for approximately 10 min to reach thermal equilibrium. The EOM was then allowed to return to room temperature (25.5°C), during which the bias voltage was continually adjusted by the algorithm and the data were recorded [see Fig. 6(a) ]. For both the algorithm-controlled run and subsequent runs, V C W as a function of temperature will be referred to as the temperature response profile [see Fig. 6(a) and (b) ].
The bias voltage response was expected to dynamically account for temperature changes and display a patterned response. In addition, the temperature response profile was expected to be constant across the temperature run, excluding Gaussian noise. The initially sinusoidal response of the programmatically controlled V b [see Fig. 6(a) ] indicates the algorithm effectively responds to and corrects for temperature changes. However, V C W failed to stay constant with temperature variation, and instead displayed a temperature-dependent response profile.
Our hypothesis that V C W would remain constant with temperature change was based on the assumption that the transfer function only drifts along the horizontal axis (bias drift) due to the phase component in the transfer function φ(τ, T ). When the transfer function drifts along the horizontal axis, the algorithm accounts for the bias drift by continually adjusting V b . However, the algorithm cannot correct for vertical drifts (output drift) of the transfer function. Imperfections in the EOM cause the transfer function to drift slightly above the x-axis, which accounts for the CW light leakage occurring when the minimum of the transfer function is targeted. Output drift is inherent to the EOM and is possibly caused by the temperature-dependent light polarization of the incoming fiberoptic cables. To minimize light leakage caused by the output drift and to achieve the maximum extinction ratio possible, an additional temperature control can be added to target the temperature T optimum corresponding to the minimum voltage along the temperature response profile.
To provide a control against the algorithm-controlled run, the temperature test was repeated with the algorithm turned OFF and the bias voltage fixed at a constant value. Two of these fixed bias voltage runs were conducted [see Fig. 6 constantly drifted with time (addressed below), the value at the time of the data run was 2.51 V. During the second run, the bias voltage was fixed to the algorithm-controlled bias voltage V optimum corresponding to T optimum . Although this value drifted as well, at the time of the data run, it corresponded to 2.67 V. Since the algorithm-controlled temperature run returned a lower V C W value than the fixed runs along the majority of the temperature response profile, the algorithm provides intensity modulation with less light leakage than a fixed voltage. Note that, as expected, the algorithm-controlled temperature run and the fixed V optimum run returned comparable V C W and extinction ratio values near T optimum .
Although using a fixed bias voltage can return a good extinction ratio within a certain range of temperatures, it is unable to account for the temporal drift associated with the phase factor φ(τ, T ) in the transfer function. If T is equal to a constant, then φ(τ, T ) = φ(τ ) and some drift still occurs. A 16-h, algorithm-controlled run was conducted with the temperature unregulated (see Fig. 7 ) to characterize the long term behavior of the EOM and control algorithm. In the algorithm-controlled temperature run, V b drifts on average 0.17 V/°C. If changes in V b during the 16-h run were completely temperature driven, the average change would be 1.14 V/°C, which is an order of Fig. 6(a) , the bias voltage changes by approximately 0.17 V/°C, whereas in this run, the average change would be 1.14 V/°C if the bias voltage change was solely correlated with temperature. Since the observed dependence is an order of magnitude higher, the drift cannot be solely attributed to temperature fluctuations. magnitude larger. Consequently, temperature fluctuations alone cannot account for the drift in V b and we recognize the time component of φ(τ, T ). Even with a fixed temperature and bias voltage, the temporal drift causes V b to drift from V b Min and thus V r fluctuates. It is essential therefore to have a feedback system to regulate V b in response to both the temperature and temporal drifts of the transfer function.
Finally, to determine the light leakage from the optical system, a temperature-dependent extinction ratio was calculated using 4. Whereas V C W was found from the averaged V r (k) values recorded during the 100-Hz pulses, V Max was found from the fitted response curves. Since V Max is a function of temperature, it can be written V Max = V 0 Max + V Max , where V 0 Max is the zeroth-order critical voltage and V Max is the small variation due to the output drift. Furthermore, since V 0 Max is generally much larger than V Max , V Max ≈ V 0 Max . Therefore, V Max can be described as a constant value given by the maximum of the transfer function and was found by averaging the maximum photodetector response V r Max (m) of each fitted response curve m for the entire algorithm-controlled temperature run.
Through an application of both bias voltage and temperature control, we see that an extinction ratio of r e = 600 can be achieved [see Fig. 6(c) ], which is almost an order of magnitude greater than the EOM's stated extinction ratio of 63. Even without the temperature control, the algorithm maintains an extinction ratio greater than the EOM's stated extinction ratio, thus demonstrating that the algorithm effectively regulates the bias voltage for changes in the transfer function's phase term.
V. CONCLUSION
EOMs provide intensity modulation in optical systems through an application of voltage to a crystal. Imperfections in the EOM create temperature and time-dependent continuous wave (CW) light leakage, which is always present and varies according to the transfer function. In a pulsed laser, light leakage from the EOM can significantly decrease the extinction ratio and cause a laser prepulse that adversely affects laser-plasma experiments. A novel feedback algorithm was created to target the minimum of the transfer function and minimize the light leakage by interlacing a set of diagnostic pulses between the laser's main pulses. Thus, the algorithm achieves the highest possible extinction ratio during the primary pulses. The feedback algorithm was shown to effectively control for the bias drift of the transfer function caused by the temperature dependent indices of refraction of the LiNbO 3 crystal. In addition, the feedback algorithm controlled for a temporal drift of the transfer function. The algorithm was able to achieve an extinction ratio greater than the EOM's stated extinction ratio of 63 for the range of temperatures tested. However, during testing of the algorithm, the EOM was found to give a temperature-dependent response irrespective of bias voltage change. Thus, to achieve the EOM's highest possible extinction ratio, a temperature control can be added. With both the temperature and bias voltage control in place, the base intensity of the EOM can be held at zero while maintaining an extinction ratio of at least 600.
To achieve higher extinction ratios, two methods could be used. First, two EOMs could be linked together with the output of one EOM feeding into the other. The same pulse scheme would be applied to both EOMs, while the algorithm would correct the bias voltage for each EOM individually. Theoretically, many EOMs could be linked together to give an extremely high extinction ratio. Alternatively, an EOM with a higher base extinction ratio could be used with the outlined algorithm to achieve a similar effect.
