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vSummary
Direct-sequence code division multiple access (DS-CDMA) is a promising
technology for future mobile communications. However for high bit rate trans-
mission, several transmission problems including channel fading due to multipath
propagation, Doppler effect and multiuser interference exist. The presence of
these impairments give rise to the need for estimating the channel gain coeffi-
cients and its accuracy thus restricting the performance of RAKE receiver, which
is usually used as the basic building block for more complex receiver structures
to overcome inter-symbol interference (ISI). Furthermore, precise knowledge of
propagation delays is required for accurate code despreading in RAKE receiver.
These parameters need to be estimated in practice and will, therefore, be subject
to estimation errors. The speed of estimation process is another concern which
leads to the design of low complexity and high efficient algorithm in this thesis.
The two corresponding tasks, delay and channel gain coefficients estimation
for RAKE receiver, are the focus of this thesis. A decoupled maximum likeli-
hood (DEML) channel estimation scheme using recursive matrix computation is
proposed for asynchronous DS-CDMA communication systems. The DEML esti-
Summary vi
mation is obtained using training sequence. In the DEML algorithm, a recursive
method is used to find the estimator so as to spread the computational time over
each processing window. Next, the proposed recursive technique is extended to
track moderate time-varying fading channel using decision feedback.
Also, the RAKE receiver structure that employs parallel interference cancel-
lation (PIC) both for detection and channel parameters estimation for Rayleigh
frequency selective fading environments is proposed. The estimator unit starts
with a training mode then reverts to a decision-directed mode. In the training
mode, the initial values of multipath delays and channel gain coefficients of all
users are estimated. These initial parameters are used for parallel multiuser in-
terference cancellation. Once the interference is cancelled, the signal is fed to the
estimator for fine estimation of delays and channel gain coefficients of all users.
These more accurate estimates are used for detecting the next symbol interval.
This process continues in the decision-directed mode. Simulations of BER per-
formance using the proposed receiver architecture and algorithm in the uplink
shows noticeable performance improvement compared to that of channel estima-
tion using conventional PIC receiver structure under multipath fading condition.
This is proved theoretically.
Lastly, the thesis is concluded with summary of works and contributions.
vii
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1Chapter 1
Introduction
Code-division multiple access (CDMA) is a form of spread-spectrum, a family
of digital communication techniques that have been used in military applications
for many years. The core principle of spread spectrum is the use of noise-like
carrier waves, and, as the name implies, bandwidths much wider than that re-
quired for simple point-to-point communication at the same data rate. Originally
there were two motivations: either to resist enemy efforts to jam the communica-
tions (anti-jam), or to hide the fact that communication was even taking place,
sometimes called low probability of intercept (LPI).
The use of CDMA for civilian mobile radio applications is novel. It was pro-
posed theoretically in the late 1940’s, but the practical application in the civilian
marketplace did not take place until 40 years later. Commercial applications be-
came possible because of two evolutionary developments. One was the availability
of very low cost, high-density digital integrated circuits, which reduce the size,
weight, and cost of the subscriber stations to an acceptably low level. The other
1.1 Problem Description 2
was the development of multiple access techniques that requires all user mobiles
stations regulate their transmitter powers to the lowest to achieve adequate signal
quality, thus helps to pro-long the battery’s life.
In a CDMA system, since all users access the communication channel with
a given bandwidth simultaneously, each mobile user is assigned a unique spread-
ing sequence for distinguished modulation purpose. The well-known modulation
scheme such as simple binary phase shift keying (BPSK) is often used for real-
time systems or simulations and in our thesis as well. The basis for detection of
the transmitted symbols of each user at the receiver is the low cross-correlation
between the spreading sequences of various users and the peak auto-correlation
property of each sequence.
In wireless systems, two radio links are involved: the uplink from the mobile
to the base station, and the downlink from the base station to the mobile. In
this thesis, we study the channel parameter estimation problem, described later,
primarily in the uplink, which is normally asynchronous.
1.1 Problem Description
When a radio signal is transmitted through a wireless channel, it experiences
various types of degradation (Fig. 1.1), which will be elaborated upon in greater
detail in the next chapter. A great challenge is posed for the wireless channel in
mobile radio when it is used as a medium for reliable high-speed communications.
At the receiver end, a linear superposition of signal transmitted by all the users,
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Figure 1.1: A wireless transmission system
attenuated by arbitrary factors and delayed by arbitrary amounts, is obtained.
Moreover, due to scattering and reflections from various obstacles between the
transmitter and receiver, replicas of same signal reach the receiver at different
times, which often termed multipaths.
The uplink is inherently asynchronous in nature, i.e. different signals arrive
at the receiver base station with different relative time-offsets with respect to
an arbitrary timing reference at the receiver. The asynchronity together with
multiple propagation paths can be shown in Fig. 1.2. The received signal is first
converted from passband to baseband, i.e. demodulated, digitized and then it is
processed in baseband to detect and decode the information bits. The detection
of a particular user’s transmitted bit at the receiver involves the correlation of the
received waveform with a copy of the known corresponding spreading sequence.








































Figure 1.2: Asynchronous nature of uplink transmission together with mul-
tipaths
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Accurate estimate of the user’s timing offset is necessary for accurate correlation.
In addition to the delays of the different propagation paths of the different users,
the detection schemes also require estimates for the complex coefficients of each
path. All these parameters estimation constitute the channel estimation problem.
Initial research on timing acquisition and channel coefficients estimation has
been focused on jointly estimating the necessary parameters for all the user’s
signals. While these techniques produce excellent results, they require a high
computational cost to solve the multidimensional optimization problem for a
large number of parameters and their user capacity is fairly restrictive. There-
fore, in this thesis one of the algorithms which has been featured prominently
in the literature [12], because of the various advantages in terms of performance
and computational reduction, called decoupled maximum likelihood (DEML) is
examined and used. This algorithm finds the maximum likelihood (ML) esti-
mates of timing offsets of all possible users present in the communication chan-
nel, subsequently the channel coefficients of all users are computed based on these
estimated timing offsets, thus the term decoupled. This algorithm, described in
detail in the later chapters, deals with a variety of situations, such as multipath,
multiple access, fading conditions. In addition, we have proposed a scheme that
brings modification to the original estimation algorithm in order to achieve better
bit-error-probability performance to the system.
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1.2 Research Motivations and Contributions
The performance of CDMA systems can be significantly degraded due to
the presence of multiple access interference (MAI) as a result of that different
users are typically asynchronous but the codes used to support asynchronous
transmission are not truly orthogonal. Several optimal and sub-optimal multiuser
detectors (MUD) [1, 2, 3] have been proposed to mitigate the MAI effectively.
However, most researches are focused on sub-optimal MUD [8] algorithms due
to their relatively low complexities. One of the sub-optimal MUD algorithms
used is parallel interference cancellation (PIC) [9]. It provides not only accurate
decision data detectional than conventional detector for decision-directed channel
estimation, but also has shorter computational time for subtracting the replicas
of interfering signals from the received signal in a parallel manner.
As described in the previous section, another concern in a CDMA system is
that the received signal usually consists of many replicas of transmitted signal
and these replicas arrive at the receiver at different time instants. To exploit these
replicas, RAKE receiver is still the receiver structure of choice for the first round of
low-complexity receiver for broadband transmission. However, the performance
of RAKE is very much dependent on the quality of its channel estimates. To
attain more accurate channel estimation in the presence of MAI and multipath,
many joint multiuser detection and parameter estimation techniques [10, 11] have
been developed. These techniques produce excellent results but require large
computational cost, because the channel parameters are estimated sequentially
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instead of in parallel manner. The structure of RAKE receiver and existing
channel estimation techniques will be further discussed in Section 3.2.
In this thesis, we have devised a scheme that exploits the signals that are
obtained after parallel interference (interference from undesired users and paths)
cancellation. After the process of PIC, signals are fed back to the DEML channel
estimator module for fine estimation of channels for next symbol interval. The
major difference between the ordinary DEML scheme and the devised scheme is
the input to the channel estimator. However, the later uses direct received signal
as input in the decision-directed mode (to be discussed in detail in Chapter 5)
as input. The proposed receiver structure is depicted in Fig. 5.1. Our computer
simulations indicate that the proposed algorithm has performance signal-to-noise
ratio (SNR) gain of 2 dB more than the existing methods of comparable complex-
ities at bit-error-rate (BER) of 10−3 under the multipath (in this case, paths of
4 for all users is used) environment. SNR used here is defined as symbol energy
to noise energy ratio and it is used for the rest of the thesis.
1.3 Thesis Outline
The thesis is organized as follow: The introductory chapter has briefly ad-
dressed the problem definition for the thesis and the need for efficient solutions
to channel estimation problem. The motivations and contributions of research
have also been described.
In the next chapter, the background knowledge for the subject material of
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this thesis is presented. First we describe the fading propagation environment
and the key considerations for a CDMA system. Followed by the development of
the system and channel model used throughout the rest of the thesis.
Chapter 3 gives the principles of the wireless CDMA transmitter and receiver.
Furthermore, the RAKE receiver and the multiuser PIC are also discussed in this
chapter. In the last section, the implementation of parameter estimates in RAKE
receiver is addressed to see the impact of estimates on decision data.
In Chapter 4, we present a ML-based channel estimation algorithm that has
been developed in the multiuser and multipath environment. We also include the
complexities considerations and the recursive method that reduces the computa-
tional time of estimation process.
Chapter 5 presents the devised scheme on the performance improvement by
using the PIC in channel estimation. At the end of chapter, the analysis and
simulation is conducted to justify the results.




A radio signal wave experiences various types of distortion when it is trans-
mitted through a wireless channel. This process poses a great challenge for CDMA
channel estimation in order to attain a reliable high-speed communications. The
distortion comes from the physical structures or objects such as buildings, hills,
ground, trees and moving pedestrians or vehicles, etc. The random and time-
varying phenomena are formed as a result of signal reflections, diffractions and
scattering that leads to multipath. Besides, the relative motion of mobile causes
Doppler effect on allocated carrier frequency as the mobile terminal moves.
Radio propagation models usually focus on predicting the average signal
strength based upon the separation between the transmitter and the receiver,
and also the rapid fluctuations in the instantaneous signal level that may be
observed over short distances. The variation of the average signal strength over
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large distances (typically several hundred of meters), is called the large-scale
path loss. This type of fading is not considered in our research and thus is not
covered in detail. The rapid fluctuation over short travel distance (typically a
few wavelengths) is termed as small-scale fading. Typical profile of small-scale
Rayleigh fading in terms of envelope and phase is depicted in Fig. 2.1 and Fig. 2.2.
To characterize the small-scale spatial distribution of the received multipath
signal amplitude, it is necessary to reasonably approximate the environment,
based on the measurement made in the field. It has been found that in many
situations, the Rayleigh distribution provides a good fit to the signal amplitude
measurement when there is no line-of-sight (LOS) or dominant path [27, 6]. Here
let us denote the received signal as s(t), which is a composite of all arriving waves.
s(t) can be expressed as
s(t) = x(t) cos(ωct)− y(t) sin(ωct)
= Re [(x(t) + jy(t)) exp(jωct)]
= Re[r(t) exp(j(ωct+ φ))]
where x(t) and y(t) are the in-phase and quadrature components. r(t) denotes




If there are sufficient large number of waves arriving at the receiver, by the
central limit theorem, the in-phase and quadrature components x(t) and y(t) are
independent Gaussian processes with zero means and equal variance σ2. Thus
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Figure 2.1: Rayleigh fading magnitude profile for fdT = 0.001
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(2.1)
in which 2σ2 is the mean power of the multipath signal before envelope detection.
Equation (2.1) is the Rayleigh density function.
Since the thesis mainly focuses on mitigating the effects of small-scale fading
by using some sophisticated and proposed signal processing techniques, it’s effects
are hereby discussed in the remaining of this section. The small scale fading refers
to rapid variations in the amplitude of the received signal in the wireless channel
2.1 Propagation Channel 12

























Figure 2.2: Rayleigh fading phase profile for fdT = 0.001
over short distances or time intervals, as mentioned before, this rapid fluctuations
are caused by a number of physical factors:
Multipath propagation: very often there is no LOS path between transmitter and
receiver under typical mobile channels for either indoors or outdoors communi-
cations. Received signal is the superposition of many independent plane-wave
components of approximately equal power with random amplitudes and phases.
The resultant signal shows constructive (large amplitude) and destructive (small
amplitude) pattern and this pattern may vary over time which gives rise to the
phenomenon of fading. The parameter of interest when dealing with multipath
is the delay spread. The maximum delay spread, Tm is defined as the time delay
during which the multipath energy falls to a pre-specified level below the max-
imum. However, with a large number of paths, root-mean-square (rms) delay
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spread is more representative of the effect of delay spread on the performance
of radio receivers, and can be used as one qualitative measure of the severity of
multipath propagation. The rms delay spread of a profile, στ , is described as [4]
στ =
√ ∫
(τ − τ¯)2P (τ) dτ∫
P (τ) dτ
, (2.2)






Usually στ can range from 1 to 20 µs in urban environments and from ten to a
few hundred ns in indoor environments.
The rms delay spread στ is closely related to another measure of delay spread
in the frequency domain, which is referred to as the coherence bandwidth. Co-
herent bandwidth, Bc , represents a frequency range over which frequency com-
ponents have a strong potential for amplitude correlation. That is, a signal’s
spectral components in that range are affected by the channel in a similar man-
ner as, e.g., exhibiting strong fading or no fading. There is no exact relationship





The constant c varies from 5 to 50 depending on how strict the coherence band-
width is to be defined, for example, if the frequency correlation is defined above
0.9, c takes the value of 50.
Doppler shift : the relative motion between the base station and mobile as well as
the movements of surrounding objects results in random frequency modulation







Figure 2.3: Doppler shift caused by a moving vehicle
due to the Doppler shift of each multipath components. This can be illustrated
in Fig. 2.3 with a mobile moving at a constant speed of v. The difference in path
lengths travelled by wave from remote source S to the mobile at points X and
Y is ∆l = d cos θ
′
= v∆t cos θ
′
, ∆t is the time required for the mobile to travel
from X to Y, and θ is assumed to be the same at points X and Y since the source
is very far away. The phase change in the received signal due to the difference




, where β = 2pi
λ
. The apparent









· cos θ′ . (2.5)
The Doppler shift will be positive or negative depending on the direction of
relative motion between the mobile and the base station. The maximum Doppler
2.1 Propagation Channel 15






The Doppler spread or the spectral broadening is the parameter of interest. It
is defined as the range of frequencies over which the received Doppler spectrum
is non-zero and above a certain threshold. Another useful statistical measure for
describing the time varying nature of the channel is the coherence time, Tcoh,
which is defined as the time duration over which the channel impulse response
is essentially invariant. The coherence time Tcoh is inversely proportional to the
maximum Doppler shift fm. And as a rule of thumb for modern digital commu-





The relationship between the signal parameter (symbol period) and the chan-
nel parameters (delay spread and Doppler spread) gives rise to different type of
small-scale fading, which will be discussed in the next section.
2.1.1 Flat and Frequency-selective Fading
If the mobile radio channel has a constant gain and linear phase response
over the coherence bandwidth Bc, which is greater than the signal bandwidth
Bs ≈ 1T , i.e. Bc > Bs, the received signal undergoes flat fading and in the
opposite case, it is said to experience frequency selective fading [4].
In the flat fading case, the delay spread is much less than the symbol period
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and hence the spectral characteristics of the transmitted signal are preserved
at the receiver. However the strength of the received signal varies with time.
In frequency selective fading, the received signal includes multiple copies of the
transmitted waveforms, attenuated and delayed in time, and hence it is distorted.
A typical model for frequency selective fading channel is made up of a number of
delta functions which independently faded according to Rayleigh model and have
sufficient time delay between them to induce frequency selective fading.
2.1.2 Fast and Slow Fading
Depending upon the relative rate of change of the transmitted signal and
the channel characteristics as mentioned above, a channel may be fast fading or
slow fading. In a fast fading channel, the channel impulse response varies rapidly
within symbol period, i.e. the coherence time is much smaller than the symbol
duration (Tcoh ¿ T ). In slow fading, the channel may be assumed to be static
over several symbol periods.
2.2 Rayleigh Fading Generator
Many different methods have been used for the modeling and simulate of
mobile radio channel to reduce the cost of field trials. When performing simula-
tion, more flexible methods are necessary to generate the Rayleigh fading effect.
Among them, the well-known mathematical reference model proposed by Clarke
[4] and it’s simplified simulation model proposed by Jakes [5, 6] have been widely
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used as Raleigh fading generator.
2.2.1 Mathematical Reference Model
Consider a flat fading channel comprised ofNi impinging plane [], the lowpass




Cn exp[j(2pifmtcosαn + φn)] (2.8)
where E0 is a scaling constant, Cn, αn and φn are the random path gain, angle
of incoming wave, and initial phase associated with the nth impinging plane re-
spectively. fm is the maximum radian Doppler frequency occurring when αn=0.
Assuming that Cn is real valued, (2.8) can be written as









Cn sin[j(2pifmtcosαn + φn)]
(2.10)
2.2.2 Clarke’s Model
The central limit theorem justifies that sc(t) and ss(t) can be approximated
as Gaussian random processes for large Ni. Assuming that αn andφn are mutu-
ally independent and uniformly distributed over [−pi, pi) for all n, and adopting
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Clarke’s two-dimensional (2-D) isotropic scattering model, some desired second-
order statistics for fading simulators are manifested in the autocorrelation and
cross-correlation functions [7]




Rss(τ) = E [s(t)s
∗(t+ τ)] = 2J0(2pifmτ)




where E[·] denotes expectation, J0(·) is the zero-order Bessel function of the
first kind, and without loss of generality, we have set
Ni∑
n=0
E[C2n] = 1 and E0 =
1. The first-order PDFs of the fading envelope, |s(t)|, and the phase, Θs(t) =
arctan[sc(t), ss(t)], are given by









, θs ∈ [− pi, pi)
(2.12)
Clearly, the fading envelope |s(t)| is Rayleigh distributed, and the phase
Θs(t) is uniformly distributed according to (2.12). The clarke’s model simulator
is shown in Fig. 2.4.
2.2.3 Jakes’ Model Generator
Based on mathematical reference model (2.8), by selecting














































, n = 1, 2, . . . , Ni
(2.13)
and φn = 0.where n = 1, 2, . . . , Ni, remain as independent random variables uni-
formly distributed over [−pi, pi) for all n, Jakes derived his well-known simulation
model for Rayleigh fading channels. The normalized low-pass fading process of
this model is given by














where Ni = 4Mi + 2, and
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, n = 0
npi
Mi
, n = 1, 2, . . . ,Mi
ωn =





, n = 1, 2, . . . ,Mi
(2.15)
The simplifying relationships used in (2.13) make this simulation model de-
terministic [29] and wide-sense stationary [30]. Thus, given a maximum Doppler
frequency, it is easy to find the corresponding Rayleigh fading response for any
time period precision. For instance, the coefficient samples of fading channel can
be generated for P (→∞) consecutive data symbol by sampling (2.13) at interval
of iT , for i = 1, 2, . . . , P . To generate time-varying frequency-selective fading
channel, the same generation process is repeated for other propagation paths.
2.3 DS-CDMA System and Channel Model
In the previous section, the key features of the wireless channel were briefly
described, namely, multiple propagation paths, Doppler shifts, the various forms
of small scale fading. In this chapter, a system and channel model that incorpo-
rates the structure of the transmitted signal in a CDMA system, the effects of
the channel and the structure of the received signal at the receiver are developed.
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The system under consideration is an uplink asynchronousK-user DS-CDMA
system operating in a fading environment. The transmitted symbols are simply
either +1 or -1 (Binary Phase Shift Keying modulation) with duration T . Each
user transmits a zero mean stationary bit sequence with i.i.d. components. The
chip duration is Tc =
T
N , where N is the spreading factor.
2.3.1 Continuous time received signal




bk(i)sk(t− iT ) (2.16)
where bk(i) is the transmitted data sequence and sk(t) is the spreading waveform









k(n) ∈ {±1} is the spreading sequence and g(t) denotes the rectangular
chip pulse. Signal ak(t) is transmitted through a multipath channel with M





where ck,m and τk,m are the fading complex gain and the delay of k
th user and mth
path. For simplicity, the delay is assumed to be chip-synchronous. The received






ck,mak(t− τk,m) + n(t) (2.19)
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where n(t) denotes the additive noise, assumed to be zero-mean complex white
Gaussian. The channel gains and delays are assumed to be constant during
estimation process. The DEML channel estimation provides the estimates of the
individual delays and channel gains for all users and their respective paths. And
this will be described later in the following paragraph in discrete received signal
model.
2.3.2 Discrete time received signal
To proceed further, we denote the received signal in terms of baseband asyn-
chronous model [17] corresponding to an observation window of L symbols. This
is done when the continuous received signal is discretized at the receiver by sam-
pling the output of a chip-matched filter. The chip-matched filtering is a simple







The (2N − 1) successive outputs of the chip-matched filter are used to form
the observation vectors starting at an arbitrary timing reference at the receiver.
The observation vector at time i is
ri = [r[iN + 1], r[iN + 2], . . . , r[iN + 2N − 1]]T (2.21)
The length of (2N − 1) successive outputs for composite received signal is
chosen to ensure that whole symbols of all users at a particular time interval
are successfully processed. The system is asynchronous and the receiver has an
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Figure 2.5: Contributions of the spreading sequence and transmitted bits of
respective users and path to the received signal, assuming constant channel
parameters of 1 and no noise situation.
arbitrary timing reference which will not be aligned to actual transmitted bit
boundaries. Hence, each observation vector contains 2 components from each
user due to the past and present bits as shown in the Fig.2.5.
We assumed that all the duplica paths of all users are received within one bit
period from the arbitrary timing reference and M < N . The discrete received
signal model is thus given by







where ri is the i
th(2N−1)×1 observation vector, S is a (2N−1)×KM spreading
matrix which is represented as
S = [s1(τ1,1), s1(τ1,2), . . . , s1(τ1,M), . . . , sk(τk,m), . . . , sK(τK,M)] (2.23)
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where




k(1), . . . , s
′
k(N − 1),01×(N−τk,m)]T , (2.24)
0i×j is a i× j zero matrix. Similar to S, S¯ is also a (2N − 1)×KM matrix with
its qth row vector equal to (q +N)th row vector of S but takes zero value for for
q ≥ N when short sequence is used. If long sequence is used, some modification
to S¯ is needed and will not be discussed here. The notation (·)T denotes the
transpose. The asynchronous structure of S is illustrated in Fig. 2.6. Here,
we observe the characteristics of an asynchronous system as a staggered set of
spreading sequences. The spreading sequences however, do not have to be ordered
according to increasing transmission delays. The multipath spreading sequences
for user k, symbol interval i are inserted side by side leading to a band-diagonal
structure.
Ci is the channel coefficient matrix of i
th observation window that reflects





1 2 3 1 2 3
1 2 1 2 1 2 1 2 1 2 1 2
Figure 2.6: The fundamental structure of the matrix S for multipath CDMA
with K = 3, L = 2, N = 8,M = 2. The delays for the three users are (0,5Tc),
(3,4Tc) and (2,7Tc) respectively.
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the multipath profile and it is shown below:
Ci =

c1,1(i) 0 · · · 0




c1,M(i) 0 · · · 0














Since we assume that the channel remains constant over the observation period,
we can always approximate the channel gain to an arbitrary constant value, Ci ≈
C. The data vector is given as
bi = [b1(i), b2(i), . . . , bK(i)]
T (2.26)





3.1 Cellular CDMA Systems
In order to discuss CDMA, the direct sequence spreading process is in-
evitable. The process multiplies an information stream with a high chip rate
pseudo-noise (PN) sequence. Since the information stream is relatively low data
rate as compared to the chip rate, the spectrum of the spread output is con-
siderably wider than the original information stream. The PN sequence is the
unique signature of the spread signal for each of the users in the multiple access
systems. This embedded signature allows despreading to be done with a synchro-
nized replica of the PN sequence at the receiving end. We restrict our discussion
of CDMA to direct-sequence code-division multiple access (DS-CDMA) in this
thesis.
CDMA systems spread the bandwidth of an information stream to a much
wider bandwidth and lower the power spectral density (PSD) accordingly. As a
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result of PN sequences, a spread signal has a noise-like quality. The transmitted
spread signal in the wireless channel from an additional user causes a slight rise in
the noise floor to the current users. The deterioration of the performance of the
receivers due to this additional power from the transmitter ultimately limits the
system capacity, which is the most important characteristic of the CDMA system.
Radio resource management is needed to allocate power to each user such that the
maximum interference is not exceeded. The advantage of CDMA system is that
it can easily add a user on the spectrum and re-compute the mobile transmitter
power (in the uplink context) until the interference becomes intolerable.
Power management provisions and its tolerance of co-channel interference in
CDMA systems allow the use of the same frequency in adjacent cells. Everyone
shares all the frequencies, therefore a frequency assignment plan is no longer
needed. On the other hand, frequency division multiple access (FDMA) and time
division multiple access (TDMA) systems have a well-defined number of users
based on the available spectrum and time slots respectively. Each cell only uses a
part of the whole operating band in order to avoid adjacent channel interference.
Therefore, the CDMA gives more flexibility on cell capacity management.
3.1.1 Short Sequence Systems
Since CDMA users share the same time and frequency resources, demodula-
tion of a particular user is principally concerned with suppression of MAI as well
as ISI. This is a challenging problem when user transmissions are asynchronous,
and corrupted by background noise and the interference resulting from multi-
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path propagation. Different sequences are required to distinguish different users
in order to sort out the desired user. Spreading sequences are being used in all
operational DS-CDMA systems, e.g. IS-95 and wideband CDMA.
There are two types of spreading sequence systems: short and long sequence
systems. Short and long spreading sequence CDMA are sometimes called D-
CDMA (deterministic CDMA) and R-CDMA (random CDMA) [3, 20, 21] re-
spectively. In this thesis, we assume a short spreading sequence system. The
use of short sequence in our asynchronous CDMA system is to demonstrate the
impact of multipath propagation on system performance since short sequence
usually has poorer autocorrelation property as compared to long sequence.
In the design of low-rate CDMA systems, the presence of ISI is often ne-
glected. Although the ML technique has been proved to work optimally in the
presence of MAI, it is not certain about its performance in multipath. However
for high-rate CDMA systems, the ISI is no longer negligible and, in fact, together
with the MAI, which is inherently in any non-orthogonal CDMA system, con-
stitute the major impediment to the overall system performance. Thus in this
thesis, we are to examine the ISI impact on ML technique through the use of
short sequence, and eventually this leads to the design of PIC algorithm that can
be implemented together with ML technique to combat ISI.
3.1.2 Uplink Transceiver Structures
All the practical systems such as IS-95 and the wideband CDMA proposals
for IMT2000 [22] have similar fundamental transceiver structure for the uplink.
3.1 Cellular CDMA Systems 30
Basic building block diagrams of typical transmitter and receiver are depicted
in Fig. 3.1 and Fig. 3.2 respectively. In current digital systems, both at the
transmitter and receiver, all baseband processing is performed in discrete time,
implemented using a combination of digital signal processors (DSP) and custom
ASICs (application specific integrated circuits) [23].
The transmitter consists of source and channel encoders, a spreader, a mod-
ulator, and an IF-RF up-converter. The data stream for an arbitrary user k is
encoded (or interleaved) into a sequence which is spread and digitally modulated
onto a chip pulse shape. Then the signal is D/A converted and modulated onto
an analogue carrier for transmission. In a system with K simultaneously active
users, each user is represented by such a transmitter.
At the base station receiver end shown in Fig. 3.2, the received signal at
the antenna is first down-converted to baseband. The corresponding discrete-
time received signal is forwarded to a bank of K despreader units, one for each
user. In the unit for user k, the multipath transmission delays are estimated,
these estimated delays are then used to control the timing for the despreading at
each multipath finger. Performance enhancing signal processing such as RAKE
combining technique can be included to combine the multipath signals to achieve
better SNR performance.
Next, the intermediate signal is processed by multiuser detector. In the
multiuser detection unit, the inherent structure of MAI is to be exploited to
improve the performance. The detector is based on the assumption that in ad-
dition to the desired signal’s spreading sequence, some side information about


































Figure 3.2: Base station receiver
the interferes such as their spreading sequences is available. However, accurate
and efficient channel estimation scheme are essential to the validity of the multi-
user detector. The work in this thesis si thus mainly focused on the processing
involved in the accurate parameters estimation module within the baseband-
processing unit as well as the implementation of these parameter estimates in
RAKE receiver and multiuser detector. In the subsequent sections, the receiver
structure components such as the RAKE and multiuser detection, e.g. PIC, will
be reviewed and discussed.
3.2 RAKE receiver 32
3.2 RAKE receiver
The RAKE receiver was first introduced by Price and Green [18] and it is
used in the despreading unit shown in Fig. 3.2. For frequency selective fading,
the signal bandwidth (B ∝ 1T ) is much greater than the coherence bandwidth





, therefore multipath components are
resolvable and independent of each other.
The main purpose of RAKE receiver is to use the energy present in multipath
components by correlating with each path and then to combine coherently all the
multipath energy to acquire higher signal energy. The RAKE receiver consists of
several fingers which each resembles a single correlator. Each of these fingers has
a different time delay and phase rotation associated with it that is matched to
a multipath component. The autocorrelation between a spread spectrum signal
and its time-delayed version should be low, therefore the RAKE receiver will be
able to develop an estimate based on only the multipath component.
The resolution of the RAKE (ie, the ability of RAKE to resolve between
separate multipaths) is dependent on the chip rate of the system. The multipath
components must be separated by at least one chip period for the RAKE to
resolve them. There are several methods for choosing the weights that combine
each finger [19] to achieve a better performance for the system:
1) Equal Gain Combining: The weights in this scheme are chosen to all
equal each other: w1 = w2 = w3, . . . , wm = 1. The performance of this type of
combining tends to be very poor since weaker multipath components are weighted
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just as much as the stronger ones.
2) Selection Combining: Only one of the fingers is actually used in the
decision-making. The receiver simply picks the largest of all the correlations.
wi =

1, if |zi| = max {|z1| , |z2| , . . . , |zM |}
0, otherwise
(3.1)
3) Maximal Ratio Combining (MRC): The weights are chosen such that the
output SNR is maximized. This is an analytical technique that works only if
we assume knowledge of the channel. That would require estimation channel
parameters which can be difficult in a fast fading environment or a system that
is non-coherent. Fig. 3.3 and Fig. 3.4 together show a generic RAKE receiver
implementing MRC technique.
After correlating each finger and multiplying by the appropriate weight, the
resulting statistics are combined to form a single decision statistic. Ideally, we
would choose a sufficient number of fingers to demodulate all multipath com-
ponents. RAKE receivers provide time diversity for a wideband system, taking
advantage of the autocorrelation properties of PN sequences. Practically speak-
ing, most receivers are limited to just a few fingers, typically three to five. The
scheme used in this simulation is the MRC. The performance of a RAKE receiver
will actually worsen in the case where there are fewer multipaths than fingers so
typically a threshold is set for determining whether the fingers of the RAKE are
active or not. For the simulations in this thesis, up to four fingers in the coherent
RAKE receiver are used at the base station. Next, we present the basic idea of
one of the multiuser detection scheme known as PIC.
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Figure 3.4: Coherent detector for user k at finger m (CohDetk,m)
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3.3 Parallel Interference Cancellation
This popular method for interference cancellation was presented by Varanasi
and Aazhang [24]. The model for single-path PIC in a DS/SS-BPSK system is
shown in Fig. 3.5. The first stage of this receiver consists of a bank of correlators
that are used to generate decision statistic Z
(1)
k,i for every bit i for the k
th user.
These decision statistics then generate the estimate of the user’s signal, xˆk(t). In
the next stage, a new estimate for the kth user is formed by taking the received
signal and subtracting from it all aˆj(t) such that j = 1, . . . , K; j 6= k. This
process may be repeated for an arbitrary number of q stages. Consequently, the
received signal at q stages for the kth user’s signal path is
r
(q)






j (t− τk) (3.2)
where r(t) is the received signal. Kaul [25] has done extensive work with PIC
including developing analytic bounds and demonstrating an optimal number of
stages. It was shown that three to four stages of interference cancellation ap-
proach the lower bound for the case of an infinite stage. Even one stage of
cancellation seems to do well most of the times. Buehrer [26] compared several
techniques to that of PIC and also quantized the number of arithmetic opera-
tions required for each method. The number of arithmetic operations for PIC is
greater than for successive interference cancellation (SIC). Individual processors
may be required for receiving and regenerating users’ signals when compared to
the single processor that used for SIC.
The section has briefly reviewed the basic idea of PIC for synchronous CDMA
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Figure 3.5: Fundamental PIC receiver structure
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system under single-path environment. In the next section, we describe the im-
plementation of parameter estimates in RAKE receiver using conventional and
PIC detector.
3.4 Implementation of Parameter Estimates in
RAKE Receiver
In this section, we examine the use of the channel parameters, such as the
delay and channel gains for multiple paths, for individual user, in the conven-
tional single-user detector and in a multiuser/multipath interference cancellation
detector. The general process involved would be to realign the received signal
according to the delays and then perform the code matched filtering as well as
channel matched filtering for RAKE receiver of each user. The RAKE receiver
with detailed methamatical symbols is depicted in Fig. 3.6.
3.4.1 Conventional single-user detection
Let consider the received signal from equation (2.19). In order to examine
the effect of these channel parameters in the conventional detector, we represent


















s′k(n)g(t− iT − nTc − τk,m) + n(t)
(3.3)
In the first stage of signal processing in the receiver, the received signal is
pulse-mathced filtered. The signal at the output of the matched filter is expressed
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Figure 3.6: MRC RAKE receiver
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by





















s′l(n)R(t− iT − nTc − τl,m)
︸ ︷︷ ︸










s′k(n)R(t− iT − nTc − τk,m) + n˜(t)
(3.4)
The term n˜(t) represents both the noise filtered by the pulse matched filter
and the interference caused by the other users. Other users’ interference is mod-




is the pulse autocorrelation function of the combined transmit and receive filter.
In each finger, an interpolator unit provides a data stream on chip rate 1Tc
which is sampled at the estimated timing instance jTc, where j = (i−1)N+l, 0 <
l ≤ (N−1). Just behind the interpolator to whom the actual delay is compensated
by estimated delay, the intermediate sample from one transmitted symbol in
















After pulse matched-filtering and compensation of the path delay, only one
transmitted symbol bk(i) contributes to the resulting signal originating from
branch m if perfect timing (τˆk,m = τk,m) is assumed. As path delay compen-
sation can only be done for one path at the same time, the inter-chip interference
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(ICI) as well as inter-symbol interference (ISI) can be introduced for additional
paths. In our thesis, the delay is assumed chip-synchronous, the issue on ICI is
thus not discussed here, only the effect of ISI will be shown. Also, as mentioned
during the channel model development, it is assumed that all the paths of all
the users are received within one bit period from timing reference, thus only the
effect of two transmitted symbols, previous and current is described, here we only
approximate the interference effect by an additional term contributing to n˜k,m,j.
The next process takes place for detecting the symbol is the despreading. The
signal zk,m,j is now multiplied with complex conjugate of the spreading sequence
and then the outcome is summed over one symbol interval. Using the same








































k(n)R(jTc − iT − nTc − τk,f + τˆk,m)
+n˜′k,m
(3.6)
For simplicity, in our framework, we assume g(t) as unit rectangular square
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pulse of symbol period T which subsequently gives rise to
R(t) =

T − t for T ≥ t > 0
T + t for 0 ≥ t > −T
(3.7)
Substituting autocorrelation equation (3.7) into (3.6), and also replace all j with













































Inter−symbol interference for interval i
+n˜′k,m
(3.8)
Note that the number of RAKE fingers is assumed to be the same as the num-
ber of physical multipaths, and both are given by the same term M . The symbol
estimates in each finger are weighted according to the MRC. The weighting fac-
tors are just the complex conjugate channel coefficients that are estimated using
our algorithm. The combiner computes a linear combination of the depreader
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Inter−symbol interference for interval i
+n˜′′k,m
(3.9)
The hard decision statistic is given as the sign function of soft estimate yk(i).
i.e. bˆk(i) = sign{yk(i)}
The discretized version of the received signal at the receiver, for multipath












Using the discretized model, the minimal set of sufficient statistics for all the





Since all the delay is captured in S′, (3.11) can be interpreted as a code-
matched filter operation, followed by a channel-matched filter and thus represents
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a coherent multipath combining, known as RAKE reception. This matched filter
would be optimum for the single user case only in an additive white Gaussian
noise (AWGN) channel.
3.4.2 Multiuser and multipath interference cancellation
The idea of detection can be extended to interference cancellation detectors.
Fig. 3.7 shows the combination of RAKE receiver and single-stage PIC. It is
known that all subsequent stages of the receiver perform interference cancellation
based on the decision statistics from the previous stage. At stage q of the receiver,
the soft decision statistic y
(q)
k (i) can be used to form an unbiased estimate of data
bˆk(i). Using these estimates, we form regenerated received signals for all the users












s′k(n)g(t− iT − nTc − τˆk,m) (3.12)
Interference cancellation is performed by subtracting the estimated signals
of the interfering users from the received signal r(t) to form a new received signal












The hard decision statistic for the ith bit of the kth user at stage q (i.e. after
(q−1) stages of interference cancellation) is formed by replacing r(t) with r(q)k,m(t)
for the equations from (3.4) to (3.9).
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For the convenience in carrying out simulation, we represent the algebraic
signal in vector form. The kth user decision data that will be fed back to es-
timator for channel tracking is derived. The matrix manipulation involves the
multiplication of kth estimated column vector of Aˆ (referring to equation (4.10))







k = 1, 2, ..., K (3.14)
Then the signal for every user is regenerated to obtain the composite signal
ready for cancellation. For example the regenerated signal for user k is aˆkbˆ
(1)
k
. Lastly, they are then PIC detected to give the second-stage decision statistics
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Figure 3.7: RAKE with single stage PIC receiver structure for accurate












In this chapter, with the concern of the channel estimation problem in the
practical scenario involving multiple users and multiple paths at the receiver, we
use the system model developed in the previous chapter to form a DEML- based
technique for the estimation of path delays and complex channel coefficients for
each user. The algorithm is based on the DEML technique for direction of arrival
estimation presented in [12].
We use the DEML technique to develop a novel channel estimation algorithm
that estimates the delay vectors and channel coefficient vectors for multiple users
in the presence of multiple propagation paths. These estimates are obtained
using training sequence at the front end of the receiver. Followed by DEML
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estimation, a recursive algorithm is used to find the estimator so as to spread
the computational time over each processing window. Next the process reverts to
decision-directed mode whereby the proposed recursive technique is now extended
to track moderate time-varying fading channel using decision feedback. In the
last section of this chapter, the performance of the algorithm is benchmarked
against perfect channel knowledge on one hand and DEML estimator without
decision feedback on the other hand in terms of bit-error-rate.
4.1 The DEML Channel Estimation Method
When an observation vector ri, where i represents the observation interval,
depends on a parameter vector φ, that is either deterministic but unknown or
whose a priori statistics are unknown, the maximum likelihood estimate of the






Now we examine the problem of channel estimation. The observation vector
ri is a function of the delay vector τ (which is encompassed in S), the chan-
nel vector C, the noise covariance matrix Rn, and the transmitted bits b. The
transmitted bits are assumed to be known since, otherwise, the maximization of
the likelihood function as a function of all the above unknowns is an ill-posed
problem. In the estimation phase, the training sequences are used as known
transmitted bits whereas in tracking phase, data decisions are fed back to the
DEML estimator to be used as known bits. We treat ck,m, τk,m as determinis-
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tic unknowns for k = 1, 2, . . . , K and m = 1, 2, . . . ,M , and observe that of ni
which is circularly symmetric complex Gaussian with zero-mean and covariance
E(nin
H
j ) = Rn = σ
2
nI(2N−1)×(2N−1)δi,j where δi,j = 1, for i = j or else δi,j = 0, for
i 6= j. (·)T denotes the Hermitian transpose operator.
Given L observations of ri, it can be shown that the joint conditional proba-
bility density function given the spreading sequence, training bits or decision bits
of all users is given by

















i=1(ri −Abi − A¯bi−1)Rn−1(ri −Abi − A¯bi−1)H
}
(4.2)




2 , . . . ,b
T
L]. The definitions of S, S¯,Ci
and Ci−1 can be found in Section 2.3.2. | · | represents the determinant opera-
tor. Taking logarithm on the conditional probability (4.2) and eliminating the
identical terms for all choices, the corresponding log-likelihood function becomes




(ri −Abi − A¯bi−1)Rn−1(ri −Abi − A¯bi−1)H (4.3)
where tr(·) is the trace operator. The first step of maximization of the log-
likelihood function is to carry out differentiation of the cost function Λ with
respect to Rn, then equate the differential to zero. The maximization is thus






(ri −Abi − A¯bi−1)(ri −Abi − A¯bi−1)H (4.4)
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Substituting (4.4) into (4.3), the cost function is now given as




(ri −Abi − A¯bi−1)(ri −Abi − A¯bi−1)H
∣∣∣∣∣. (4.5)
Note that maximizing Λ` is equivalent to minimizing ln |I + Rˆn(A)|. Using
properties of eigenvalues and norms of matrices, it has been shown in [14] that:
min
A




≡→ denotes ”is asymptotically equivalent to” (it is analogous to the scalar
case where ln(1 + x) ≈ x for small x) and tr(·) is the trace operator. This
greatly simplifies the problem from the non-linear function | · | to a linear one
tr(·). Applying (4.6), the maximization of cost function (4.7) turns out to be
minimization of cost function:




(ri −Abi − A¯bi−1)(ri −Abi − A¯bi−1)H}. (4.7)
Knowing that we are estimating {ck,m, τk,m}Kk=1 by using ML, i.e.
{ck,m, τk,m}Kk=1 = arg
{ck,m,τk,m}Kk=1
[
mthmax p(r1, r2, . . . , rL|S,C,b,Rn)
]
(4.8)















i=1(ri −Abi − A¯bi−1)(ri −Abi − A¯bi−1)H
}]
(4.9)
where arg[mthmax(·)] denotes the argument contributes to the mth largest cost
function.
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Now minimizing the cost function in (4.9) with respect to A yields





























exists and the data bits for all users are i.i.d. so that Rbb = IK . Lastly, we also









i = 0 (4.15)
Rearranging cost function of (4.9) and substituting Rrb(L) from (4.10) into (4.9),
the log-likelihood function can be given as
Λ˜ = tr
{
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Since the first term of (4.16) is independent of A, the estimates of (4.8) can
thus be further reduced to








Note that the search for the exact ML estimates could be computational pro-
hibitive, thus the DEML estimate which decouples the ML estimates search into
single dimension whereby channel gain estimate of particular user can be ob-
tained once the delay estimate is obtained. DEML estimate coincides asymptot-
ically with exact ML for large L. Rbb(L) can now be replaced with Rbb which
is a unity matrix. The minimization of (4.19) decouples into the following K
minimization problems.
{ck,m, τk,m}Kk=1 = arg
{ck,m,τk,m}Kk=1
[
mthmin[aˆk − ck,msk(τk,m)][aˆk − ck,msk(τk,m)]H
]
(4.19)
where aˆk is the k
th column of Aˆ, the estimate of A described in equation (4.10).
Finally, minimizing the cost function in (4.19) with respect to τk,m and ck,m,













, k = 1, 2, . . . , K (4.21)
Implementing the delay and channel estimation algorithm into simulation of
a CDMA system involves a few steps of the matrice computation. A complete
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summary of the procedure is given below:
1. Compute the respective correlation matrices of Rrb(L), Rbb(L) and Rb¯b(L).
2. Compute the inverse of Rbb(L).
3. Compute Aˆ based on (4.10)
4. Find the delays and channel coefficients of all users by simply extracting
every column of Aˆ for each user and manipulating the formula (4.20) and (4.21)
respectively.
4.2 Recursive Method and Computational Com-
plexity
Following the algorithm development from equation (4.10), we note that
the derivation of expression Aˆ involves complex computation of certain sample
correlation matrices and these terms can only be completely derived at the end
of received observations. Thus in this section, some of the properties of these
correlation matrices are examined and a recursive approach for computing the
DEML channel estimation is proposed and described.
A direct computation of the decoupled ML channel estimates involves the
correlation matrices Rbb , Rb¯b andRrb , and then the computation of the inverse
R−1bb at the end of the received training symbol. The direct computations of these
matrices and the inverse at the end of the training symbol is computationally
intensive and posts great delay before the estimation process takes effect, and
thus limit the information rate. Therefore, an adaptive algorithm is used to
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where the normalized spreading matrix is given by:




, k = 1, 2, ..., K and m = 1, 2, ...,M. (4.23)
The symmetry property of Rbb , Rb¯b and Rrb gives the recursive algorithm
an advantage to reduce the computation. Thus we can update the correlation
matrices immediately once the training symbol is received instead of waiting until




Rbb(i− 1) + 1ibibHi is first computed, then its inverse is derived for
updating the channel estimates. In our framework, we recursively compute the
inverse of Rbb , then it is used to update the channel estimates. The following
simple procedure is performed during the ith bit duration:
1. Using the matrix inversion lemma given in [15], which is making use of the






















2. Compute Rrb(i) =
i−1
i
Rrb(i− 1) + 1i ribHi






In order to estimate the amount of calculation in matrix problems at each
bit interval, it is sufficient to consider the number of multiplications (divisions).
4.3 Influence of Pilot Symbol Length 54
For DMI, updating the inverse of correlation matrix R−1bb(i) at the end of ob-
servation window requires K3 + K2 multiplications. However in our algorithm,
the computational time is spread over the observation window where in each bit
interval, it takes about 5K2 multiplications to update R−1bb(i).
After these computation-saving approximations, the dominant computation
will be the matrix or vector multiplication, which can be benefitted greatly from
well-known parallelization techniques on a number of processors.
4.3 Influence of Pilot Symbol Length
The appropriate selection of simulation parameters, such as the training or
pilot symbol length L, is always of great concern for running any simulations. In
preparation for the numerical simulation of the overall system, in this section,
we are experimenting with different pilot lengths to find the suitable length that
gives optimal performance of our system. The pilot symbol spacing has a major
role in determining the overall performance of the system. Very often too few
pilot symbols could limit accurate channel estimation, but too many posts delay
to the estimator to track down the fast-changing channel.
The performance measure used for selecting the optimal pilot length is the
MSE of channel estimator. To illustrate the noise and hysteresis effect on pilot
length, we can refer to Fig. 4.1. Two important components that contribute to
the error of the system are the Doppler fade rate as well as the AWGN noise. The
dashed-line curve representing error due to Doppler fading (Jd) shows the system
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error due to Doppler
fading

























Figure 4.1: Channel errors due to noise Jn and hysteresis Jd as a function
of pilot symbol length, L
performance under certain fading condition without noise. A large number of pilot
symbols leads to poor system performance due to the reason that the inaccuracy
in tracking fast-changing fading. Whereas, the dashed-line curve representing
error due to noisy gradient (Jn) shows the noise condition without fading. As
the pilot symbol length increases, the error decreases exponentially due to the
result of high symbol per channel energy being used to transmit symbols. The
sum of two errors gives the solid-line curve of the system performance with one
minimum point of error pertaining to optimum length of pilot symbols.
The estimator can have a large hysteresis delay in channel coefficient esti-
mation if the length of the pilot is not adjusted according to variation in the
channel conditions and result in performance degradation. The optimal choice
of the pilot symbol length depends on the signal-to-noise ratio (SNR) and the
instantaneous rate of fading, which in practical scenario are different for every
user and path. Since the channel is time-varying, the pilot symbol length should
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be adaptive which we often called it moving average.
4.3.1 Analytical Results on Pilot Length
The theoretical analysis on the MSE of channel estimator against pilot
length, under various Doppler rates and various SNR conditions, is discussed
in this section.
The channel MSE is derived considering fast fading case, assumptions made
include single-path propagation with perfect timing acquisition for all the users.
As no inter-symbol interference is taken into consideration, we let A¯Rb¯b(L) = 0.



















































































































Note that each term is assigned a matrix variableΦi, i ∈ {1, 2, 3, 4} for convenient
manipulations in the later stage. Assuming ergodicity of the training data (same
assumption is made for MSE derivation of constant fading channel in section 5.2),





























Now we would consider term by term. The first term has sub-terms which
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ρ(i− k)IK×K , (4.31)
where ρ(i− k) = σ2J0 (2pifd(i− k)T ) which is the channel auto-correlation func-
tion [28]. Ci and bi are independent, Φ12 = Φ13 = 0 due to that noise vector is
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IK×K ∵ N0 = 4σ2n
=
K
4L× SNRIK×K . (4.33)












































































































= ρ(0)IK×K . (4.36)
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ρ(L+ 1− i)IK×K + ρ(0)IK×K . (4.37)
To find the optimum pilot symbol length Lopt that gives minimal performance
error in terms of Doppler rate and SNR, we evaluate dΦ
dL
= 0 .
4.3.2 Simulation Results on Pilot Length
Estimator performance under different fading conditions
The influence of the pilot symbol length L on MSE of channel estimator
performance is illustrated in Fig. 4.2 for various normalized fade rates. The esti-
mator evaluated is DEML which is the main estimator discussed in this chapter.
In each fading case, the signal-to-noise ratio is fixed at SNR = 0 dB and the
capacity of user is K = 5. Few performance comparisons can be made based on
the simulated figure, they are given as follow:
1. General curve shape: It is noted that all the curves take on a bowl shape
except those without fading presents in the system. For low values of L, es-
timation is less accurate due to the reason that error contributed mainly from
background noise. It is known that the fading coefficients across few symbol
intervals are highly correlated, hence leaving (4.37) with only SNR term where
channel MSE is inversely proportional to L. Therefore, the estimation improves
with increasing L. However for large value of L, the estimation degrades with in-
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Figure 4.2: Theoretical and numerical results of channel MSE against L for
SNR = 0dB under various fade rates
creasing L due to the reason that pilot symbol insertion rate is no longer sufficient
to track the channel
2. Rightward shift of optimum pilot length with decreasing fade rate: We note
from Fig. 4.2 that as the fade rate decreases, the optimum pilot symbol length of
the performance curves shifts to the right and tends to a very large number when
there is no fading present in the system. The explanation for why the optimum
length does not eventually reach infinity is noise present in this case i.e. 0 dB
of signal-to-noise ratio. The reason of rightward shift of optimum pilot length
is because at slower fade rate, we could afford more pilot symbols to accurately
track the channel.
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Figure 4.3: Theoretical and numerical results of channel MSE against L for
fdT = 0.001 under various SNR conditions
3. Improved in MSE performance with decreasing fade rate: At faster rate,
it is difficult for the estimator to track the channel as compared to the one at
slower rate. The downward shift of the curve means the MSE of channel estimator
performance is getting better at the slower rate.
On the basis of these curves, we have selected to use 90 < M < 150 for the
slow fade rate of 10−4 and 50 < M < 90 for the fast rate of 10−3. It can be noted
that the system is more forgiving at the slower fade rate in the sense that the
range of acceptable L is larger than it is for the faster fade rate.
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Estimator performance under different Signal-to-Noise Ratio
We examine the influence of pilot symbol length L on MSE of channel esti-
mator under various SNR conditions from Fig. 4.3. The simulation parameters
are set to be equal to those of the previous section with this time the fade rate is
fixed at 0.001. In the similar way, some comparisons can be made:
1. Leftward shift of optimum pilot length with decreasing noise level: It is seen
from the figure that as the higher signal energy level is used, less pilot symbol
length is required to achieve optimal performance of the system. This can be
explained by fixing the energy per channel symbol constant, increase in symbol
(or bit in our case) energy will bring down the pilot length needed to achieve
optimal performance. Thus under low-noise environment, smaller value of L is
advisible.
2. Downward shift of MSE curves with decreasing noise level: This can be
intuitively explained by taking note of the fact that increase in signal energy helps
to combat errors caused by background noise, resulting in improvement of the
system performance. Therefore the curves shift downward.
Again, on the basis of these curves, we note that due to the presence of
background noise, a large enough pilot symbol length is required to ’average’ out
the noise. This is also the reason for a larger optimum pilot size for lower SNR
as shown in the Fig. 4.3. Interestingly we also see that system more forgiving at
higher SNR in the sense that the range of acceptable pilot length is larger than
it is for lower SNR.
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4.4 Simulation Results for Estimator
In this section, we provide the simulation results for the performance of
DEML estimator in estimating propagation delays and channel gains in terms of
probability of correct acquisition and BER respectively. The simulation setup is
as follows.
4.4.1 Simulation Parameters
Each user is assigned a Gold spreading sequence of length N=31 and it were
used in all the simulations. The information symbols of all users are modeled as
independent random variables taking a value of ±1 with equal probabilities. Two
equal power paths for every user channel is assumed. Each path is faded with
time-varying Rayleigh which is simulated by generating zero-mean Gaussian ran-
dom process whose spectral density is adjusted based on Doppler rate according
to Jake’s model [5, 6] . The Doppler rate used here is fdT = 0.0001. The users’
delays are assumed to be chip-synchrounous and uniformly distributed within
[1, N ] whereas the path delays have delay spread of 10 chips. The detectors used
to evaluate the performance of the proposed estimators in the simulation are the
conventional sliding correlator and the multistage PIC detector.
4.4.2 Probability of Correct Acquisition against M
Prior to channel gains estimation process, the delay estimation takes place.
It’s rather concern us about the influence of pilot symbol length on timing offset
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Figure 4.4: Probability of correct delay acquisition for DEML estimator
against L for K = 5, SNR = 10dB, N = 31,M = 2, fdT = 0.0001
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estimation’s precision. Thus the simulation on probability of correct delay acqui-
sition (or estimation) against value of L is conducted to assess the performance.
The probability of correct delay acquisition is defined as the number of correct
estimated chip delays divided by the total number of delay samples.
Fig. 4.4 shows the probability of correct delay estimates on the number of
training symbols L that being used. The delays and channels estimation are
performed on a batch of training data captured from the process. As one can see
that a small L factor means faster tracking of channel variation but may not be
a very exact estimation. While a large L means a more exact estimation of the
parameters, it requires a longer time to process. As a result, it may lose track on
the relatively fast changing channel and thus become sensitive to time-varying
channel. Our results show that DEML gives quite good acquisition performance
when L ≥ 30.
Meanwhile, we conducted the simulation for influence of pilot symbol length
on MSE of channel estimator performance in the section 4.3.2 where we have
noted that range of 90 < L < 150 for the slow fade rate of 10−4 gives optimal
performance of the proposed estimator, thus we choose L = 100 to be the length
of training symbols. This set of symbols is used for the detection of data with
length 300.
4.4.3 BER Performance against SNR
In this experiment, channel parameter estimation is performed using the
proposed DEML algorithm without and with decision feedback capability. Perfect
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Ordinary DEML Estimation (Conventional Detection)
Iterative DEML Estimation (Conventional Detection)
Perfect Estimation (Conventional Detection)
Ordinary DEML Estimation (PIC Detector)
Iterative DEML Estimation (PIC Detector)
Perfect Estimation (PIC Detector)
Figure 4.5: BER performance against SNR for K = 5, N = 31,M = 2, fdT =
0.0001
channel estimation performance was also simulated to compare the results. The
channel parameter estimates are then used by the detectors for bit detection.
The BERs obtained from this experiment are depicted in Fig. 4.5. It is seen
from the Fig. 4.5 that for PIC detector, the estimation without the tracking
capability will lose track on the channel under moderate fading, resulting in a loss
of more than 4dB at a target BER of 4× 10−3. By extending the low-complexity
recursive algorithm to track the channel would give much better performance for
the systems. The figure also shows the improvement in BER for a conventional
receiver and a PIC receiver. With the reduction of channel errors, we can see the
large performance advantage of a PIC receiver.
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K (no. of users)
BE
R
Ordinary DEML Estimation (Conventional Detection)
Iterative DEML Estimation (Conventional Detection)
Perfect Estimation (Conventional Detection)
Ordinary DEML Estimation (PIC Detector)
Iterative DEML Estimation (PIC Detector)
Perfect Estimation (PIC Detector)
Figure 4.6: BER performance against K for SNR = 10dB, N = 31,M =
2, fdT = 0.0001
4.4.4 BER Performance against Number of Users, K
Fig. 4.6 depicts the performance against K under SNR=10dB and moderate
fading channel, the results indicate that the DEML estimation with decision-
feedback performs better than ordinary DEML estimation, for PIC detector the
former can accommodate 8 users at BER of 7 × 10−3 while the later can only
accommodate single user.
4.4.5 Tracking Performance
An exemplary simulation result for tracking performance of the DEML esti-
mator and the multistage detector is shown in Fig. 4.7 and 4.8. It is shown in
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Figure 4.7: Absolute value of channel tracking performance for K =
5, SNR = 10dB,N = 31,M = 2, fdT = 0.0001

























Figure 4.8: Phase of channel tracking performance for K = 5, SNR =
10dB,N = 31,M = 2, fdT = 0.0001
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Figure 4.9: BER performance against SNR for K = 5, N = 31,M = 2, fdT =
0.0001
term of absolute value and phase of the complex channel coefficients for one of
the paths of user 1. We can see that the estimator can track the channel quite
well.
4.4.6 BER Performance with Different Number of Paths
Fig. 4.9 shows the performance of the PIC using DEML algorithm in the
presence of various number of paths (i.e. M=1, 2 and 4) in the transmission.
The fading statistics during the training symbols as well as the transmission of
the data bits that are detected remains the same. The figure clearly shows the
benefit of employing additional fingers when resolvable components are present
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and of sufficient power. It is noted that the 4-path system achieves a gain of 2dB
more than the 2-path system at BER of 10−2 whereas at the same error rate,






The standard DEML channel estimation for DS-CDMA systems offers signif-
icant performance improvement over many other non-optimum channel estima-
tions in a non-static single-path fading environment. However, realistic wireless
CDMA channel consists of many replicas of transmitted signal and these repli-
cas arrive at receiver at different time instants. The drawback of the standard
ML channel estimator is that it cannot effectively track the change of channel
parameters due to the presence of interference resulting from either the use of
non-perfectly orthogonal codes or the use of orthogonal codes in the presence of
multiple propagation paths.
To attain accurate channel estimation in the presence of multipaths, many
joint multiuser detection and parameter estimation techniques [10, 11] have been
developed. These techniques produce excellent results but have large computa-
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tional time, which is because the channel parameters are estimated sequentially
instead of in parallel manner.
Previous approach to multiuser delay and channel coefficient estimations for
DS-CDMA purely includes the DEML algorithm, whom the inputs to the channel
estimator comprise received signal and the training sequences (or decision data
sequences). Within the next symbol interval, these estimates are incorporated
into RAKE for maximal ratio combining as well as into the users signal regener-
ation process (or sometimes called MAI/Multipaths estimation) in the PIC de-
tector. The purpose of regeneration process is to estimate MAI/Multipaths and
to subtract the regenerated signals from the original received signal to produce
respective cleaner users’ signal for accurate data detection.
In this chapter, a devisal was made to the previous scheme by replacing the
received signal, which acts as input to the estimator module, with the respective
cleaner users’ signals that are obtained after parallel interference cancellation with
small complexities introduced. The cleaner signals are developed without addi-
tional effort from a PIC device whose basic purpose is to perform data detection.
The proposed receiver structure is shown in the Fig. 5.1.
Computer simulations indicate that the PIC-based DEML channel estima-
tion algorithm has better performance than the existing standard DEML ap-
proach of comparable complexities but without exploiting the desired user signal
after PIC.




















































































































































































































































































































































































































Figure 5.1: Proposed channel estimation receiver structure
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5.1 PIC-based Channel Estimation Model
This section presents the model for a DEML channel estimation exploiting
the ”clean” signals which are the by-products from PIC detection. The DEML
channel estimations are initialized using the direct received signal as well as train-
ing sequence as inputs to the estimator module. The initial values of multipaths
delays and channel coefficients of all users and paths are estimated. These initial
parameters are used for parallel multiuser interference cancellation and RAKE
receiver.
After the initialization, DEML channel estimator reverts to decision-directed
mode. The PIC desired user signals would now replace the direct received signal
for subsequent channel estimations of the data block. The kth desired user signal












where k = 1, 2, ..., K and m = 1, 2, ...,M . All these desired user signals after
PIC are fed back to the estimation module, followed by calculating respective
cross-correlation betFween signals and data. For instance, by substituting the













With this, the computation increased by (KM − 1)(2N − 1)KL as there
are extra KM − 1 correlations required to find the estimates as compared to the
original DEML estimation method. Thus in the similar way as in equation (4.10),









The next process would be to find the delays and channel coefficients of
repective users and paths by referring to step 4 of algorithmic procedure under
section 4.1
However, when estimating particular kth user’s mth path’s channel using the
formula (4.21), we only need to find the (k(M−1)+m)th column of matrix Aˆ(k,m)
, which is denoted by aˆ
(k,m)
k . Other column vectors except aˆ
(k,m)
k can be ignored.
The recursive approach discussed in chapter 4 for matrix computations is
likewise applicable in the PIC-based DEML channel estimation. After the fine
channel coefficients of respective paths and users signal are obtained, they are
used for the next symbol interval. This process continues in the decision-deirected
modes.
5.2 Statistical Accuracy of the Estimator
In this section, we state some results on the statistical properties of the
DEML algorithm. The unbiasdness property of the estimator will be shown and
the expression for the channel mean square error (MSE) will be derived.
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where
S˜ = [˜s1(τ1,1), s˜1(τ1,2), · · · , s˜1(τ1,M), · · · , s˜k(τk,m), · · · , s˜K(τK,M)] , (5.5)





where k = 1, 2, ..., K and m = 1, 2, ...,M. An unbiased estimator is one that has











∵ S˜HA¯ = S˜HS¯Cˆi−1 = 0
= E [C] ∵ E [Rnb(L)] = 0
= C. (5.7)
MSE of channel estimator : Equation (5.4) can be used to derive the theo-

















































= S˜HΦS˜ ∵ RTbb(L) = Rbb(L)
(5.8)
Now we consider the summation terms separately, for i 6= l,Φi6=l = 0 ∵ ni,nl
are independent with each other and with the rest.
















 . Assuming ergodicity of the















. . . . . . 0
0 · · · 0 b2j,K

, (5.9)

















!2 . . . ...
...
. . . . . . 0


















!2 + b2i,2 P
j
b2j,2








which is a constant. we obtain Φi=l =
σ2K



















It is worth taking note that as SNR or pilot symbol length L tend to in-
finity, the channel error diminishes. However, while more users are concurrently
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accessing the systems, the error increases.
5.3 Simulation Results
In order to evaluate the performance of the devised DEML channel esti-
mation sheme numerically, we conducted the simulation to assess the MSE and
BER performance. The simulated system configuration remains almost the same
as that in chapter 4 with only exception that the number of multipath consid-
ered is M = 4. The detector implemented for evaluation is definitely the PIC
corresponding to the devised scheme.
In previous chapter, although the system performance under discussion as-
sumes that the channel remain relatively unchanged over the time interval of code
acquisition, it would be of interest to see how they perform in a relatively fast
Rayleigh fading environment. To that end, we repeat the previous simulation by
replacing the time-invariant fading coefficients with time-varying one, specifically
fd = 10 Hz, and keeping the other parameters unchanged.
5.3.1 MSE against SNR
The MSE of the channel estimates for simulation and theoretical cases is
depicted in Fig. 5.2. The theoretical MSE derivation for the channel estimates
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Simulated MSE for Conventional PIC
Simulated MSE for Proposed Scheme
Figure 5.2: Channel MSE performance against SNR for K = 5, N = 31,M =
4, fdT = 0.001
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and the statistic is collected over 103 bits for every user. It can be seen that the
simulated results have close resemblance with the analytical results. The small
error discrepancy is due to the assumption on ergotic property for training data
cross-correlation in analysis. However under simulation case, the training data
may not be exactly ergotic with one another as only finite training length is con-
sidered. From the same figure, we also notice that the MSE of channel estimates
using the proposed scheme is better than the ordinary channel estimation when
a total of 4 multipaths are considered. Thus, we claim that the scheme is rela-
tively effective on removing non-orthognal paths from the desire signal prior to
processing the channel estimation.
5.3.2 BER Performance against SNR
Next, the BER performance is evaluated for estimation under M=4 and the
results are described in Fig. 5.3. It is seen from the figure that for PIC receiver
without the feedback of desired signals, the estimated channel has a loss of more
than 2dB at a target BER of 10−3 under constant fading channel. For relatively
fast fading channel of fd = 10Hz, we observed that the approximate overall gain
of 2dB is achieved when the proposed reciever is used.
5.3.3 BER Performance against Number of Users, K
Considering system capacity, we set all the users received power equal. When
considering moderate fading channel, specifically fdT = 0.001 and a required er-
ror probablity of 5×10−2, our proposed receiver can accommodate approximately
5.3 Simulation Results 82










fd=10Hz, Estimation for conventional PIC Detector
fd=10Hz, Estimation for Proposed Scheme
fd=0Hz, Estimation for conventional PIC Detector
fd=0Hz, Estimation for Proposed Scheme
Perfect Estimation
Figure 5.3: BER performance against SNR for K = 5, N = 31,M = 4 un-
der different Doppler rates (fd = 0Hz and 10Hz) implemented using different
receiver structures
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2 4 6 8 10 12 14 16 18 20
10−2
10−1
K (no. of users)
BE
R
fd=10, Est for Conventional PIC
fd=10, Est for Proposed Scheme
fd=0, Est for Conventional PIC
fd=0, Est for Proposed Scheme
Figure 5.4: BER performance against K for SNR = 5dB, N = 31,M = 4 under
different Doppler rates (fd = 0Hz and 10Hz) implemented using different
receiver structures
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M=1,  Estimation for conventional PIC Detector
M=1, Estimation for Proposed Scheme
M=2,  Estimation for conventional PIC Detector
M=2, Estimation for Proposed Scheme
M=3,  Estimation for conventional PIC Detector
M=3, Estimation for Proposed Scheme
M=4,  Estimation for PIC Detector
M=4, conventional Estimation for Proposed Scheme
Figure 5.5: BER performance against SNR for K = 5, N = 31, fdT = 0.0001
under various multipath lengths (M = 1, 2, 3 and 4) condition.
10 users, as opposed to 5 users for the conventional scheme. However, when con-
sidering time-invariant wireless medium, the proposed receiver increases to a ca-
pacity of approximately 16 users while the conventional scheme receiver increases
to approximately 10 users, which is nearly equivalent to the performance of our
proposed receiver working under time-varying channel. It should be emphasized
that this takes into consideration only the fading factors, while other departures
from the ideal case are not considered.
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5.3.4 BER Performance with Different Number of Paths
As a final comparison, the advantage of PIC-based DEML channel estimator
is particularly prevailing over standard DEML channel estimator when put into
use under Rayleigh frequency selective fading environment. Thus the simulation
was run against different multipath lengths.
Fig. 5.5 shows the differences appear in the performances when the number
of paths considered is reduced. Eventually when there is no multipath in the
channel, the proposed scheme of channel estimation has performance converges
to the one of a standard channel estimation. For example, when considering
M = 2, a BER improvement with resulting SNR gains of only a fraction of
decibel can be observed. However, these gains are increased to several decibels
if the cancellation scheme in DEML channel estimation is active under larger
number of paths.
As a result, the proposed receiver structure becomes more attractive for




The problem of channel estimation for CDMA communication systems is
addressed, and we focus on the multiuser technique for channel parameter esti-
mation, which exploit the knowledge of the structure of the interfering users and
work in a multiple propagation paths environment.
The conclusion that can be drawn from this work can be summarized as
follows. First, we used a DEML based scheme for delay and channel gain esti-
mates for an asynchronous DS-CDMA system that employs RAKE receiver and
multiuser detector at the base station and described the procedure of how the
correlation matrices are updated recursively. At each bit interval, the channel
gains are found by recursively updating the inverse of correlation matrix of signal
symbols, it takes about 5K2 multiplications to update each correlation matrix
every bit interval as compared to K3 +K2 multiplications where matrix compu-
tation is done at the end of observation window. Next, the recursive approach is
extended to track the channel parameters with the aid of decision data instead
6. Conclusions 87
of preamble.
Secondly, we made some modifications to the DEML channel estimator and
PIC detector, i.e. by exploiting the desired signals from the PIC detector, the
multipath errors on channel estimation can be substantially reduced and a po-
tential increase in capacity over the conventional receiver can be achieved. A
comparison is made between proposed scheme and the one that has no feedback
of PIC signals for the estimation procedure. The BER performance is improved
while PIC signals are exploited under multipath environment with little complex-
ity introduced, the amount of SNR gain improved is 2 dB when the scheme is put
in use for four propagation paths. Therefore, the proposed scheme can be con-
sidered as a practical candidate for multipath CDMA receiver design. However,
the PIC-based DEML channel estimator reduces to ordinary DEML estimator if
there is only single-path present in the transmission medium.
Lastly, we also derived the fast fading MSE of channel estimator in Sec-
tion 4.3.1 for the purpose of identifying the optimum pilot length that can be
used to minimize the performance error in our simulations. The derived formula
can be integrated into the algorithm to adaptively compute the optimum pilot
length to achieve better system performance depending on the Rayleigh fading
and the noise conditions. However, such algorithm will require the estimates of
background noise level and fading rates.
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