We prove the existence of a global solution to the Cauchy problem for a nonlinear reaction-diffusion system coupled with a system of ordinary differential equations. The system models the propagation of a combustion front in a porous medium with two layers, as derived by J. C. da Mota and S. Schecter in Combustion fronts in a porous medium with two layers, Journal of Dynamics and Differential Equations, 18(3) (2006). For the particular case, when the fuel concentrations in both layers are known functions, the Cauchy problem was solved by J. C. da Mota and M. M. Santos in An application of the monotone iterative method to a combustion problem in porous media, Nonlinear Analysis: Real World Application, 12 (2010). For the full system, in which the fuel concentrations are also unknown functions, we construct an iterative scheme that contains a sequence which converges to a solution of the system, locally in time, under the conditions that the initial data are Hölder continuous, bounded and nonnegative functions. We also show the existence of a global solution, if the initial date are additionally in the Lebesgue space L p , for some p ∈ (1, ∞). Our proof of the local existence relies on a careful analysis on the construction of the fundamental solution for parabolic equations obtained by the parametrix method. In particular, we show the continuous dependence of the fundamental solution for parabolic equations with respect to the coefficients of the equations. To obtain the global existence, we employ the "method of auxiliary functions" as used by O. A. Oleinik and S. N. Kruzhkov in Quasi-linear second-order parabolic equations with many independent variables, Russian Mathematical Surveys, 16(5) (1961). Furthermore, for a broad class of reaction-diffusion systems we show that the non negative quadrant is a positively invariant region, and, as a consequence, that classical solutions of similar systems, with the reactions functions being non decreasing in one unknown and semi-lipscthitz continuous in the other, are bounded by lower and upper solutions for any positive time if so they are at time zero.
Introduction
We are mainly concerned with a specific system of the type (u i ) t − α i (y i )(u i ) xx + β i (y i )(u i ) x = f i (y i , u 1 , u 2 ),
x ∈ R, t > 0 (1.1)
for the unknowns u i , y i , with i = 1, 2, where y i satisfies an ordinary diferential equation which can be solved depending on u i , and α i (y i ), β i (y i ) are given functions of y i , and f i (y i , u 1 , u 2 ) is a function (also given) of y i , u 1 and u 2 . For fixed y i , the equations (1.1) are a system of parabolic equations for u 1 , u 2 coupled by the function f i . For the full system, in the unknowns u 1 , u 2 , y 1 , y 2 , since y i can be expressed depending on u i , our system can be writen in the unknowns u 1 , u 2 only, but with coefficients depending in a peculiar way on u 1 , u 2 . In fact, the system we shall consider can be written in the form
for given functions a, b, f , and F i . † Departamento de Matemática, IME-UFG (Instituto de Matemática e Estatística-Universidade Federal de Goiás). Cx. The system formed by the equations (1.1) and (1.5), with the constitutive functions (1.3) and (1.4), models the propagation of a combustion front in a porous medium with two layers [4] . The unknowns u 1 and y 1 stands for the temperature and the fuel concentration, respectively, in one layer, and u 2 and y 2 stands for the same in the other layer, and the constants λ i , a i , etc. are parameters related to the medium. We refer to [4] for a detailed derivation of this model.
In this paper we solve the Cauchy problem (1.1), (1.3)-(1.7) (or, equivalently, (1.2) joint with the initial conditions (1.6), for given functions y i,0 and a, b, F i in (1.9)-(1.11), being α i , β i , f i and f given in (1.3) and (1.4)). Furthermore, for a broad class of reaction-diffusion systems (see (1.14) and (4.1)) we show that the non negative quadrant is a positively invariant region, and, as a consequence, that classical solutions of similar systems, with the reactions functions being non decreasing in one unknown and semi-lipscthitz continuous in the other (see (1.15) ), are bounded by lower and upper solutions for any positive time if so they are at time zero.
Setting some notations, we say that a function is of class C 2,1 in a set S ⊂ R d × [0, ∞) if it has continuous derivatives up to second order with respect to x and up to first order with respect to t for all (x, t) ∈ S, and denote this class by C 2,1 (S) (or simply by C 2,1 ), and of class C α, 2 ), i.e. a function u(x, t) is said to be in C α, α 2 (S), for some α ∈ (0, 1], if there is a constant C > 0 such that |u(x, t)| ≤ C for all (x, t) ∈ S and |u(x 1 , t 1 ) − u(x 2 , t 2 )| ≤ C(|x 1 − x 2 | α + |t 1 − t 2 | α 2 ) for all (x 1 , t 1 ), (x 2 , t 2 ) ∈ S. The space C For the space of lipschitzian bounded
we use the norm u 1 := sup S |u| + sup {x =y, x,y∈S} |u(x)−u(y)| |x−y| . Throughout the paper i, j = 1, 2 with j = i. We denote by ϕ the "upper solution" ϕ(t) = (M + β)e αt − β for the Cauchy problem (1.1), (1.6) with given y i , satisfying 0 ≤ y i ≤ y i,0 ∞ , where
Aibi yi,0 ∞ ai } and β = max i=1,2 { di Aibi }, and, for 0 < T ≤ ∞, we denote by 0, ϕ T the sector (set) of vector functions u = (u 1 , u 2 ) : R × [0, T ) → R 2 such that 0 ≤ u i (x, t) ≤ ϕ(t) (for i = 1, 2 and) for all (x, t) ∈ R × [0, T ). 3 It is easy to check that the pair of (vector) functionsû := (0, 0) andũ := (ϕ, ϕ) is an ordered pair (ordered in the sense thatû i ≤ũ i ) of lower and upper solutions to the system (1.1) [3, Lemma 2] . See Section 3.1, p. 22, for details.
Our main results assuring the existence of a local and a global solution to the Cauchy problem (1.1), (1.3)-(1.7) (or, equivalently, (1.2)-(1.6), (1.9)-(1.11)) are the following theorems: 
Theorem 2. (Global solution)
. Assume that the hypotheses of Theorem 1 are in force, including u i,0 ∈ L p (R) for some p ∈ (1, ∞), and, in addition, that y i,0 ∈ C 2 (R) and (y i,0 ) ′ is bounded. Then the
Furthermore, considering general parabolic operators
, and the operator L i is uniformly parabolic, i.e. for some constant λ > 0,
, using the arguments on invariant regions given in [2, 18] , which basics is the proof of the maximum principle for the heat equation, we state and prove Theorem 3 below, and as a consequence, Theorem 4. In these theorems we take (vector) functions u = (u 1 , u 2 ) in the class
satisfying the condition lim inf |x|→∞, t→0+
Theorem 3. Let δ be a positive number and
is a function such that, for some positive number ε 0 , it satisfies f i ≥ 0 when −ε 0 < u i < 0 and
for any classical solution u = (u 1 , u 2 ) satisfying the condition (1.13). More precisely, under the above
And as a corollary we obtain 2 If g is a bounded function defined in R, g ∞ := sup x∈R |g(x)|. 3 If T < ∞ and the function u i is defined and continuous in R × [0, T ], obviously we can extend the inequality 0 ≤ u i (x, t) ≤ ϕ(t) to t = T . 4 Here the term "loc" stands for "locally" in time, i.e. a function u ∈ C
Theorem 4. Let δ be a positive number. Suppose that for each fixed (x, t) ∈ Ω T , f i (x, t, u 1 , u 2 ) is a non decreasing function with respect to u j (where j = i, i, j = 1, 2) and, for some positive number ε 0 , it satisfies the "semi-lipschitz" condition
for all s ∈ (−ε 0 , 0) and all ((x, t), (u 1 , u 2 )) ∈ Ω T × R 2 , where c i (x, t) is some bounded function in Ω T , 6 and else
for all s ∈ (−ε 0 , 0) and all ((x, t), (u 1 , u 2 )) ∈ Ω T × R 2 , where δ ′ is some positive number less than δ.
∈ Ω T , and such that u −û satisfies the condition (1.13), and
∈ Ω T , and such thatũ − u satisfies the condition (1.13),
Next we give the main ideas to prove theorems 1 and 2.
From now on, we refer to problem (1.1), (1.3)-(1.7), or, equivalently, (1.2)-(1.6), (1.9)-(1.11), simply as problem (1.1)-(1.7), or, (1.2)-(1.6).
We prove Theorem 1 by taking the limit of a subsequence given by the iterative scheme
for some sufficiently small time T > 0, wheref is the function that coincides with the Arrhenius function f (s) = e − E s for s > 0 and it is equal to zero for s ≤ 0, and,f i is the function f i in (1.3) except for the Arrhenius function f which is replaced byf . More precisely, we show that there is a positive time T , depending on the initial data u i,0 , y i,0 and on the parameters in the equations (i.e. on λ i , a i , etc.), such that the operator A(u 1 , u 2 ) = (w 1 , w 2 ), where (w 1 , w 2 ) solves
is well defined in some ball Σ :
≤ R, i = 1, 2}, R > 0, i.e. there exist positive number R, T such that A(u) ∈ Σ for all u ∈ Σ. See Lemma 6. In particular, the sequence {u n } = {(u n 1 , u n 2 )} given by A(u n ) = A(u n−1 ), starting from any u 0 ∈ Σ, is bounded in the norm · 1,1/2 . Therefore, by Arzelà-Ascoli's theorem, there exists a function u = (u 1 , u 2 ) ∈ Σ and a subsequence of {u n }, which we still denote by {u n }, that converges to u, uniformly on bounded sets in R × [0, T ]. To show that the limit u is a solution of (1.2) and (1.6), we use the integral representation
occurring in (1.20) , where Γ i,n denotes the fundamental solution of the associated homogeneous equation
)∂ x . Now suppose that the sequence of fundamental solutions {Γ i,n } converges, in some appropriate sense, to the fundamental solution Γ i of the also parabolic equation 
Thus, by standard arguments, it follows that
and it is a solution of (1.2)-(1.6). In Section 2 we show the continuous dependence of fundamental solutions of parabolic equations with respect to the coefficients of the equations and, as a consequence, the convergence of {Γ i,n } to {Γ i }, when n → ∞. To conclude the last assertion in Theorem 1 we shall show in Section 3.1, with the help of the "generalized Young's inequality" [6, p. 9] and the fact that the fundamental solution Γ i,n is a "regular kernel", uniformly with respect to n (see Section 3.1), that the sequence {u n i } remains in L p for all t ∈ (0, T ), with u n i (·, t) L p uniformly bounded with respect to t and n, if the initial data u i,0 ∈ L p and T is sufficiently small. Then the assertion follows by Banach-Alaoglu's theorem. To show that the obtained solution u = (u 1 , u 2 ) is in the sector 0, ϕ T , we observe that u = (u 1 , u 2 ) is a solution of the Cauchy problem
in the unknown w i , for y i given by (1.8) , and show in Section 3 that the functionf i (x, t, w 1 , w 2 ) ≡ f i (y i (x, t), w 1 , w 2 ) satisfies all the hypotheses of Theorem 4, or, more precisely, Corollary 4 in Section 4. Let us just mention here that the reaction functionf i in (1.25) is increasing with respect to w j (i, j = 1, 2, j = i). Indeed, from (1.3) we have ∂f i /∂w j = q/(a i + b i y i ) for all w j ∈ R. In Subsection 3.1 we show that the system (1.25) fulfills all the hypotheses of Corollary 4.
To prove Theorem 2, we let [0, T * ), 0 < T * ≤ ∞, to be a maximal interval in which there exists a solution u * to the problem (1.2)-(1.6) in the space
(The existence of T * can be assured in the standard way by Zorn's lemma: we consider the set of pairs (u,
Any subset C of this set of pairs that is totally ordered has the upper bound (u, X T ∩ 0, ϕ T ), where T is the supremum of the set of T such that (u, X T ∩ 0, ϕ T ) ∈ C (T = ∞ if these set of T is unbounded) and u is defined by u|[0, T ] = u whatever it is (u, X T ∩ 0, ϕ T ) ∈ C. Then, by Zorn's lemma the above set of pairs has a maximum element, i.e. there exists a pair (u
and u|[0, T * ) = u * then T = T * and u = u * .) Then we shall show in Section 5 that if T * < ∞ then we have a contradiction, by proving that, in this case, the maximal solution u * has a continuous extension up to the time T * , and that this extension is lipschitz continuous and it is in L p , as a function of x ∈ R, for t = T * , thus u * can be extended to a larger time, accordingly with Theorem 1. The idea to extend u * up to the time T * is, again, to use the integral representation (1.24), for
. To accomplish this, we need to prove that the derivatives ∂ x u * i are bounded in R × (0, T * ) (see Corollary 5) and we do that by the "method of auxiliary functions" 8 , i.e. following [12] (or [13, 14] ; see [12, p . 107]), we make a substitution u * i = h i (v i ) 7 Similarly as in the statement of Theorem 2, here the term "loc" stands for "locally" in time, i.e. a function u ∈
for an appropriate function h i (in particular, such that h ′ i is positive and bounded) and estimate |∂ x v i | (instead of trying to estimate |∂ x u * i |) at a maximum point, by looking for the equation satisfied by v i . This leads to some technical estimates where we use the explicit forms for the functions α(y i ), β i (y i ) and f i (y i , u 1 , u 2 ) in (1.3) (see Section 5) . Certainly, it would be a very interesting investigation to extend our main results regarding the system (1.1) (theorems 1 and 2) to more general functions α(y i ), β i (y i ) and f i (y i , u 1 , u 2 ) (or functions a, b and F i in (1.2) ).
The preceding paragraphs give the fundamental and intuitive ideas to prove theorems 1 and 2. In the next sections we give the rigorous and complete proofs of all theorems stated above. In Section 2 we present a brief summary of the construction of fundamental solutions for parabolic equations by the parametrix method and state some important known estimates. Also in this section we show the dependence of the fundamental solution on the coefficients of the equations. In Section 3 we prove theorem 1 and in Section 4 we prove theorems 3 and 4 and state and prove two corollaries which are version of these theorems in the case one has continuous dependence of the solution of the system with respect to the reaction functions, and also make three remarks giving alternative conditions for the hypotheses of theorems 3 and 4. Finally, in Section 5 we prove theorem 2.
The fundamental solution
In this section, we present a summary on the construction by the parametrix method and main properties of the fundamental solution for parabolic equations, and show its continuous dependence with respect to the coefficients of the equations.
Definition and some properties
Consider the equation and the operator L given by
in the set Ω T := {(x, t); x ∈ R, 0 ≤ t ≤ T }, for some positive number T , with the coefficients a, b, c in the class C α,
, with L being a uniform parabolic operator in Ω T , i.e., there are strictly positive constants λ 0 , λ 1 such that
, for all x ∈ R and τ ∈ [0, T ), for any continuous function ψ(x) such that |ψ(x)| ≤ ce hx 2 , for all x ∈ R, for some positive constants c and h with h < 1/(4λ 1 T ).
Fundamental solutions for parabolic equations was found by E. E. Levi [11] , using the parametrix method. Our presentation in this section follows mostly [8] and [10] . Accordingly, the fundamental solution to the equation (2.1) is given by
where (x, t), (ξ, τ ) ∈ Ω T , t > τ , the function Z(x, t, ξ, τ ), as a function (x, t), is the fundamental solution of the heat equation
for each fixed (ξ, τ ) ∈ Ω T , and
Next we give some important estimates, which, in particular, show that the function Γ given by (2.3) is well defined, i.e. the series in (2.5) converges and (2.3) yields a smooth function Γ, for t > τ . In the sequel, (x, t), (ξ, τ ) ∈ Ω T , t > τ , and, K and C denote any positive constants.
For the function Z(x, t, ξ, τ ), we have the estimate x stand for the derivatives with respect to t and x of order r and s, respectively. Besides, since R Z(z, t, ξ, τ )dz = 1, we have that
for all r, s ∈ Z + such that 2r + s > 0. Finally, Z and its derivatives are Hölder continuous in ξ, i.e.
where C = C(λ 1 ) and
). For the function φ(x, t, ξ, τ ), we have the estimates
, and, for any γ ∈ (0, α),
where C and K are as in (2.10).
Finally, for the function Γ(x, t, ξ, τ ) we have the estimate (see also Corollary 1 in this paper) 12) for all r, s ∈ Z + such that 2r + s ≤ 2, and, again, C and K are as in (2.10). Besides, the fundamental solution Γ is nonnegative (see [1] and [9] ). Now consider the Cauchy problem
where L is defined in (2.1) and f and u 0 are given continuous functions, in R × (0, T ] and R, respectively, bounded by the exponential growth
for positive constants c and h such that h < 4/(λ 1 T ), and for all x ∈ R and t ∈ [0, T ]. The following theorem gives a representation formula for its solution using the fundamental solution.
Theorem 5. Let Γ be the fundamental solution of the equation Lu = 0, where L is the parabolic operator in (2.13). If, besides (2.14), the function f is locally Hölder continuous in x, uniformly with respect to t, then the function
is the unique solution of the Cauchy problem (2.13) in
bounded by an exponential growth with respect to x, as in (2.14).
For a proof, see e.g. [8, p. 25] and [17, p.182] . Remark 1. In the particular case where c(x, t) ≡ 0, we have R Γ(x, t, ξ, τ )dξ = 1 and
cf. (2.8). Indeed, the second claim comes from the first, by the Lebesgue's convergence dominated theorem, and if c(x, t) = 0, u(x, t) = t is the unique solution (in the C 2,1 class with an exponential growth for large x) of the problem
thus, by the Theorem 5, it follows that t =
, and thus we would get the contradiction
Continuous dependence on the coefficients
We begin this section by setting a notation for "bounded" sets of coefficients a, b, c of parabolic equations (2.1). Given positive numbers T , R, λ and α, with 0 < α ≤ 1 and λ < R, let B(R, λ, α) be the set of vector 17) where
≡ φ are given in (2.4) and (2.5).
In the next lemmas we establish some estimates for the fundamental solution (2.17) and its derivatives which takes into account the dependence on its coefficients a, b, c ≡ v. We first establish these estimates for the functions Z [v] and φ [v] and then, using (2.17) and the series (2.5) for φ [v] , we extend them for Γ [v] . These estimates are the key point to obtain the local solution stated in Theorem 1.
We shall write C and K to denote positive constants that might depend on the parameters R, λ, α, T , but not on the coefficients v neither on the solutions u or the data f , u 0 , unless otherwise stated. Besides, K depends continuously on T .
for s = 0, 1, 2, where C < 1/(4R) and K = K(R, λ).
4a(ξ,τ )(t−τ ) and its derivatives on x depends on the coefficient a of L [v] , but not depends on the other coefficients b and c, computing the derivative of D s x Z [v] with respect to a, we find
(t−τ ) , for s = 0, 1, 2, and constants K and C as in statement of the lemma. Then the desired inequality follows by the Mean Value Theorem.
Lemma 2. Let A and α be strictily positive numbers being α ≤ 1, and let g denote the gamma function
) is a convergent series.
Proof. We begin by recalling the relation
g(x+y) = B(x, y) between the gamma function g and the beta function, B(x, y) = [15, p.41] ). Denoting the general term of the given series by b m , and using the above relation, we obtain
Therefore, the result follows.
where C < 1 4R and K = K(R, λ, α, T ). Proof. The proof of (2.18) follows from the following inequality:
where, for simplicity, we set L ≡ L [v] , and g denotes the gamma function; see Lemma 2. We show this inequality by induction on m. For m = 1, we have
Then from Lemma 1, (2.7), and the estimate
where C ′ is a new constant which we shall continue denoting by C, we obtain
where C < 1/(4R) and K = K(R, λ, α, T ). Now, assuming that (2.20) is true for an m ≥ 1, we obtain:
where we used that
This proves the inequality (2.20). The inequality (2.20), (2.5) and Lemma 2 imply that
are positive constants and t−τ was estimated by T . This ends the proof of (2.18).
To prove (2.19), we write
and then use (2.18) to estimate J β and (2.11) to estimate J 1−β , noticing that we can estimate J by
Lemma 
and
where C <
Proof. For s = 0 we have that
From estimates (2.7) and (2.10) and Lemmas 1 and 3 it follows that
we obtain
where K = K(R, λ, α, T ). For the case s = 1, we have
From Lemma 1, we have
Using Lemma 1, the estimate (2.10) and the identity (2.24), we have
Finally, using Lemma 3, (2.7) and (2.24), we obtain
where K = K(R, λ, α, T ). From (2.26), (2.27) and (2.28), we get
for a K as above.
Regarding the second derivative with respect to x, we have
From Lemma 1,
To estimate I 2 , we write
Applying Lemma 1, (2.10) and (2.24) we get
Now,
. Then, applying Lemma 1, (2.9), (2.10) and (2.11), we obtain
Thus,
To estimate I 3 , we write
where we have used (2.8). Applying Lemma 3 and (2.7), we get
In order to estimate I ′′ 3 , we use Lemma 3 and (2.9) as follows:
Then,
From the above estimates, (2.29), (2.30) and (2.31), we obtain
Finally, the proof of (2.23) follows from (2.21), (2.22 ) and the equations For v ∈ B(R, λ, α) we have the following uniform estimate:
where K = K(R, λ, α, T ).
Proof. Take v = (1, 0, 0) in (2.21).
We also have the following lemma.
Proof. First we show the pointwise convergence of Z [vn] and φ [vn] . From (2.4) it is easy to see that
pointwise, where r and s are nonnegative integers. To proof that φ [vn] converges pointwise to φ [v] , we notice that
pointwise. Besides, we have 
where g is the gamma function. So,
and thus, by the induction hypothesis, we obtain (
The estimate (2.36) ensures the uniform convergence of
) m (x, t, ξ, τ ) with respect to (x, ξ) and t − τ > δ, for each fixed δ > 0, and so, φ [vn] → φ [v] , pointwise. To end the proof of the Lemma, notice that
, so, again from the Lebesgue's Dominated Convergence Theorem it follows that t τ 
where K = K(R, λ, T, u 0 1 ).
Proof. From Theorem 5 we have
By Lema 4 and (2.12), we get
where K = K(R, λ, T, u 0 ∞ ). In view of Remark 1, we can write
so, by Lemma 4 and estimate (2.12) and using that
with K = K(R, λ, T, u 0 1 ). In order to get the Hölder continuity with respect to t, using again Remark 1, we write
Thence, from Lemma 4 and estimate (2.12), we obtain
where K = K(R, λ, T, u 0 1 ). From estimates (2.40), (2.41) and (2.42), we have
with a new K. Similarly, we can estimate W :
Hence, using Lemma 4 and (2.12), we have
Besides,
To prove the Hölder continuity with respect to t, we write
where 0 < ǫ < t ′ is arbitrary. Using Lemma 4 and (2.28), we estimate
Regarding W 2 , we apply (2.28) to get
The term W 3 can be estimated using Remark 1 as follows:
Now, applying Lemma 4 and (2.28), and writing
, it follows that
where for the last inequality we used that (2.47) is true for all ǫ ∈ (0, t ′ ). From (2.46), (2.47) and (2.48), we conclude that
where K = K(R, λ, T ). It follows from (2.44), (2.45) and (2.49) that
). (2.50)
Finally, from (2.43) and (2.50), we have
In particular we have the following estimate for a solution of (2.37) Corollary 2. In the same conditions of Theorem 6, if u is a solution of (2.37) then
), (2.52)
Proof. The proof follows from Theorem 6 by taking v = v, f = 2f and u 0 = 2u 0 .
Local solution
In this section we prove Theorem 1. For simplicity we shall write f and f i instead off andf i , respectively. Consider the operator A given in (1.21). In the lemma below we construct an invariant set for A.
and, so, 0 ≤ y i ≤ y i,0 ∞ , and else,
where, for the last inequality, we took T > 0 sufficiently small such that
see the definition of the set B(R, λ, α) at the beginning of section 2.2. Indeed,
where we used (3.2). Analogously, we can verify that
and, so,
Adding to the fact that 0 <
From the above, the hypotesis of Theorem 5 are satisfied. Therefore, the problem
has a unique solution with an exponetial growth in the space
From Corollary 2, we have
provided that T is sufficiently small.
Proof of Theorem 1
Let T , A and Σ be as in Lemma 6, and for any fixed (u
). From Lemma 6 we have that this sequence is bounded in C 
with
As u n i converges to u i , we have that ≤ M i , for all n ∈ N, we have that u i 1,
As
where K and C are constants that do depend on n (see Corollary 1), it follows, by the Lebesgue's dominated convergence theorem, that
where Γ i is the fundamental solution to the equation
. To obtain that u is in the sector 0, ϕ T , by what we discussed in the Introduction (see p. 5) we need to show the continuous dependence of the solution of the Cauchy problem (1.25) with respect to reaction functionsf i (here, denoted simply by f i ) i.e. (more precisely) that the solution u δ = (u
where
f (ui(x,τ ))dτ , converges pointwise to u when δ → 0+, and, that all hypotheses of Corollary 4 are fulfilled.
Let us first observe thatû = (0, 0) andũ = (ϕ, ϕ), where (see p. 3) ϕ(t) = (M + β)e αt − β (being
Aibi }) are a pair of lower and upper solutions to the system
occurring in (1.25) (i.e. the system in (3.9) without delta). (See Lemma 2 in [3] .) Indeed, it is obvious that u = (0, 0) is a lower solution (in fact, a solution) to this system, since 
Next, as we noticed in the Introduction, we observe that f i is increasing with respect to w j (i, j = 1, 2;
where k i is some positive constant, so |∂f i /∂w i | is bounded by a constant, i.e. f i is uniformly lipschitz continuous in the variable w i , and thus the "semi-lipschitz" condition (1.15) is satisfied with c i being a constant, for an arbitrary ε 0 (in the notation of Theorem (4)). Concerning the condition (1.16), we have f i wj =s+uj wj =uj = sq, so, it is satisfied with any ε 0 < δ/q and δ ′ = ε 0 q. Now, we notice that both the lower solutionû = (0, 0) and the upper solutionũ = (ϕ, ϕ) satisfy trivially the condition (1.13), since their components are non negative functions. As for u, using the integral representation (3.8), we also see easily that it satisfies (1.13), since the first part Γ i (x, t, ξ, 0)u i,0 (ξ)dξ is non negative (Γ i , u i,0 ≥ 0) and the modulus of the second part
can be estimated by a constant times t, because u is bounded and Γ i dξ = 1 (see Remark 1) . It remains to show the continuous dependence, i.e. that u δ converges pointwise to u, but up to here, we can conclude, by Theorem 4, that u δ ∈ 0, ϕ T . In particular, u δ is bounded, uniformly with respect to δ.
To show the continuous dependence, using the integral representation (2.15), with Γ i being the fundamental solution to the equation (w i ) t − α i (y i )(w i ) xx + β i (y i )(w i ) x = 0, and again that t 0 R Γ i (x, t, ξ, τ )ξdξdτ = 1 (see Remark 1), we have
thus, using the lipschitz continuity of f i in bounded sets (recall that u is bounded and u δ is in the sector 0, ϕ T ; the latter being a consequence of Theorem 4) we obtain sup
KT , for some constant K. This shows that lim δ→0+ u δ = u pointwise (in fact, uniformly) in Ω T = R × (0, T ). Now it remains to show the L p assertion (the last assertion) in Theorem 1. This is essentially a consequence of the "generalized Young's inequality" [6, p. 9] and the fact that the fundamental solution Γ [vi(u n i )] is a "regular kernel", uniformly with respect to n. More precisely, we shall show in the next paragraph that there exist positive numbers T ≤ T and S such that, if u
T ] as well. Then the assertion follows by Banach-Alaoglu's theorem. From (3.5), the "generalized Young's inequality" [6, p. 9] and the Minkowski's ineguality for integrals [7, p. 194 ]), we have
This ends the proof of Theorem 1.
Proofs of theorems 3 and and other results
In this section we are concerned with general parabolic operators L i given by (1.12). We prove theorems 3 and 4 and state and prove two corollaries which are version of these theorems in the case one has continuous dependence of the solution of the system with respect to the reaction functions, and also make three remarks giving alternative conditions for the hypotheses of theorems 3 and 4. We begin by giving the main idea to prove Theorem 3, cf. [2, Theorem 4.1] ( [18, Theorem 14.7] ). Under the hypotheses of Theorem 3, except for the condition (1.13) for now, suppose for an arbitrary small positive number ε (0 < ε < ε 0 ) there is a point (x 0 , t 0 ) ∈ R d × (0, T ) on which u = (u 1 , u 2 ) belongs to the boundary of the slightly enlarged quadrant Q ε := {u 1 ≥ −ε and u 2 ≥ −ε} and such that u(x, t) belongs to its interior for all (x, t) ∈ R d × (0, t 0 ). If u(x 0 , t 0 ) belongs to the vertical part V ε := {u 1 = −ε and u 2 ≥ −ε} of the boundary ∂Q ε , taking the equation (1.14) at the the point (x, t) = (x 0 , t 0 ) we obtain
which contradicts the hypothesis f 1 (x, t, u 1 , u 2 ) ≥ 0, when −ε 0 < u 1 < 0 and u 2 > −ε 0 , since we can take ε ∈ (0, ε 0 ) sufficiently small such that −c 1 ε < δ. Analogously, we obtain a contradiction if u(x 0 , t 0 ) belongs to the horizontal part H ε := {u 1 ≥ −ε and u 2 = −ε}. Thus, the crux point of this argument is to show the existence of the point (x 0 , t 0 ) having the above properties. The idea is that if we assume that u(x, t) does not belong to Q ε for all (x, t) ∈ Ω T = R 2 × (0, T ) then, since at t = 0, u ∈ int.(Q ε ), there would exist this "first point" (x 0 , t 0 ) ∈ R d × (0, T ) (with t 0 > 0) on which u belongs to the boundary of Q ε , from thence we obtain the contradiction with the assumption f i ≥ 0 when −ε 0 < u i < 0 and u j > −ε 0 (being j = i, i, j = 1, 2). However, a priori it might occur that u(x n , t n ) ∈ Q ε for a sequence of points (x n , t n ) ∈ Ω T with t n ց 0 and |x n | → ∞, even though u(x, 0) ∈ int.(Q ε ) for all x ∈ R d , and in this case, this point (x 0 , t 0 ) would not exist. This situation is avoided with the condition (1.13).
Proof of Theorem 3. Let us assume there is a point (x, t) ∈ Ω T such that u(x, t) ∈ Q ε and we shall obtain a contradiction. If this is the case then, by the continuity of u, there exists another point on which u belongs to V ε or H ε (defined above). Consider the case that u ∈ V ε (the case u ∈ H ε is similar). Then we define t 0 = inf{t ∈ (0, T ); u(x, t) ∈ V ε for some x ∈ R d }. We claim that t 0 > 0. Let (x n , t n ) ∈ Ω T = R × (0, T ) be a sequence with t n ց t 0 and u 1 (x n , t n ) = −ε. Now, from (1.13) there are positive numbers R and τ such u 1 (x, t) > −ε/2 for (x, t) ∈ Ω T with |x| < R and 0 < t < τ . Then if t 0 = 0, we would have |x n | ≤ R for all n sufficiently large, so, by passing to some subsequence we can assume that (x n ) converges to some x 0 ∈ R. By continuity again, we arrive at u 1 (x 0 , 0) = −ε. This contradicts the hypothesis u 1 (x, 0) ≥ 0 for all x ∈ R d . Thus, we conclude that t 0 > 0. Moreover, u 1 (x 0 , t 0 ) = −ε, and, as we show above this contradicts the hypothesis f 1 ≥ 0 when −ε 0 < u 1 < 0 and u 2 > −ε 0 .
Proof of Theorem 4. Theorem 4 is obtained by comparison, via Theorem 3. Indeed, in the case that u is an upper solution to (1.18), defining
Now, omitting the dependence on some arguments for simplicity, and considering the case i = 1 (the case i = 2 is similar), subtracting and adding the term f 1 (û 1 , w 2 +û 2 ), we have
for all w 1 ∈ (−ε 0 , 0) and w 2 ≥ −ε 0 , by (1.15), the monotonicity of f 1 with respect to u 2 , and (1.16). Thus we have shown that w 1 satisfies all the hypotheses of Theorem 3 with w 1 , −c 1 and δ − δ ′ in place of u 1 , c 1 and δ, respectively, then, we conclude that w 1 (x, t) ≥ 0, and, similarly, we can show that w 2 (x, t) ≥ 0, for all (x, t) ∈ Ω T . This ends the proof of the first statement of Theorem 4.
Regarding the second statement, that is, the case that u is a lower solution, we observe that it reduces to the first statement by substituting f i by f i − δ and takingũ in place of the u in the first statement and the u in the second statement in place ofû. 
with respect to the reaction functions f i . Then the quadrant Q = {(u 1 , u 2 ) ; u 1 ≥ 0, u 2 ≥ 0} is a positively invariant region to the system (4.1). More precisely, let
be a solution to the system (4.1) such that u(x, 0) ∈ Q for all x ∈ R d . If u is the pointwise limit, when δ → 0+, of u δ , where 13) is a solution of the Cauchy problem (assuming it has such a solution)
Proof. By Theorem 3 we have u
Remark 2. As we can see by the proofs of Theorem 3 and Corollary 3, we can replace in these results the condition on the reaction functions f i ≥ 0 when −ε 0 < u i < 0 and u j > −ε 0 (i, j = 1, 2, j = i) by f i > 0 when u i = 0 and u j ≥ 0, if we assume that u(x, 0) ∈ int.(Q) for all x ∈ R d , or, if we assume a continuous dependence also on the initial data, i.e. u(x, 0) ∈ Q (for all x ∈ R d ) and u is the pointwise limit, when δ → 0+, of the solution
) and satisfying (1.13) of the Cauchy problem (assuming it has such a solution)
Remark 3. In Theorem 3 and Corollary 3, and in Remark 2 as well, we notice that to obtain u(x, t) ∈ Q for all (x, t) ∈ Ω T , it suffices to show that u(x, t) ∈ Q ε,S for all (x, t) ∈ Ω T , for arbitrarily small ε > 0 and large S > 0, where Q ε,S = {(u 1 , u 2 ) ; −ε ≤ u i ≤ S}. Then we obtain the same results if we dispense the condition f i ≥ 0 or f i > 0, when −ε 0 < u i < 0 and u j > −ε 0 , (i, j = 1, 2, j = i), and assume that f i > 0 when u i = 0 and f i is continuous at the point u i = 0, uniformly with respect to (x, t) ∈ Ω T and −ε 1 ≤ u j ≤ S, for any S > 0 and some ε 1 > 0. Indeed, in this case, given S > 0, there exists some ε 0 > 0 such that f i > 0 when −ε 0 < u i < 0 and −ε 0 < u j ≤ S. 
is a solution of (1.17) which is the pointwise limit, in Ω T , of (u +δ ) and also of (u −δ ), when δ → 0+, where u +δ = (u ũ 2 ) ), in the space C 1,2 (Ω T ) ∩ C(R d × [0, T )) and satisfying (1.13), is a lower (respect. upper) solution to the system (1.17) (i.e. L i (û i )(x, t) ≤ f i (x, t,û 1 (x, t),û 2 (x, t)) for all (x, t) ∈ Ω T ; respect. L i (ũ i )(x, t) ≥ f i (x, t,ũ 1 (x, t),ũ 2 (x, t)) for all (x, t) ∈ Ω T ) such that u i (x, 0) ≤ u i (x, 0) (respect. u i (x, 0) ≤ũ i (x, 0)) for all x ∈ R d , thenû i (x, t) ≤ u i (x, t) (respect. u i (x, t) ≤ũ i (x, t)) for all (x, t) ∈ R d × [0, T ).
Proof. To prove the first part, for fixed t ∈ (0, T * ) we use (3.8) to write ∂ x u i (x, t) = ∂ x Γ(x, t, ξ, 0)u i,0 (ξ)dξ + t 0 ∂ x Γ(x, t, ξ, τ )F i (ξ, τ )dξdτ
where F i (ξ, τ ) = f i (y i , u 1 , u 2 )(ξ, τ ). Noting that |V (x, t)| ≤ ∈ L q , for 1 < p < ∞ and q being the conjugate exponent of p, it follows that V (., t) belongs to C 0 (R). Now, for fixed τ , τ < t, the same argument proves also that G(·, t, τ ) := ∂ x Γ(·, t, ξ, τ )F i (ξ, τ )dξ ∈ C 0 (R). Since |G(x, t, τ )| ≤ K (t−τ ) 1 2 and this latter function is integrable on [0, t], it follows from the Lebesgue's dominated convergence theorem that W (., t) ∈ C 0 (R) as well.
To prove the second part, for fixed T ∈ (0, T * ) we observe that u i ∈ C Next we show that ∂ x u i is bounded, in R × (0, T * ). It is enough to show this bound in R × (T, T * ) for a T ∈ (0, T * ), since u i ∈ C Proof. Following [12] (or [13, 14] ; see [12, p. where m i is a sufficiently large constant and K * := ϕ(T * ). (K * is a constant that bounds u i . Recall that the maximal solution is in the sector 0, ϕ T * and we are assuming that T * < ∞, in order to obtain a contradiction.) We notice that, for any positive numbers m i , we have v i ≥ 2/(3e) and, v i ≤ v := ( . Differentiating with respect to x, we have 
