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The initial value problem for the Schrodinger type equation &/at=iP(D)u, 
~(0, x) = us(x), x E W, is considered. Here P(t) is a principal type polynomial of 
order m (i.e., lVP(t)/ > C(l + ltl)mm’, 151 2 R), or a certain type of other real sym- 
bol such as P(t) = /[I”, m > 1. The following results are proved: (a) If U,,E L2(W), 
then for any fixed R>O write ua=u, + u2, where u, and ua are square integrable 
and the Fourier transform of U, vanishes for l<l 2 R and that of u2 vanishes for 
I[[ GR. If u,(f, x) = errP’D’u,(x), u,(t, x) = errP(oJuZ(x), then ur is real analytic in 
Iw x Iw” and satisfies for every multi-index LX, SUP,,~ ID”u,(t, x)1 6 C, IIuOllL~, while 
(1 + lxj2)-“2u2(t, x)oL’(IW,; H’“-‘“‘(LQ~)). (b) If u,EL~~~([W”), S>O, then for 
every f#O, u(t,.)~H i,“,-“‘(W). (c) if u0 E HS(IW”), S> i, then for a.e. x E Iw”, 
u(t, x) + Q(X) as f -+ 0. 7’) 1991 Academic Press. Inc 
1. INTRODUCTION 
During the past several years there have been a number of papers 
concerning local smoothness and convergence properties of Schradinger 
type equations of the form 
$iP(D)u=O. D=i-’ (l.l) 
40, x) = u,(x), XEW, 
where P(t) is a real symbol with suitable properties. In this paper we shall 
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apply the calculus developed by us [2] to give a general approach to 
various properties of solutions of the initial value problem (1.1). In order 
to simplify the presentation we shall state our main theorems for the case 
where P(c) is a real simply characteristic polynomial (see (3.1)), with some 
additional requirements. However, as we indicate in brief remarks at the 
end of each section, our theorems apply to a wide variety of other symbols, 
e.g., P(r) = 15 I’, a > 1. Our method relies essentially on the structure of the 
manifolds P(t) = jti and requires some elementary properties of these 
manifolds as 121 -+ co. Indeed, it is easier to verify these properties for 
symbols like [[I”, say, than for general polynomials. We have included an 
Appendix where the necessary geometrical properties are verified for simply 
characteristic polynomials, possibly with further restrictions. 
We denote by H the self-adjoint realization of P(D) in L’(R’) (see (3.6)). 
The solution of (1.1) is given by e”HouO. Let us outline briefly the results of 
this paper. 
In Section 2, we specialize to the Schrodinger equations, P(D) = -d. 
Thus, the geometrical and algebraic difficulties are bypassed and the 
presentation is transparent and self-contained. Let qf(t)= 
(2?$“‘7f(x)e~ i5-r dx be the Fourier transform and denote by xR the 
characteristic function of ( 151 < R}. Set 
u,(t, x)=e”H(F-‘~R~ug), u2( t, x) = fF(F ~ ‘( 1 - XR) 9U,), (1.2) 
where R > 0 is fixed. The following theorem is proved in Section 2. 
THEOREM A. The function u,(t, x) is C” (real analytic) in (t, x) E R x R” 
Iti-index c(, and satisfies, for every mu, 
PU,(?, x)1 d c, ll~oll LZ(@p), (1.3) sup 
rcu% 
YE R” 
while u2( t, x) satisfies, 
ci (1 + Ixl2))‘l(Z-?!l)“” uz(t, x)12dxdt<cIlu,l12,~,~n~. (1.4) Id R” 
In particular, the theorem implies that for a.e. t E R, ei’“UO E H,‘,/,‘( Rn), 
where HS is the Sobolev space of order S. This expresses the smoothing 
effect of the evolution group eilH, namely, for a.e. t, u(t, x) is locally 
smoother than ~(0, x). 
In the remaining three sections we work with more general polynomials 
and symbols. However, in this introduction we state only represen- 
tative results, assuming that P(r) is a polynomial of principal type of 
order m ([VP(t)] > c(1 +l~l)‘+’ for 151 2 R) or P(5) = It\“, m > 1 
(not necessarily an integer). 
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In Section 3 we obtain the following theorem, as a result of 
Corollaries 3.2. 3.4. 
THEOREM B. Let P(t) he a real polynomial of principal type of order m 
or P(5) = ItI”, m > 1. Then, under the decomposition (1.2), u,(t, x) satisfies 
(1.3) while 
SJ (1 + ~x~2)~‘~(Z-d)~m~1~‘4~~(t,x)12dxdt~cII~~Il~~~~~~. (1.5) [w R” 
This result was first obtained by Constantin and Saut [4], who actually 
imposed a stronger hypothesis on P(t), and had to use localization in 
(x, t). We refer the reader to [4] for earlier references on the subject. 
In Section 4 we turn to “decay implies smoothness” results, namely, we 
impose the question: Given that the initial function uO(x) decays at infinity, 
how smooth (locally) is u(t, x)? The following theorem results from 
Corollary 4.3 and Remark 4.4. We measure decay in terms of the weighted 
- L* space L*“, defined by 
L~,~= f/l~f~l$.s=j (1 + Ix12)SIf(-412~~<~ 
R” 
THEOREM C. Let P(t) be a real polynomial of principal type of order m 
or P(5) = l4l”, m > 1. Assume u0 E L2~s(R”), S > 0. Then, for every t # 0, 
e -u. E z-z{;- ‘q W). 
Results of this nature have been obtained recently for the Schrtidinger 
operator H= -d + V (see [6] and references there). We shall not go into 
details here, as we intend to discuss the variable-coefficient case in a 
separate paper. 
Note that the smoothness in Theorem C is obtained for every t # 0, in 
contrast with the situation in Theorem B (where u(t, x) E H/z- ‘)‘*(UP) only 
a.e. t). 
Finally, in Section 5 we address the problem of a.e. (in x) convergence 
u(t, x) + ZQ(X) as t -+ 0. As a result of Theorem 5.1 and Remark 5.3 we 
obtain 
THEOREM D. Let P(r) be a real polynomial of principal type of order m 
or P(5) = ItI”, m>l.Assumeu,(x)~HS(lR”),S>~,andletu(t,x)=ei’Hu,. 
Then (up to a modtjkation on a set of Lebesgue measure zero) u(t, x) is 
continuous in t for a.e. x E R” and 
lim u(t, x) = u,(x), 
1-O 
a.e. x E R”. (1.6) 
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For the special case P(D) = -A (and more generally P( 0 = 15 lo, a > 1) 
this result was obtained by Sjijlin [7] and Vega [8]. For the one-dimen- 
sional Laplacian (n = 1, P(D) = - d*/dx*) the convergence (1.6) was 
proved by Carleson [3] for uO E H’j4( R). At the present, we do not see how 
to prove Carleson’s result using our method. As far as we know, it is still 
an open question whether or not Theorem D holds true in the case n > 1, 
+<s<+. 
2. THE SCHR~DINGER EQUATION, P(D) = -A 
Let H be the self-adjoint realization of -A defined in L2( W), and let 
(E(2)) be its canonical spectral family. In what follows we denote by F 
the Fourier map and by p the Fourier transform of J namely, 
(2.1) 
Iff?, SE C,“(W) it follows that 
where 
(2.2) 
Clearly B,(x S) is a bounded sesequilinear form on L2( R”) x L*( R”). Thus 
there is a bounded linear operator ,!?(A): L* + L2 so that 
It is easily checked that {,!?(A)} is a spectral family. Consequently 
where E(il) = S-‘.@(A) 9. Thus (E(2)) is the canonical spectral family 
for H. 
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If in (2.2) we differentiate with respect to I we get. 
where doA is the Lebesgue surface measure of the sphere 15 I* = A. Applying 
the trace theorem for S> $ we get 
~(E(4L g) ~~~~1’211~ll~~II~II~~=~~~1’211fII~~.~II~/l~~.~, (2.4) 
where C = C(n, S) and HS = HS( W) is the Sobolev space of order S, which 
can be defined as the image under 9 of the weighted -L* space L*“, 
normed by 
llfll~zs :=I2 (I+ Ix12)“lf(x)12 dx. (2.5) 
The inequality (2.4) implies that there exists a bounded linear operator 
A(2): L2*s -+ L2,-s, S>$, 
so that 
(Nl)f, g) = $ (E(n)f, gL f, gEL*J, A>O. (2.6) 
(The pairing in the left-hand side is (L*,-‘, L’,‘)). 
Notice that (2.3), (2.4) imply 
(i) l~‘4(i)~(.2.s,L2.-S< cP1’2, 1>0, s>+, 
(2.7) 
6) w i If, g)l dA< Ilfll~~Ilgll~~~ 
where, of course, A(,?) =0 for 1~0. Note also from (2.3) that (A( g) 
is a semi-definite hermitian form and, in particular, 
I(A(n)f, .!?)I2 d (A(A)f, f). (42) g> 8). (2.8) 
If we differentiate (2.3) with respect to ;1 we get, with g= 151 -‘r, 
(2.9) 
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Corresponding to (2.4) we have now 
&(L)f,g) dC(~~‘+L-~3’2)llfllL2.s+l/IgllL2..~+’, s>;, A>O, (2.10) 
where C= C(n, S). Thus there is a bounded operator 
Al(n): LLsf 1 ~ L2.--(s+ 11, s> 1, 
(A *(AIf, g) =$ (A(l)f, g), 
(2.11) 
1 >o. 
In analogy with (2.7) we have, for every E > 0, 
(i) ~IA,(E.)/~,~.s,,~.~.s~C(~“~‘+~~~’~), s> :, 
(ii) jr: ~~+~~“‘I~~~~~~f,~~l~~~~,IlfII,~~II$II,~ 
= c, llfll L2.1 . llgll L2.l. 
(2.12) 
We shall now use the above concepts to prove Theorem A of the Intro- 
duction. First note that it is clearly sufficient to assume that 
&At) = 0, 1512Gk for some 6 > 0. (2.13) 
Indeed, if z&, is supported in the ball l5l2 d 6 then eirHUO is real analytic (in 
t, x) and satisfies, for every multi-index cc, 
sup lDaei’Hz40(x)I = (2~))“” sup 5,,,,,, ei(f*2+5~r)~ali0(5) & 1 
rtIW /Ems 
.Ytw xit R” 
d w4llL*(rw.)~ (2.14) 
Next, by density, it suffices to establish Theorem A when z&J<) E C; and 
satisfies (2.13). We proceed by duality. Take f( t, x) E CF( R” + ’ ) and 
x(x)= (1 + 1x12))“2. 
For every fixed t we have 
(x(Z-- d)‘i4e”Hu,, f(t, .)) = 
s 
co (1 + 1+)“4 e”‘(A(A) uO, o(t, .)) &, (2.15) 
ii 
where v( t, x) = x(x) f( t, x). 
Integrating (2.15) with respect to t and using (2.7)(ii), (2.8) and the 
Schwarz inequality we obtain 
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II (XV- A) ‘I4 eit”uO, f( t, . )) dt Iw 
= lluoll L*(w) 
.[1 I s m  (1 +41/Z e-i(r-r)i. 112 (A(I) u(t, .), u(z, .)) dE, dt dz . R R s 1 
(2.16) 
To estimate the triple integral in the right-hand side we integrate by parts 
I m (1 + 1)1/2 e-i”-“A (A(A) 4~ .I, 45, .)I da 6 
s 00 .= 6 s(l+i)‘/‘e -i(r-rv -$ (A(A) u(t, .), u(z, .)) dJ 
---(1+1)P”2e -i”-““(A(A) u(t, .), u(z, .)) d,I 
-.-!-. (1 + 6)‘j2 e-i”-“6(A(S) u(t, .), u(z, .)) 
t--t 
=Z1(t, 2)+Z*(t, 7)+13(t,t). (2.17) 
Let us now integrate over the (t, t)-plane. We shall work formally with the 
singularity t = z, the justification being simple and standard. 
To integrate Zl(t, t) we use the notation (2.11) to write 
ss Z,(t, t) dt dz w R 
= --I .jarn (1 +A)‘/’ lR (A,(J) jR--& epi’“o(t, .) dt, e-“‘u(t, .)) dt dL 
(2.18) 
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Let u”(q, x) = (27~-“~ JR u(t, x) e-jfV dt. By Plancherel’s theorem and a well- 
known property of the Hilbert transform we have 
pr’i~(t, .) dt, ec%(z, .) dz 
> 
= -xi. s (A,(J) sgn ul .fi(rl+ 4 .I, fi(rl+ 4 .)I 4. (2.19) R 
From (2.9) we get the estimate (for 2 3 6) 
jl 
(A,(J.) sgn v .fi(tl+A .), c(v +A .))a$ 
R 
<C,(l+W j 1 1(12=2 R Clfi(r> U2+ IV,G, Ol*l 4 da,, (2.20) 
where fi(q, t;) = (27r-(“+‘)/2JR~+1 u(t, x) e-. ‘(‘l+ 5. ‘) dt dx, so that finally, as 
in (2.12)(ii), we have from (2.18), (2.19), 
= C,: j Ilo(t, .,Il$., dt. (2.21) 
R 
Clearly, a similar estimate holds for the double integral of Z,(t, t). As for 
ZJt, T), we have as in (2.19), 
z3(t, 5) dt dz 
= -n( 1 + S)l12 s (A(6) sgn @(r] + 6, .), iY(q + 6, .)) dq, 
R 
so that by (2.7)(i) 
Inserting the estimates (2.21)-(2.22) in (2.16))(2.17) yields 
(~(6 A)“4 eirHuo, f(t, .)) dt ’ Iw 
(2.23) 
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Recall that u(t, x) = x(x) f(t, x) so that 
IIu(t, .)IIL2,1(Iw”) < CIlf(4 .)IIL2(W), 
where C is independent of t. Hence we deduce from (2.23) that 
(2.24) 
x(1-A)1’4 eilHuO,f(f, .)) dt 
R 
d c* lluoll LZ(R”). Il.04 XIII L2(R”+l), (2.25) 
which concludes the proof of Theorem A. 
3. THE GENERAL CASE 
In this section we generalize the local smoothing result proved in 
Section 2. Instead of P(D) = -A we shall assume here that P(t) is a 
real simply characteristic polynomial. We recall the definition of such a 
polynomial [S, p. 2381. Let P(g) = C, ID*P(5)/. We say that P is simply 
characteristic if H(r) + co as 151 + cc and 
(3.1) 
In particular, all hypoelliptic or principal type polynomials are simply 
characteristic. Recall that P is said to be of principal type if, for some 
R > 0, 
lVP(Ol 2 C(1 + 15lY-‘, ItI 2 R (3.2) 
where m is the order of P. 
If P(t) is simply characteristic then for some R > 0 and any 2 E [w, 
inf{ lVP(Ol: P(5) = 4 ItI> R} >O, (3.3) 
where the lower bound depends on 1. 
Indeed, let 
A(P)= {;L/35E[W”suchthat P(5)=;1,VP(5)=0} (3.4) 
be the set of critical values of P. As is well known A(P) is finite. If A $ A(P) 
then (3.3) follows directly from (3.1). On the other hand, by the finiteness 
of A(P) and (3.1) we can find R > 0 such that 
lVfY5)l’ 1 for ItI > R P(5) E W). 
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Observe that this argument implies in particular that for a simply charac- 
teristic polynomial 
VP(s)+0 for I([ > R. (3.5) 
Given a real polynomial P, we let H be the self-adjoint realization of 
P(D) in L*(P), so that 
@O= P(t)f(tL fE L*( R”). (3.6) 
The domain of H consists of those functionsfE L*(R”) for which the right- 
hand side of (3.6) is square-integrable. 
We may now state our theorem as follows: 
THEOREM 3.1. Let P(5) be a real simply characteristic polynomial and 
assume that P satisfies also the growth condition 
lim lV*P(WlVP(~)1 =O, VB>O, (3.7) 
I I-ta: 
f  E Mp 
where MD = {W’(Ol~ L@(<)) ( see (3.1)). Define H = P(D), the self- 
adjoint realization. Let Q(r) be a real function of class C’(W) satisfying 
IQ(t)1 . [lQ(t,l + lVQ(5)ll GclVf’(t)l, I51 2 4 (3.8) 
where R is as in (3.5). Let u0 E L2(W). Decompose u,, = u, + u2 where 
(3.9) 
Then, with eitHu,, = ei’nul + eirHu2 = u,( t, x) + u2( t, x) we haoe 
sup ID’U,(t, ~11 6 c, IIuollL2, for any multi-index c(, (3.10) 
teaB 
.XER” 
s (1 + I~12~~11Q~~,~~~~,~~12~~~~~~II~~llt~~~~~. (3.11) R”+’ 
COROLLARY 3.2. Let P(t) be a real polynomial of principal type of order 
m. Then, for zq, E L*(W) and u,, = u, + u2 as in Theorem 3.1, we have 
5 R”+1 (1 + ~~~*)~‘((Z-~)‘~~‘~‘~e~‘~u~(x)~*dxdtdc~~u~~~~~~~~,. (3.12) 
Indeed, since P(t) satisfies (3.2) one can take Q(t)= (1 + I~(2)cmP’)‘4 in 
(3.8). 
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Proof of the Theorem. Let (E(i)} be the spectral family for H. As in 
Section 2 we have 
so that if A 4 n(P), 
where da, is the Lebesgue surface measure of {P(t) = A}. More generally, 
if Q(t) is a real function of polynomial growth andf, S are rapidly decay- 
ing then 
Observe that iff([)S(t)=O for 151 6R, then (3.13) holds true for any 
2~ R by (3.3). Since (3.10) is immediate (see (2.14)), we shall assume 
henceforth that zq, = u2 and use (3.13) with no restriction on A. 
It follows from the trace theorem (see the Appendix, Lemma A.2) and 
(3.13) that 
exists in the sense of (2.6). Clearly (2.8) is satisfied and instead of (2.7) we 
have here only 
s IM~)L g)l dl d llfll~~ llgll~*. (3.16) R 
To be precise A(l) = (d/dA)(h(D) E(A)), w h ere h(5) is the characteristic 
function of { 151 L R}, as in the previous paragraph. However, for simplicity 
we refer to A(1) as the derivative of E(l), as there is no reason for confu- 
sion. Also note that in general IIA(n)ll does not necessarily decay as 1. -+ co, 
but if P(t) is of principal type and order m then 
IIA(~)IIL2.S,L2.~S~C;1~(m~1)‘m, l*ER. 
More generally, if Q satisfies (3.8), it follows from (3.14) that the 
operator 
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exists in the sense that 
$ (Q2W).L g) = (Q’A(A).L g)> A gELyw). (3.17) 
Furthermore, as is shown in the Appendix, Lemmas A.6 and AS, the 
operator 
A,(~)=~Q2~(~):~2~“+‘~~2.“t”, (3.18) 
exists and satisfies (see (2.12) where A,().) = (d/&) A(I)) 
s I(A,(A)f, g)l d~~cIlfl/.~.~I/sll~~.~. 
(3.19) 
!a 
Letf(t,x)EC~(R”+‘), u(t,x)=~(x)f(t,x), where~(x)=(l+l~l~)V”*. 
Corresponding to (2.15) we have 
W(D) e i’H~,,,f(f, .)) = J i eit”(Q(D) A(A) uo, v(t, .)) dk (3.20) 
Integrating with respect to t we obtain, as in (2.16) 
I 
I/2 
-i”-T’“(Q2A(le) u(t, .), U(T, .)) d/l dt dt . 
(3.21) 
The J-integration in the right-hand side is carried out by parts, 
I ~ 
e i”-7’A(Q2A(A) u(t, .), u(t, .)) dA 
R 
=-js 1 e icrpr)i(,4 (A) u(t, .), u(r 1 7. . )) dA (3.22) rwt--t 
Notice that there are no boundary terms involved in the integration by 
parts, since u(t, . ) E C~(W). At this point our treatment goes parallel 
to that of the previous section (note, however, that here the term Q*, 
replacing (1 + 2) ‘I2 there, is “absorbed” in A,(n)). In particular, we define 
the partial Fourier transform 
i$q, x) = (27~~“~ JR u(t, x) eprrq dt, 
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and obtain exactly Eq. (2.19). Combining this with (3.19) and (3.21), (3.22) 
we get 
s s 
e-i(r-7)n(Q2,4(A) o(t, .), u(z, .)) dA dr dz) 
58 R R 
<C I If(h ~11’ dt dx. W”+, 
The estimate (3.21) reads now 
I j (xQ(W e iw i’H~g,f(t, .)) dt ~~II~~II~z~~~~Ilfll~~C~~+~~r 
which yields (3.11). Q.E.D. 
Remark 3.3. It is obvious from the proof of the theorem that P(r) does 
not necessarily have to be a polynomial. In particular, the requirements 
imposed on P are motivated by the need to obtain the first and second 
order derivatives Q’A(n) = (d/dA) Q*E(l) and ,4,(n) = (d/d,?) Q2,4(A) as 
bounded operators between suitable weighted -L* spaces, and the validity 
of the integrability property (3.19). These properties follow from the 
topological structure of the manifolds P(t) = A, as indicated in the 
Appendix, Lemmas A.3, A.4, and AS. Briefly, we are looking for a 
uniformly locally finite cover of IR” by balls of radius r > 0, in each of which 
the manifolds (parameterized by A) can be expressed as in (A.4k(A.5). The 
behavior for large 2 is crucial in getting (3.19). Thus it is easily seen that 
if P(t) is a real symbol, twice continuously differentiable outside of a finite 
ball and such that in this domain 
(a) lVP(t)l~ 00 as ItI + 00 and IV*P(Ol6 c IVP(Ol, 
(b) the manifolds P( 5) = 1 are “well-behaved ellipsoids,” 
then eirPcn) has the local smoothing property, in the sense of Theorem 3.1. 
In particular, one can take P(t) = C;=, )[12”‘, ai > &, i = 1, 2, . . . . n. 
We shall formulate just the case a, = a2 = . . . = a. 
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COROLLARY 3.4. Let H=P(D) where P(t)= 1514 a> 1. Fix R>O and 
let u0 = u, + uz be as in Theorem 3.1. Then 
I ll(l+ Ixl’)r ‘j2 eifH~2/~~,U-~~!~dt~~/I~gll~~, Iw (3.23) 
where H” = H”( W’) is the Sobolev space of order s. 
It is easily seen that the smoother the initial data u,(x), the smoother 
u(t, x), by the same amount. For example we have 
COROLLARY 3.5. Under the conditions of Corollary 3.2, if u0 E H”(W), 
s > 0, then instead of (3.21) one has 
s (1 + ~~~~)~‘~(Z-d)(“~“‘~+~‘~e~~~~~(x)I~dxdtdcll~~ll~~~~~,. (3.24) pp+1 
4. DECAY IMPLIES SMMOOTHNESS 
In this section we show that the decay at infinity of the initial function 
u,Jx) implies local smoothness of u(t, x) = eifPCD)u,(x) for every t ~0, in 
contrast with the time-averaged sense of the smoothness results in the 
previous sections. However, we need to impose more assumptions on the 
polynomials P( 5) (principle type polynomials are still included). 
THEOREM 4.1. Let P(r) be a real simply characteristic polynomial 
satisfying the growth condition (3.7) and in addition, for every integer j> 2, 
lim sup IViP(WlvP(OI < 00, vp>o. (4.1) 
II-c= E EM8 
(See Theorem 3.1 for n/i,.) 
Let Q(4) be a smooth function such that for every integer j and R > 0 as 
in (3.5), 
1 lDaQ(4)l Q cjlvp(t)19 I51 >R. (4.2) 
lal G i 
Let u0 E L2,k( W), where k is a positive integer and u( t, x) = eirHuO, where H 
is the self-adjoint realization of P(D) (see (3.6)). Let u0 = u, + u2 as in (3.9). 
Set u(t, x) = u,(t, x) + u,(t, x) = eitHu, + elrHu2. Then u,(t, x) is real analytic 
in (t, x) and satisfies (3.10) while u2( t, x) satisfies, for t # 0, 
s (l+I~l~)~~lQ~(~)~~(t,~)~~dx~CkItl~~~~IU~~~~~.r. (4.3) R” 
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Remark 4.2. Note that in addition to (3.10) the Plancherel theorem 
yields, for every ct, 
sup s ID%l(f, x)1* dx< c, lluoll~2. (4.4) 1Era R” 
COROLLARY 4.3. Let P(t) be of principal type of order m. Then, for 
every real s > 0, u0 E L*.‘( KY) implies, for every t # 0, ei’“uO E HfrCp l)s(W). 
Indeed, in this case one can take Q(r) = (1 + t2)‘“- ‘I’* and conclude 
from the theorem that the operator eirH is continuous from L2,k into 
Hi;- ljk, for every integer k. The result of the corollary follows immediately 
by interpolation. 
Proof of the Theorem. We use the notation introduced in the proof of 
Theorem 3.1. Since the claims concerning u,(t, x) are obvious we shall 
assume u0 = u2 and (using a density argument) z&,(t) E Cr (It1 > R). In 
particular, we shall use A(1) = (d/d]*) E(A) with no restriction on 2 (see the 
discussion following (3.14)). 
As in (3.17) we may define the operators Q”A(l), at least forfE CF (and 
ft(5).g(5)=0 for 151 dRL by 
Let SE CF and v = xg, where x(x) = (1 + Ix/~))~‘~. Then 
I x(x) Qk(D)(eirHuo) g(x) dx = R” s DB e”‘(QkA(iG) uo, v) dA. 
Integrating by parts we obtain 
I R” x(x) Qk(D)(eirHuo) g(x) dx = (-ir)-” s, e”” -$ (Q”A(2.) uO, v) dl. 
(4.6) 
Using condition (4.2) it is shown in the Appendix, Lemma A.6, that the 
form (dk/d;lk)(QkA(A)cp, II/), 4 E CF(j51 > R), can be extended continuously 
to L*.kf 1 x L&k+ 1, so that it defines an operator 
B,(I)=~Q*A(IZ):L’;*+‘~L*.-‘*+I’, (4.7) 
having the property (compare (3.19)) 
580/101/2-2 
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Inserting (4.8) in (4.6) and noting that for every k, by (2.5) 
we get (4.3). Q.E.D. 
Remark 4.4. As was the case in the previous section, the smoothness 
result of Theorem 4.1 is valid also for certain C” real symbols, not 
necessarily polynomial. In particular, it is easily seen that as in 
Corollary 3.4 one can take P(c) = I<[“, a> 1, and prove that 
e”p(D)uo e H[tCp ‘jS( KY) for every t # 0, if u0 E ,*s”( lKY). 
5. POINTWISE CONVERGENCE OF THE EVOLUTION GROUP 
In this section we assume that P(5) is a real polynomial of principal type 
of order m, so that for some R > 0, 
IVfYOl >C(l+ ltl)m-l, I41 2 R. (5.1) 
Let H be the self-adjoint realization of P(D) in L2(Rn) (see (3.6)) and 
u(t, x) = eitHUO(x), We show that if u0 is sufficiently regular then for a.e. 
x E NV’, u( t, x) + uO(x) as t -+ 0. More specifically we have, 
THEOREM 5.1. Let u,, E H”(W), s > 4, and u( t, x) = eirHuO(x). Then (up to 
a modification on a set of Lebesgue measure zero) u(t, x) is continuous in t 
for a.e. x and 
lim u( t, x) = u,(x), 
t-0 
a.e. x E W. (5.2) 
Proof Since functions in HB( R), fi > i, are continuous (up to a 
modification on a set of measure zero), it is sufficient to prove that 
f~l(l-~)~u(t.x)l*dt<m, for some tx > t, a.e. XE KY. (5.3) 
Since (d/at) u(t, x) = iP(D) u(t, x), (5.3) will follow from 
ss 
x’(x) I( 1 + P*(D))“u(t, x)12 dt dx < 00, for some o! > i, (5.4) 
R” R 
for every x E CF( OX”). To establish (5.4) we apply Theorem 3.1 with 
Q(t) = (1 + P2(~))“4-s’2m+E, & > 0, 
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where 2s - 4ms > 1. Using (5.1) it is readily checked that Q(l) satisfies 
(3.81, 
1 x2(x) I(1 + P’(O))“““Q(O) u( t, x)1’ dt d.x R”+L 
which yields 
I x’(x) I (1 + p*(D)) 1’4 + “u( t, x)1 * dt dx R”+L 
and establishes (5.4). Q.E.D. 
Remark 5.2. Since H@(R), /I > f, is imbedded in L”(R), it is evident 
that the above proof yields also the result that the maximal function u*(x) 
is finite a.e. x E UP. where 
u*(x) = sup lu(t, x)1. 
f#O 
This is in accordance with the results of [I, 81. 
Remark 5.3. As was indicated at the end of Section 3 (see especially 
Corollary 3.4) it is clear that P(t) need not be a polynomial. In particular, 
one can take P(t)= ItI”, a > 1, and obtain (5.2). Again, this is in 
accordance with the results of [I, 81. 
Remark 5.4. For the one-dimensional case n = 1, L. Carleson [3] has 
obtained the result of Theorem 5.1 (for H = -d2/dx2) assuming only s = a. 
At present we do not see how to extend our method of proof here to obtain 
this result. 
APPENDIX 
We prove here some results related to the derivatives of the spectral 
family (E(1)). A s in Section 3-5, {E(1)) is associated with H, the self- 
adjoint realization of P(D) (see (3.6)). Recall that the set of critical values 
A(P) = {A/3( E Ia” suchthatP({)=l,VP(t)=O} 
is finite for every real polynomial P. 
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LEMMA A.l. Let P(5) be a real polynomial of order N, 5 E W, and let 
A E Iw\A(P). The manifold P(l) = A can be represented as the union of at 
most Nn surfaces of the form 
t,c=h(t,, . ..> L,, L+l, . . . . 5,), (A.11 
where the domain of definition of h is an open (not necessarily connected) set 
in [w”-’ and 
lVh[ 62Jn- 1. (A.21 
The same conclusion holds for the case A. E A(P), if we take the manifold 
{P(l) = i> n (ItI > R} (see (3.3)). 
Proof We prove for J non-critical. Let 
and let ri.,k = M, n {P(t) = ,I}. Then clearly l-A,k is a smooth manifold 
consisting of at most N surfaces of the form (A. 1 )-( A.2). Q.E.D. 
LEMMA A.2. Let P(t) be a real simply characteristic polynomial (see 
(3.1)) and let Q(t) be a polynomial satisfying (3.8). Then, for every 
I.e[W\A(P) the operators A(1), Q’A(A) defined, respectively, by (3.15), 
(3.17) are boundedfrom L2,S(IWn) into L2,-‘([Wn), s> 4. 
The same conclusion holds also for I E A(P) if we take only f E L2x” such 
thatf(()=O for ItI Q R. 
Proof. It follows from (3.3) that 
IMi)f, 811 G c 5 IfWl . l2(5)1 dai f(C)=1 
Since {P(t) = A} can be decomposed as in the previous lemma, it follows 
from the trace theorem [l] that the right-hand side in the last inequality 
is bounded by c I\ f II Lo,, llgll L2.s, s > i. The same argument applies to Q’A(J) 
by (3.8). Q.E.D. 
Next we turn our attention to the family of manifolds {P(t) = I, A E [w }. 
We need conditions under which the intersection of this family with every 
ball of a fixed radius r > 0 can be represented as (A.1 ). This in turn will 
enable us (using a partition of unity) to differentiate the operators A(A), 
Q2A(n) with respect to A. 
LEMMA A.3. Let P(t) be a real simply characteristic polynomial of 
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degree N, and let IS [w be a compact interval. Then there exist positive 
constants R, r, a such that for every ball of the form 
B(v,r)= {t/It-rll <r, Id >R) (A.3) 
there is some k, l<k<n, with the property that the family 
B(q, r) n {P(t) = A, I E I}, if not empty, can be represented as 
L = A(<‘; lb), 5’=(51, ..., 5k- L, b+,, .“> 5,h (A-4) 
IV,.hl 6 a. (A.5) 
Furthermore, if in addition P satisfies condition (3.7), then the statement 
holds globally in the sense that we can take Z= LQ. 
Proof: In view of (3.5) we may assume that R, r are chosen so that 
B = B(i, r) contains no stationary points of P. Hence Tj. = B 
is a smooth manifold (or empty) for every 1 E R. 
Let us now decompose 
{WI 2R) =D, uD,> 
D, = {5/IP(5)1 <BP(<)), D, = {W-‘(t)l2 B&t 
where /I > 0 remains to be selected. 
Let n E D, and consider the polynomial (in 5) P,(t) = P(5 + q)/P(q). It 
has bounded coefficients and by (3.1) 
IVP,({=O)I >c-‘-p-P(,)-‘. 
Since H(g)- co as 151 + cc we can take R>O so that P(q)>4C for 
1~1 > R. Taking /I < (4C)- ’ we have 
lVP,(5 = O)l 2 (2C)r ‘, flEDI. 
It follows that for every r] E D, there is some 1 <k Q n such that 
I I g (~1 >(4nW’%). 
Since H(t + q) d yP(q), 151 d r, where y depends only on r, we deduce that 
for some r > 0, a > 0, independent of q E D,, 
5 E B(rl, r), rl E D,, j Z k. (A.61 
Note that D, n P-‘(Z) is compact, hence covered by finitely many balls 
B(rll, r), Bh, r), . . . . yli~ D,, in each of which (A.6) is satisfied, for some k. 
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But (A.6) implies, by the implicit function theorem, the validity of (A.4) 
(A.5). 
Finally assume that P satisfies also (3.7). By that condition we have, for 
some 0 > 0, 
IV2P(tl)l < WP(r)l, r~D2 
(note that D, = M, in (3.7)). It is easily seen that this inequality implies 
that, for some r > 0, cx > 0, independent of q E D,, 
5~B(rl,r),‘1~D,,j#k, (A.7) 
for some 1 6 k G n. Clearly. the conclusion of the lemma follows from (A.6), 
(A.7). Q.E.D. 
We can now state a lemma about the differentiability of Q’A(i). 
h4MA A.4. Let P(l) be a real simply characteristic polynomial and let 
Q(t) be a C’ function satisfying (3.8). Then, for every 1,~ aB\A(P), the 
operator Q*A(J) (see (3.17)) can be differentiated and its derivative A ,(%) 
(see (3.18)) is a bounded operator from L*.“(W) into L*x-‘(W), s> $. 
The same conclusion holds also for 1 E A(P) if in (3.17) we take only 
feL*,“such thatf([)=Ofor [cl<R. 
Proof: Let ;1 E [w\A(P) and take 6 > 0 such that I= [A - 6, i + S] c 
lR\n( P). Using Lemma A.3, we can cover P- ‘(I) by a locally finite collec- 
tion of balls of radius r >O, and take a partition of unity subject to this 
collection. Thus we may assume in (3.14) that supp f( 5) c B(r], r), where 
E(q, r) is a ball as in (A.3). Without loss of generality we assume in (A.4) 
that k = n and rewrite (3.14) in the form 
@‘NW g)=/ w”-I Q%(t’, h(l-‘;i)).(l + IVy4*P’* 
lVP(t’, h(<‘; A))1 ’ d<‘. (A.81 
Note that in view of (A.5) we have 
~(~f,h(E’;~))~>(l+a2)~“2~VP(C.,h(~’;i))~ 
n 
(A.9) 
so that from (aP/ag,). (ah/an) = 1 
I I g (5’; A) d (1 + a2)l’* lVP(<‘, h(t’, ,%))I -‘. (A.lO) 
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From the equation 
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we get 
ah a=P ap a2h 
-‘-+d5,,at,a2 an xk at, 
- = 0, k=1,2 ,..., n-l, 
a2h a? ah ap 
at, a2 . l’ at, at, an at,’ 
(A.ll) 
Now P is simply characteristic; hence by (3.1), 
IV2PI G c IVPI, (A.12) 
where c may depend on the interval I. Inserting (A.9), (A.lO), and (A.12) 
in (A.1 1) we get, 
on {P(g)=A, AEZ}. (A.13) 
Going back to (A.8) and differentiating with respect to 1” we are led to an 
estimate of the form, 
dC s ~~~,~lQll~Ql+lQ12~~~lfl+I~f~~~181+I~~l~~I~~I-2 
. (1 + lV,&*)“* &‘, (A.14) 
where the integrand is evaluated at (t’, h(t’; A)). Condition (3.8) on Q and 
the trace theorem imply that (d/&)(Q’A(l)f, g) defines a bounded form 
on L2xs( KY) x L2.“( W), s > 5. As in Lemma A.2, we can repeat the argument 
for A E A(P), provided It1 3 R, in view of the last part of Lemma A.3. 
Q.E.D. 
In the next lemma we discuss the integrability of Al(n) = (d/&) Q’A(n), 
which is needed in Section 3 (see (3.19)). 
LEMMA A.5. Let P(5) be a real simply characteristic polynomial and 
assume in addition that P satisfies (3.7). Let Q(t) be a Cl function satisfying 
(3.8). Then the derivative A ,(A) = (d/dA)(Q2,4(A)) of Lemma A.4 satisfies 
s I(A,(~)f, g)l d~GcIlfll,2.I. IlgllLz.l, (A.15) w  
where it is assumed that p( 5) = S( 0 = 0 for 15 I < R. 
252 BEN-ARTZI AND DEVINATZ 
Proof Using the results of Lemma A.3 we can construct a uniformly 
locally finite cover of { 151 > R} by balls of a fixed radius r > 0 (i.e., no 
point is contained in more than N balls, for some fixed N). Furthermore, 
in each of these balls the representation (A.4)-(A.5) is valid. Observe that 
the constant in (AS) can be taken the same for all balls. Also, for some 
constant c> 0 the estimate (A.12) is valid for all 151 3 R. To see this, take 
(1513R)=4u~, as in the proof of Lemma A.3. It was shown there that 
(A.12) holds uniformly in D,, for any /I > 0. Taking p such that /K < 1 in 
(3.1), we get for LED,, ClVP(S)I a((1 -flC)P(Y))-C, which clearly 
implies (A.12). The uniformity of (A.12) yields the uniformity of (A.13), 
and hence the uniformity (in 2 E R) of (A.14). Going back to the locally 
cover and using a partition of unity, we conclude that (A.14) can be 
rewritten as 
.(l2(4)1 +lVS(5)l).lVPl~‘d~i., (A.16) 
where da, is the Lebesgue surface measure and the constant c is inde- 
pendent of 2~ R. Integrating (A.16) with respect to ,I and noting that 
dt = IVPl -’ don dil, we obtain (A.15). Q.E.D. 
Our final lemma deals with the situation in Section 4. 
LEMMA A.6. Let P(c) be a real simply characteristic polynomial 
satisfying in addition the conditions (3.7) and (4.1). Let Q(r) be a smooth 
function satisfying (4.2), with R > 0 as in (3.5). Define the form Q”A(n) as 
in (4.5) by 
wheref(<) = 0 for 151 d R. Then for every positive integer k the form QkA(n) 
can be differential k times 
$ (QkA(n)f, gb= @k@)f, gh (A.18) 
where Bk(lZ): L$kf’ -+ L2-p(k+‘) (L2k = (f E L2-k/‘(<) = 0, \<I < R}). 
Furthermore, 
s I(Bk(A)f, S)l dA < Cilf I/ ~2.k’ IitTiIL=, k = 1, 2, . . . . (A.19) w 
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Proof. We follow closely the proofs of Lemmas A.4 and AS, with 
suitable modifications. In view of (3.7), we have here also a uniformly 
locally finite cover of { 151 > R} by balls of radius r > 0, where (A.4) and 
(AS) are valid. Also note that the argument used in the proof of 
Lemma A.5 in order to establish the uniformity of (A.12) can be applied 
here, using (4.1), to yield the stronger property 
m G clVP(5)L I51 2R. (A.20) 
This in turn leads as in (A.lO), (A.13), to estimates of higher derivatives of 
45’; A), 
d +7P(<‘, h(t’; A))1 -j, (A.21) 
for j= 1, 2, . . . uniformly in i. 
Now using a partition of unity, we may write as in (A.8), 
(Qk4W g) = j- Q%(t’, 45’; 2)) &J-I 
. (1 + ~Vg~h~2)“2~ lVP([‘, h(t’; A))[ -’ d<‘. (A.22) 
We now differentiate (A.22) k-times with respect to 2 and use the uniform 
estimates (A.20), (A.21), as well as (4.2). It is easily seen that the resulting 
expression satisfies, as in (A.14), 
where the integrand is evaluated at (c’, h(<‘; J.)). But the estimate (A.23) in 
conjunction with the trace theorem, implies that (dk/dlk(QkA(l)f, g) can 
be extended as a bounded form on Liki ’ x L2xk+ ‘, which yields the 
existence of the required operator Bk(l) in (A. 18). Further, as in (A.16), we 
may rewrite (A.23) in the form 
itBktA)A 8)i <c j- p(5)=~ (zk lviil) .(zk lV*l> . IVPI --I do,> 64.24) 
and integrating with respect to ;1 we obtain (A.19). Q.E.D. 
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