Abstract Particle swarm optimisation has been successfully applied to train feedforward neural networks in static environments. Many real-world problems to which neural networks are applied are dynamic in the sense that the underlying data distribution changes over time. In the context of classification problems, this leads to concept drift where decision boundaries may change over time. This article investigates the applicability of dynamic particle swarm optimisation algorithms as neural network training algorithms under the presence of concept drift.
Introduction
Efficient mining of continuous data streams in real time is an important real-life problem. Example applications of real-time data mining are spam filtering (Fdez-Riverola et al. 2007 ) and security applications such as anomaly and fraud detection (Liao et al. 2007; Thuraisingham 2008 ). An important difficulty with these real-world problems is that the underlying data distribution may change over time, causing the current empirical model to lose precision (Chu et al. 2004; Liao et al. 2007; Thuraisingham 2008) . Temporal changes in the underlying data distribution are often referred to as concept drift in the literature (Schlimmer and Granger 1986; Tsymbal 2004) .
Most existing approaches to handle concept drift do not deal with the process of concept learning, but rather with the way in which data is presented to the learner (Klinkenberg 2004; Last 2002; Widmer and Kubat 1996) . This study offers a different perspective on addressing concept drift by focusing on the learning process of a single classifier, namely a feedforward neural network.
Neural networks (NNs) (Bishop 1995; Dreyfus 2005; Zurada 1992 ) are powerful mathematical models inspired by the human brain. A trained NN is capable of representing any nonlinear relationship between input and output data. Thus, an NN can carry out tasks such as pattern recognition, classification, and function approximation (Dreyfus 2005; Hassoun 1995; Patterson 1998; Rojas 1996) . NNs have remained conservative towards the emerging field of optimisation in the presence of concept drift. It has been assumed that the standard NN training algorithms that employ gradient descent are implicitly dynamic (Ismail 2001; Kuncheva 2004; Rokach 2010) , and if the NN fails to adapt to the drifting concepts, then restarting the training process would be the most efficient solution. In order to avoid retraining, redundancy in the form of ensemble classifiers has also been proposed (Street and Kim 2001; Tsymbal 2004; Tsymbal et al. 2008) . The chances of obtaining at least one acceptable solution using ensemble classifiers are increased by training a number of separate NNs on the same problem over different time periods. However, the ensemble approach does not offer any training algorithm improvements to make each classifier aware of concept drift.
This study deals with classification problems only. In case of classification, concept drift yields changes in the decision boundaries that separate classes. The boundaries between classes may shift, new boundaries may appear, and old boundaries may become obsolete. The objective of classification algorithms applied to such dynamic environments is not only to approximate the decision boundaries, but also to detect changes in the decision boundaries and promptly adapt to them, which might entail dismissing the old boundaries entirely. To be applicable in dynamic environments, algorithms developed for static environments have to be changed in order to include these additional objectives.
An example of successfully adapting an algorithm originally developed for static environments to dynamic environments is particle swarm optimisation (PSO), a populationbased optimisation technique that models social behaviour of a bird flock (Kennedy and Eberhart 1995; Poli et al. 2007 ). Due to the success of the PSO in static environments, numerous variants of PSO that cater for environment changes have been developed to date, including the simple restarting PSO , the charged PSO inspired by electrostatic principles (Blackwell and Bentley 2002) , and the quantum PSO inspired by the model of an atom (Blackwell and Branke 2006) , amongst others.
NNs are widely used in real life (Cournane and Hunt 2004; Watanasusin and Sanguansintukul 2011; Zhao et al. 2011) , and it is necessary to ensure that NNs can be effectively trained in dynamic environments or, in other words, under the presence of concept drift. PSO has been successfully applied to NN training before (Kennedy et al. 2001; Engelbrecht and Ismail 1999; Gudise and Venayagamoorthy 2003; van den Bergh and Engelbrecht 2000) , and in this work the applicability of dynamic PSOs to NN training in the presence of concept drift is studied. The main focus of this work is on classification problems with dynamic decision boundaries, referred to as dynamic classification problems in the remainder of this text. The goal of this work is to provide a proof of concept that dynamic PSO algorithms can efficiently cope with concept drift. This is achieved by analysing the presented algorithms on artificial problems where the characteristics of the concept drift are well understood. In addition to the artificial problems, one real-world problem is included to show that the proposed dynamic PSO algorithms perform better than gradient-based training algorithms on a real-world, temporal problem.
The rest of the paper is organised as follows. Section 2 outlines the static PSO algorithm. Section 3 briefly discusses NNs and back propagation. Section 4 discusses concept drift and the dynamic PSOs used in this study. Section 5 discusses the existing approaches to NN training in the presence of concept drift. Section 6 presents the empirical study conducted. Section 7 provides a summary of the conclusions arrived at and lists possible future research directions.
Particle swarm optimisation
Particle swarm optimisation is a nature-inspired population-based optimisation technique. PSO operates on a set (referred to as a swarm) of particles, where every particle represents a candidate solution to the optimisation problem. For an n-dimensional optimisation problem, a particle is represented by an n-dimensional vector, x, also referred to as the particle position. Every particle represents a candidate solution to the optimisation problem. The n-dimensional search space of the problem is the environment in which the swarm operates. In addition to a position within the search space, each particle possesses a velocity vector v, which determines the step size and direction of the particle's movement. Social interaction is imitated by forming neighbourhoods within a swarm. Each particle stores its own best position found so far and can also query neighbouring particles for the best position as discovered by the neighbourhood thus far. PSO searches for an optimum by moving the particles through the search space. At each time step t , the position x y (t) of particle y is modified by adding the particle velocity v y (t) to the previous position vector:
The velocity vector determines the step size and direction in which the particle moves. The velocity update equation is given by v y (t) = ωv y (t − 1) + c 1 r 1 ⊗ x pbest,y (t − 1) − x y (t − 1) + c 2 r 2 ⊗ x nbest,y (t − 1) − x y (t − 1)
where ⊗ refers to component-wise multiplication of vectors; ω is the inertia weight (Shi and Eberhart 1999) , controlling the influence of previous velocity values on the new velocity; c 1 and c 2 are acceleration coefficients used to scale the influence of the cognitive (second term of Eq. (2)) and social (third term of Eq. (2)) components; r 1 and r 2 are vectors with each component sampled from a uniform distribution U(0, 1); x pbest,y (t) is the personal best of particle y or, in other words, the best position encountered by this particle so far; similarly, x nbest,y (t) is the neighbourhood best of particle y, or the best position found by any of the particles in the neighbourhood of particle y. Thus, each particle is attracted to both the best position encountered by itself so far, as well as the overall best position found by the neighbourhood so far. A maximum velocity V max (Poli et al. 2007; Shi and Eberhart 1998 ) is sometimes used to limit (or clamp) particle velocity in every dimension. Velocity clamping is done to prevent particles from traversing the search space too fast, since unreasonably large steps prevent particles from exploiting good regions. V max is enforced by restricting v y (t) per dimension:
Various PSO neighbourhood topologies have been proposed in the literature and applied in practice. A particle's neighbourhood is determined topologically rather than spatially, meaning that the distance between particles is determined by particle indices and not by the actual position in the search space (Kennedy 1999) . The structure and size of the neighbourhood determines the way in which information is shared between the particles. Thus, choosing an appropriate neighbourhood topology is crucial for the overall efficiency of the optimisation process.
The Von Neumann topology was first introduced by Kennedy and Mendes (2002) . This neighbourhood topology connects the particles in a grid-like structure such that every particle connects to its four immediate neighbours. The Von Neumann topology can be visualised as a square lattice, the extremities of which are connected. Peer et al. (2003) showed that the Von Neumann neighbourhood topology maintains swarm diversity due to the fact that the influence of a single particle propagates through the structure slowly, thus making it harder for a single particle to dominate the swarm. It was empirically shown by Li and Khanh (2003) that PSO utilising the Von Neumann topology (sometimes also referred to as the fine-grained PSO) performs well in dynamic environments. The fine-grained PSO managed to outperform PSO with other information sharing strategies on a selection of highdimensional dynamic problems (Li and Khanh 2003) . The Von Neumann neighbourhood topology was therefore used in all experiments conducted for this study.
Neural networks
A neural network is a simple mathematical model inspired by the structure of the brain. NNs are able to carry out tasks such as pattern recognition, classification, and function approximation (Dreyfus 2005; Hassoun 1995; Patterson 1998; Rojas 1996 ). An NN is essentially a collection of interconnected neurons aligned in layers. It was theoretically proved in Lawrence et al. (1996) ; Jinli and Zhiyi (2000) that an NN can represent any nonlinear mapping between the input space and the target space, provided that the hidden layer has enough neurons. The NN itself is just a structure capable of representing a function, requiring to be trained on a problem in order to learn the mapping between input space and output space. Learning can be supervised, unsupervised or reinforced. This paper deals with supervised NNs only. Such NNs work on a set of data patterns, where each pattern is a vector of problem inputs and the corresponding targets. Given a set of data patterns with known targets, a NN is trained to learn the mapping between the inputs and the targets. A trained NN is then capable of accurately approximating outputs for data patterns it has never seen before. Such ability is known as the ability to generalise. The generalisation ability of an NN can deteriorate if the data set is not representative of the mapping to be learned, contains noise if the NN is trained for too long and if there are too many weights in the NN. The deterioration of the generalisation ability of the NN due to learning unnecessary information is known as overfitting. An NN that cannot generalise has no practical use, since such NN will only be able to predict the outputs for the previously seen patterns. For a more extensive discussion of overfitting, refer to (Bishop 1995; Blackwell and Chen 2009) .
The rest of this section is dedicated to NN training algorithms applied in this study. Section 3.1 discusses back propagation. Section 3.2 explains how PSO can be applied to NN training and outlines the advantages of PSO compared to back propagation.
Back propagation
The most commonly used and popular NN training algorithm is back propagation (BP) (Werbos 1974) , which uses gradient descent to iteratively adjust weight values in order to decrease the resulting NN output error. The stopping criteria of BP is usually defined by a maximum number of algorithm iterations, or epochs, by setting a threshold on the classification error, or by setting a threshold on the mean squared error (MSE) produced by the generalisation set.
BP is a gradient descent algorithm, and its major disadvantage is susceptibility to convergence on local minima. Another disadvantage of gradient-based approaches is the dependence on the starting point of the search, which would be the initial weights in case of NNs.
Particle swarm optimiser training
In order to train an NN using PSO, an appropriate objective function has to be defined, which is usually simply the MSE. An appropriate representation of candidate solutions also has to be determined. Each particle is used to represent a candidate solution, which is a vector of all of the weights and biases of an NN. Every element of a particle represents a single weight or bias, using floating-point numbers. Therefore, each particle has a dimension equal to the total number of weights and biases in the NN. The PSO is then used, as discussed in Sect. 2, to adjust the weight and bias values (using the particle velocity and position updates) such that the given objective function is minimised.
Recent research has shown PSO to be an effective NN training algorithm (Engelbrecht and Ismail 1999; Gudise and Venayagamoorthy 2003; Kennedy et al. 2001; Mendes et al. 2002; van den Bergh and Engelbrecht 2000) . PSO outperformed BP on a selection of classification, function approximation, and prediction problems. The advantages that PSO offers in comparison with BP are:
• weaker dependence on the initial weight values, since multiple starting points (i.e., particles) are used in the search process, • derivative information of the activation functions and the error function is not used, thus the activation functions and the error function do not have to be differentiable, and • more robust on rugged surfaces, since population-based search is less prone to premature convergence on local minima than back propagation .
The major disadvantages of PSO, as compared to BP, are slower speed of convergence and more algorithm parameters to tune before optimal performance can be expected.
Dynamic environments
This section focuses on dynamic classification problems, also referred to as classification problems with concept drift, and the relevant dynamic optimisation algorithms. Section 4.1 discusses the phenomena of concept drift and its properties. Section 4.2 lists existing approaches to concept drift. Section 4.3 discusses the dynamic PSO algorithms applied to train NNs for problems with concept drift in this study.
Concept drift
Mining continuous data sets is an important problem that cannot be solved without the aid of computers. For example, terabytes of data have to be processed rapidly for the purpose of security (Liao et al. 2007; Thuraisingham 2008) , and thousands of e-mails have to be classified every minute as either spam or legitimate correspondence (Fdez-Riverola et al. 2007 ). Such applications require real-time solutions, and real-life environments are not static: spam patterns change, and bots modify their strategies (Fdez-Riverola et al. 2007; Liao et al. 2007; Thuraisingham 2008) . Temporal properties introduce extra complexity into any problem, since a solution once found will have to be adapted every time a temporal property changes (Nickabadi et al. 2012) . In case of classification, the underlying data distribution may change over time, causing changes in the decision boundaries. Changes in the decision boundaries will yield changes in the target concepts, that is, the mapping between inputs and targets will change. This phenomena is referred to as concept drift (Schlimmer and Granger 1986) . The term "concept drift" belongs to the field of data mining and refers to drifting concepts as observed in large data sets and continuous data sets over time. In case of classification, drifting concepts imply changes in the decision boundaries that separate classes. The boundaries between classes may shift, new boundaries may appear, and old boundaries may become obsolete. Concept drift was shown to be present in almost every large data set (Tsymbal 2004) . The severity of concept drift may vary from gradual changes, where the decision boundaries change by small offsets, to abrupt changes, where the old boundaries are abruptly replaced by new boundaries (Tsymbal 2004) . This property of concept drift is referred to as spatial severity. Figure 1 illustrates spatial severity of changes as applied to concept drift. Decision boundaries may change continuously, at regular time intervals, or unpredictably. This property of concept drift is referred to as temporal severity, or frequency of change.
Concept drift complicates the process of concept learning by the NN, because the learned concepts become obsolete as the actual concepts drift, requiring the learned model to be revised. If decision boundaries change over time, the NN will have to detect and track such changes in order to update the learnt model accordingly. Different combinations of temporal severity and spatial severity result in different types of dynamic environments, ranging from dynamic environments exhibiting infrequent gradual changes, to dynamic environments exhibiting frequent abrupt changes. Frequent abrupt changes are the hardest to track and adapt to, since optimisation algorithms are required to make significant adjustments in a short period of time.
Optimisation in the presence of concept drift
Most existing approaches to handle concept drift do not deal with the process of concept learning, but rather with the way in which data is presented to the learner (Klinkenberg 2004; Last 2002; Widmer and Kubat 1996) . Three major categories of concept drift handling techniques can be distinguished, namely instance selection, instance weighting, and ensemble learning (Tsymbal et al. 2008) .
In a dynamic environment, the learner can never assume the current predictive model to be final. This implies that the learner must always try to keep the model up to date with the changing environment. In case of data mining in the presence of concept drift, up to date concepts can only be learnt from up to date data, obtained by instance selection (Last 2002; Widmer and Kubat 1996) . The goal of the learner is to discover concepts, and if data accurately represents the existing concepts, the learner's success will depend entirely on the learner's ability to train and generalise. The simplest form of instance selection is windowing, implemented by fixing the number of instances in the training set and dismissing the oldest instances as new instances arrive (Widmer and Kubat 1996) . More complex forms of instance selection that delete noisy, irrelevant and redundant instances have also been developed (Delany et al. 2005; Last 2002 ). The windowing approach to instance selection applied in this study is described in more detail in Sect. 6.
Instance weighting is sometimes used instead of instance selection with learning algorithms that have the ability to process weighted instances (Klinkenberg 2004 ). An example of such algorithms are support vector machines (SVMs) (Cortes and Vapnik 1995) . Instances are weighted according to their age and relevance, and most recent and most relevant instances contribute the most to the learning process. This study, however, deals with NN training, to which instance weighting is not applicable.
A more advanced approach that deals with the classifiers rather than the training data is ensemble learning (Rokach 2010; Tsymbal 2004) . With ensemble learning, a selection of classifiers is combined. Each classifier maintains a separate concept description. The quality of concept descriptions provided by each classifier is measured, and the best-performing classifier has the most influence on the final classification (Tsymbal 2004) . Worst performing classifiers can be dynamically replaced by new classifiers, which start learning the concept from scratch. The chances of obtaining at least one acceptable concept description are increased by training a number of separate classifiers on the same problem over different time periods. Much research on handling concept drift using classifier ensembles was done (Chu et al. 2004; Rokach 2010; Street and Kim 2001; Tsymbal 2004; Tsymbal et al. 2008) . However, the ensemble approach treats individual classifiers as black boxes and does not look into the learning process of a classifier. Ensemble classifiers offer no training algorithm improvements to make each classifier more adaptive and flexible in dynamic environments, assuming redundancy to be the only effective solution. Redundancy can indeed be effective. However, the performance of ensemble classifiers can be further improved by improving the performance of each single classifier (an NN in this study) by adapting the learning process, or, in other words, the training algorithm, to the drifting concepts.
In contrast to the aforementioned concept drift handling techniques, this study deals with the learning process of a single classifier, and the chosen classifier is a feedforward NN. Dynamic NN training algorithms are suggested, and the dynamic properties of back propagation are studied.
Dynamic particle swarm optimisation
In general, dynamic optimisation algorithms require mechanisms to detect changes and to respond to these changes. The next subsections discuss how PSO algorithms implement such mechanisms.
Change detection
In order to respond to a change in the environment, the change has to be detected by the PSO. Change detection is usually accomplished by making use of a sentry, which is either a dedicated particle or a fixed point in the search space Dozier 2000, 2002) . The only difference between normal particles and sentry particles is that the sentry particles keep a record of the quality of their previous positions. In the beginning of each iteration, sentry particles are re-evaluated, and if the difference between the previous and the new objective function value exceeds a certain threshold, it can be assumed that a change has occurred. The number of sentry particles to use in order to efficiently detect changes is problem dependent.
Response to the change
Standard PSO faces the following problems when optimisation in dynamic environments is required:
1. Outdated memory: Once the environment changes, previous values stored in PSO memory (personal best and global best positions) are no longer representative of the new environment (Engelbrecht 2005) and thus provide the swarm with misleading information instead of leading the search towards an optimum. 2. Loss of swarm diversity: It was formally proved (Clerc and Kennedy 2002; van den Bergh 2002) that with a standard PSO, the swarm will gradually lose diversity from iteration to iteration, until all particles converge on a weighted average of the personal best and global best positions. Once converged, PSO will not explore any longer, because particle velocities, according to Eq. (2), will tend to zero as the distance between the current and the global best position, as well as the distance between the current and the personal best position decrease. A converged PSO has no exploration capabilities and will not be able to adapt to an environment change (Engelbrecht 2005) .
A number of PSO variations have been developed, differing in the way the above issues are addressed. A review of dynamic PSO algorithms used in this study is given below.
Reinitialising PSO The reinitialising PSO approaches the aforementioned problems in a simple, naive manner. The outdated memory issue is addressed by re-evaluating particle positions, as well as the stored global and personal best positions. Diversity of the swarm is boosted by means of reinitialising the positions, velocities and personal best positions of a percentage of particles. The particles to be reinitialised are randomly selected. The disadvantage of this approach is partial loss of knowledge about the search space due to particle reinitialisation (Hu and Eberhart 2002) . The reinitialisation ratio is problem dependent and should be chosen empirically. For the purpose of this study, two versions of the reinitialising PSO were used: normal reinitialising PSO (RPSO), where the reinitialising ratio was empirically chosen, and reinitialise-all PSO (RAPSO), where the entire swarm was reinitialised after every environment change. The latter was used to determine whether a complete restart of the PSO is an efficient approach to classification problems with concept drift.
Charged PSO The charged PSO (Blackwell and Bentley 2002) is inspired by electrostatic principles. All particles in a charged PSO store a "charge", represented by a positive scalar value. A charge magnitude equal to zero means that a particle is neutral (i.e., does not bear a charge), and a value greater than zero indicates a charged particle. Charge magnitude cannot be negative and does not change during algorithm execution. Charged particles repel from one another if the distance between them is small enough. This prevents charged particles from converging to a single point, thus facilitating exploration and addressing the diversity loss problem. Repelling forces are introduced by adding an acceleration term to the standard velocity equation (refer to Blackwell and Bentley (2002) ). Acceleration is inversely proportional to the distance between the charged particles, and the farther two charged particles are from each other, the weaker they will repel. Thus, repelling forces maintain swarm diversity without yielding divergent behaviour. The problem of outdated swarm memory is addressed by re-evaluating the quality of each particle in the swarm, the personal best of each particle, and the global best of each neighbourhood, whenever a change occurs.
Quantum PSO The quantum PSO (Blackwell and Branke 2006) is inspired by the model of an atom. The orbiting electrons of an atom are replaced by a quantum cloud, where the position of each electron is determined not by its previous position and trajectory dynamics, but by a probability distribution instead. A percentage of particles in the swarm are treated as the "quantum cloud", and at each iteration the cloud is randomised in the spherical area with radius r cloud centred around the global best particle of the swarm. The particles that do not constitute the cloud behave according to the standard PSO velocity and position update equations. Since the quantum cloud is completely randomised at each iteration, the swarm does not completely converge on a small area; hence swarm diversity is preserved. The non-quantum particles refine the current solution while the quantum cloud searches for new and better solutions. In this manner, a good balance between exploration and exploitation is achieved.
The problem of outdated memory is again addressed by complete re-evaluation of the swarm memory.
Neural networks in dynamic environments
Back propagation uses gradient descent to adjust NN weight values (Werbos 1974) . The algorithm minimises the objective function by following its steepest slope. In order to visualise the behaviour of back propagation in a dynamic environment, it is important to remember that the objective function being optimised is the error function of the NN, and not the mapping between inputs and targets as represented by the data set. This mapping is thus the context in which the error function exists, and changes in the mapping, or, in other words, in the environment, yield changes in the error function. A change in the environment may yield an increase in NN error, since the current weight vector would no longer accurately represent the environment. An increase in NN error implies that the current position is not necessarily an optimum anymore, thus gradient descent may resume moving in the negative gradient of the objective function. This automatic response to environment changes makes back propagation an implicitly dynamic training algorithm.
Implicit dynamism, however, does not eliminate the premature convergence problem. The error function hypersurface may have flat regions where gradient descent is inefficient, and local minima where the algorithm may become stuck (Fogel et al. 1990; Gallagher 2000 ; Gudise and Venayagamoorthy 2003; Hush et al. 1992) . When the error surface changes due to a change in the environment, the current position of the weight vector may happen to map to a region of the changed error surface that is hard to optimise, yielding poor adaptation to the change. A few examples of possible scenarios are given below.
Figure 2(a) illustrates the error function before a change in the environment. For the sake of clarity, a one-dimensional space is used, where x refers to the current position of the NN in the weight space. Figure 2 (b) illustrates a scenario where a change in the environment causes the current position to be on the slope of the error function. Under such scenario, back propagation exhibits implicit dynamism and will find the new optimum by following the error function slope in the downhill direction. Figure 2 (c) illustrates a scenario where the changed error function causes the current position to become a local minimum. Back propagation will not be able to escape the local minimum and will therefore fail to locate the global minimum. Figure 2 (d) illustrates a scenario where the current position becomes a position on a flat region after the environment change, once again preventing gradient descent from discovering the new global optimum.
Thus, even though implicit dynamism of back propagation cannot be altogether denied, back propagation should not be relied upon as an ultimate dynamic training algorithm, since a number of dynamic scenarios exist under which back propagation will fail to either detect or track the changes.
The success of back propagation is also highly dependent on the initial set of weights (Fogel et al. 1990; Gudise and Venayagamoorthy 2003; Porto and Fogel 2002) : choosing a good starting point is crucial for algorithm convergence. In the context of dynamic environments, the surface of the error function changes, and the success of adaptation after each change also depends on the current weight vector. Thus, the algorithm's success becomes dependent not only on the initial weights, but also on the current weights.
This study evaluates the implicit dynamism of back propagation. Four variants of back propagation were applied on a selection of dynamic classification problems: standard back propagation (BP), standard back propagation with stagnation detection (SBP), reinitialising back propagation (RBP), and reinitialising back propagation with stagnation detection (SRBP). RBP applied the standard BP algorithm between environment changes and completely reinitialised NN weights and biases whenever an environment change occurred. For the purposes of this article, environments changed at predetermined intervals to eliminate the need for change detection strategies. RBP was used to test the hypothesis, made in Chu et al. (2004) , Rokach (2010) , Street and Kim (2001), and Tsymbal (2004) , that restarting back propagation after environment changes is an efficient approach to NN training in the presence of concept drift. SBP and SRBP operated exactly like BP and RBP, respectively, but with the added functionality of stagnation detection: NN weights and biases were completely reinitialised whenever the MSE failed to decrease for five consecutive algorithm iterations. Stagnation detection was done at the end of each epoch. Stagnation detection was applied to BP algorithms in order to improve their competitiveness by alleviating their natural tendency to converge prematurely. Stagnation detection also provides the BP algorithms a chance to restart the search for optimal weights if stagnation is detected before the next environment change. The best weight set at the point of stagnation is stored, and BP restarts to try and find a better solution before the next environment change. When the environment changes, the best solution between the stored solution and the current solution is used.
The pitfalls described above, which are mainly due to the use of gradients to direct search trajectories, indicate that back propagation may provide suboptimal solutions under certain dynamic scenarios. Since PSO does not make use of gradients and has been shown to be less susceptible to the disadvantages caused by gradients when used to train NNs in static environments, this study proposes that dynamic PSOs be applied to train NNs in the presence of concept drift.
Empirical analysis
This section provides a description of the experimental procedure followed and experimental results obtained for this study. This study hypothesises that dynamic PSO algorithms can be applied to efficiently train NNs in the presence of concept drift. To test this hypothesis, a number of dynamic PSO algorithms were applied to train NNs on a selection of dynamic classification problems, namely the reinitialising PSO (RPSO), the reinitialiseall PSO (RAPSO), the charged PSO (CPSO), and the quantum PSO (QPSO). The research field of dynamic PSO is still relatively young, and no standard or optimal approach to optimisation in dynamic environments with PSO has been identified yet (Duhain 2011) . The algorithms listed above were chosen based on their relative popularity. The RPSO was chosen as the most natural, naive way of adapting the standard PSO to dynamic environments. The RAPSO was chosen to test whether a complete restart of the search is an efficient approach to concept drift. The CPSO and the QPSO were chosen due to the relatively solid theoretical and empirical research behind them that showed these algorithms to be effective on a selection of dynamic optimisation problems (refer to Blackwell and Branke (2006) , Blackwell and Bentley (2002) , Blackwell (2005) , Li et al. (2008) , Rakitianskaia and Engelbrecht (2008) , and Rakitianskaia and Engelbrecht (2009) ). The performance of the dynamic PSO algorithms is compared to the performance of BP, SBP, RBP, and SRBP, and the behaviour of these algorithms in the presence of concept drift of varying spatial and temporal severity is investigated on five different dynamic classification problems.
This experimental study has the following three goals:
• To provide a proof of concept that dynamic PSO algorithms can efficiently cope with concept drift in training NNs as classifiers.
• To evaluate the performance of the dynamic PSO algorithms in comparison with that of BP algorithms.
• To determine whether restarting an algorithm is more efficient than algorithms that continuously track changing boundaries.
The rest of the section is structured as follows: Section 6.1 describes the experimental procedure followed. Performance measures are described in Sect. 6.2. Section 6.3 discusses the data sets used. Experimental results are presented in Sect. 6.4.
Experimental procedure
This section describes the experimental procedure followed. Section 6.1.1 describes how problems with concept drift were simulated. Section 6.1.2 provides a description of the parameter optimisation process.
Simulating concept drift
This study used one real-life data set and four data sets that were artificially generated to simulate dynamic classification problems of varying dimensionality and decision boundary shape. Although concept drift is present in most large enough real-life data sets (Tsymbal 2004) , measuring the extent and nature of concept drift in such data sets is problematic. Artificial data sets, on the other hand, provide knowledge of the specific concept drift properties, which allows one to derive more precise conclusions from the empirical results. The process of generating a data set with concept drift applied in this study is described below.
It is assumed for all problems that a process of temporal labelling of training patterns exists, that is, training patterns are labelled as these patterns become available over time. Note that old patterns are not relabelled, as these patterns simply constitute stale data.
M points were randomly chosen from the specified domain. M data patterns were then obtained by assigning a target classification to every input vector according to current problem-specific decision boundaries. The boundaries were updated N times, thus simulating N environment changes. After every such change, the target classification of every pattern, p = 1, . . . , p M , was updated accordingly, and the updated M patterns were appended to the previous M patterns. Thus, the total number of data patterns in a complete data set is
Classification problems with concept drift were simulated by sliding a window over such a data set. In this study, the size of the window was set to M. Thus, at every iteration the NN was presented with data patterns which represented a complete set of M points, without repetitions (i.e., only a single instance of every point was present at every iteration). The data patterns inside the window were split into two subsets for training and generalisation purposes: 80 % of the patterns were used as a training set, D T , and the other 20 % were used as a generalisation set, D G . Since the aim was to simulate decision boundaries that change Shifting the window by S patterns implies discarding the first S patterns from the window and appending the next S patterns from the data set to the window. The window step size, S, controls the spatial severity of changes: changes become more drastic for larger values of S, since a lot of new information is added while a lot of previously valid information is discarded. If the decision boundaries change every M patterns in the data set and the window size is equal to M, a shift by S < M patterns may introduce new decision boundaries into the window while still keeping the data patterns classified according to the previous decision boundaries inside the window. An example to illustrate this process is shown in Fig. 3 . Here, M = 6 and S = 4. When the window shifts, four patterns, {p 1 , p 2 , p 3 , p 4 }, are discarded, and new patterns {p 1 , p 2 , p 3 , p 4 } are added, while p 5 and p 6 remain in the window. Thus the shifted window contains patterns representing the environment both before and after the dynamic change, or, in other words, the window contains patterns representing both the old decision boundaries and the updated decision boundaries. As the window slides along the data set, more patterns classified according to the previous decision boundaries are replaced by the patterns classified according to the current decision boundaries, until the previous boundaries are completely discarded. This implies that the training algorithm will often have to deal with more than one decision boundary within the data set, which makes dynamic adaptation more challenging for the training algorithms. However, it is not always possible to distinguish between stale and up-to-date data in a real-life context, and thus the ability of a training algorithm to handle the presence of stale data is a desirable characteristic.
As described in Sect. 4, two major characteristics of a dynamic problem are spatial severity of changes and temporal severity of changes. In order to provide a representative coverage of the existing types of concept drift, different combinations of spatial severity and temporal severity were simulated, resulting in a number of different dynamic scenarios. Every dynamic scenario is characterised by two variables:
• The step size, S, which refers to the number of patterns by which the window shifts in order to simulate an environment change. This attribute determines the abruptness of the environment change or, in other words, the level of spatial severity.
• The number of algorithm iterations, F , that the current training algorithm is allowed to run before the window shifts. This attribute controls the frequency of changes or, in other words, the level of temporal severity.
Since an exhaustive evaluation of the considered training algorithms under all possible combinations of values of the above two variables is practically infeasible, discrete ranges of values were considered for both variables on every problem. All possible combinations of values in these discrete ranges were considered. The discrete ranges were problem-specific and are reported later in this section. For every scenario considered, every training algorithm had to traverse the entire data set. Since both the step size and the frequency of changes varied from scenario to scenario, every scenario required a different total number of iterations to traverse the entire data set. The number of iterations is given by
where F is the number of iterations on a window between the window shifts (i.e., change frequency), P is the total number of patterns in the data set, P w is the window size, and S is the step size. The collective mean error results and the corresponding standard deviation values reported in this work were obtained after the number of iterations as given by Eq. (4). The window size was problem-dependent, and the values of both F and S were determined by the scenario in use.
Parameter tuning
When comparing a set of algorithms on a specific problem, good values for the control parameter values of the algorithms are usually found in order to ensure that no algorithm is at an advantage. Since good values for control parameters are problem dependent, good values were found for each algorithm, for each problem. Note that, for each problem, control parameters were tuned over all the environment changes, and not for each individual environment change. Found values were therefore those that resulted in average good performance over all environment changes. A single dynamic scenario was used in the process of parameter tuning for each problem. The choice of scenarios used for parameter tuning was arbitrary, and the found parameter values cannot be considered good for all dynamic scenarios. However, since the same control parameter tuning process was applied to all the algorithms, no algorithm received any preferential treatment. The efficiency of parameter tuning in dynamic environments remains open for discussion, since any once-found parameters may be expected to become suboptimal over time. Research into control parameter tuning in dynamic environments is currently being conducted by Leonard and Engelbrecht (2012) . An iterative approach to algorithm parameter tuning was used. Algorithm parameters were optimised one at a time. For each parameter, the algorithm was tested under a selected range of possible values for this parameter, while the other parameters remained fixed. In order to keep the optimisation process statistically sound, 30 independent runs were conducted for every value in the chosen discrete range. For every simulation, the data inside the sliding window was randomly divided into training and generalisation sets (the ratio of data to be used for generalisation was set to 20 %). After every environment change and the resulting change of sliding window content, the data was again randomly sub-sampled. Repeating random sub-sampling for 30 simulations is in effect an implementation of repeated random sub-sampling-a cross-validation technique, sometimes also referred to as Monte Carlo cross-validation (Picard and Cook 1984; Shao 1993; Xu and Liang 2001) . In contrast to a full k-fold or leave-one-out cross-validation procedure, repeated random sub-sampling has been shown to be asymptotically consistent (Shao 1993) , resulting in more pessimistic predictions of the test data compared to k-fold and leave-one-out cross-validation. The predictions of the test data gave a realistic estimation of the predictions of external validation data (Xu and Liang 2001) . The parameter value yielding the lowest average generalisation errors for the current parameter being tuned was subsequently chosen as the value to be used, and tuning proceeded to the next parameter. For tuning the remaining parameters, all the parameters for which good values were already found were fixed to their good values. The discrete parameter value ranges used for the BP algorithms are listed in Table 1 , and the discrete parameter value ranges used for the dynamic PSO algorithms are listed in Table 2 . Good parameter values as obtained for each problem are listed in Table 3 . Parameters were tuned in the order as presented in Table 3 . All NNs used a single hidden layer. The number of hidden units used for each problem is given in the corresponding problem descriptions in Sect. 6.3. For all dynamic PSO experiments, the inertia weight was set to 0.729844, while the values of the acceleration coefficients were set to 1.49618. This choice is based on Eberhart and Shi (2000) , where it was shown that such parameter settings facilitate convergent behaviour. Although preservation of diversity is vital in the context of dynamic environments, convergent behaviour is still necessary, since a solution must be found in between environment changes. Initial particle velocities were set to 0. For the CPSO and the QPSO, 50 % of the particles were labelled charged and quantum, respectively. All PSO algorithms used the Von Neumann neighbourhood topology, where the topology dimensions were derived from the size of the swarm: the sides of the lattice were chosen such that the difference between the sizes was minimal.
For the sake of avoiding bias, two datasets were generated for every artificial problem as described in the next section, such that both datasets represented the same decision boundaries and the same environment changes. One data set was then used for parameter tuning using Monte Carlo cross-validation, and the other data set was used for NN training and testing. For the real-life data set problem, 20 % of the data was randomly sampled from the data and used for parameter tuning with Monte Carlo cross-validation. The remaining 80 % of the data was subsequently used for training and validation. 
Measuring neural network performance in dynamic environments
In dynamic environments, the algorithms must not only find an optimum, but also detect changes in the optimum, track the optimum, and locate new better optima as they appear. Clearly, standard performance measures that reflect the current algorithm state only do not provide any information regarding the change detection and response to the change exhibited by the algorithm, and thus cannot be used in dynamic environments. This is why Morrison (2003) suggested that a representative performance measure in a dynamic environment should reflect algorithm performance "across the entire range of landscape dynamics". Morrison (2003) proposed that the collective mean objective function value, or the average over all previous objective function values, be used as given by
where T is the total number of iterations, and f (t) is the best objective function value obtained after iteration t . The collective mean objective function value represents the entire algorithm performance history and hence gives an indication of the adaptive properties of the algorithm. This measure allows for convenient statistical comparison between algorithms and does not depend on any additional knowledge about the search space such as the location of the global optimum. When referring to solution quality in the context of NNs, it should be clarified what exactly is meant by this term. In the current work, the MSE calculated over the data set during each epoch was used to measure the quality of each candidate solution, that is, NN. This measure reflects the NN's ability to recognise the training patterns for the training MSE (E T ) and the NN's ability to generalise for the generalisation MSE (E G ). It was theoretically shown by (Wan 1990 ) that minimisation of the MSE consequently minimises the probability of misclassification. Thus, MSE does not lose its meaning when classification problems are considered. The collective mean MSE was used as a performance measure in all the experiments conducted in this study. All reported E T and E G values were calculated according to Eq. (5), where f (t) = E T (t) for the training error, and f (t) = E G (t) for the generalisation error.
A study of overfitting is outside the scope of this work, thus no measures were taken to prevent overfitting of training data. Counter-overfitting techniques developed to date were designed for static problems (Lau 1994; Williams 1995; Zhang 2005) , and, to the authors' knowledge, no studies of overfitting in the context of dynamic environments were published to date. Existing techniques may require modifications in order to become applicable to dynamic problems. The generalisation error was nonetheless recorded throughout the experiments and reported in the analysis that follows.
All reported results are averages over 30 independent simulations. The next section describes the data sets used in the experiments.
Dynamic classification problems
Four synthetically generated classification problems and one real-life classification problem were used in the experiments. Section 6.3.1 describes the streaming ensemble algorithm (SEA) concepts problem, where the data was divided into four mutually exclusive concept blocks. Section 6.3.2 describes a problem where a 10-dimensional hyperplane was used to divide the space into two classes. Section 6.3.3 describes a problem where a threedimensional sphere was used as a decision boundary between two classes. Section 6.3.4 describes a problem where a three-dimensional space was divided into three classes by two parallel thresholds. Section 6.3.5 describes a problem based on electricity market prices, where the task of the NN was to predict whether the electricity price will increase or decrease given the environment parameters.
SEA concepts
The SEA concepts problem was adopted from Street and Kim (2001) and Tsymbal et al. (2008) . The data set consisted of 10 000 patterns, obtained by randomly generating 10 000 three-dimensional points, {x 1 , x 2 , . . . , x 10000 }, x i ∈ [0; 10) 3 , i = 1, . . . , 10 000. The generated points were divided into four equal concept blocks, 2500 points each, as illustrated in Fig. 4 . In each block, the class label of each data point x was determined as follows: where x 1 and x 2 are the values of the first two dimensions, and θ is the threshold value. Thus, only the first two dimensions determined the class label of a point. Threshold values of 8, 9, 7, and 9.5 were used in the four blocks, and 10 % class noise was inserted into each block by changing the class label of randomly chosen data patterns in that block. The patterns were then recorded into a single data set in sequential order, block by block, resulting in a data set of 10 000 patterns. A window was slided over the data set to simulate a dynamic environment. The window size was fixed to 2500 patterns, equal to the size of a concept block. It should be noted at this point that, in case of NN training, the dimensionality of the optimisation problem is determined by the total number of weights and biases, and not by the dimensionality of the input patterns. An NN comprises of three layers: an input layer, a hidden layer, and an output layer. For all the experiments conducted in this study, fully connected NNs were used. Thus, the total number n w of NN weights for each problem, taking bias units into account, is
where I is the number of inputs, J is the number of hidden units, and K is the number of outputs. An NN with three input units, four hidden units and one output unit was trained on the SEA concepts problem. According to Eq. (7), the total number of weights and biases, corresponding to the dimensionality of the problem, was equal to 21. Twenty different dynamic scenarios as outlined in Table 4 were applied to the SEA concepts problem. As shown in Table 4 , the values for both the frequency of change and the step size increase nonlinearly, because the influence of parameter values was expected to be stronger for small values. Change frequencies of 10, 50, 100, and 250 iterations were considered, labelled by letters from A to D, respectively. Different levels of spatial severity were simulated by shifting the sliding window by 50, 100, 500, 1000, and 2500 patterns per step, labelled with numbers from 1 to 5, respectively.
Moving hyperplane
The hyperplane is given by where n is the number of dimensions over which the hyperplane is defined, a i for i = 1, 2, . . . , n are linear coefficients, and c is a constant. All points satisfying n i=1 a i x i + c > a 0 are labelled as class A, and all points satisfying n i=1 a i x i + c ≤ a 0 as class B. For the purpose of this study, n was set to 10, yielding a 10-dimensional hyperplane. The linear coefficients a i and the constant c are real numbers chosen from the interval [0, 1]. A data set was generated according to the procedure described in Sect. 6.1.1, where the number of data points, M, was set to 1000, and the number of environment changes, N , was set to 10. A set of M 10-dimensional points, {x 1 , x 2 , . . . , x 1000 }, was randomly generated such that x j ∈ [0, 1] 10 , j = 1, . . . , 1000. The hyperplane was generated N times by uniformly randomising its coefficients, {a 1 , a 2 , . . . , a N } ∈ [0, 1], the constant c ∈ [0, 1] and the threshold value, a 0 ∈ [0, 1]. Target classification of M patterns was updated N times, and every time the updated patterns were appended to the data set, yielding a data set of 11 000 patterns. The size, M, of the sliding window was set to 1000.
An NN with 10 input units, six hidden units, and a single output unit was used for the moving hyperplane problem. According to Eq. (7), the total number of weights for this problem was equal to 73. Thus, the dimensionality of the moving hyperplane problem was 73.
The moving hyperplane problem was considered under sixteen different dynamic scenarios. Parameter settings corresponding to each dynamic scenario are listed in Table 5 . Numbers from 1 to 4 were used to label different levels of spatial severity, and letters from A to D were used to label different levels of temporal severity, as indicated in Table 5 .
Dynamic sphere
This dynamic classification problem was obtained by generating a three-dimensional hypersphere and using it to divide the space into two mutually exclusive classes. The hypersphere is given by
where R is the radius of the sphere, and b is the centre of the sphere. For the purpose of this study, n was set to 3. A three-dimensional point outside the hypersphere is labelled as class A, and a three-dimensional point inside the hypersphere is labelled as class B. A data set was generated according to the procedure described in Sect. 6.1.1, where the number of data points, M, was set to 1000, and the number of environment changes, N , was set to 10. A set of M three-dimensional points, {x 1 , x 2 , . . . , x 1000 } was randomly generated such that x j ∈ [0, 1] 3 , j = 1, . . . , 1000. The sphere was generated N times by randomising its centre point, b ∈ [0, 1] 3 , and radius, R ∈ [0, 1]. Target classification of M patterns was updated N times, and every time the updated patterns were appended to the data set, yielding a data set of 11 000 patterns in total. The size of the sliding window was set to 1000.
An NN with three input units, four hidden units and one output unit was trained on the Dynamic Sphere problem. The total number of weights and biases, corresponding to the dimensionality of the problem, was equal to 21.
Sixteen different dynamic scenarios as described in Sect. 6.3.2 and outlined in Table 5 were applied to the dynamic sphere problem. Parameter settings corresponding to each dynamic scenario are listed in Table 5 .
Sliding thresholds
For this problem, the Cartesian space was subdivided into three classes by means of two parallel linear thresholds, f 1 (x) and f 2 (x), given by
where t 1 and t 2 are constant values, and therefore f 1 (x) and f 2 (x) are parallel vertical lines. Thus, a 2D point can be classified based on its x-axis component only (x 1 ). Classification was done as follows:
A data set was generated according to the procedure described in Sect. 6.1.1, where the number of points, M, was set to 1000, and the total number of environment changes, N , was set to 10. A set of M two-dimensional points {x 1 , x 2 , . . . , x 1000 } was randomly generated such that x j ∈ [0, 1] 2 , j = 1, . . . , 1000, and each point x j was assigned a class value according to Eq. (9). Thresholds were generated N times by setting t 1 and t 2 to random numbers from the interval [0, 1] such that t 1 < t 2 . Target classification of M patterns was updated N times, and every time the updated patterns were appended to the data set, yielding a data set of 11 000 patterns in total. The size of the sliding window was set to 1000.
An NN with two input units, three hidden units, and three output units was trained on the Sliding Thresholds problem. According to Eq. (7), the total number of weights and biases, corresponding to the dimensionality of the problem, was equal to 21.
Sixteen different dynamic scenarios as described in Sect. 6.3.2 and outlined in Table 5 were considered for the sliding thresholds problem. Sliding thresholds is a 2D problem that has only linear decision boundaries. Although linear decision boundaries are trivial to learn, this problem was rather difficult to optimise due to the sliding window approach used to simulate dynamic environments. As discussed in Sect. 6.1.1, a dynamic environment is simulated by sliding a window over a large data set. If the data set is traversed in order, the classification of the data patterns will change every M = 1000 patterns. The previous problems discussed dealt with one decision boundary per 1000 patterns. Thus, for the previous problems, a sliding window of N patterns, N ≤ M, contained at least one decision boundary and at most two. For the sliding thresholds problem, there were two decision boundaries for every 1000 data patterns. After every 1000 patterns traversed, two new boundaries were introduced. Therefore, for the sliding thresholds problem, the sliding window contained at least two decision boundaries and at most four. Although linear boundaries are trivial, it can be problematic for the training algorithm to simultaneously detect two new boundaries.
Electricity pricing
This problem used a real-life data set based on the electricity market in the Australian state of New South Wales. The data set was adopted from Harries (1999) .
Prices in the electricity market are determined by matching the present demand for electricity with the least expensive combination of electricity from all available power stations. Both market prices and electricity price schedules published by each power station are frequently recalculated and updated. Market prices depend on both demand and supply of electrical power. Significant factors affecting the demand are season, weather, time of day and central business district population density. The supply is affected mainly by the number of active electricity generators. Thus, this environment is subject to both regular long-term changes, such as seasonal changes, and irregular short-term changes, such as weather fluctuations (Harries 1999) .
A dynamic classification problem was constructed based on the changing electricity market price. Six parameters on which the price is dependent were identified. These include day of week, time of day, and electricity demand estimates. Parameter values were recorded every half an hour, from 7 May 1996 to 5 December 1998. In this manner, a data set of 27 552 samples was recorded. Each pattern was labelled as either class A or class B. The class label identified whether the current price is higher (class A) or lower (class B) than a moving average price over the last 24 hours. The task of the NN was thus to predict whether the price will go up or down based on the given input values.
Dynamic environments were simulated by sliding a window over the data set. The original temporal order of the data was preserved, and the patterns were shuffled only inside the window. The size of the window was set to 1000 patterns. An NN with six input units, six hidden units and one output unit was trained on the electricity pricing problem. According to Eq. (7), the total number of weights and biases, corresponding to the dimensionality of the problem, was equal to 49.
Sixteen different dynamic scenarios as described in Sect. 6.3.2 and outlined in Table 5 were applied to the electricity pricing problem. Table 6 lists the average ranks obtained by the considered algorithms under the five considered problems, where a lower rank value indicates a better performing algorithm. Algorithms were ranked based on their collective mean E T and E G values reported in Appendix 7. Algorithm ranking involved the two-tailed non-parametric Mann-Whitney U test (Mann and Whitney 1947) , used to determine whether the difference in performance between any two algorithms was statistically significant. The choice of the significance test is based on Demsar (2006) , where the authors showed that the Mann-Whitney U test is safer than parametric tests such as the t -test, since the Mann-Whitney U test assumes neither normal distributions of data nor homogeneity of variance. The null hypothesis H 0 : μ 1 = μ 2 , where μ 1 and μ 2 are the means of the two samples being compared, was evaluated at a significance level of 95 %. The alternative hypothesis was defined as H 1 : μ 1 = μ 2 . Thus, any p-value less than 0.05 corresponded to rejection of the null hypothesis that there is no statistically significant difference between the sample means. Algorithms that produced significantly lower E G were assigned a lower rank value than algorithms that produced significantly higher E G . When no statistically significant difference between produced E G values was observed, the algorithms were assigned equal rank. Thus, algorithm ranks reflect statistical significance.
Analysis of empirical data
It follows from the overall average ranks in Table 6 that, on average, all three dynamic PSO algorithms except RAPSO obtained a better rank than the four BP algorithms. Thus, it can immediately be concluded that the dynamic PSOs proved to be a viable alternative to BP algorithms. RBP obtained the worst average rank, thus showing that restarting the training algorithm after every environment change was the least successful approach to NN training under concept drift. SRBP performed consistently better than RBP, however, still inferior to BP and SBP for most problems. Out of the four dynamic PSOs, RAPSO obtained the worst rank, thus confirming the inefficiency of the restarting approach to dynamic classification problems, irrespective of the temporal severity. Figure 5(a) illustrates the E G profiles obtained by the algorithms on the electricity pricing problem under infrequent gradual changes. Figure 5 (a) illustrates that RBP's, SRBP's, and RAPSO's errors not only fluctuated severely, but also failed to reach a minimum E G as obtained by BP and the dynamic PSOs (only QPSO is illustrated for the sake of clarity). Mann-Whitney U test produced p-values less than 0.0001 when BP, RBP, SRBP, RAPSO, and QPSO were compared to one another. Thus, the difference between algorithm performance was significant. RBP, SRBP, and RAPSO made no use of previously learned information when a change occurred, and started the search for decision boundaries anew every time that the environment changed. However, previously learned information remained useful when changes were spatially gradual (i.e., only a few new patterns were added to the sliding window) or when the new patterns were derived from the previous patterns (e.g., electricity pricing problem). Thus, the algorithms which made use of previously learned information had an advantage over the algorithms which did not.
The ranks in Table 6 also show that RBP's E T rank was often better than the corresponding E G rank, indicating that RBP did not generalise well. Figure 5(b) illustrates E G profiles obtained by the algorithms on the moving hyperplane problem, under a semi-abrupt scenario, where exactly one half of the sliding window was replaced by new patterns whenever a change occurred. Figure 5(b) illustrates that RBP performed comparably well to other algorithms when the sliding window contained a single concept (complete replacement of patterns inside the window) but failed to generalise when two bordering and possibly conflicting concepts were present in the sliding window. Thus, RBP exhibited a strong sensitivity to the presence of stale data inside the sliding window. Figure 5 (b) illustrates that restarting RBP at the sign of stagnation (SRBP) significantly improved performance (p-value < 0.0001). However, SRBP was still significantly outperformed by algorithms which did not employ complete reinitialisation of weights (e.g., BP and CPSO, p-values < 0.0001). The fact that poor generalisation of RBP was effectively remedied by SRBP indicates that RBP's susceptibility to poor generalisation was due to the sensitivity of the gradient descent methods to the starting point of the search. Figure 5 (c) illustrates a scenario under which all variants of BP (namely, BP, SBP, RBP, and SRBP) failed to optimise decision boundaries between environment changes. As discussed in Sect. 5, BP will fail to adapt to an environment change if the change of the error function landscape causes the current position of the NN weight vector to be in an unfruitful region such as a plateau or a local minimum. The failure of BP to adapt to changes illustrated in Fig. 5(c) indicates that these changes trapped BP in a region from which BP could Fig. 5(c) illustrates that RBP, SBP, and SRBP were also susceptible to stagnation between changes and performed significantly worse than the dynamic PSOs (only RPSO is illustrated in Fig. 5(c) for the sake of clarity, p-value <0.0001 obtained when comparing RPSO to RBP, SBP, and SRBP). Stagnation of the BP algorithms is attributed to the strong dependency of the gradient-based algorithms on the starting point of the search: RBP, SBP, and SRBP failed to find an optimum when the weight vector was located in an unfruitful region of the search space after reinitialisation. Table 6 indicates that RPSO obtained the best rank on the sliding thresholds problem, where, as explained in Sect. 6.3.4, multiple decision boundaries were introduced, making the problem of stale data more severe. Figure 6(a) illustrates algorithm E G profiles obtained for the sliding thresholds problem under scenario C1 and indicates that the RPSO's E G profile peaked lower than that of the other algorithms (p-values <0.0001 obtained when comparing RPSO to other algorithms). The RPSO is the least memory-dependent of the three dynamic PSOs considered, because RPSO reinitialises a percentage of randomly selected particles, not sparing the neighbourhood best particles if these particles happen to be chosen for reinitialisation. Weaker dependence on memory helps RPSO to promptly "unlearn" obsolete information after every environment change, which proved useful on a problem where multiple decision boundaries had to be updated. Table 6 shows that CPSO and QPSO performed better than RPSO and RAPSO on problems where the ability to preserve previously learned information was more important than the ability to promptly "unlearn" the stale data. Examples of such problems are the electricity pricing problem, where new electricity prices were derived from old electricity prices, and the moving hyperplane problem, where the reinitialising approach did not prove efficient due to the dimensionality of the problem. Figure 6(b) illustrates algorithm E G profiles obtained for the electricity pricing under a gradual temporally severe scenario. Here, CPSO and QPSO were visibly more apt at tracking the moving optima than RPSO (worst performing RAPSO not shown for the sake of clarity). Superiority of CPSO and QPSO over RPSO was confirmed to be statistically significant (p-values <0.0001). Under frequent changes, RPSO did not have enough time to properly exploit the found optima, whereas CPSO and QPSO used their memory of previous solutions to promptly optimise the solution at hand. Table 7 lists the best performing algorithms under various sliding window step sizes (i.e., spatial severity) considered for the five dynamic classification problems. Table 7 shows that the dynamic PSOs were more successful under gradual to semi-gradual scenarios, whereas the BP algorithms were more successful under abrupt scenarios. An important advantage of the gradient-based approach to NN training is the fast speed of convergence, and it is precisely this property which allowed BP, SBP, and SRBP to outperform the dynamic PSOs under abrupt changes. Figure 7(a) illustrates that under an abrupt scenario, the dynamic PSOs took longer to converge than both BP, SBP, and RBP (only SBP and RBP are shown for the sake of clarity): the three dynamic PSOs took 25 iterations to reach the minimum attained by SBP and RBP in 10 iterations. Figure 7 (b) illustrates another abrupt scenario where the dynamic PSOs exhibited no signs of stagnation but were unable to match the convergence speed of the gradient-based algorithms. Thus, slow convergence speed of the dynamic PSOs often made these algorithms less efficient than BP under abrupt changes. However, Figs. 5(a) and 7(c) illustrate that, once the dynamic PSOs reached a minimum, the dynamic PSOs maintained the obtained minimum better than the BP algorithms: under gradual scenarios, the dynamic PSOs were able to reach a lower minimum error than that obtained by the BP algorithms. The difference between BP and the dynamic PSOs was statistically significant (p-values <0.05). The dynamic PSOs also tracked gradual changes more closely than the gradient-based algorithms. Gradual changes imply that little new data is added to the sliding window after every change, and thus the new optimum is expected to be in the near proximity of the old optimum. The population-based principle allowed the dynamic PSOs to promptly evaluate the area covered by the swarm, and immediately find a more up-to-date solution amongst the particles, while BP algorithms had to move in the direction of the negative gradient towards the changed optimum. The ability to explore a wider area around the current solution made the dynamic PSOs more apt than the gradientbased algorithms at tracking gradual changes. Table 8 lists the best performing algorithms under various change frequencies (i.e., temporal severity). Table 8 shows that BP and SBP were more successful under frequent changes, which corresponds to the already made observation that BP algorithms converged faster than the dynamic PSOs. However, when given enough time to train, the dynamic PSOs outperformed the BP algorithms on most problems considered. The only exception to this rule was the dynamic sphere problem: Table 8 shows that, although RPSO was the best performer under the most temporally severe scenario on the dynamic sphere problem, RPSO was significantly outperformed by SBP under all other change frequencies considered for the same problem. This indicates that, although the dynamic PSOs typically took longer than the BP algorithms to exploit a fruitful area, exploiting a fruitful area for too long can indeed result in poor performance due to over-exploitation. Figure 7 (d) illustrates the algorithms' E G profiles obtained on the dynamic sphere problem under abrupt infrequent changes. Figure 7 (d) illustrates that, after iteration 1500, all dynamic PSOs obtained E G ≈ 0 and produced a very high error after the next environment change. Low temporal severity allowed the dynamic PSOs not only to find a good solution, but also to over-exploit it, leading the swarms to an unfruitful search space region (such as a plateau or a local minimum), from which the swarms struggled to escape after a change in the error landscape. The fact that neither SBP nor RBP exhibited over-exploitation under the same scenario indicates that the dynamic PSOs are more prone to over-exploitation than BP algorithms when trained for too long.
In general, it can be observed that the dynamic PSOs exhibited a stronger sensitivity to such characteristics of dynamic environments as spatial severity and temporal severity. Figures 8(a) and 8(b) illustrate the collective mean E G values obtained by the algorithms under various dynamic scenarios for the electricity pricing problem and the moving hyperplane problem, respectively. In Figs. 8(a) and 8(b) , the performance of the dynamic PSOs deteriorated as both the temporal severity and the spatial severity increased. In Fig. 8(b) , the performance of dynamic PSOs also deteriorated under gradual scenarios of low temporal severity, because the dynamic PSOs were allowed to train for too long and thus over-exploited. In both Figs. 8(a) and 8(b) , BP produced more robust results than the dynamic PSOs: the BP error was less affected by the extent of spatial and temporal severity. The dynamic PSO algorithms involve more parameter tuning than BP, since, in addition to the standard PSO parameters, parameters specific to each dynamic PSO also require tuning. Hence, the dynamic PSOs require more scenario-specific parameter tuning than the BP algorithms but have a high potential to outperform the gradient-based algorithms when properly tuned. Figure 8 (c) illustrates the collective mean E G values obtained by the algorithms under various dynamic scenarios for the sliding thresholds problem. Only the best performing dynamic PSO and BP algorithms are depicted. Figure 8 (c) illustrates that the dynamic PSOs outperformed the BP algorithms under most scenarios considered. Superior performance of the dynamic PSOs on a problem where multiple decision boundaries were present indicates that the dynamic PSOs were less sensitive to the total number of decision boundaries, as well as the presence of stale data inside the sliding window. Thus, the dynamic PSOs may be expected to outperform BP on more rugged NN error surfaces.
Conclusions and future work
The main objective of this paper was to show that dynamic PSO algorithms have potential to be efficiently applied to NN training in the presence of concept drift. An experimental procedure was designed to compare the training algorithms on a representative selection of dynamic classification problems under a representative selection of dynamic environments. A sliding window was used for pattern selection, and dynamic environments of varying spatial and temporal severity were simulated by adjusting the step size of the sliding window and the number of algorithm iterations between the sliding window shifts, respectively. Four artificially generated dynamic classification problems and one real-life data set with concept drift were used in the experiments. The problems differed in terms of dimensionality, decision boundary shape, and the total number of decision boundaries. Backpropagation (BP), BP with stagnation detection (SBP), reinitialising BP (RBP), and RBP with stagnation detection (SRBP) were compared with four dynamic PSO algorithms, namely reinitialising PSO (RPSO), reinitialising-all PSO (RAPSO), charged PSO (CPSO), and quantum PSO (QPSO).
The obtained empirical results showed the dynamic PSOs to be viable NN training algorithms in the context of dynamic classification problems. The dynamic PSOs exploited and tracked decision boundaries better than the BP algorithms, allowing the dynamic PSOs to outperform the BP algorithms under scenarios exhibiting infrequent to moderately infrequent gradual changes. The BP algorithms converged faster than the dynamic PSOs, which enabled BP algorithms to outperform the dynamic PSOs under frequent abrupt changes. RBP, SRBP, and RAPSO exhibited the worst performance under most scenarios for most problems, thus showing that a complete reinitialisation of NN weights is an inefficient approach to concept drift problems. The dynamic PSOs exhibited stronger sensitivity to the extent of temporal and spatial severity than the BP algorithms. However, the dynamic PSOs were less sensitive to the total number of decision boundaries or the presence of stale data in the sliding window than the BP algorithms. Thus, the dynamic PSOs are expected to perform better than gradient-based algorithms on rugged NN error surfaces. The RPSO performed better than the CPSO and the QPSO on problems which required prompt "unlearning" after a change (e.g., stale data present in the sliding window, numerous decision boundaries). The CPSO and the QPSO performed better than the RPSO and RAPSO on problems which required previously learned information to be preserved (e.g., no or little stale data present, new decision boundaries derived from old decision boundaries).
Further research will include a study of overfitting behaviour exhibited by the dynamic PSOs applied to NN training under concept drift. The applicability of dynamic PSO NN training to dynamic problems other than classification problems, for example, dynamic function approximation, also needs to be investigated. The authors plan to apply the proposed approach to large-scale real-life scenarios. The dependence of the dynamic PSO performance on choosing optimal control parameter values can be lessened by developing self-adapting parameter strategies for dynamic environments. It would also be interesting to apply other dynamic population-based techniques, such as dynamic genetic algorithms, to NN training in dynamic environments. The most popular approach to concept drift handling, namely ensemble learning, can also be improved by employing dynamic PSOs as training algorithms for the single classifiers involved.
Appendix: Collective mean error values
This appendix reports the collective mean E T and E G values obtained by the algorithms for the five dynamic classification problems considered. Tables 9 and 10 list E T and E G obtained for the SEA concepts problem. Table 11 lists E T and E G obtained for the moving hyperplane problem. Table 12 lists E T and E G obtained for the dynamic sphere problem. Table 13 lists E T and E G obtained for the sliding thresholds problem. Table 14 lists E T and E G obtained for the electricity pricing problem. 
