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Chapter 1
1.1 Introduction
In this thesis, I will present work which was undertaken to 
review and improve on the cascade calculations and processes 
involved with exotic atoms. The classical Bohr atom presents 
us with the picture of a small positively charged nucleus surrounded 
by bound electrons in a series of orbits. In an exotic atom, we 
exchange one of these electrons for a more massive, but still 
negatively charged particle, such as a muon, pion, kaon or anti­
proton. Because the exotic particle is more massive than the 
electron (table 1.1 details some properties of exotic particles), 
the Pauli principle doesn’t apply to the exotic particle (there is 
assumed only one massive per exotic atom) and so the whole range of 
classical orbits is available to the particle. So conventionally, 
our picture of an exotic atom is that of a positively charged nucleus 
with a bound massive negatively charged particle. To first order we 
ignore the atomic electrons so that we have a hydrogen-like system 
dominated by the Coulomb interaction.
The existence of such exotic systems was first proposed by Fermi and 
Teller (3&a) and Wheeler (111) to explain the experimentally observed 
effect by Conversi et al (25) that stopped negative muons decay in 
light but not heavy elements, where the capture of the muon from its 
lowest bound orbit into the nucleus competes with its natural decay. 
Other evidence for the existence of rauonic atoms had also been found, 
such as Auger electrons in photographic emulsions by Cosyns et al (26) 
and X—rays measured with sodium-iodide crystals in studies for cosmic
rays by Chang (18). Fermi and Tellai*s calculations indicated that an
• —12 —13exotic particle would take some 10 — 10 seconds to cascade to the
lowest available bound orbit, a time very much shorter than the decay
lifetimes, indicating that there was no reason why exotic-atom systems
should not exist.
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Table 1.1 Some exotic particle properties
Particle Mass (Me V) Lifetime (sec) Spin
y
105.65948 
±.00035
2.197134 x 10~6 
±.000077
1
IT 139.5688
±.0064
2.6030 x 10“8 
±.0023
0
<
493.707
±.037
1.2371 x 10“8 
±.0026
0
P
938.256
±.005
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Since those early days, much extensive work, both theoretical and 
experimental has been made on exotic-atom systems which now provides 
us with an excellent tool for many uses such as tests of Quantum 
Electro Dynamics (QED) theory, mass measurements of the exotic 
particles (indirectly), nuclear matter density distribution 
information and even as a radiotherapy tool with the use of 
negative pions.
It is the latter use of pions which particularly interests cmr group 
at Surrey and prompted these and other calculations on pionic— atom 
systems. 0 fLeary (72) has performed experimental observations of many 
pionic systems in molecular targets, and his observations and 
calculations led us to conclude that existing theoretical cascade 
calculations were rather unsatisfactory in many ways. Tranquille 
(104) has studied the properties of theoretical pion-molecular 
systems with a view to providing us with a picture of the processes 
involved in the early exotic-atom formation process. We restrict 
ourselves here to the theoretical atomic cascade although discussing 
extensions to and effects from molecular structure as necessary.
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1.2 The exotic-atom formation process
The initial stages of formation of any exotic atom system are 
characterised by the incident particle (on some target, molecular 
or atomic) slowing down and losing energy by ionisation of the 
target. The exotic is then further slowed down by collisions with 
atomic or molecular electrons of a similar energy, followed by 
capture into either a molecular orbit in the case of a molecular target, 
or into a very high Bohr orbit in the case of a metallic or ionic 
compound.
In molecules, the exotic then transfers from this molecular orbital 
onto one atomic centre, losing energy by either ionisation of the 
molecule, or more likely by exciting the whole molecular structure.
In metals, the exotic de-excites by losing energy to the conduction 
electrons, and in a gas by Auger transitions.
The exotic then begins to cascade down the bound states, firstly by 
Auger transitions and towards the end of the cascade by X-ray 
transitions. Eventually, the exotic reaches a low bound state and 
either decays, or, for muons undergoes absorption into the nucleus 
via the weak interaction, and for pions, kaons and anti-protons by 
the strong interaction process.
Experimentally, we can measure some of the X-ray intensities, energies 
and yields from the cascade process. This enables us to calculate QED 
corrections in muonic atoms (e.g. vacuum polarisation corrections) 
and deduce something of the nuclear charge distribution from the 
transition energies, and masses of the exotics since the orbital 
binding energies are proportional to the exotics* mass. Similarly, 
measurement of the yields of the transitions gives information on the 
strong interaction process and form of the potential.
In molecular targets, measuring the X-ray intensities and yields gives 
us information about the capture ratios of the exotic in the various
atomic centres within the molecule. This is particularly important, 
in our field of interest, in calculating the dose rates necessary 
for radiotherapy.
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Many cancerous tumours are hypoxic in nature which makes them 
less susceptible to normal radiation treatment. Heavier 
particles, such as negative pions and fast neutrons, exhibit a 
much more favourable depth-dose curve to treat such tumours. This 
is because of the so-called Bragg peak at the end of the depth-dose 
range caused by the nuclear absorption of the pion giving rise to 
many short ranged ionising particles. So the bulk of the irradiating 
beams* energy is deposited within a short range. Electrons exhibit 
no such Bragg peak and X-rays exhibit an exponential attenuation 
caused by excitation of the atomic electrons. So heavy ions should 
surpass these standard treatments by delivering a tumouricidal dose 
of radiation to deep-seated tumours, whilst delivering a minimal dose 
to surrounding areas.
The success of any radiotherapy treatment relies upon maximising the 
radiation dose to affected areas and minimising the dose to 
unaffected areas. So we expect pion radiotherapy to be superior to 
conventional forms of treatment. Raju and Richman (87) have written 
a good discussion of the medical physics*viewpoint in their paper. 
Recently, clinical trials have been made at SIN in Switzerland,
LAMPF in the US and TRIUMF in Canada, but calculations of dose 
rates rely heavily upon theoretical interpretation of experimental 
results from irradiating "tissue equivalent materials". To 
calculate such dose rates we need to know not only the chemical 
composition of the relevant body tissue, but also the relative 
capture probabilities of the pion on the various atomic centres 
within the molecular structure under consideration. These capture 
probabilities are obtained by experimentally measuring a few X-ray 
intensities from given targets. We then perform a cascade calculation 
to fit these intensities and predict those we could not measure 
(i.e. Auger intensities and those X-ray intensities that were too 
weak or masked by others). This enables us to calculate the relative 
number of pions captured on each atomic centre, and hence their 
capture probabilities. Fermi and Tellar gave a simple law (the Z law) 
to calculate these probabilities which subsequently proved to be 
inadequate. Jackson (55) and Horvath (52) have separately developed 
further models to predict the capture ratios including the effects of 
molecular structure, but these models are not our concern here.
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We principally consider pionic-atom systems, but later find we 
must turn to muonic-atoms for more severe tests of our theories, 
since more X-ray lines can be experimentally obtained due to the 
absence of the strong interaction process. We also later perform 
some kaonic-atom calculations, which indicate that perhaps present 
values to upper level yields and absorption widths should be handled 
carefully, and would indeed bear further and more detailed investigation.
So we need a reliable cascade code for many uses. Existing codes 
have used hydrogenic wavefunctions and matrix elements, including 
only dipole transitions (Hufner cascade code) and some rather simple 
formulae derived by West (110) for the nuclear absorption rates.
These were derived in 1947 and we felt that they might bear closer 
scrutiny. Similarly the Hufner code treated the Auger transition 
rates in a very ad-hoc and approximate manner (17, 15, 33).
A more recent muon cascade code has been written by Arkylas (2) 
treating the Auger rates in a more precise manner and including 
higher multipole rates, but includes no calculations of nuclear 
absorption, finite nuclear size effects, and electron screening 
effects. To this end we embarked on a process of recalculation to 
attempt to calculate the cascade process including more correct 
nuclear absorption information, improved Auger transition rate 
formulae, and both static and dynamic electron screening effects 
into the atomic cascade process, all of which could and do have a 
not inconsiderable effect upon the various stages of the cascade.
Whilst the Hufner cascade code proved a useful initial tool, one of 
its major failings was that it assumed the atomic electron shells 
to be always fully occupied. As we shall see later, the early stages 
of the exotic-atom cascade are dominated by the Auger transitions, 
and in such circumstances the assumption that the electron shells 
remain full seems hardly justified. This problem has been surpassed 
completely for the K-shell and approximately for the L-shell in the 
Arkylas code, but there is still no attempt made to include electron 
screening effects, nor to move away from the assumption that the 
exotic bound states are hydrogenic around a point4ike nucleus in 
character.
- 5 -
At first sight it seems that we ought to be constructing a 
complete molecular cascade code, but such a task seems a rather 
daunting prospect, and we can reasonably justify our use of an atomic 
code anyway. The initial slowdown and capture of the exotic particle 
occurs through Auger transitions with the less tightly bound electrons 
in the target, be they conduction electrons in a metal, outer atomic 
electrons or molecular electrons. This gives rise to the molecular 
or crystal structure effects observed in the X-ray intensities. It 
is really only here that the exotic will have a bound state energy 
low enough to be influenced by the low energies of the molecular 
chemical bonds or crystal structure. The effect of the molecular 
structure is therefore only going to affect the later stages of the 
cascade by altering the specific arrangements of the electrons and 
hence the details of the electron screening effects. We show later 
that although the electrons cannot be neglected during the atomic 
cascade, the precise electron arrangement itself has little effect on 
the atomic cascade process, and so we are reasonably justified in 
picking up the cascade calculation after the initial capture stages 
whereupon the exotic will be somewhere in the region of the electron 
K-shell. So we assume that we can ’absorb’ the molecular structure 
effects into the distribution of the exotics at this stage of the 
capture process in the available bound states, and study the details 
of the distributions needed to fit the experimental X-ray yields and 
intensities with our cascade code. Hopefully we can then infer 
something of the molecular effects involved in the capture process 
and work back from the initial cascade level to describe the 
physics of the capture process.
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Chapter 2
2.1 The Cascade Calculation
In order to fit the experimental intensities of X-rays emitted from 
materials irradiated with meson beams or to make theoretical 
predictions about these intensities, we must perform what is called 
a cascade calculation. This involves simulating the interaction 
between the meson and an atomic centre (either isolated or as part of 
a molecule), and allowing the meson to Tcascadef down the bound 
states towards the nucleus, whilst calculating the relevant transition 
intensities. Rather than perform the calculations for many mesons 
and so obtain an ensemble view of the cascade process, we allow 
fractional populations of the meson bound states to exist, and hence 
obtain the ensemble view from one cascade. In this way we can describe 
the experimental intensities, making only the assumption that the 
irradiation of the target does not significantly change its molecular 
structure. Obviously this is not true on a microscopic scale, as in 
the case of pion interactions, each pion will interact with an atomic 
centre and upon nuclear absorption will destroy the structure (atomic 
or molecular) due to the release of large amounts of energy. However, 
on a macroscopic scale, we do not irradiate targets to sufficiently 
high dose levels, so that the macroscopic structure of the target is 
unchanged (72).
The cascade process broadly exhibits three distinct ’phases*, 
namely the slowing down of the meson until capture occurs into a 
molecular orbital (104), de-excitation from this molecular orbital 
onto a bound state of one centre within the molecule (i.e. an atomic 
orbital), and a cascade down successive atomic orbitals until 
nuclear absorption occurs.
Various models have been proposed to try to describe the initial 
capture and transfer from molecular to atomic orbitals (7, 22, 23, 29, 
46, 74, 75, 76, 106). The latter range from the simple *Z-1 aw* 
originally proposed by Fermi and Tellar (3&a) through more sophisticated 
two centre meso-molecular models developed by Ponomarev and Schneuwly 
(83, 91, 92) to refined versions incorporating more detailed analysis 
of the molecular electron structure by Jackson (56). These models
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have varying degrees of success, but perhaps do not give a 
good global fit to the available capture data. Fenni and Tellar 
did not consider molecules as such, but rather isolated atoms 
situated inside an electron gas. This may be a reasonable 
representation for a gas perhaps, but certainly not for organic 
molecules. The meso-molecular models also include parameters to 
allow for the direct capture of a pion from the continuum into a 
bound atomic orbital. The assumption made is that this capture rate 
is proportional to the number of 'core* electrons present and the 
models essentially differ only in their definitions of core electrons.
Another important process that must be considered with the capture 
process is that of Hydrogen transfer (57). Here, the meson is 
initially captured onto a Hydrogen atom within the molecule, but 
subsequently ’tunnels', in the Surrey model, to a bound orbital on a 
heavier centre (e.g. importantly Carbon or Oxygen in an organic 
molecule). These rates have been calculated (57, 104) and parameters 
included in the capture models mentioned above to try to incorporate 
such effects.
For most of the remainder of this thesis, we will restrict our 
attention to a discussion of the atomic cascade process and nuclear 
absorption (for pions and kaons). We therefore assume that the meson 
has slowed down by interacting with other atoms or molecules, that 
capture has occurred, and the meson is now in a bound orbital about one 
atomic centre (not Hydrogen!). Calculations of capture rates and 
transfer ratios must inherently involve molecular structure effects or, 
in the case of an ionic compound, lattice structure, and were not the 
main concern of this treatise. Progress along the lines of such 
calculations has been made recently (104), but there is still a lot 
of work to be done in this area.
2.2 The initial capture process
It is customary to assume and experiments also indicate that little 
or no capture of the mesons occurs from the continuum into bound 
states with orbits below about the electronic K-shell size. Hence we 
pick up the cascade process when the meson has reached a bound state 
with a radius roughly corresponding to that of the K~shell electrons.
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* V •Classically the radius of a Bohr orbit, n, with principal 
quantum number n, is given by:-
■fc2 n2
rn ____________
ye2 Z
where \i is the meson-atom reduced mass and Ze the charge of the 
nucleus. The value of n at which the meson orbit has a radius 
approximately that of the atomic K-shell is then given bv:-
i
n =
m
me
-(2 .2)
wherem£ is the electron mass, and m  is the meson mass. Corresponding 
values for a 11 , tt , ic , p are 14, 17, 31 and 43 respectively. So
for a pion, we typically start our atomic cascade at (or around) , 
a principal quantum number of 17. Small variations in this initial 
value of n produce negligible change to the calculated X-ray 
intensities, although some people claim improvement when fitting muon 
data by taking an initial value of 17 or 20 for n (as opposed to 15)
(30, 82).
We now have to assume some sort of initial meson-population, POO, of 
the various angular momentum states, £, available. Since we assumed 
that there is no direct capture into bound states below this initial 
n level, the whole meson population will have in reality passed through 
or by this n level. Hence in our calculation we normalize the meson 
population POO to unity at this level. Perhaps the most obvious 
choice of distribution is the statistical distribution (32)
P (i) ' (2l + 1) -(2.3)
After extensive calculations fitting experimental data, Eisenberg 
and Kessler (33, 34) suggested the use of the modified statistical 
distribution
p (£) * (2£ + 1). exp(oi ) -(2.4)
with a a variable parameter. Various other distributions have been 
used and 0*Leary (72) found that distributions of the forms in 
equations 2.3,4 with a cutoff £ value, i.e. P(£) * 0 for l> I max
greatly improved fits in certain cases. The justification for the 
use of such a distribution relies heavily on the argument that the 
molecular structure, and more specifically the appropriate bond 
length, limits the number of angular momentum states available for 
the meson to occupy. Although this argument may give some feel for 
the underlying capture process, it is perhaps a little unclear and 
needs more thought and explanation to justify it. Other successful 
distributions include the quadratic form
P (£) « 1 + a£ + bI2 -(2.5)
used successfully by Hartmann, Vogel and others (47, 48, 107).
Although some calculations have been made for the direct capture 
process (1, 19, 23, 24, 39), these make no allowance for the transfer 
process nor for de-excitation from molecular orbitals. Extensive 
calculations have only really been made for very light nucleii in 
isolated atoms. The angular momentum distributions from these 
direct capture calculations tend in general to have a modified 
statistical shape (equation 2.4) with large negative a. Tranquille 
(104) has shown that the hydrogen transfer process may be more important 
than had been previously ‘thought. In molecules with C-H, O—H, and N-H 
bonds, he shows that the highest pion bound atomic state on a hydrogen 
centre has n^ 11-14 and that the corresponding bound atomic state on 
the heavier centre after transfer has occurred is expected to have n~90. 
Thus the hydrogen transfer process feeds pions into bound atomic states 
with n~90 and £e [0,11-14], i.e. it preferentially populates the low £ 
angular momentum substates. Tranquille also found that pionic molecular 
orbitals only existed for very large principal quantum numbers and 
circular or near circular orbits. Now it is difficult to visualise 
any physical process which would allow a transition from a molecular 
orbital to an atomic one which would appreciably change the angular 
momentum of the pion. Hence those pions which arrive in atomic states 
having transferred from molecular orbitals must populate the circular 
or near circular orbits.
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Taken altogether, it is not clear that we can make any hard predictions 
about the angular momentum distribution as this will depend on the 
relative importance and rates of the above processes. As a result, the 
angular momentum population distribution is usually taken as a 
parameter of the calculation and we try to deduce something of the 
initial capture process from the distribution required to fit the 
experimental X-ray intensities after our cascade calculation has been 
made.
Having chosen our initial population distribution, we must now 
allow the meson to de-excite from the initial n-level to lower 
bound states by radiative and Auger transitions. When the meson 
finally reaches the lower bound states (n^) we must also consider 
(in the case of pions and kaons) transitions due to the strong 
interaction between the meson and the nucleus, which absorbs the meson 
into the nucleus and removes it from the cascade process. The strong 
interaction process is discussed in more detail in chapter three. 
Similarly we should also take into account the decay lifetime of the 
meson which will also remove it from the cascade.
2.3 Basic transition rates
In the early stages of the cascade, the mesonic-atom de-excites 
predominantly by Auger transitions, and the radiative transitions 
become increasingly important as we move to lower bound states 
(smaller n) until they dominate in the latter stages. However, for 
low Z atoms the Auger transitions play an important role even in the 
later stages of the cascade process, being important until n=3,4. 
Detailed formulae for these rates and discussions of the importance 
of relativistic and higher multipole (than dipole) effects are given 
in chapter four.
It turns out that the dipole transitions are dominant although 
other multipole rates are important. The dipole transitions have, 
by definition, a change of angular momentum quantum number Al = ± 1 
and M  = -1 is found to be favoured. Matrix elements for dipole
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transitions are easily calculated and are given in equations 2.6, 7 
for a pion (or muon etc. by simply changing the suffices).
2
-(2.6)
4e2(AE)3 f 1 2 -(2.7)r >TT
where W is the Auger transition probability, W the radiative
A A
(X-ray) transition probability, AE the transition energy and
is the initial/final pion wavefunction and <p *9 ^  the Tir r e
initial/final electron wavefunction respectively. The Auger rate 
is greatest when there is a large overlap between the pion and 
electron wavefunctions, which occurs at large n and for small 
change in pion binding energy i.e. An is as small as consistent 
with the transition energy still being large enough to eject a 
bound electron. The X-ray probability is greatest when AE is 
large and the pion wavefunctions overlap well, which occurs at low n.
In all cases, dipole transition probabilities tend to be the most 
important, although higher multipole transitions are not insignificant, 
as are the Auger monopole rates. This is discussed further in 
chapter four. Since the dipole rates have A£ = ± 1 with AZ = -1 
favoured, a rough picture of the cascade has the meson undergoing trans­
itions with An > i and A£ = -1. This leads to a cascade which 
populates the circular orbits (£ = n-1) more and more as n decreases.
The favoured de-excitation process from a circular orbit is due to 
X-ray emission to the next lower circular orbit, and these are the 
X-ray intensities that can be measured most easily with muons.
However, the pion and kaon cascades are quite different because of the 
strong interaction process which broadens and shifts the circular orbit 
transition lines to such a large degree that they become unmeasurable. 
Similarly the absorption from s-states is so strong that the Lym#.*. 
series lines are also not seen and most pion data only reveals a 
few tfatpit/' series lines (perhaps two to ten depending on Z).
For now let us assume that we can calculate all the necessary ' 
transition rates to the required accuracy and that we can describe 
all the physical processes involved adequately. The detailed 
calculations of the basic transitions are presented in chapters three 
and four.
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Corrections allowing for dynamic and static electron screening 
effects are presented in chapters five and six respectively.
So we can calculate the Auger rates, the radiative rates, r
the nuclear absorption rates, T , and the decay rate or inverse 
lifetime of the meson, r^eca^ (all in sec-1.). To calculate how 
to re-distribute the meson population from the current n-level 
(n^), we must first calculate all the transition rates from each Z ^  
state [o,n^ -l] ) to all lower ^ 2,^2) levels (n2t[l,n^-l] ,
y[o,n2 -l] ) . We then calculate the branching ratio from each 
(n^,£^) initial state to each final state. The branching
ratio for an initial state 1 and final state 2 is defined as the 
ratio of the total transition rate from state 1 to 2 divided by the 
total transition rate out of state 1 (i.e. the inverse lifetime of 
state 1). This gives us the probability that the meson makes the 
transition from state 1 to state 2. We can then re-distribute the 
population of mesons from the current state 1 to all lower states 2 
in direct proportion to the appropriate branching ratio. Having done 
this for all the £ states at the current n level, we then move on to 
consider the next lower n-level and repeat the whole process. In 
this way, we simulate the cascade of mesons through the bound states 
and can calculate the X-ray intensities as we go (see later for 
explicit formulae). This process is shown in diagiam2.1 in block 
form. We effectively assume that the cascade of an ensemble of mesons 
through the bound states of atoms proceeds in discrete stages 
i.e. all mesons leave, for example, the n = 17 level before any leave 
the n = 16 level etc. This is justified because at any one time 
there is physically only one meson on a given centre, and hence it can 
only have one value of the principal quantum number. Also the 
cascade of one meson is assumed to have no effect on the cascade process 
of another if the two are on different atomic centres. This is an 
entirely reasonable picture of the cascade of an ensemble of mesons, 
and hence we can separate the cascade into discrete stages in our 
theoretical picture, as presented here.
- 13 -
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2.4 Electron shell refilling
One of the most important effects to try to include in any
cascade calculation is that of electron shell refilling. As the
meson cascades through the bound states, so the Auger transitions
will gradually empty the electron shells. Indeed, if refilling did not
occur, the electron shells would soon become empty and Auger transitions
no longer possible. However, refilling does occur and depending upon
the precise rate, competition between the Auger transitions emptying
the electron shells and refilling occurs. To estimate whether the
Auger electrons would escape from an experimental target, we performed
some rough mean free path calculations. Following Dyson (28) we wrote
down typical range energy relations for low Z atoms and low energies
(typically < 10 keV) . These allowed us to estimate the mean free
path for the typical energy of Auger electrons. So, for instance,
9
for a 2 keV electron in t* Be, the mean free path turns out to be 
around 0.1 mm. This is to be compared to a target thickness of 
perhaps 1 - 4 cm (72). So only surface Auger electrons are likely to 
escape from the target, and there will be enough electrons for total 
refilling to occur, if not instantaneously. The refilling process 
was only considered for the K-shell as any analysis trying to keep 
track of higher shell electron populations would become impossible.
It turns out that the treatment of the refilling for these higher 
shells is not as important anyway, since most screening effects come 
from the K-shell (see chapter six) . Thus we assumed throughout our 
work that the M-shell and higher electron shells were always full 
(if we are considering a suitably high Z atom), and the L-shell 
refilling was handled in an ad-hoc manner (94) by simply multiplying 
all the L-shell Auger rates by a constant factor between zero and 
one to mock up refilling effects. Typically this factor was taken 
as 0.3 but could equally well have been a parameter of the calculation.
The refilling of the K-shell electrons occurs principally by the 
X-ray electron transition from the 2 p to the Is state. This 
transition rate for full L-shells and one K-shell vacancy is called 
the normal atom rate, and has been extensively calculated by Scofield 
and others (19, 20, 21, 24, 39, 62, 94, 95, 96, 97). Usually when 
performing a cascade calculation, the refilling rate is taken as a 
parameter of the calculation and varied to fit the experimental 
data (see chapter 7).
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In calculating the branching ratios, we have to consider two 
distinct cases. Firstly we will look at the easier case when we 
have instant K-shell refilling (i.e. we allow no electron shell
vacancies and hence no reduction in the Auger transition rates), and 
secondly the more complicated case when we have finite refilling rates 
leading to K-shell vacancies and reduced K-shell Auger rates-
2.4,1 Instant K-shell refilling
In this case we allowed no K-shell vacancies and hence use the 
K-Auger rates for the full shell. The branching ratio for the 
population redistribution calculations, from initial state 1 to 
final state 2, is quite simply seen to be given by B , where
where the sum over n£,^2 runs over states more bound than (n-ls£ O .  
Having calculated these branching ratios for all necessary states 
(n2»^2) we can then redistribute the population of the (ni ,£ O
state into the lower state by augmenting the population of the 
(n2,^2) state by an amount
Similarly, when calculating the X-ray intensity contribution, this 
is simply the ratio of the radiative transition rate from state 1 
to state 2 divided by the total transition rate out of state 1 , 
weighted by the meson population of state 1. This is called the 
X-ray yield and is given by
These contributions are then summed over £-1 to obtain, for instance 
if * Ist 1 the Lyman series intensities.
P
r „
nl 2-1 »n2^2
B (1-2) =
P
rabs + pdecay + 
n ^  1
(Pop. (n^i) ) • Bp(l-2) (*.*}
• ( Pop.(nj,ii) )
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2.4.2 Finite K-shell refilling
The effects upon the cascade process of finite electron refilling 
rates were first considered by deBorde (15). His analysis, however, 
assumed that the K-shell always had a single vacancy throughout the 
whole cascade process. Now if we were to allow no refilling to 
occur, then with a single K-shell vacancy we would have to halve 
the full K-shell Auger transition rate to obtain the correct rates. 
deBorde showed that, if we write for the full K-shell Auger 
transition rate, P2 for the total transition rate by other processes 
from the state (n^,^) and P3 for the K-shell refilling rate, the 
modified K-Auger rate allowing for finite refilling. P{ is given by
?2 P2 Pi + P2 Pi
   =   . lFl( 1, 1 +   ;   ) -(2.11)
Pf + P2 Pi + P2 P3 2P3
where (a,b;c) is a confluent hypergeometric function (1,44).
Although this method is perhaps better than not allowing for the 
existence of K-shell vacancies at all, the treatment is not a 
particularly accurate description of the physical processes involved.
A better analysis has been outlined by Vogel (108, 109) and is 
presented and enlarged upon here.
In essence we assume that there can only exist zero, one or two K-shell 
electrons, and associate with each a probability of the mesonic-atom 
being in that state, namely a^, aj and 3.2 respectively. We next have 
to assume that the Auger or radiative meson transition and the 
electron transition refilling the K-shell occur distinctly one after 
the other (as opposed to simultaneously). We must then consider which 
transition processes are possible for each of the three cases with 
zero, one or two K-shell electrons present. These processes are 
shown schematically in diagram 2.2. In these diagrams, the time 
evolution proceeds from right to left across the diagram. So, for 
example, diagram 2.2.3 represents the process of initially having one
- 17 -
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Figure 2.2 Feynman diagrams for radiative and 
Auger meson transitions.
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K-shell vacancy and the meson in state (n^, 2 )^ then radiative 
electron refilling occurs, then the meson undergoes a K-shell Auger 
transition to state (n^, 2^ ) ejecting an electron, and we finish in 
the final state with one K-shell vacancy and the meson in state 2^)
Now consider a specific meson transition from state (n^, 2^) to state
(n?, 2_) and drop the subscripts for the initial/final states from the
A R
Auger and radiative etc. rates T , T , ... Then Vogel shows that the
A.'modified Auger transition rate, V allowing for a finite refilling 
rate is given by
rA  = o.5.rA .
rR  +  rA  + 2 r refi11
rR + rA + rrefi11
-(2.12)
where the refilling electron transition rate assuming one
K-shell vacancy. We assume that the refilling rate is constant 
throughout the cascade process. This is unlikely to be correct as the 
existence of any L-shell vacancies will more than likely reduce the 
refilling rate. However, this assumption simplifies the analysis and 
probably doesn't affect the results too greatly, since the L-shell 
remains nearly full throughout the parts of the cascade when the K-shell 
Auger transitions are important (see chapter seven).
To calculate the change in the probabilities of the K-shell population 
and the branching ratios, define three inverse lifetimes T , T , T of 
the meson bound state (n^, 2 )^ when there are zero, one and two 
K-shell electrons respectively, then,
t° = rR  + 2.rr efi11 + rabs . + rdecay - ( 2 . 1 3 )
V  * i
x 1 = rR  ♦ o.5.r* + rr e f i u  + rabs ♦ rde c a y  -(2.14)
ni’ l
I 2 = rR  + rA  + ra b s . + rd e c a y  - ( 2 . 1 5 )
V  l
Then if we write a ag ^ as the probabilities that there are no
K-shell electrons initially and finally respectively, (with regard 
to the meson transition), then we can write down the final K-shell 
population probabilities in terms of the initial probabilities, as
- 19 -
(f) (i) 0 refill
ai = ag 1 rR + j,ref ill # pR -(2.17)
+ ai (i)
,R
+ r
refill • r ♦ a2(i) rA
(f)a2 = a0(i)-2_ rre£ill rrefill j.R + (i) Refill rR 2
•   x • - -
+ * (i) rR + a2 .r
To see where these equations 2.16-18 come from,consider the transition
probabilities involved. Then, for example,in equation 2.16, the
probability that there are no K-shell electrons finally (ag^) is
/ • \
equal to the probability that there were none initially (ag ) times
the probability of a radiative transition (F*Vt °) plus the probability
there were no K-shell electrons initially (ag*^) times the probability
that an electron refills the K-shell (2 x Fre^1^/T°) the factor of 2
arises because there are two distinct ways to refill the shell) times
A ithe probability of a K-Auger transition (0.5T /T1), plus the
probability there was one K-shell electron initally ( a ^ )  times the
A i
probability of a K-Auger transition (0.5F /T1). This is the sum of 
the probabilities then from diagrams 2.1.9,4,2 respectively. These
proabilities are those for a single meson populating the bound state
abs decav
(nl* ^l)* We have also not explicitly written T , and T
. * 1
into equations 2.16-18. As the nuclear absorption and decay processes 
have the same effect as the radiative meson transition as far as the 
number of K-shell electrons is concerned.(i.e. neither of these 
transitions changes the K-shell electron population), we have 
implicitly absorbed these rates into T and not written them explicitly 
here. They would, of course, be explicitly included in any cascade
- 20 -
code, but have been omitted here for brevity and clarity of
the formulae. Similarly we have not included the L, M.. shell
R -AAuger transition rates. These are also included in r and i. 
is used solely to denote a K-shell Auger transition here.
The branching ratios can be calculated in a similar manner to before, 
Let T°, T1, T2 be the inverse lifetimes of the meson state (n^, 2-x) 
if there are zero, one or two electrons in the K-shell respectively. 
Then
T =
n2>£2
,R
ni£i,n2£2
+rabs + pdecay + prefill 
nl£l - (2 .1 9 )
.1 _
n2>£2
rR + o-5.rA
ni£i»n2£2 n1£1,n2t2
„abs -decay ^refill -(2.20)+ r . + r +  r
ni£i
t2 = z
n2» £2
.R
nl£l»n2£2
+ r
nl£1»n2£2
+ pabs + pdecay 
nl*l
Then the branching ratio from state 1 to 2 is now
Bp = Pop.(nx,£x).
PR _A
(i) (i)
a2 . 2 + al
rR + o -5 . rA +
-(2.21)
+ rrefill rR  + rA rR
2. rrefill rR  + o * 5 . r A  + rrefl11 rR  + rA -(2.22)
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Similarly, the X-ray yield for the transition is now
Pop. (n^Zj) *(i)a2
.R
+ al
(i) irR .refill ,R
' ' ' *
_R , - -refill rR ^ -refill Rr + 2 .r r  + r r
rpO 'pO -j-l •pi <p2
-(2.23)
So assuming that we can accurately calculate the transition rates, 
the formulae presented here allow us to perform a cascade calculation 
and predict or fit the X-ray transition yields. Considerations of 
corrections and improvements to the model only appear in the 
transition rate calculations. The strong nuclear absorption rates are 
dealt with in chapter three, the radiative and Auger rates are 
presented in chapter four, and dynamic screening effects due to the 
atomic electrons are dealt with in chapter five. Static screening 
calculations and finite nuclear size effects are presented in chapter 
six and a discussion of the relative importance of higher multipole 
transitions (than dipole) and relativistic effects is included in 
chapter four.
The modified branching ratio formulae presented here allowing for 
finite electron shell refilling rates are considerably more 
complicated than those for instant refilling. They do not,however , 
increase the cascade computation time significantly, as most of the 
effort is expounded in the detailed transition rate calculations. 
Certainly the modified formulae are necessary and good fits to the 
available experimental data cannot be made unless they are used.
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Chapter 3
3.1 Pion-nucleus strong interaction
In calculating the branching ratios for the cascade process, we 
must consider (in the case of pions and also kaons) the transition 
rate out of each bound state due to the absorption of the pion into 
the nucleus as well as the radiative and Auger rates to lower bound 
states and the decay rate. This problem does not, of course, occur 
for muons as they do not undergo a strong interaction with the nucleus. 
However, we will restrict ourselves here to only considering the 
pion-nucleus interaction as pionic-atoms are the main source of 
interest to us. Also the kaon-nucleus interaction is less well 
understood and the parameters for the optical potential are not 
well known unlike the case of the pion-nucleus optical potential (see 
later).
The strong interaction (SI) of the pion and the nucleus causes 
the pion bound state energy levels to be shifted in energy and 
broadened. In lowest order the broadening is dominantly caused by 
the process
(see eg.(8, pp427)) with absorption favoured onto a pair of 
different nucleons. The main absorption occurs from the Is,2s 
and 2p bound states. Because pions are also removed from higher 
bound levels (i.e. above n=2 or 3) by nuclear absorption, the yield 
for radiative transitions to lower bound states is decreased. Thus 
an accurate calculation of the absorption rate becomes vital to the 
X-ray intensity calculations. The X-ray yield of the transition from 
state (ni,£i) to (^,£2) *s defined as
t t+ N  + N N+ N -(3.1)
-(3.2)
- 23 -
where is Che pion population of the bound state (n,0,
is the radiative transition rate. is the Auger transition 
rate, pa S the nuclear absorption rate and p^ecay the decay 
rate (inverse lifetime).
However, experimental determination of the shift (e) and width (T) 
of the pion bound state is only directly possible for the Is and 
2p circular orbits. These can be measured (along with the transition 
energy 3d - 2p and 2p - Is) to typically better than 10%. Various 
experiments have been performed to measure these quantities (4, 8, 10, 
31, 41, 64, 65, 80) and the results tabulated (8). Some values of 
interest to us are shown in table 3.1.
The strong interaction line-width is found experimentally as follows. 
Define
rR
a =  2P » ls------------------  -(3.3)
,R . „Ar 2p , ls 2p , ls 2p
So a is the ratio of the 2p - ls X-ray transition rate to the 
total transition rate from the 2p level. Now the total transition 
rate from the 2p level is equal to the sum of the X-ray transitions 
3d - 2p» 4d - 2p, 5d - 2p, etc. which populate the 2p level. This 
does, of course, assume that the Auger rates are negligible and that 
the dipole transitions are ouch larger than higher multipole rates.
The extensions to include higher multipole rates are obvious anyway. 
These X-ray transition intensities can be measured experimentally, as 
can the 2p - ls X-ray energy and line width, as already mentioned.
This enables an indirect measurement of the strong absorption width 
of the upper 2p level by calculating accurately the 2p - ls X-ray 
transition rate, taking into account all electromagnetic and strong 
interaction effects. Thus with the numerator of equation 3.3 calculated 
and the denominator measured experimentally (indirectly), we have 
a value fora which combined with the measured 2p - ls X-ray intensity 
enables a calculation of the strong interaction width of the upper 
level. Shown in table 3.1 are some transition energies and strong 
interaction widths for the ls, 2p levels of pionic Carbon and Oxygen.
- 24 -
Theoretical calculations estimate the values for the shift and width 
of the 3d pion bound state (37a ,67). The widths so obtained are, 
for i2Carbon, r 3d = 1.71x10 5 eV for 160xygen 2.07x10 4eV.
3.2 West absorption formulae
To obtain the nuclear absorption rate from non-circular orbits, 
formulae were obtained first by West (110) and later by Sapp (90) 
which relate the absorption rate from a state (n,£) to the 
absorption rate from the corresponding circular state (£+l,£). The 
formulae are given in equations 3.4 through 3.6 for the s,p and d 
states respectively.
Table 3.1
Pionic atom transition energies (experimental) and strong 
interaction line widths
12C 2p - ls energy 93.221 (55) keV (4-/)
ls strong interaction line width 2.96 (25) keV (9 ,64-,65)
2p strong interaction line width 1.17 (11) eV (4-1)
0 ls strong interaction line width 7.56 (50) keV (P ,£4.,45")
2p strong interaction line width 4.70 (8) eV (P ,44,£5")
The general formula for any angular momentum state £ is given in 
equation 3.7 for comparison.
n£ m
2f+4
(n + z)l (m - l  - 1)!
-(3.7)
mi n (m + 1)1 (n - i - 1)!
These formulae are derived from first order perturbation theory. 
If we assume that the SI can be represented by a sufficiently 
weak complex optical potential, the shift (e  ) and width (r) of 
the pion bound state (n,i) are given by;
e . - ir *n£ iut r  U(r)-I ,’n£(r) l2 -r2-dr
-(3.8)
where U(r) = V(r) + iW(r) is the optical potential describing the 
strong interaction (V»W are real funtions of r) and $ is the bound 
state pion radial wavefunction. If we choose U to be a complex 
square well of radius R we obtain:
fR
| *n£(r) |2.r2.dr -(3.9)
Thus, one can easily show (8, 67) if we take on dimensional grounds
E A “ ir n *n£ nZ
• r„ 1-5 ( r/r„ nx n n -(3.10)
at small r, that
4(2£+3)/3 r * zn*
4(2JL+3)/3 -(3.11)
where
r = 
n
n
m e  3*
TT
-(3.12)
If instead we use a hydrogenic wavefunction for the pion bound 
state and keep only the leading term in the analytic expression (14) 
(i.e. in the finite series expansion of the Laguerre polynomial), 
we obtain the formulae 3.4-3.7. However, it is not obvious that the 
pion wavefunction should be hydrogenic. Indeed, for low quantum
- 26 -
number bound states where the SI process dominates, it seems highly 
unlikely that the wavefunction will be anything like hydrogenic.
So to check the validity of equations 3.4-3.7 we used an optical-model 
code to solve the Klein-Gordon (KG) equation for the pion bound state 
to obtain the energy shifts and widths. This code was kindly lent 
to us by Dr. C. Batty of the RAL.
The program calculates the pion bound state energy, SI shift and 
width, and wavefunction by numerically integrating the KG equation 
with the inclusion of finite nuclear size effects, vacuum polarisation 
potential (42) and an optical potential to describe the SI.
The optical potential used was of the form originally proposed by 
Ericson (37b)and Krell and Ericson (67), and used and paramaterised 
by others to fit experimental shift and width data (10, 11). For 
details of the structure of the potential see appendix A. This 
potential and modifications are discussed and explained in sore 
detail by Krell (67) and Batty (11).
The parameters for the optical potential were taken from a global 
fit (over Z) to the available experimental data, performed by Batty 
(11). Thus we were sure, at least, that we were reproducing correctly 
the absorption widths for the ls and 2p states of the pionic-atoms 
under consideration.
The parameter set chosen for use is detailed in table 3.2.
Table 3.2
Optical potential parameter set used. Details of the potential
form are given in appendix A.
b (m 1) = -0.023 ; b2 (m *) = -0.085
ir it
B (nT1*) = ( -0.02 , 0.044 )
o X
c (m 3) = 0.21 ; cj (m 3) = 0.09
IT IT
C (m~6) =* ( 0.123 t 0.057 )
o
X
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Data for the proton, neutron and charge distributions found in the 
optical potential were obtained from a number of standard references 
(8, 11, 58).
The code was run to calculate the nuclear absorption widths for 
eg. the ls, 2s, 3s ... states and comparison made with the simple
formulae 3.3-3.6. The results indicated that the simple formulae
were underestimating the true values of the widths when normalised 
to the appropriate circular state width. The error was found to
increase both with n (principal quantum number) and Z (atomic charge)
The error, of the s-state formula, defined as
3 T (calc)
C = n* . ns -(3.13)
ris(calc)
is shown in figures 3.1 for;
a) Q versus n in Oxygen (16)
b) c versus n in Copper (64)
c) £ versus A (atomic mass number) for n = 2
and d) C versus A for n = 10.
Cases a), b), c), d) are all for s-states ie. 1 = 0 .
Whilst the worst errors occurred in the s-state formula (equation 3.3) 
the p-state formula was accurate to within 3.5% (worst for Cadmium 
(110)). The d and f-state formulae had even smaller differences 
and so we assumed that the simple formulae (equations 3.5,3.6 ,3.7) 
were valid for states with £ >2. The s-state formula, however, was only 
accurate to 12% for 160xygen and 50% for ^Calcium. This was felt to 
be very unsatisfactory and we sought to improve on the simple formulae 
in some way.
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To check the dependence (or not) of the calculated absorption 
widths upon the optical potential parameters, some calculations were 
re-run using a different parameter set (which still fitted the 
experimental data, however). The results were that z, changed by less 
than 0.04% in *60xygen and 0.6% in ^Calcium, indicating that z, was 
parameter independent.
To check how far the wavefunctions departed from their hydrogenic 
counterparts in shape, some typical cases were calculated and 
compared graphically to the corresponding analytic form. The 
results for the ls pion bound state of 27Aluminium can be seen in figure 
3.2. Figure 3.2.1 shows the real parts of the hydrogenic wavefunction 
(dashed) and the computed wavefunction (solid). Figure 3.2.2 is the 
imaginary part of the computed wavefunction. Figures 3.2.3 and 3.2.4 
are expanded versions of 3.2.1 but only drawn out to a radius of 10 fm 
(i.e. they show the wavefunctions across the nuclear ’size1, which 
is the region of interest in equations 3.8,3.9). To aid the eye the 
nuclear density distribution for 27Aluminium is shown as a dot-dash 
line in figure 3.2.3. In figure 3.2.4 the dot-dashed line is the 
calculated wavefunction with no imaginary terms in the optical 
potential i.e. it reflects the change in the pion bound state 
due to the real part of the optical potential and the finite nuclear 
size corrections. As can be seen, allowing for 1 effective 
normalisation' differences, there is very little essential change in 
the 'shape' of the wavefunction over the range of the nuclear potential.
The cause of the shift in the wavefunction was investigated by running 
the code with a) no imaginary potential and b) no strong interaction 
terms in the potential at all (the corresponding parameters were 
simply set to zero). Case a) revealed virtually no change in. the 
real part of the wavefunction relative to the full potential calculation, 
indicating that the shift in the wavefunction does not come from the 
nuclear absorption.Case b) yielded a wavefunction which hardly 
departed from the analytic hydrogenic case. (There were only small 
differences arising from the finite nuclear size as opposed to the 
point nucleus implicitly assumed with hydrogenic wavefunctions).
Thus most of the shift in the wavefunction arises because the real part
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of the optical potential causes a significant change in the pion 
bound state binding energy (e) and this is reflected in the 
wavefunction. Similar effects were noted in all the other cases 
calculated but are not shown here.
So, it seemed that the hydrogenic wavefunctions give us a reasonable 
approximation to the 'shape* of the real bound state wavefunction if 
not the correct normalisation. The normalisation is?however, 
unimportant here as it simply cancels out when we combine equations 
3.9 and 3.13 to give the simple formulae 3.4-3.7.
3.3 Improved absorption formulae
This led to a re-calculation of the perturbation theory result in a 
more rigorous fashion, including this time more than just the leading 
term in the series expansion involved in the hydrogenic wavefunction.
The resulting expression for higher state absorption width is given in 
equation 3.14. Similar formulae were obtained for the p, d and f-states 
but were not in fact needed and so are not given here.
ns
ls
where v = 1 -
_L [l + (n - 1)
-1 ♦ -
35
n 3 n V 36
3ZR
2a
-(3.14)
R = radius of square well approximation to the imaginary part of 
the optical potential
"fe2
a = pion-nucleus Bohr radius = —
ye^
y = reduced mass of the pion-nucleus system
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R was calculated by assuming a two parameter Fermi distribution 
for the nuclear density (58) and assuming that the imaginary 
part of the optical potential was proportional to the nuclear 
density squared. Then 'matching' the half-way radius of the 
resultant distribution and the square well gives us that R = c - 0.88a 
where c and a are the half-width and diffuseness parameters of the 
nuclear distribution respectively. Equation 3.14 is only valid 
(because we keep only leading terms in the Laguerre polynomial 
expression for the wavefunction) when 0$ * <1 where x is the 
dimensionless radial parameter defined as
2Zr
x =  ___ -(3.15)
n.aTT
This turns out to be true only for A<62 ie. for elements of smaller 
atomic number than Copper. Equation 3.14 would, however, only be 
expected to give reasonable answers for x <0.5 ie. A<32. This is 
because the derivation of the equation relies upon the convergence 
of a power series in x.
A numerical fit to the calculated data was performed for R resulting 
in the parameterisation for A£ 40
R = 1.026 A1/3 - 1.3405 A~1/3 -(3.16)
If we define a quantity a (A) by the equation
Tni(calc) r„.i 1 21+4 (n+£)! (■ (n-£-l)
rm  £ (calc)
----------------- 1 + -----------  a (A) i -(3.17)
n J (2£+l)!(n-£-l)! [ n
then equations 3.14-3.16 can be used to calculate a (A), and 
excellent agreement was found between the* values so calculated and 
those obtained from the absorption widths calculated by the 
optical model code. For A>32, equations 3.14-3.16 did not give a good 
fit to a (A)* but a (A) still seemed to exhibit the same n and A 
behaviour as already indicated. So an expirical fit to the 
calculated data was performed for A>32 for a (A) using equation 3.17,
and a(A) expressed as a polynomial in A.
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Appendix B shows the absorption widths r for s-states in :=2Cr.
no
Tabulated also is C from equation 3.13 and hence the calculated 
value of a(A) from equation 3.17. Appendix C shows the 
collected values of a(A) for s and p-states for a large range of 
atomic number calculated in this manner.
So, summarising, the simple formulae for d and f-state absorption
were accurate enough as they stood (at worst they disagreed by 15%
for d-states for A = 232 and 7% for f-states). The p-states formula
was accurate for 5% for Z <60, and for Z->60 equation 3.17 reduced errors to
less than 5% over all A, where a (A) is given by
a (A) = 2.5785xl0“2-6.5326lf10“3, A + 5.5985xlO~5* A2 - 9.4759* icf8* A3 -(3.18)
An improved formula for s-states for A < 32 has been given (equations 
3.14,3.16) and for 20 < A < 144 (ie. 10 < Z < 60) a(A) is given by
a (A) = -3.185* 10~2+ 7.881xlo”3*A + 1.9591xlO~4* A2 - 3.3496xicf7x A3 -(3.19)
and for A > 144 ie. Z > 60 a (A) is given by
a (A) = -3.7282x10_1-5.8531xlO~2 A + 5.6970xlcf4x A2 - 1.2015*l(f6* A3 -(3.20)
These formulae reduce the errors in calculating the nuclear absorption 
widths for s-states to less than 5%.
The fits to a (A) and calculated values from the optical code are 
shown in figure 3.3. Note the discontinuity of a(A) for s-states 
occurring around Z = 60. This is probably due to nuclear quadtupole 
deformation effects (12) which begin to occur in the Lanthiums at Z^60.
Since our region of interest is in low to medium Z atoms, this effect 
was not investigated further. Note also that the pion ls bound state 
does not exist for Z > 35 as the orbit would lie (if it existed) 
totally inside the nuclear distribution. Thus to calculate higher 
bound state absorption rates, we must relate them to the 2s and not
- 34 -
the ls absorption width. From equations 3.6 and 3.17 we derive quite 
easily
r 8 # (1 + (n-1).g(A)/n) 
(1 + 0.5.a(A) )
ns
-(3.21)
r
2s 3n
This allows us still to obtain fits for a(A) to obtain the 
absorption widths.
The effect on the cascade process of the improved formulae and hence 
the aborption rates is discussed later. Note that one would, in 
general, expect the absorption from higher levels to increase, and 
hence the X-ray intensities to decrease in comparison to previous 
calculations.
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Chapter 4
Radiative and Auger transition rate calculations
To perform our cascade calculation we need to calculate all the 
necessary branching ratios and X-ray yields as described in chapter 
two. This requires an accurate knowledge of all the meson transition 
rates involved. The strong interaction process and associated 
transition rate has already been described in chapter three, and we 
now present the basic theory and calculation of the meson radiative 
and Auger transition rates.
Previous calculations of these rates have used hydrogenic, non- 
re lativis tic wavefunctions and matrix elements, and have made no 
attempt to include dynamic or static screening effects from the 
electron cloud, nor to include finite nuclear size effects- In this 
chapter we present the basic transition rates in a non-relativistic 
framework and then discuss corrections to these rates due to 
screening and finite nuclear size effects in chapters five and six.
We will also make some comment on the importance of relativistic effects 
later.
Our picture of the mesonic-atom system for now, will be that of a. 
meson lying in a bound state around a point charge nucleus and lying 
totally inside the atomic electron distribution. Thus the meson is in 
a bound state which looks hydrogenic in shape and we can simply write 
down the bound state wavefunctions for the meson. The atomic electron 
density, however, is assumed to be totally screened from the nuclear 
charge by the meson, to the extent of one unit of charge. This leads 
to an electron distribution corresponding to that of the Z— 1 charged 
neutral atom and we use values of the binding energies of the electron 
orbitals from the Z-l atom to describe our bound electron states. We 
allow for the interpenetration of the electron orbits with one another 
and with the meson bound orbit, by using an effective atomic number,
Z*, in their wavefunction. In this way we can still use hydrogenic 
formulae for the wavefunctions and maintain the feasibility of an 
analytic solution to the calculation of the transition rates. The 
choice of this Z* is fairly important since the Auger rates are very 
dependent on the precise values used. We explain our choice of Z* for 
the various electron shells later.
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The meson bound states, although represented by hydrogenic wavefunctions, 
are taken to have binding energies which are the appropriate eigen- 
energies of the Klein-Gordon equation. This yields a more accurate 
description of the meson transition energies, and the binding energy 
for a bound state (n,£) is given by (8), B , where
n£
2]i.c . 1 - Z2a2 1 + L a
-0.5
-(4.1)
n ’2 .
where \i is the mesonic-atom reduced mass and n' is given by
n ’ = n - I - 0.5 + { ( I + 0.5 )2 - Z2a2 }0*5 -(4.2)
We must be careful in using equations 4.1, 4.2 since they take no 
account of the strong interaction shift, £ , to the bound state 
energies (see chapter three), and that, with pions if Z > 68, the 
s-state solutions have infinite binding energy. In the final 
cascade code, allowance was made to read in directly the eigen-energies 
for the ls, 2s and 2p states, so that experimental values, if 
available, could be used to ensure an accurate value for the 
transition energies to bound states of low n.
4.1 Radiative transitions
To calculate the radiative transition probabilities, we follow the
standard procedure (14, 69) and start from first order perturbation
theory. Suppose we have a system initially at time t=-°°,with
Hamiltonian H , and in a stationary state $. of H . Suppose after 
o 1 o
some time T, a perturbation (t) to the unperturbed Hamiltonian 
applied at some previous time vanishes such that the Hamiltonian is 
again Hq . If we now measure the energy of the system, we force it 
into an eigenstate of Hq. The probability that the system is in 
state k is then (69)
* 2
T i (e.-e .) t1 /ir
dt* <k|H1(t)|i> e 1 ( k* i, t>T ) -(4.3)
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where
.H-, (t) . «dt k 1 1
-(4.4)
and $i,k are eigenfunctions of the unperturbed Hamiltonian 3^  
such that
H <J>. =
0 i l i H0*k ■ V k -(4.5)
Writing down explicit expressions for the lowest order Hamiltonian for 
an electromagnetic interaction, and expanding the operators into 
their individual multipole terms enables us to write F^ for the 
radiative transition rate of multipolarity L (i.e. the transition 
probability per unit time) from initial state 1 to final state 2, 
where
rL = 2(L+1)(2L+1) aa
^ 2 
L{(2L+1)!!}
f ^
ua7T
2L
_L
2
L
Zc ,
12
T
12
-(4.6)
where wis the transition frequency and a^ the pionic atom Bohr radius,
S12 = < lx L 0 0 I l2 0 > -(4.7)
is the usual Clebsh-Gordan coefficient (16) arising from performing 
the angular integrations in equation 4.4.
12 R*(r).
rZ '
L
a7T
.
.R^(r).r .dr -(4.8)
is the radial matrix element where R^, R2 are the initial and final 
meson radial wavefunctions normalized such that
2 2 
R1 2(r).r .dr = 1 -(4.9)
A discussion of the derivation of these formulae can be found in most 
texts on basic quantum theory (14, 32, 69) and a good quantal derivation 
in the thesis of Arkylas (2).
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In deriving these formulae we have assumed that our atoms are
spherically symmetric such that we can write the full meson
wavefunction ¥ „ (r, 0,4) as 
n£m ,r
in terms of some radial function R and the usual spherical harmonics 
Y*m (16)-
The radial multipole matrix element, I^2, as written in equation 4.8 
is dimensionless, and is easy to evaluate if we assume that the 
meson radial wavefunctions R^ 2 are hydrogenic in nature, namely that 
for a bound state with quantum numbers (n, £)
R(r) = -
2Z 3 (n-£-l)! ]
.
na
* J
3
2n{(n+£)I}
0 - 5
-0.5p I 2Z+1 , .
• P .L (p)
-(4.11)
where
a =
7r
fc2
pe'
2Zr
P = -(4.12)
na
2£+l
p is the pionic-atom reduced mass and (p) is a Laguerre
polynomial defined by
,2W ( , n' P  (-l)KTi((n+i)!)V
Ln «  (X) - *    -(4.13)
K u (n-Z-l-k) ! (2£+l+k) !k!
Substituting then for FL^  2 in equation 4.8 yields the following 
expression for the multipole matrix element
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12
aIT
L n^- 1 n2~ 1
E E
' 2nin2 ‘
22 ml=^l m2=^2 n”l+2 vg2+Z "l+n2 ,
+nu +L+3*1 ^ 2
^ nl+£l^  * • ^ n2+£2  ^' ^ n2~^2~1  ^*} * (m^+m2+L+2) I
( i i j - m j - 1 )  ! ( 2 , ^ - H n ^ + l )  ! ( m ^ - 2 ^ )  I ( £ , 2 + m 2 + l ) ! ( m 2 - £ 2 ) ! ( n 2 - m 2 - l )  !
-(4.14)
Together, these formulae (equations 4.6, 4.7, 4.14) allow us to evaluate
the radiative transition rate of multipolarity L between any two
R
bound pion states (n^,£^) and (n2,£2).
The Clebsh-Gordan coefficient in equation 4.7 is a specific example 
of the more general coefficient, namely it has all magnetic quantum 
numbers zero, and hence it can be written (86)
if 2g is even.
<a b 0 0 [c 0> = 0 if 2g is odd
= (-l)g*C(2c+l)0 '5&(abc) S\
(g-a)!(g-b)!(g-c)I
where we define
2g = a + b + c 
and 0.5
(a+b-c)!(b+c-a)•(c+a-b)!
A(abc) =
(a+b+c+1)!
-(4.15)
-(4.16)
The numerical evaluation of equation 4.14 is quite easy 
computationally, but care must be taken when n^,n2 are large because 
we find that we are summing a long double series of terms which are 
nearly equal in magnitude but of opposite sign. This can lead to 
severe cancellation and numerical instabilities unless we can 
calculate to many figures of accuracy. This is no real limitation on 
any suitably large mainframe, but care should be taken none-the-less 
that accuracy is being maintained. This particular problem is easily
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side-stepped for the dipole rates, where a closed form formula
has been obtained by Gordon (43) expressing the matrix element as 
the difference of two terms involving hypergeometric functions. This 
expansion is numerically vastly more stable to evaluate, but un­
fortunately no similar closed form has been found for the higher 
multipole matrix elements. Gordon’s formula does, however, enable 
us to check on the accuracy of the evaluation of the expression 4.14 
for dipole transitions and hence we can gain a good idea of the accuracy 
of the higher multipole matrix elements for similar sized during
the cascade calculation. As one would expect, there is no radiative 
monopole rate since the radiative monopole operator is identically 
equal to unity, and the monopole matrix element then becomes zero 
simply expressing the orthogonality of the two bound state wavefunctions 
and l^.
The transition rate formulae given above are all for electric-multipole 
transitions. The magnetic-multipole transitions are much smaller by 
comparison, and performing a crude estimate of the matrix elements 
involved (2,14) shows that
rR (fU) ' -(4.17)
rR (ED
where Ml denotes the magnetic dipole transition, El the electric 
dipole transition and n is of the order of n^ and Typically then
for low to medium Z atoms we expect that the magnetic multipole rates 
would be a factor of 10 - 10 down on the corresponding electric
multipole rates between the same bound meson states. Indeed, unless 
we consider two distinct components of the same fine structure state 
(which we do not in this discussion), the magnetic dipole rates are 
identically zero (14).
Similar estimates can be made about the importance of relativistic 
effects (2, 14) which have an order of magnitude of importance of
* *  - 10-“ -(4.18)
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* relative to unity for low to medium Z atoms, and unless very 
fine detail is needed from the calculation, such effects are 
ignored.
We can also estimate the importance of the various electric 
multipole rates and we find that
r?:+1 _ (Za)
rR
So whilst higher than dipole multipole rates are small, they are 
perhaps not negligible, and indeed we find that they do play an 
important part in the cascade calculation, especially the higher 
multipole Auger transition rates.
4.2 Auger transitions
These rates are not as easy to calculate as the radiative rates, 
and involve many more approximations. The interaction Hamiltonian 
for an Auger transition is
H = e2
exp( -ikr^) + angular momentum related parts -(4.20)
r12
where r ^  is the modulus of the radial vector between the meson and 
the Auger electron. If we pretend that the virtual photon coupling 
the meson to the electron is short ranged, i.e. that we have 
simultaneous electron ejection with the meson transition, then the 
exponent is small and we can replace the exponential term in
equation 4.20 by unity. The effect of keeping the exponential is 
called ’retardation* and is only important in higher energy 
transitions (2, 14, 32, 69). However, the larger meson transition 
energies only occur in transitions to lower bound states, and the 
radiative rates far exceed the Auger rates in this part of the cascade.
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So, although the neglect of retardation will affect the Auger 
rates for low quantum numbers, it will not upset the overall 
cascade calculation.
If we perform a multipole expansion of l/r^ *-n equation 4.20 in 
terms of spherical harmonics (16) and evaluate the Auger multipole 
transition rate, we find that
„L  ix 
A ~ • X 2 - S 2
-fc2
-(4.21)
where JL is the radial part of the matrix element defined by
I  =
0
R* 0(r ).R* (r0) r<
7TZ 1
e2 2 T ? i - Rnl(rl )Rel(r2)ridrl r2dr-> -(4.22) 
r > -
and r<j>denotes the smaller/larger of r ^ ,  ^  1>2 .g fche initial/final
meson wavefunction and R , „ the initial/final electron wavefunction.
el, Z
S is the angular part of the matrix element, given by
S2 =
2L+1
< £ x L 0  0 | £ 2 0 > < £ *  L  0  0 | £  0> -(4.23)
where the initial pion bound state 1 has quantum numbers (n^,£^), the 
final pion state 2 has (n^,^^)* the initial electron state (bound) 
has (nf,£f) and the final electron state (continuum) has wave number k 
and energy E.
k * 2mE
&
0 . 5
- ( 4 . 2 4 )
The transition rate in equation 4.21 as given is the rate per electron, 
and so to find the transition rate for a given electron shell we must 
multiply equation 4.21 by the electron population of that shell at the 
time of the transition.
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To evaluate equation 4.21 we need now only to consider the radial part 
of the matrix element,If, since we have already given explicit formulae 
enabling the evaluation of the angular factor, S. Rewriting the 
integrand and splitting the inner range of integration enables us to 
write
X  = I.~* I , ” I12 el pen -(4.25)
where I £ is the pion radial multipole integral already defined in 
equation 4.8 and given e: 
electron radial integral
xplicitly in equation 4.14. I is the
'el R*e2(t2>- ~  •Rel(r2> V - dr2 -(4.26)
is the bound and R £ the continuum wavefunction for the Auger 
electron. lpen ts called the penetration integral, and represent* 
interpenetration of the pion and electron orbits. It is given by
O0
pen
* 2
R (r )R (r.)r .dr... 
ir2 1 irl 1 1 1 Re2(r2)
0J
L L 
rl r
L+l
r2 rl
2_
L+l
Rel(r2)r2-dr2
In the evaluation of equations 4.26, 4.27 we use the bound state pion 
wavefunctions defined in equation 4.11. For the bound state electron 
(n* ,£*) we used an hydrogenic wavefunction with effective atomic number,
(n'-l'-l):
0.5
2Z* £ ’+1.5 11
Rel(r) = 2n'((n'+i1)!)3
t J
•
. n 'ao ,
• r •exp
f \ 
*
-Z*r .t2£,+1
n'+£’
2Z r
0 
|
0
o n *ao  '
and similarly for the continuum wavefunction we used (17)
(4.27)
(4.28)
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(2£+l)I
where T(z) is the complex gamma function defined by (44)
,00
r(z) =
o
-C4.30)
(a,b;c) is a confluent hypergeometric function (chapter two) 
(44) and we have defined the dimensionless quantity y, by 
Z*
ka. - (4‘3»
y =
Substituting equations 4.28 and 4.29 into 4.26 then yields
r
* Lf 1
m z Ue •
' r
-ir J
ly
£+1 0 . 5rry | T (£+l-iy) 
(2£+l)!
£,-l)!y)
2n ’
0 - 5
-(4.32)
n’ rlL
m'=V n
m +1,5(-l)m ”£ (m ’+£+l-L):2F1(£+l+iy,mf+£+2-L;2£+2;X)
where A «
2inf
y+in’
(n'-m'-l)! ( l ' W + 1)! (m'- V ) !u“ '+£+2 L
a 1 ^ 1and ]i = —  + —
T, * -r.n y
We can now evaluate Ipen and ^e£* nee^^nS only to choose the effective 
atomic number, Z*, for the bound and continuous electron wavefunctions.
The penetration integral Ipen is usually considered to be small and 
ignored, effectively assuming that there is no interpenetration between 
the bound pion and electron orbits. Formulae for the monopole and 
dipole Auger transition rates, effectively from equations 4.14 and 4.31 
but simplified by expanding out the hyper geometric function, were 
originally derived by Burbidge and deBorde (17) for the ejection of 
K shell electrons, and for K and L shell electrons later by deBorde.
These calculations attempt to include the penetration effects by 
treating Ipen in an approximate fashion in such a way as to keep the 
resulting formulae simple. Eisenberg and Kessler (33) also calculated 
these transition rates but without any treatment of the penetration integral.
They also presented a different formula for the monopole Auger 
rates which, they claim, gives practically identical results to 
those of deBorde. Vogel has shown (107) however, that the 
approximations made in all the above calculations are not valid for 
low energy transition^. As has been stated already, the Auger rates are 
largest and most important in the cascade process when the transition 
energies involved are small. Hence the above references do not 
adequately treat the Auger transitions in the region of most importance. 
Because of this, and since a general formula was required for all 
multipole rates for all electron shells, we decided to follow the basic 
approach of Arkylas (2) to evaluate the remaining penetration integral 
accurately. Re-writing the integral as
I = I .1 (r ) pen tt e tt “ (4.33)
where
and
I =
TT
I (r ) = 
e tt
R 0(r ).R .(r ).r2.dr
tt2 IT 7fl tt tt tt -(4.34)
R* (r ) .R (r ) 
e2 e el e
r L 
r
TT
L
r
e
a
L +1
r
 ^e
L +1
r
TT
r2 . dr 
e e -(4.35)
and substituting the explicit formulae for the bound and continuum 
electron wavefunction from equations 4.11, 4.28 and 4.29 into 
equation 4.27 yields
e tt
m
e _£+l £+0.5 1 T(£+l-iy) | 0.5Try (n'-i1-1) !
0.5
*
Z k i e 
(2£+l)! 2n'|(nT+£t):]3
s
2Z
i'+h
t+»n>l2 •a'”1f (nf+£*)! j (-1)m'-l'+l (2/a')
m
m '=£' (n'-m'-l) ! (£,+mf+1) I (m'-l1) I
I»(r ) -(4.36)
e tt
where
I P ( r ir) =e tt
0
rfw L L
exp(-p /n').p“ +£+ .exp(-ip /y) P P k tt - e
6 c 6 L+l L+l
J P- P_ „  ^e f y
(£+l+iy; 2£+2;2ipe/y) .dp^ “ (4.37)
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and *
Z r
p* =  - '
*
Z r o = e e ---- -(4.38)
To evaluate the integrand of I* (r ) define
e it
5* = p^.exp(-ip/y). (£+l+iy, 21+2;2io/y) -(4.39)
Now performing a Neumann expansion of X  (36) in terms of Bessel 
functions we find that
J =  l A..p0'5(j-1).J , ,(2/{2o})
j=0 J 21+1+J
where A^=l, A^=0, A^= -(£+l)/(2y2), A =1/(3^ 2?- y2) etc.. This 
enables us to re-write equation 4.36 as
I (r ) =e tt
n'-l 00
E E
m'=£* j=0
'fr(H-l-iy) I 
£+0.5
y
m ’+1•5
(n'-i'-DKn'+i')!
(-1)
n
m f-£’+l
U.3
0 . 5*ry
(n'-m'-l) ! U'+m'+l) ! (m’-£’ ) I A.3
PtT
m ,+2+0.5(j-l) f . ,,
> J .exp(-p/n )•
TT
L+l L+l
P
J2i+l+j (2/{2o}) dp - (4‘41)
Comparing equations 4.36 and 4.41 numerically shows that the j = 0 
term contributes some 95% of Ie(r^), together the j * 0,1,2 terms 99% 
and the j = 0,1,2,3 terms 99.9%. So clearly the above expansion 
converges very rapidly and in practice the evaluation of the series 
summation is restricted to perhaps the j = 0 ,1,2 terms to keep the 
calculations as fast as possible whilst still reasonably accurate.
The evaluation of equation 4.41 as written is still in itself too slow 
for practical use, although it is an exact expression. Hence we 
sought to introduce approximations to speed the evaluation but not lose 
too much accuracy. Plotting the integrand in equation 4.41 shows that 
significant contributions only arise in the spatial region pfif0,3j 
regardless of the electron shell and initial and final pion bound 
states. We can understand this quite easily, because the pion bound
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states are spatially limited due to our only considering the 
cascade process from around the K-shell electron radius, i.e. for 
n below around seventeen. This limits the range of interest in the 
inte-'grand to around the K-shell electron size, that is for p^l,2.
The fact that the electron wavefunctions extend somewhat further than 
this size has no effect, since contributions from this spatial region 
are suppressed by the exponential falloff of the bound state pion 
wavefunctions in this region.
So we attempted to fit the integral over the range 0£ p £ 3 by a 
simple combination of polynomial and exponential terms. Writing the 
integral from equation 4.41 as F(p^) we have
r r L L
m*+2+0.5(j-l) f / M  p- P p J •exp(-p/nf)-F(p ) =
TT
L+l L+l
o P_
J2M +j(2/{2o!)do
Expanding the integrand in powers of p and performing the integration 
suggests that we might try the approximate expression
FCp^) = 3p“ +^+2+j eXp(_yp -(4.43)
where 8,y are parameters which we can vary to fit the integral F(p^). 
We point out here that Arkylas fitted this integral only over the 
range pe["o,l] which seemed inadequate to us having visually inspected 
the integrand for many cases. He also included a mass factor into the 
exponent of equation 4.43 which made his coefficients y meson-mass 
dependent unnecessarily. However, our expression (equation. 4.43) for 
the integral in equation 4.42 as written is independent of Z and 
the meson mass, and so fitting the parameter to the integral 
generated a set of data for 8,y which we could use for all Z and 
regardless of the meson undergoing the cascade. Equation 4.43 does, 
however, depend upon n* , £',L and j, and to calculate the K, L , and 
M shell Auger rates up to and including octopolarity, and letting 
j = 0 ,1,2,3, we had to fit one hundred and sixty two different 
integrals and obtain the corresponding 8,y pairs.
(4.42)
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Limiting the summation over j causes no problems because the 
Neumann expansion converges so rapidly.
A program was written to calculate the integrals in equation 4.42 
exactly and fit the approximate expression in equation 4.43 by 
performing a pseudo chi-squared fit between the two. The resulting 
values of B,y were stored in a BLOCK DATA statement permanently within 
the cascade program. The fits so obtained to F(o ) were found to be at
77
worst 4% inaccurate for one isolated case, and usually better than 
0.25% accurate over the range P £ f0,3j. This was felt to be 
entirely satisfactory.
Including the explicit formulae for the pion bound state wavefunctions 
into equation 4.33 and using equations 4.35 through 4.43 gives us 
the result
n^-1 ^ - l  n*-l 4
Ipen = C1 E I E E C
m-=£. m =£„ m f =£ * . _1 1 2  2 j =0
-(4.44)
2 . a+1b
where we have restricted our Neumann expansion to the first four terms, 
and
a = m.^  + + m* +£ + j + 4
b =
*
1 1 ^  Z a  + -- + Y *-- * TT
nl n2
-(4.45)
-(4.46)
0 . 5 f \ * 1
m Z
e
•
a 0.
1 . 5
j^ i+0 .5 1 j- (i+i-iy) |. e
n
-(4.47)
0 . 5 2Z l_£»-0 _0 •
(-1) * 1 2
(n'-i'-DKn'+i')! •
0 .5
( W 1* 1 < V V ! V 1} 1 (n2+V  1
and
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C2 “
1 “ ' J
m
(-»■’+»l+“2 2Z “ i
f '
2Z m 2
*
z
n. a
•
n_a
•
a^1 * 2 TT 0> .
m +j
A .-6
_J__
(n’-m’-l) I (£’ +m’ +1) ! (m'-i') ! (n -n^-1) ! (£ +m^+l) I (a^-^) I
“ (4.48)
( n 2 - m 2 - l )  I C J ^ 2 + t n 2 + 1 ^  * *
Arkylas states that (2) including the penetration integral typically 
reduces the transition rates by 30% for the Is electron ejection,
100% for the 2s and 3s and only 5% for the 2p, 3p and 3d shells. 
However, the more eccentric pion orbits penetrate further into the 
electron cloud than the circular orbits, and the penetration effect 
is therefore larger.
So whilst indicating the general trend of the corrections, we found
that there were many cases where the corrections were much less or
much more. A more detailed analysis of the corrections is saved until
later. Some examples of specific transition rates with and without
the penetration integral are given in table 4.1 for a muon cascade in
27AI. In general it was found that the larger the value of y
(equation 4.32) for the transition, the more effect I has. This
pen
is easy to understand, because if y is large then the transition energy 
must be small. This can only occur when the meson bound states are 
close together and have high quantum numbers. Necessarily this implies 
a large overlap between the pion bound state wavefunction and those 
of the Auger electrons, and hence a not insignificant value of ^ en«
We found that for small values y < 0.5, Ipen usually makes a 
very small contribution and its evaluation could easily be omitted 
without affecting the Auger transition rates. The omission of the 
penetration integral, however, greatly speeds the calculation of the 
Auger transition rates, as evaluation of equations 4.44 through 4.48
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is a relatively time consuming process. Diagram 4.1, 4.2 shows
the modulus of the ratio of the penetrated to unpenetrated transition
rate for various electron subshells and multipolar transitions
for a muon cascade in Aluminium. The main feature to note from these
diagrams is that the smaller the value of y so the smaller is the
penetration integral. Indeed, we can to a very good approximation
ignore the calculation of ^ en for y < 0.5. When calculating the
. . 0Auger monopole transition rates, = 0 and the only contribution to
So in such cases it is importantthe transition rate comes from Ipen
to evaluate the integrals in equation 4.42 accurately and to evaluate 
7pen ^°r y values. To gain some insight, at this stage,
Table 4.1
Selected Auger transition rates with/without penetration effects 
for a muon cascade in Aluminium
(vV n^2 ’^ 2  ^ electron shell Auger transition rate r penetration - penetration
(14, 4) - ( 3, 2) K 1.27xl09 1.27xl09
L 2.67xl07 2.67xl07
(14, 4) - (11, 2) K 2.70X1011 3.55xlOU
L 6.46x10^ 6.46x10^
(14, 4) - (13, 3) L
14
1.13x10
14
0.67x10
into the effect of including the penetration integral, we have plotted 
the transition rates from the bound state (17,3) to against
^  in diagram 4.3 for a muon cascade in Aluminium. The rates shown 
are summed over allowed values of ^  for the given value of anc* are 
summed over all electron shells also. As can be seen, the penetration 
effects greatly reduce the transition rates, except for the monopole 
Aifger rates where, as explained by Vogel (107), the deBorde formulae 
for the monopole rates underestimate the true value. It is also quite 
clear that the Auger rates decrease less rapidly than do the radiative
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rates as we increase the multipolarity of the transition. All the 
rates shown in diagram 4.2 were calculated for full electron shells 
and with a K-shell refilling rate of 0.1 eV.
4.3 Sliding transition rates
In the previous calculations, we always implicitly assumed that the 
radiative or Auger transitions under consideration had a change in 
principal quantum number of An > 1. The sliding transitions are those 
for which An = 0 and the meson undergoes a transition from one I 
sub-state of the current n-level to another more bound sub-state. The 
energies of such transitions are very small in comparison to other 
transitions, and the transition rates are therefore usually negligible 
in comparison to others. However, in the muonic-atom cascade, or 
the cascade of any particle which does not undergo a strong interaction 
with the nucleus, many of the muons will eventually find themselves 
in the 2s bound state, typically perhaps 4 or 5% of the total initial 
muon population. Now the only means available to the muon of leaving the 
2s state (other than by decay!) are radiative and Auger transitions to 
the Is and 2p states. Because the transitions to the Is state are 
monopolar, the radiative rate is identically zero, and the Auger rate 
small (because the transition energy is large). In this case the 
sliding transition rates to the 2p state actually dominate over the 
Auger monopole rate. Values for these rates are detailed in table 
4.2 for a muon cascade in Aluminium again.
Table 4.2
Transition rates for muon cascade in Aluminium for lowest bound states
(n^,£^) - Transition rate (sec-1.) Transition
Radiative K-Auger L-Auger energy (keV)
(3,0) - (3,1) 6.3xl07 0.0 1.5xl0n 0.4
(3,0) - (3,2) 1.3 0.0 8.4xl07 0.37
(3,0) - (2,1) 4.2x1c13 7.8xlOU 1.2xl010 66.4
(2,0) - (2,1) l.lxlO10 2.7xl013 6.7xlOU 1.36
(2,0) - (1,0) 0.0 2.0xl09 2.6xl07 347.0
Decay lifetime * 4.5x10s sec-1
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Figure *K3 Auger transition rates with and without the penetration integral
calculated for a muon cascade in Aluminium. The vertical axes show 
the log of the sum of the Auger rates from the state (17»3) to 
all more hound states (n^,^) summed over nif in sec-1. The solid 
histogram is without the penetration integral, and the dashed 
is with. - 56 *
As can be seen, the sliding transitions are relatively 
unimportant from bound states of initial n higher than 2, but 
for n = 2 they are the dominant rates. Hence we expect the 
population of the 2s state to transfer almost entirely to the 2p 
state and thence to the Is state. So inclusion of the sliding 
transition rates at the lower levels makes a 4 - 5Z difference to 
the lowest X-ray yield, and is a very important effect.
For the pionic or kaonic cascade, or the cascade of any strongly
interacting particle, we do not need to worry about these rates, as
the strong nuclear absorption widths from the n « 1,2,3 levels are
so large that they totally determine the latter stages of the
cascade. Typically for a pionic-atom system with Z ~ 13 the strong
18interaction widths are about 3.8 keV for the Is state (5.8x10
18
sec-1), 0.95 keV for the 2s state (1.65x10 sec-1), and 64 eV for
the 2p state (9.7x10^ sec-1), and hence any pions reaching these 
levels will undergo immediate nuclear absoprtion.
4.4 Fried-Martin kinematic factor
We have not so far given the interaction Hamiltonians for the 
radiative and Auger processes. The radiative Hamiltonian is
Hi ■ -e.-
-m
m
m
+ Ze.
“n
Pr PN
•e. -E- + (Z-l).e. —  + j. -(4.49)
where m , m , y are the meson, nuclear and reduced masses and p , m n — m
—N* —r are t*ie meson, nuclear and relative moments respectively.
_j-e is the net current arising from the field of the atomic electrons. 
Usually we assume that the nucleus is fixed and consider only the motion 
of the meson about the nucleus and ignore any effects from the 
electrons. This is equivalent to retaining only the first term in 
equation 4.49 and ultimately gives rise to the formulae already derived 
for the radiative transition rates. However, Fried and Martin have 
shown (40) that in mesic atoms it may not be possible to ignore the 
nuclear and electronic motion, and that considering, correctly, the 
motion about the centre of mass of the mesonic atom system gives rise
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Co an extra ’kinematic factor' relative to our single terxn 
Hamiltonian, and hence the same factor should appear in our 
expressions for the radiative (and Auger) transition rates. Re­
writing equation 4.49 we see that
*
H.
1
p *A m.T + m Z e* -r —  N m -(4.50)
m
m
*
where Z is an effective Z which must take a value between 1 and Z,
depending on the ability of the atomic electrons to follow the
motion of the nucleus about the centre of mass of the system during
the meson transition. This obviously leads to an enhancement on the
usual interaction Hamiltonian of a factor greater than or equal to
*
unity. Fried and Martin (40) showed that Z >> 1 when the meson lies
*
in an orbit with n < 15, for a pion, and indeed Z "Z for n < 8.
The Auger interaction Hamiltonian can similarly be shown to contain
the same kinematic factor as the radiative Hamiltonian when allowance
is made for motion about the centre of mass. So we should multiply all
our radiative and Auger rates by this Fried-Martin (F-M) kinematic
factor, which as it turns out may not be inconsiderable. Some values 
*
are given for Z = Z in table 4.3.
Since the same factor is needed in both radiative and Auger rates, 
the branching ratios will not be any different unless there is 
competition between these rates and other transition processes, namely 
the strong absorption process. So for a muonic-atom system, the 
F-M factor will have no (or very little) effect at all, but for pionic- 
atoms and even more so for kaonic atoms, the branching ratios will 
change significantly when there is competition between the radiative, 
Auger and strong absorption rates. This will only occur in the later 
stages of the cascade and certainly when the pion/kaon has a quantum 
number below eight. We can therefore quite safely take Z* = Z in 
equation 4.50 to
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Table 4.3
Fried-Martin kinematic factor. Meson masses are shown in brackets 
in multiples of the electrons mass
Atom/Meson Muon (206.769) Pion (273.127) Kaon (966.1521)
12.
16.
27
Al
56
Fe
1.095
1.100
1.102
1.103
1.126
1.133
1.136
1.137
1.464
1.496
1.511
1.520
obtain the correct kinematic factor where it is important, without 
affecting the earlier stages of the cascade calculation. Hence 
we explicitly multiply all our radiative and Auger transition rates 
already given by the factor
“n
+ Zmm
“n + mm
-(4.51)
4.5 Auger electron effective charge
As mentioned before, to calculate the Auger transition rates we 
took account of the screening of the Auger electron from the nucleus 
by the meson and the other atomic electrons by choosing to use an 
effective Z in the electron wavefunction. The same effective Z was 
used for both the bound state and the continuum state wavefunction 
to ensure that the wavefunctions, were they for states of the same angular 
momentum, would be orthogonal (as they should theoretically be) .
The Hiifner cascade code (54) originally used Z - Z but modifications 
by other people have included an effective Z derived in a somewhat 
ad hoc and ill-defined manner. Vogel (107) calculates his Z by 
a technique which he describes as * calculating an analogue of the 
electric-dipole internal conversion coefficient (ICC) using approximate
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electron wavefunctions'. His Z is then chosen so that these 
ICC values agree with precise values (6) over the energy range of 
interest. He gives no more detail than this but states that for 
10 < Z < 30 that
z£ = 0*975 Z -(4.52)
Z* = 0-95 Z - 2-5 -(4.53)'
Li
where is the effective Z for the K,IL electron shell respectively.
This choice of effective Z makes no allowance for the fact that the 
electron shell populations and hence the inter-electron screening will 
change throughout the cascade process. The assumption made is 
obviously that the individual Auger shell rates are only important 
for a relatively small part of the total cascade time, and that 
during that time the electron shell populations do not change 
significantly.
■k
Arkylas (2) defines his Z by calculating the full Hartree-Fock 
electron wavefunctions in a self-consistent field (SCF) program, and 
then fitting hydrogenic wavefunctions with an effective Z to these 
SCF wavefunctions over the region of importance in the Auger 
transition rate integrals. However, he gives no further details, 
nor any values for the resulting Zs.
To be consistent with our other choices of screening, we however
. . *
also looked into a different choice again for our Z s. To take
account of one unit of screening by the meson and of partial 
screening by other atomic electrons, we took
Z* = Z - 1 - s. -(4.54)
J
til
where s. is the Slater screening constant for the j electron 
shell, and can be found in any chemistry textbook (27). This 
choice allowed us to change the amount of screening during the 
cascade in a consistent manner, to allow for any electron shell 
vacancies as they occur. Neither Vogel's nor Arkylas1 method allows
- 60
us to do this. The effect of the choice of method for defining 
*Z is discussed with the results of the full cascade calculations.
To clarify the definition of s., if P_ . u is the electron
J K , L , M
population of the K, Lf M shells, then
sk = 0.3 tnax(PK-l,0) -(4.55)
s^ = 0.35 max(P^-l,0) + 0.85 ?k -(4.56)
sM = 0.425 max(PM-l,0) + 0.925 PL + Pk -(4.57)
where s are exact expressions but s is much more approximate 
K ,  L M
since it assigns the same effective Z to both M subshells. Since 
the M shell Auger rates are nuch smaller than either the K or L rates 
(if indeed Z is large enough for there to exist any M shell electrons), 
this approximation is unlikely to upset the calculations.
The specific choice of effective Z does seem to affect the overall 
cascade to the extent that the choice of initial parameters for the 
cascade needed to fit the experimental data change quite markedly.
The quality of the resultant fit to the data, however, is much the 
same and does not really indicate a preference for any one choice 
over the other. Hence for consistency with our choices of screening 
and binding energies elsewhere, we retained the definitions in 
equations 4.54 through 4.57.
4.6 Ferrell's formula for Auger rates
Whilst considering the effect of Auger transitions in mesonic atoms, 
Ferrell (38b)derived a rather simple formula relating the total 
Auger transition rate to the radiative transition rate at a given 
energy. This was subsequently used by Leon and Seki (74) in some 
of their cascade calculations, and although inaccurate for various 
reasons is included in our discussion here. It gives a simple and 
easy insight into the relative importance of the radiative and
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Auger processes, and although not included in our cascade code 
its derivation is included here for completeness.
Consider a meson undergoing a dipole transition between two bound 
states, and define the dipole strength of the transition as d where
d = i
* J!p -p-i|> . *dx iff —  7T1 -(4.58)
where p is the meson momentum vector and $ . _ the initial and final
—  tti , r
meson bound state wavefunctions respectively. Then in the presence
of the meson, the potential energy of the atomic electrons is
-(4.59)
r .-r.
-3
where i,j are electron labels. Also the unperturbed part of the 
potential is
VQ = - Z + 0.5 Z
l r. i if'j r . -r.l-i -j
-(4.60)
and we have that
(Z-l) Z -i
With the aid of the identity
r.
l
-(4.61)
V o  -  t e V o J  ■ M -(4.62)
and equations 4.59 through 4.61 we can write the Auger matrix 
element, M, given by
H = - d-<fI Z fk 
k
-(4.63)
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as
M =
i (oj^ -uk )
Z-l
d*<f| £ !i>
k ^
-(4.64)
where |i,f> is the initial, final electron state and'/foi. _ the 
1 i,f
initial,final electron energy respectively. Now the Auger transition 
rate is obtained by integrating the square of the matrix element 
over all possible orientations of the ejected Auger electron,
r (to) = 2rrk
= 277k
|m|2 an
20)
•
z-l -
d-<fl Ip. Ii> 
i
dfl
-(4.65)
-(4.66)
where ^  = ^T(w^ - oj ) is the transition energy.Now the radiative 
transition rate for the Z-l atom is similarly
rR(oO = j  | oj
| <fIp i i>|2 -(4.67)
for dipole transitions, and the corresponding photoelectric cross 
section is
^(m) = 4ir2k 
re ---
CdC
I<n?I £ ££*£ |n> 
i
dQ -(4.68)
where the integration dQ is over all space, and the summation over 
electrons. £  is the photon polarisation vector and p. the i ^  
electron momentum vector. Combining equations 4.65 through 4.68 
we find (38) that
r % )  .  ° ^ V )
rR (m)
(Z-l)2ct.
-(4.69)
where 0^ is the Thompson cross-section defined as
8tt
-(4.70)
3c
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This formula enables us to relate the total Auger and radiative 
meson dipole transition rates, at a given energy, by a simple formula
Z-l z-l
involving the photoelectric cross section a  ^ . Values for
are tabulated and available (45, 53, 84, 103, 105). Whilst the
formula in equation 4.69 may be useful, it only applies to dipole
transitions and uses the summed Auger rate of all electron shells open
to Auger transitions at each particular energy. The derivation
also naturally assumes that we have full electron shells corresponding
to the Z-l neutral atom. It is also restricted to dipole transitions
and so can give us no information about transitions of other polarities.
As we have shown in chapter two, we specifically need to separate
the K shell Auger rate from the other Auger rates in order to account
correctly for the finite rate electron shell refilling process.
Similarly, we would not expect the electron shells to remain full
throughout the entire course of the meson cascade. So we do not
expect the above formula to be particularly accurate, but it still
usefully demonstrates the relative importance of the Auger and
radiative processes at various stages of the cascade. Figure 4.4 
A R
shows the ratio T /E from equation 4.69 plotted against the 
transition energy on a log scale for Aluminium. The most striking 
feature of this diagram is that at low transition energies the Auger 
transitions dominate and that at high transition energies, the 
radiative transitions dominate. Indeed, we can see that we would 
expect only a small range of transition energies over which the 
Auger and radiative rates would appreciably compete. As we have 
seen, the low energy transitions occur between two pion states 
both with large quantum number n, ie. early in the cascade, and the 
high energy transitions between two states with small n, ie. in the 
later stages of the cascade. This point had already been made, but 
Ferrel*s formula makes a simple visualisation of this fact.
Some ratios of summed Auger to radiative transition rates from a 
cascade calculation for a muon in Aluminium are shown in table 4.4 
Also shown is the expected ratio from Ferrell*s formula. The 
calculated Auger rates have been summed to give a total rate from all 
electron shells.
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logie{ E /  Mev
Figure Ratio of Auger to radiative dipole transition rates from 
Ferrells formula. Horizontal axis shows the transition energy 
in MeV and the vertical axis shows F = log ( p  a / p  a ) .
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As can be seen, the formula is not very accurate but none-the-less 
useful in giving an indication of the trends of the underlying 
physical processes.
Table 4.4
Ratio of summed (over electron shells) Auger to radiative 
transition rates. Comparison between cascade calculations and 
Ferrell's formula for a muon cascade in Aluminium.
Ratio of summed Auger to radiative rates 
(n^,£^) - Transition Cascade calculation Ferrell’s
energy (keV) -pen +pen formula
(17, 1) - ( 3,2) 5.1x10^ 5.7x10*"2 5. 7xlO~2 4.7x10“2
(17, 1) - (12,2) 1.5xl03 2.5xl03 3.7xl02 1.5xl03
(17, 1) - (16,2) 1.8xl02 3.4xl04 4.6xl05 2.0x10**
So we now have explicit formulae for all our basic transition rates, 
and can move onto calculations to include the static and dynamic 
screening effects from the atomic electrons.
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Chapter 5 Dynamic electron screening effects
In calculating the radiative and Auger transition rates, we must 
include effects due to the dynamic screening from the atomic 
(or molecular) electron cfcitd. This effect is usually ignored, 
and calculations assume that the atomic electrons are ’passive* 
during meson transitions (obviously not the emitted Auger electronl). 
Thus, in this picture, the electrons can only contribute a static 
screening effect, and even these have not been calculated before. The 
theory and results of trying to include the static screening from the 
atomic electrons are discussed in chapter 6.
The calculations here, follow those of Leon and Seki (77), and give 
the dynamic screening corrections to the mesonic transition rate due 
to excitation of the atomic electrons into the continuum. We 
restrict ourselves to a discussion of isolated atoms, although there 
is no reason why the following arguments could not be applied to any 
atomic centre in a molecule. The main problem arising from such an 
argument would be the calculation of the photo-electric cross section 
for the atomic centre in the molecule.
The question of electron excitations was first raised by Fried and 
Martin (40), but they made no attempt at calculating the effects 
or even estimating their importance. Chamberlain (84) has considered 
screening effects on El transitions, but only in a classical and 
not quantal framework. In principle, similar corrections should be 
calculated to allow for discrete excitations of the nucleus (35). 
However, these effects are usually only important for larger Z atoms. 
As we are concerned with small to medium Z atoms, the meson transition 
energies are typically smaller than a few hundred keV. Nuclear 
excitations from the ground state, however, require energies of the 
order of larger than a few MeV. So, not only are we in the wrong 
energy regime, but parity considerations (for excitation of the 
nucleus from the ground state) require that the meson transition 
should be of a higher multipolarity than dipole. As the higher 
multipole transition rates are much smaller than the corresponding 
dipole rates (if a dipole transition is possible), one would expect 
these corrections to be much smaller than other corrections and 
uncertainties in the calculation as it stands.
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Leon and Seki (77) confine themselves to a discussion of screening 
corrections to El (dipole) mesonic-atom transition rates. We 
would expect higher multipole rates to be suppressed relative to the 
corresponding dipole rates (as mentioned above), and therefore that 
corrections to these rates would not be as important as to the 
dipole rates. Effectively, the corrections to higher multipole rates 
would be second order corrections.
Higher order (than El)photo-electric effects and cross-sections are 
small anyway (85) and are usually only calculated for large Z atoms 
or at high energies where they become important. For these reasons 
(and others given later), we also confined ourselves to 
calculating the screening corrections for El transitions only, and 
the essentials of the theory presented by Leon and Seki (77) as needed, 
are given here.
First we considered the radiative transition corrections. The 
radiative transition rate, W, is
2tt 2
M • P (E)
-(5.1)
where M is the interaction matrix element between the initial 
and final meson states, p(E) is the density of final transition 
states and E is the transition energy.
The interaction matrix element for an El transition and the lowest 
order dynamic screening term, called the ’electron bridge' term, 
have been given by Krutov et al (68). The corresponding Feynman 
diagrams for these processes are given here, in figure 5.1, as these 
make a visualisation of the processes involved much easier.
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TT'T "
5 . 1 . 1  I n t e r a c t i o n  t e r m .
Auger dipole transition.
5.1.2,3 Lowest order correction t<
7T "
5.1.^ Interac tion term
7T"”
5*1.5.6 Lowest order correction term.
Figure 5*1 Feynman diagrams for the lowest order dynamic electron 
screening processes.
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For a finite energy transition of energy "feu*, the interaction matrix 
element for a single photon emission (diagram 5.1.1) is (68, 77),
M (1) = -.u>.<0|d.A|0> r c '--- ' -(5.2)
where A = £  Aq is the electro-magnetic vector potential and ? 
the photon polarisation vector. d_ is the dipole moment of the 
meson-nucleus system for the dipole transition undergone by the 
meson and is given by
•£• K i  -dT -(5.3)
where p is the meson momentum vector.
Including only the dominant Coulomb interaction, the lowest order 
screening correction (diagrams 5.1.2,3) is (68, 77),
.(2) ' „ , . e , 1 , 2 d.
= iA0 .Z { <0j — 2—  p..e in> ------- i------ <a\ -e2 .
-i -  u _u_. _ | 0 >  ♦
no r
l
d.r. 1 e
— -|n> ---------   <n| ---
3 <jj +cu+ir/2 m e  1
<01 -e2      p. .e_ 10> } -(5.4)
r
no e
I >
where |0> denotes the collective ground state of atomic electrons,
and the sum over i,n runs over all electrons and excited states
respectively, p is the photon momentum vector, ui is the energy
difference between the n ^  excited state and the ground state
electron configuration. P  is the width (inverse lifetime) of the
intermediate excited electron state. The operators in equation
5.Aarise as follows. The p..e comes from the photon of polarisation
~ 1 — 3
£  coupling to the excited electron. The comes fro® the
coupling of the dipole field due to the meson transition, to the 
virtual photon. The potential due to a dipole field of strength ci 
located at the origin of co-ordinates is just -d_.V(l/r).
Expanding the operator grad then gives us the above form for the matrix 
element. Each vertex in the diagrams 5.1.2,3 gives us a coupling 
constant of e and hence we have equation 5.^making use of the ton
(77, 7<? ).
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r.
.2 - I -  Z 7.V0 = i -  Z [  Pi,H0 7 
Z i Z i
-(5.5)
and the definition of the unperturbed Coulomb potential
1 1 1
V0 = - Z e2 I -  + — e2 E j r . - r .  !
i r i 2 ^  1 -C5.6)
equation 5. ^ -becomes
M(2) .
1 e
- i Aq (-03 )E { <oj p..e jn>---
Z m e  i,n 
e
— l  — u) -o)-*ir/2
no
<°| pt.d |n> no
a) + t o + i r / 2
no
<n| p^. e_ jo> } -(5.7)
where.H is the unperturbed Hamiltonian corresponding to the 
potential V , and the indices i and j run over all electrons.
If we consider spherically symmetric atoms, then the polarisation 
dependence will be given by d.e. Hence we can replace p.d in 
equation 5.7 by (j).e) (£.e). Then combining equations 5.2 and 5.7 
gives us the dynamic screening factor defined by
r  (2)M'
X. (co) = 1 + —
M(1)
-(5.8)
as
XyM  = 1 -
2o)
no
m Z i,n (a) -m-ir/2) (u> +oj+ir/2)
e no no
<n| d ..g
-l “
0>
With the approximations made above, namely that we consider dipole 
interactions and can ignore the inter-penetration of the electron 
orbits, the photo-electric cross section is given by (77)
-(5.9)
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4?r2 e 2
a (w) = 
ye <n p.. e 0> ' — 1 — 1
cDcm
So we can rewrite equation 5.9 as
X y ( u )  =  1 -
2.m c e
4Tr2Ze2
U)* 2
(U)1 ~'jj— if /2) (a)’ +oj+ir/2)
-crC^ ’ ) - du3r -(5.11)
where we have set o=<7 + a where a is the resonant scattering
y  e  R R
cross section. This is just the Rayleigh scattering cross section 
for low energy, where the pion transition emits a photon with 
insufficient energy to eject a bound electron but can excite an 
electron to a higher bound state. The electron then de-excites, 
emitting a photon of exactly the same energy. Then putting r^ = e2/(m^c2) 
and splitting the integral in equation 5.11 into its Cauchy Principal 
value and evaluating the residue at the pole, we obtain
X ( u )  = 1  ----------------------
47r2ZrQC
2P.
U)’2
oj ci),2-m2
-cr (oj ' ) . da ’ + i-rcr(u)) 
-(5 .12)
where IP means the Cauchy principal value of the integral defined as
r 00 •b
defined by IP f(x).dx = limit f(x).dx + limit
b-*a o b+a+.o' bJ
where — ~— - 0.
QO
f (a)
f(x).dx
- ( 5 . 1 3 )
Thus the correction factor for the meson transition rate is F(uj), 
where
F(u) * - ( 5 . 1 4 )
As expected from considering equation 5.^, the corrections can 
become very large for transition energies at or near to the 
electron shell binding energies (ie. at resonance) and also at small
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energies. This will affect selected transitions whose energies 
happen to coincide with electron binding energies, and low 
energy transitions. The low energy transitions are the sliding 
transitions (An = 0) and Auger transitions for small change in n 
(principal quantum number). The sliding rates are very important 
for muonic atoms as discussed earlier (chapter 4).
We used the same correction factor for the Auger transition rates as 
for the radiative rates. (The analysis as presented above is only for 
a radiative meson transition.) A similar argument to the one presented 
above follows for Auger rates, and the same formulae for the
correction factor can be obtained, although additional approximations
are involved in the analysis. These are, most importantly, that we 
can neglect the inter-penetration of the electron orbits, and that we 
are considering low energy meson transitions (ie. oj >>co in equation 
5.7). So, we are assuming that the ejected Auger electron sees no
detail of the atomic structure and that the atomic screening comes only
for the tightly bound electrons and not the loosely bound Auger electrons. 
These approximations are almost certainly not always valid, but were used, 
otherwise progress along any analytic lines becomes difficult if not 
impossible to make. At least corrections calculated this way would 
give us a feel for their importance and upon which transitions they 
had the most effects. We could also gauge from the results whether such 
corrections might be worth pursuing in more detail.
The above analysis assumes full electron shells, and thus that 
discrete excitations of the atomic electrons are not possible. This 
is unlikely, unless the electron refilling rate is fast when compared 
to the meson Auger transition rates. Whilst this may be true for the 
L,M,.... electron shells, it certainly is not true for the K shell.
(see chapter 7). Typically during the cascade, we take the M shell as
always full (if we are considering a large enough Z atom such that
the M shell electrons exist), perhaps one or two L shell vacancies
and on average about 1 K-shell vacancy. Thus, although discrete excitations
are highly likely, including such a possibility in a realistic manner
would be extremely difficult, and perhaps unnecessary (see below).
Leon and Seki (77) have attempted to simulate such effects by 
performing calculations for a single vacancy in the M shell for 
Manganese, and then allowing for the three possible discrete excitations
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explicitly. They found that the screening corrections increased, 
but that the simpler calculations at least gave a reasonable 
estimate of the true value of the correction. If we assume a 
full M shell anyway for consistency elsewhere, (eg. with the 
choice of effective Zs for the Auger rates and electron refilling 
rates), these discrete excitations no longer exist. The most 
likely excitations would be to fill L shell holes, and these would 
occur at larger transition energies (typically a few keV). As the 
most important corrections are for Auger transitions, which are 
dominant at the smallest available energy consistent with being able to 
eject an electron, and for the sliding transitions, we can probably 
ignore the effects of discrete excitations without too much harm to the 
overall cascade process and hence the X-ray intensity calculations.
This is because the Auger rates dominate during the early part of the 
cascade when we would still expect the electron shells to be full.
Later on, when Auger electrons have been ejected, the more important 
transitions are the radiative and nuclear absorption rates (for pions 
and kaons), but these are now of higher transition energies, and 
it turns out that the correction factors are nearer to unity for 
larger energies.
The sliding transitions are really only important at very low 
quantum numbers, ie. later in the cascade process, and by this time 
we would have expected the electron shells to have almost completely 
refilled in any realistic picture of the cascade. So we are probably 
correcting the transition rates reasonably well by ignoring the 
possibility of discrete excitations, other than perhaps radiative rates 
at medium n. The corrections here are probably reasonable, but we 
can estimate the importance of such corrections anyway, by observing the 
effect of their inclusion on the overall cascade process and calculation.
The qualitative arguments leading to the screening correction formulae 
would also apply to higher (than El) multipole transitions, but the 
simply derived formulae here would no longer hold. Such corrections to 
E2 transitions in the low energy limit have been shown to be important 
by Steraheimer (102), but as already stated, we assumed that since the 
higher multipole transitions are smaller than the corresponding dipole 
rates, such corrections would effectively be of second order and so were not 
considered.
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The evaluation of X^(y) in equation 5.12 is relatively 
straightforward. Photo-electric cross-section data and Rayleigh 
scattering data are available from a number of sources (45, 53, 84, 
103, 105) and cover the range of energy of interest. The data used 
was tabulated in discrete form and interpolation was performed if 
needed between the available values by simple parameterisation of 
j(io) with a polynomial in energy (usually a cubic). This was done 
between the discontinuities in a(u>). Then to evaluate the integrals 
in equation 5.12 required care as the integrand possessed 
discontinuities at the same energy values as cr(m). This presented no 
real problem and evaluation proceeded in a perfectly standard way by 
using the limiting definition that
f(x).dx = limit f(x).dx + j"*5 f(x).dx ; -(5.15)
£ -> 0 a . C+£^
where f(x) is discontinuous but finite at x = c.
The results of numerical calculations are shown in figures 5.2 
and 5.3 for Z=7 and Z=75 respectively for comparison.
As can be seen, the screening correction is largest at low energy 
and at or around the electron shell binding energies (eg. for Z=7 the 
K shell lies at 0.53keV). Thus the dominant corrections occur for 
the low energy transitions ie. where the Auger rates are dominant. 
Also, sleeted transitions will be affected if their energy happens 
to ’resonate’ with an electron shell binding energy. Since the Auger 
rates dominate in the early stages of the cascade, and have small 
transition energies in this region, it is obviously important to try 
to calculate the screening correction reasonably accurately. The 
effects on the overall cascade and X-ray intensity calculations are 
discussed later (chapters 6,7) and the effect on the parameters used 
to describe the cascade, and hence obtain a fit to the experimental 
data, detailed also.
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Note that in practice, we used the photo-electric cross-section 
data for the (Z-l) atom as we assumed (as previously explained) 
that the meson totally screens the atomic electrons from the 
nucleus by one unit of charge. Therefore, the electron 
configuration is that of the (Z-l) charged atom.
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Chapter 6 Static electron screening effects
Perhaps one of the most important effects that should be considered 
in any exotic-atom system, is that of static screening of the meson 
from the nucleus by the atomic electron cloud. Such effects are 
usually included in calculations of meson binding energies, but have 
not been adequately explored in calculating transition rates between 
two bound states within such an electron distribution. Akylas (2) 
describes in his thesis, how he attempted to include such effects 
into the radiative and Auger transition rate calculations (already 
presented in chapter 4), by including an extra term into the 
interaction Hamiltonian. To simulate the reduction of the electro­
magnetic interaction between the meson and nucleus by the atomic electrons, 
Akylas introduced an extra Yukawa type multiplicand into the radial 
factor of the interaction Hamiltonian. Whilst giving no formulae 
for the resuling transition rates, nor stating how he chose the Yukawa 
parameters, he states that the resulting calculations showed little or 
no change over the ’non-screened1 calculations. It was by no means 
clear to us that this approach could reproduce the required static- 
screening effects, nor how one would choose the Yukawa parameter for any 
given situation.
We therefore decided to adopt a totally different approach in our 
static screening calculations, and treat the screening process in 
a more standard (if different) and consistent manner.
So far we have calculated the transition matrix elements for the meson 
using hydrogen-like, non-relativistic wavefunctions for the meson 
and screened hydrogenic wavefunctions for the Auger electrons. To 
obtain the transition energies, we used the Klein-Gordon bound state 
energies for the initial and final meson bound states. To improve 
on this description of the mesonic atom system, and include static 
screening effects, we undertook the following prescription:-
(1) Calculate the atomic electron densities and binding energies for 
the Z-l (ie. totally screened) atom using a self-consistent 
field (SCF) Hartree-Fock-Slater (HFS) program,
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(2) Solve the Schrodinger equation for the meson bound state
wavefunction and binding energy in the potential arising
from the above electron density along with the meson-nuclear 
potential,
(3) Expand the wavefunction in some suitable basis set,
(4) Calculate the transition matrix elements between members of
the same basis set,
(5) Calculate the transition rates from the expansion coefficients 
and matrix elements above, with the appropriate eigen-energies,
(6) Incorporate (1) - (5) into the cascade code.
The methods used to achieve the above plan are now described and the 
results presented.
6.1 Atomic SCF program
To generate the atomic electron density, we decided to modify an 
existing suitable SCF atomic program. The code used was one from the 
CPC library (78). The program performs SCF calculations for atoms and 
ions using the Dirac operator in the one-electron equations. It allows 
various options to be selected, but to make checking of the 
calculations at various stages easy, the following choices were 
made for compatability with other calculations.
1/3Firstly, Slater exchange potentials of the type, p , (98) where p 
is the radial parameter, were used with an exchange coefficient of 
a = 2/3.5econd, Coulomb tail potentials were selected of the form
V(r)  ---- (2~Mn) -e2 r>r -(6.1)
Li
where r_ was chosen to make the potential continuous with the 
L
inner 'exchange* potentials. N is the total number of electrons in the 
atom/ion. This choice was used so as to ensure that the electron 
wavefunctions, density and resulting meson-electron potentials would 
look * Coulomb -like* with integral Z at large radial distances. This 
facilitates the inward radial integration of the Schrodinger equation 
for the meson bound state solutions from known asymptotic solutions.
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The choice made in equation 6.1 is called the Latter tail correction
(70). It has since been found that this correction gives an
inaccurate description of the atomic electron binding energies 1%
inaccurate). However, since accurate electron binding energies are
extensively tabulated in the literature (3), these values can be
looked up rather than calculated, and since the electron wavefunctions
calculated with the Latter tail correction differ very little from
the HFS SCF wavefunctions without the correction, it was used to
ensure a known asymptotic behaviour of the wavefunctions and hence
potentials. It turns out that the major contributions to the
screening potential arise from the central and node regions of the
electron wavefunctions anyway, and so it was expected (and found) that
the Latter tail correction makes little or no difference to the
meson-electron potential. For ^ 0  the change was AVq = 2 eV for
V = 508.4 eV where V is the value of the meson-electron ootential 
o o
at the origin of co-ordinates or centre of the nucleus.
The value of the exchange potential coefficient of ct = 2/3 is also
strictly incorrect. The true value of a should lie between 0.69
and 0.75, varying with Z, for correct electron binding energies to
be obtained in a SCF calculation. Schwarz (93) has fitted
calculated binding energies to experimentally measured values over
a large range of atomic number, and tabulates the corresponding values
of a. These values agree to some three figures with those obtained
by satisfying the virial theorem, implying that they are the correct
values to take. However, small changes ton for a given value in the range
2/3 to 1 produce very small changes in the resultant meson-electron
potential (99). To give an extreme example, changing a from 2/3 to 1
for 0 produced a AV = - 17 eV. The correct value of a = 0.73o
gives V^= 499.03 eV. This change in the potential is small enough 
to be overlooked, and so for convenience, we took a = 2/3 for all 
atoms considered. We are mainly concerned with light nuclei anyway, 
when the correct value of ot is nearer 2/3 than 1.
The SCF program allowed for a finite uniform nuclear matter 
distribution of radius R, where
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1 / 3
R = r A fm : r - 1.1 fm -(6.2)
o o
where A is the mass number of the element under consideration. It 
wasn't expected that the finite nuclear size would significantly affect 
this stage of the calculation, but as the facility was available it 
was used for completeness. The program was run using a slightly 
unusual choice for the atomic mass and charge, and for the number of 
electrons, so as to be consistent with our choices of screening already 
defined. So, for example, for a mesonic-oxygen system, the atomic 
mass number was A = 16, the nuclear charge Z = 7 and we had 7 electrons 
in the appropriate ground state orbitals. This assumed that the 
meson totally screened the atomic electrons from the nucleus by one 
unit of charge. This is not a completely correct picture of events, 
but is effectively the next stage (from assuming no screening 
effects) in a totally self-consistent calculation. The next stage 
would be to re-insert the calculated meson distribution into the 
calculation for the bound electron states instead of assuming 
total screening of the nucleus. This choice of parameters is also 
consistent with our other choices of effective atomic numbers and 
electron binding energies. Vogel (108) has performed some calculations 
of binding energies for both the meson and electrons, with the further 
iterative step of including the meson potential into the atomic SCF 
program for another step. Certainly he shows that for a muon for 
n ^ 10, the procedure we adopt outlined above, provides very good 
meson binding energies in comparison to the next iterative step.
To calculate the meson-electron potential, we derived the electron 
cloud density Pe (r) as
pe(r) = Z 
1
f 2 2
if/, (r) + if/.R(r) 
l a ip
- ( 6 . 3 )
where i is the electron index, if; the radial electron wavefunction and
ttl
a,8 denote the upper and lower spinors ie. components of the i—  
electron wavefunction. These wavefunctions are normalised such 
that
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00
2 2
*• (r) + ^-a<r) ia io
4i r r  - d r  -  1 - ( 6 . 4 )
so we have that
p (r) •4irr2,dr = N = number of electrons 
e -(6.5)
Since we are considering an isolated atom for now, we assume that all 
wavefunctions, potentials and densities are spherically symmetric.
Just to clarify the notation used, the full angular electron wavefunction 
is
* ( r , e , $ )  » iK r) y re, * )Yin -(6.6)
So the meson-electron cloud potential is ^ (r), where
V^ (r) = ne
r-s
•p (s)*4Trs2 »ds e
oo
4tts2p (s)-ds + 
e 4itsp (s) *ds
-(6.7)
-(6.8)
To check the integration procedures used to evaluate equation 6.8, 
we expect, at large r, that V 'v* N/r and that as r -* 0,
-*■ Vq = constant. The large r asymptotic behaviour was 
exactly as expected, and for the parameter choice A = 1 6 ,  Z = 7 ,
N = 7 we obtained = 510.4 eV compared to Vogel's value (108) 
of 508.4 eV. The 1/2% difference probably arises because Vogel 
used a Fermi nuclear distribution in his SCF program and also included 
first order vacuum polarisation corrections when calculating the 
atomic electron densities. The difference between the two calculations 
was small enough to convince us that our procedure was correct, and 
that our numerical calculations were accurate.
6.2 Bound state solutions
To obtain the bound meson wavefunctions and binding energies, we 
must solve the appropriate Schrodinger equation, namely that for a 
bound meson state with quantum numbers (n,£)
d2
dp2
- 1 -
2t) 2V \ e(r)
Z’ke2
£(£+1)
tp = o  - ( 6 . 9 )
where E = binding energy meson
k = wave number = J(2\iE/k^ )
U = reduced mass of mesonic-atom system 
p = k.r - dimensionless radial parameter
rj = - pe2Z
P k "
7| = - pe2Z1
ii2k
Z = charge on nucleus
Z’= charge in electron cloud
V = meson-electron cloud potential rre r
To solve equation 6.9 for the meson wavefunction ip and binding energy 
E, the problem was divided into three spatial regions.
(1) 
(2)
A region over the size of the nucleus, extending from the 
1/3origin to 3.rQ.A fm (see equation 6.2).
A region from here out to the classical turning point (defined 
as that radial point at which the sum of all the potentials
present appearing in equation 6.9 is zero).
(3) A region from the classical turning point to beyond the
electron cloud density.
In region (1), the nuclear density was described by a three 
parameter Fermi distribution of the form
PN^r) “ PN0
l+wr2/c2
>
1 + exp
t *
(r-c)
 ^ a J
-  1
-(6.10)
with parameters c, a, w taken from tabulations (59). The value 
of pn q is dei 
according to
fined such that the nuclear density is normalised
oo
p„(r) •4Trr2,dr - 1
n
-(6.11)
8 4  -
The correct Coulomb potential then, to replace the 2n point 
Coulomb term in equation 5.9 is p
2y
—  • V (r) -(6.12)
where
CO
V (r) = Ze2 
c
= Ze"
r-s
P*t(s) •A7rs2«ds + Ze 
N
p..(s) *4tts2 *ds 
N
-(6.13)
co
p^(s) *4tts-ds -(6.14)
Also included with the Coulomb term was the second-order Cabling 
vacuum polarisation (VP) potential. This was evaluated using a 
numerical expansion for a point charge (42). The VP potential for 
a point charge as opposed to a finite charge distribution was used 
as a compromise with computational speed. Performing finite charge 
distribution VP calculations, involves notoriously lengthy 
integrals to evaluate. The error introduced by using point charge 
expressions was felt likely to be negligible, since the VP 
corrections are relatively small (but important) anyway. Comparison 
of calculations of binding energies with and without VP corrections 
with other work showed this to be the case (9).
In region (2), the Coulomb potential for a point charge was used, 
the two expressions being identical beyond the nuclear density 
distribution. VP was included and care was taken to ensure that the 
integration routines had sufficient steps to cover the nodal region 
of the bound states sufficiently accurately.
In region (3), the potentials were all calculated as in (2), but 
care had to be taken with the number of integration steps and step 
size used to ensure that we both extended the integration spatially 
beyond the electron cloud distribution and kept the integration 
parameter small enough to obtain accurate results. The integration 
routine used was based on a standard Runge-Kutta-Milnefourth order 
iterative formula (1) for a second order differential equation with no 
first derivative term.
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Integration was started from the origin by assuming that ip = 0 
and 'p' had some finite value. The prime here denotes the derivative 
is taken with respect to r. The initial guess for the binding 
energy was taken to be that of the corresponding hydrogenic 
orbital. We then integrated out over regions (1) and (2) to the 
classical turning point, storing the wavefunction at each point and 
the logarithmic derivative of the wavefunction ip'/ip at the classical 
turning point. Inward integration over region (3) was started 
with a known asymptotic solution (79).
¥ * exp - ( p + { n-n'}ln(p) ) -(6.15)
-(6.16)
The correction for the next iteration to the binding energy, AE, 
was then calculated from the logarithmic derivatives at the classical 
turning point from the inward and outward integrations according 
to the prescription originally developed by Hartree (50) .
oo
j ¥ (p)*dp kR. y2 (p)*dp
'F2 (kR ) „ , 'I'2 (kR ) . ,
t outward t inward
AE =
t f '
¥ - f
V inward outward -(6.17)
where Rfc is the radius of the classical turning point. AE is 
the fractional (ie. percentage) correction to the binding energy 
ie. E.AE is the absolute correction. Care was taken to make sure 
we had the correct number of nodes in the wavefunction, namely for 
a bound state of quantum numbers (n,£) that
number of nodes = n - Z - 1 -(6.18)
so that convergence was not obtained on the wrong eigen-energy.
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The whole procedure was then repeated with the new binding energy 
and iterations stopped when the binding energy changed by less than 
0.0001% between successive iterations, and the logarithmic derivative 
at the classical turning point matched to better than 0.01%. Typically, 
this took between four and ten iterations.
To check the code so far as a whole entity, we ran the code for a
point charge nucleus with only the meson-nuclear Coulomb potential,
and reproduced the expected hydrogenic binding energies to the
accuracy of convergence requested. To check the finite nuclear size,
VP and screening calculations, we had to divert our attention to
muonic-atom calculations to find available data for comparison. Since
this only required a mass factor change in the program, it was
reasonable to assume that if we could reproduce the muon data, our
pion calculations would be correct also. Working from a paper by Vogel
(108), we looked at the results for atomic screening corrections to the
138
muon binding energies in Ba. A two parameter Fermi nuclear distribution 
was used with c = 5.762 fm and t = 2.25 fm (see equation 6.10 with w = 0), 
and the bound state n = 8, 1 = 5 was considered. t is the ’thickness' 
parameter of the Fermi distribution, and is defined as that distance 
over which the density drops from 0.9 to 0.1 of its central value. It 
is simply related to a in equation 6.10 by the form t = 4.39a. VP 
was included, and with no electron screening a muon binding energy 
of 137.81 keV was obtained. With screening the binding energy was 
128.72 keV giving a screening correction of -9.09 keV. Vo, the 
central value of the muon-electron potential, was 9.434 keV (cf 
Vogel 9.428 keV). Writing
A = AE — V = E , —E j —V —(ft io unscreened screened o -vo.iy/
where E is the muon bound state energy, we found A = -0.343 keV, to
be compared with Vogel’s value of -0.333 keV.
Similar calculations were performed for some X-ray transition 
energies in muonic-oxygen. Looking at the 4p - Is transition, we 
obtained a transition energy of 167.614 keV compared to Vogel's value of 
166.408 keV. This gave us a screening correction of -2.2 eV as compared 
to Vogel's -2.4 eV.
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Taken together, these results were felt to be accurate enough in the 
light of the different computing techniques, values etc. to 
be sure that our code was working correctly.
The VP routine was also checked further, by calculating VP corrections 
to muonic-atom bound states and comparing the results with previous 
calculations by Barrett (9). The results for ^ 0  are shown in table 6.1. 
A two parameter Fermi distribution was used for the nuclear density 
(not in the VP routine) with c = 2.44 fm, t = 2.3 fm. The differences 
that occur in the binding energy and VP corrections are attributable 
to other corrections not included in our work, but included in Barrett’s, 
e.g. the Lamb shift and relativistic effects, and due to our use of a 
VP potential for a point charge distribution. However, the calculations 
proved the routines to be accurate enough for our needs and that the 
whole code was working satisfactorily.
Table 6.1
Binding energies and VP corrections in muonic oxygen
This work Barrett (9)
State BE(keV)
. .. . 11 • 
VP corr—
(eV) BE(keV)
tm n. 
VP corr-
(eV)
Is 178.17 830 178.30 827
2p 44.76 62 44.78 64
3p 19.88 16 19.89 15
Figures 6.1 and 6.2 show the bound state wavefunctions for a pion in 
12C calculated in the above manner, for the states (17, 0) and 
(17,16). The dotted line shows the wavefunction with no static electron 
screening and the solid line with. The dot-dash line shows the 
position of the atomic electron density (the peak visible being due to 
the K-shell electrons) for a comparison of the spatial sizes involved.
As can be seen, the bound pion wavefunctions are screened by the 
electron potential and have become spatially mor© diffuse as expected.
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Interestingly though, for the cases shown, the wavefunctions still 
appear to be hydrogenic in shape although with a reduced effective 
charge.
6.3 Sturmian basis set
Having obtained the meson bound state wavefunction and eigen-energy, 
we needed to find a suitable basis set in which we could expand 
our wavefunctions. In this way, we could calculate the transition rates 
inherently including not only the static electron screening but also 
VP and finite nuclear size effects into the calculation. A hydrogenic 
basis set was first considered, but to obtain a good representation 
of the wavefunction it was found that at least one hundred expansion 
terms were necessary, often many more. This gave a good representation 
of the node region, but the tail of the wavefunction was still poorly 
represented. Because (for instance) the transition rate between an 
n = 17 and n = 9 state would involve an overlap integral whose main 
contributions would come from the tail region of the n = 9 wavefunction, 
such a transition rate, and any similar, was poorly represented in this 
basis set. To demonstrate this, if we write
= E b(n,£;m,£)9 (r)
m=£+l m
-(6.20)
where 9^(r) are the hydrogenic radial wavefunctions normalised 
such that
oO
9 2m£(r)-4Wr = 1 -(6.21)
then
oO
b(n,£;m,£) = 9m / rri,nlfCr)-4ir’dr -C6.22)
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Although the summation over m in equation 6.20 runs from m = £ + 1 
to 00, in practice, the summation is terminated at some point when the 
wavefunction is suitably well represented. Now we expect that
00
Z b2(n,£;m, £) = 1
m=£+l
-(6.23)
and so we terminate the expansion when
Z b2(n,£;m,£) - 1 < -(6.24)
m
for some suitably small number, e. The summation over m is taken 
over hydrogenic states of the same angular momentum £, such that 
these states form an orthogonal basis set.
We specifically checked a number of X-ray transition rates by numerical 
integration and expansion in the above basis set. Table 6.2 shows 
the rates obtained for various numbers of expansion terms for a 
pionic X-ray dipole transition in ^0.
Clearly, the hydrogenic basis set needs many terms to represent such
transitions with any hope of accuracy. The tails of the SCF 
wavefunctions are poorly represented in this basis set for tvo main
reasons. Firstly, the hydrogenic bound state wavefunctions as a
basis set without the continuum states, is not complete. Secondly, 
as we take more expansion coefficients, the radial quantum number, m, 
of the next expansion set basis function increases, and the nodes 
of the wavefunction become spatially more extended. This means that 
our tail region is being expanded in a basis set which becomes more 
and more oscillatory in nature, and this is why good convergence was 
not obtained in this region. So a different basis set was sought.
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Table 6.2
X-ray dipole transition rate for a pion bound in oxygen from the 
state (14,6) to (8,7). Calculations in the hydrogenic basis set 
and all rates in sec
Number of terms in 
expansion set
;
j Transition rate (sec )^
i
!
Hydrogenic rate
i
 ^ 3.982 x 107
SCF wfn. - 3.821 x 107
Expansion set 3 3.422 x 107
5 3.677 x 107
7 3.593 x 107
13 6.186 x 107
It was decided to use a Coulomb Sturmian basis set, because 
these functions have the property that as we increase the radial 
quantum number, keeping all other parameters fixed, their nodes 
move spatially toward the origin. They also form a complete basis 
set, and together these facts mean that an expansion in this basis 
set would converge more rapidly.
An excellent text describing the basic properties and uses of Coulomb 
Sturmians has been written by Rotenberg (89). The Coulomb Sturmians, 
S^, are defined to be the solutions of the modified Schrodinger 
equation.
“ *1 + _ 2a
dr2 r2 r
a = k*n k = /(-E )
o
where a = k.n and k = / (-E ). E is a fixed energy. The S . are
o o nx
normalised with respect to the weight (2/r) such that
S (r) = 0 n I
-(6.25)
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sra* (r)
•S (r)*dr = <5n£ mn
-(6.26)
Explicitly then,the solutions are
-kr
S „(r) = N *e n£ n£
2kr
£+1-Ln"I1(2kr)
-(6.27)
where N2 =0.5 
n£
(n-£-l)!
(n+£)!3
-(6.28)
2£+l
and L is the usual Laguerre polynomial. As we have pointed out
XI * X*
and Rotenberg (89) also states, the properties of the S are such 
that they provide a rapidly converging basis set.
Expanding in this basis set then
' n f (r) =„,L, -(6.29)
wnere
CO
c(n,£;m,£) = -(6.30)
A program was written to calculate these overlap integrals and 
obtain the coefficients c(n,£;m,£). To check the code, the 
overlap of a Is hydrogenic wavefunction and was calculated. 
Analytically this gives
c(l,0;1,0) = { 16/2k2)/{(k+l)3} -(6.31)
and k = 1 gives the value 2/ 2. Numerical integration gave 2.8285. 
Other cases were also checked.
The expansion (equation 6.29) was terminated when E c2 was close 
to its expected value £ where
- 94 -
CO
<j) = E c2(n,£;m,£) = 
m=£+l
f £ £(r) •¥S^f(r)-dr -(6.32)n£
So in practice, we stopped the expansion process when
< c- * e 'v* 10
-5
-(6.33)
To keep a check on the accuracy of our numerical integration routine, 
the following recursion formula for the c(n,£;m,£) was obtained, 
starting from a similar recursion formula for the Laguerre polynomials 
(44).
c(n,£;m+l,£) = A^c(n,£;m,£) + A2d(n, £;m, £) + A^c(n, £;m-l, 2.)
-(6.34)
where
c(n,£;m,£) “
s«iCr)*
OO
d(n,£;m,£) =
1
2
r
4
2 ! ..scf, . ,
-  (r)-dr
* J
( 2 k r ) * ^ f(r)*dr
(6.35)
-(6.36)
A1 =
A2
2m
(m+£+l)(m-£)}
 1________
/{(m+£+l)(m-£) }
(m+£)(m-£ -1)
(m—£)(m+£+l)
1 0 . 5
-(6.37)
-(6.38)
-(6.39)
Unfortunately, no similar recursion formula could be found for the
d(n,£;m,£). So at each stage, we could calculate the coefficients
c both numerically and analytically, and stop the expansion if the
two differed to any large degree. This proved necessary in a few
-4cases, but by this time, e was M.0 (equation 6.33) so that the 
wavefunction was reasonably well represented.
- 95 -
A value for k had to be chosen in the expansion process that 
enabled a good fit to be obtained for both the high and low n 
bound states. k-'-O.OS - 0.075 was found to give a good balance 
between the number of expansion coefficients required, the 
accuracy obtained and the time of calculation when using bound 
states with neQ.,20^.
6.4 Unpenetrated transition rates in the Sturmian basis
To calculate the radiative and Auger transitions, we use the 
formulae presented in chapter four. These were unscreened formulae. 
Leaving aside the penetration integral (equation 4.25), the only 
way the meson bound state wavefunctions enter the transition rates 
is in the meson radial raultipole integral Inequation 4.8 ). If 
we can calculate the corresponding integral between two Sturmian 
wavefunctions, we can then sum over our relevant expansion coefficients 
to obtain the screened transition rate.
So if,
(r)-rL - ^ C^ (r)-dr n„i.
2 2
-(6.40)
o
and
00
. 1
i=£^+l
(n^, jl, £^) (r) -(6.41)
00
-(6.42)
then
GO
E E
i-fc +^l j=^2+I-
-(6.43)
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where
.'L
12 SU  (r) *rL S. (r) *dr
l j x,„
(-l)1+j* V £2
0L+2. L+l 2 k
(£1+£2+L+2)I
' (i+Ax)!(j+£2)!
-(6.44)
0.5
of
Z
t=0
£2”£1+L+1 
i-£ -1-t
£ -£2+L+l 
j-£2-l-t
£1+£2+L+t+2
-(6.45)
_  g
where c( - minimum ( (i -£^ -1) , (j-£2 ”1) ) and (^) is the binomial 
coefficient defined as
s:
t!(s-t):
> > 
s = t = 0
f
-s
t •
JJT—1II s+t-1
t
= 0 t > s = 0 -(6.46)
(There is a kL+* factor in the denominator of equation 6.45 here
which Rotenberg omits.)
The meson multipole matrix element could now be evaluated as a triple 
sum. This would have slowed down the cascade code excessively^ however y 
and so the ratio of
^(screened) -(6.47)
tl
^2(unscreened)
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was calculated for each initial and final state and each 
multipolarity in a separate program and stored. Then each time the 
cascade code needs to calculate the multipole matrix element it 
calculates the unscreened matrix element and multiplies by the above 
factor (equation 6.47) read from a data file. Similarly the SCF 
binding energies are read in and used instead of the Klein-Gordon 
binding energies. This left us now with !pen as the only term not 
containing the screening corrections.
6.5 Penetrated transition rates in Sturmian basis
Using the Sturmian basis set for our bound state wavefunctions, we 
could express the penetration integral, lpen» from equation 4.27 
in terms of the expanded SCF wavefunctions analytically. If
¥n “ . ? ,
1 1 l=iC.+l 1
-(6.48)
and
,scf
n2 l 2
(r) = . £ c2(n2,^2; (r) -(6.49)
then evaluating equation 4.27 enables us to write down the 
analogue of equations 4.44 - 4.48 for our SCF wavefunctions, namely
i-1 j-1
I = D ■ £ E £ £ D0 E £ D,
p en l * £ f # « a
* ’ f a  J ml=*l m 2 2
-(6.50)
where
D, =
ac Q.5 e0.5iry|ra+1_iy)|
£+0.5 n'
m*+1.5 (-1)m'-fc'+l
(n'-m1 -1): a ' +m' +1) I (m*-11) !
*
Z a
Z a
0.5
-(6.51)
m*+£+2+j
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-(6.52)
and
(-2k)ml+m2
1
(i-m^-1) ! (£^+m^+l) ! (m -^Ji )^ ! C|--m2-l) ! (£2+m2+l) ! (m2~l2^  * b
-(6.53)
a+1
where
a = m ^ + m 2 + m l + £ + j + 4 -(6.54)
*
b = 2k + y -(6.55)
Z a
o
The notation is exactly as described in chapter four. Whilst
this expansion allowed explicit evaluation of the penetration integral,
it was found to be extremely slow, involving some six summations!
So a faster method of evaluation was sought.
Since the penetration integral only needs to be evaluated for the 
lower energy transitions (the higher the transition energy, the less 
the contribution from this integral), the bound state meson 
wavefunctions are those with relatively high quantum numbers and 
close together. Here, we are at large radial distances, and the 
wavefunctions look like screened hydrogenic wavefunctions, and so we 
considered if it would be possible to obtain accurate estimates of 
I using the hydrogenic formulae 4.44 - 4.48, but with different 
effective atomic numbers for the two bound meson states.
If we use effective atomic numbers Z^ and Z2 to characterize the initial 
and final bound meson state wavefunction respectively, we have the 
following expression for the penetration integral.
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n -1 n -1 n’-l 4 ,
I . = C Lz ZE Z E C
v ll m2=il2 m,"t' j=° b
pen
- ( 6 . 5 6 )
where
a = + m2 + tn* + j + 4
b = + 2 + y*
n, a 
1 U
n0a 
2 u
(6.57)
(6.58)
ci ■
p '
0.5 *
ac Z
—
a a0 I 0 J
1.5
kl+0-5|r(l+l-iy)|.e°-5¥y.
r , 132/(Z,Z ) |
------  -j_ ~ 2j-(-I)
/{ (n'-i'-l): (n'+l')! ( n ^ - 1 ) ( n j + i p  (n2-i2-l) ! (n2+*2) } -(6.59)
C2 =
*
2
m f ,
(_l)m +m1+m2*
r
2zi
*
2Z2 m 2
*
Z
y  J nna1 1 \i J n0a2 IT a1 0 '
m f +j
(n'-m’-l) I (£* +mf+1) I (m’-i*) ! (n^-m^-1) ! (Jl^ +m^ +1) * (m^-£^) !
(n2-m2-l)! fe 2+m2+l) * ^ m 2"42^ '
-(6.60)
To define the effective atomic number Z for each bound state, we 
*
varied Z to maximise the overlap between the SCF wavefunction
SCF (7it\
end the corresponding hydrogenic wavef unction with
effective atomic number Z .
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If 0c
'i'nC£(r)’47Tr2*dr = 1 -C6.61)
oo
R(Z3)(r)-A7rr2-dr = 1 -(6.62)n £
*
then we vary Z to maximise 
, oo
j "ft
I fSCf(r)  ^(r) *4Trr2*dr -(6.63)
j n £ n£
c
*
(Z ) . . . . *
where Rr i s  a hydrogenic wavefunction with effective number, Z , as
defined in equations 4.11 - 4.13. ^pen calculated in this way was 
reasonably accurate when compared to the full calculation, but much 
quicker to evaluate and hence usable. In such cases, accuracy had 
to be sacrificed, otherwise the code took an impossibly long time to run,
We now had expressions which enabled us to include static screening, 
vacuum polarisation and finite nuclear size effects into all our 
transition rates in a consistent manner.
6.6 Results of static screening calculations
Some of the intermediate results of the static screening calculations 
are presented below. Table 6.3 shows the binding energies for the
pionic oxygen system at a bound level of n =* 12.
Clearly, the screening reduces the binding energies more for states with 
larger orbital angular momentum, £, since these states penetrate 
further into the electron cloud. The 12s state has a very reduced 
binding energy compared to the unscreened binding energy, because the 
s-state penetrates the nuclear density much more than the other states, 
causing a noticeable reduction in the binding energy. Typically we 
found a reduction of a few percent in the binding energy (in comparison
to the corresponding Klein Gordon energy) for the lowest bound states
through to some 50% reduction for states with orbital size around 
that of the K-shell electrons (e.g. for a pion, around n =* 17).
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The sensitivity of the bound states to the nucleus seems to arise 
from the finite nuclear size but not from its detailed structure.
This is not true for the Is bound state as the meson nucleus overlap 
is so strong that detailed structure is "seen" by the meson.
Changing parameter sets for the nuclear matter distribution produced no 
visible change in the vavefunction and binding energies. The Is 
bound state penetrates the nucleus to such an extent that changes 
to both the vavefunction and binding energy were seen, but in both 
cases these changes were small in comparison to those resulting 
from VP and static screening corrections.
Table 6.3
Bound state energies for a pion in 0. n=12
£ Klein Gordon BE(eV) Screened BE(eV)
0 1637.2 1192.0
1 1636.6 1193.2
2 1636.5 1192.9
3 1636.4 1191.0
4 1636.4 1189.4
5 1636.3 1187.4
6 1636.3 1185.0
7 1636.3 1182.1
8 1636.3 1178.8
9 1636.3 1175.0
10 1636.3 1170.6
11 1636.3 1165.8
The multipole matrix element ratios (equation 6.47) showed a large 
variation from unity. Most cases differed from unity by up to some 20 
or 30%, but in certain cases the ratio changed by much larger amounts. 
Table 6.4 shows the ratios for a pion in ^ 0  calculated for transitions 
from the (8,2) bound state to various lower levels and for various 
multipolarities.
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As we can see, the static screening generally seems to affect 
the higher multipolarity rates more, and similarly those transitions 
from higher bound states more. We can easily understand this, 
because the static screening affects the higher bound states more 
than the lower due to the larger inter-penetration of the pion 
orbit with the atomic electrons. Similarly, although the higher 
multipole rates are orders of magnitude lower than the corresponding 
dipole rates, the operators involved in the matrix elements make them 
more sensitive to minor changes.
Table 6.4
r cascade in 160. Ratio of screened to unscreened multipole 
matrix elements for transitions from the state (<?,2) to (n,£)
(n, i)
multi­
polarity ratio (n ,£)
multi­
polarity ratio (n.i)
multi­
polarity ratio
7,0 2 1.017 7,1 1 0.999 7,3 1 1.010
6,0 1.006 6,1 1.001 6,3 1 1.006
5,0 0.997 5,1 1.000 5,3 1 1.004
4,0 0.989 4,1 0.999 4,3 1 1.002
3,0 0.982 3,1 0.998 7,4 2 1.030
2,0 0.805 2,1 0.998 6,4 2 1.261
1,0 1.022 5,4 2 2.964
7,5 3 1.284
6,5 3 6.929
in the bound state wavefunctions, especially in the outer regions of the
wavefunctions, which is where the static screening has most effect.
A sample of the effective atomic numbers derived for the penetration 
integral calculation is given in table 6.5 for Aluminium with a muon in 
various bound states. When calculating the overlap integral in equation 
6.63 for the meson bound state effective atomic number, the value for 
the integral obtained for most states was equal to unity to some four 
or five decimal places, indicating that the bound state wavefunctions 
were hydrogenic in shape and well represented by this method.
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Table 6.6 shows some values of the penetration integral without 
static screening (equation 4.34, 4.35), with static screening 
included by using the wavefunction expansion set (equations 
6.50 - 6.55) and with static screening included by using effective 
atomic numbers for the bound state
Table 6.5
Effective atomic number for hydrogenic type orbitals for 
a muon bound in Aluminium
(n, £)
*
Z (n, I)
*
Z
14,0 12.670 8,0 12.926
14,1 12.694 8,1 12.972
14,2 12.688 8,2 12.968
14,3 12.680 8,3 12.964
14,4 12.670 8,4 12.960
14,5 12.658 8,5 12.956
14,6 12.643 8,6 12.949 '
14,7 12.626 8,7 12.926
14,8 12.605
14,9 12.580
14,10 12.551
14,11 12.517
14,12 12.473
14,13 12.390
meson wavefunctions (equations 6.56 - 6.60), for a muon cascade 
in Aluminium.
As we can see, the quicker method of using effective charges to 
calculate the penetration integral is reasonably accurate in 
comparison to the excessively slow method of using the expansion
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coefficients in a Sturmian basis set. The inclusion of static
screening can make a large difference in the penetration integral
in a similar fashion to the multipole matrix element. However,
no obvious correlation was found between the two which meant that
the static screening corrections for each had to be calculated separately.
The effective charge method is really not entirely satisfactory
because of the lack of accuracy of the resulting calculations, but
no other quick method was found to enable the rates to be
calculated both accurately and quickly.
Table 6.6
. 2 7
y cascade in Al. Values of penetration integral for various 
muon transitions
+ SS +SS
(n1,t1) (n2,£2> (nf, V ) £ L No SS expanded
wf
usjng
Z
10,1 8,3 1,0 2 2 1.105x10s 1.187x10s 1.192x10s
10,1 9,2 2,1 0 1 -2.105xl06 -2.101x10s -2.174x10s
10,3 8,2 1,0 1 1 -1.788xl06 -1.900x10s -1.971x10s
10,6 8,6 1,0 0 0 3.550xl0b 3.605x10s 3.623x10s
10,8 9,6 2,0 2 2 5.756xl06 5.891x10s 5.986x10s
10,8 9,8 2,0 2 2 2.109x10s 2.170x10s 2.195x10s
10,8 9,8 . 2,1 3 2 9.139xl02 9.603xl0z 9.753xl02
10,9 9,8 2,1 2 1 -1.162x10** -1.217x10** -1.223x10**
12,9 11,10 2,1 2 1 -2.574x10** -2.791x10** -2.905x10**
12,10 11,8 2,1 1 2 2.988xl06 3.162xlOb 3.248x10s
12,10 11,10 2,1 3 2 3.710xl03 4.120x103 4.250xl03
12,11 11,9 2,1 1 2 2.087xl06 2.256x10s 2.287xlOb
12,11 11,10 2,1 2 1 -4.636x10** -5.110x10** -5.156x10**
where
(n^, are the quantum nos. of the initial bound muon state
(n2>Z2^
it ii ii it it " final ii ii ii
(nf,£f) it ii ii ii ii " initial bound electron state
I is the angular momentum of the ejected Auger electron
L is the multiplicity of the transition
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As a matter of interest, the effective charges derived above were 
used to calculate the screened multipole matrix elements. Whilst 
giving reasonable results, this method was too inaccurate in too many 
cases to warrant serious consideration, and the previous calculations 
were adhered to.
The inclusion of static screening effects into the penetration 
integral is one of the more important parts of the cascade calculation, 
since the penetration integral inherently involves the overlap between 
meson and electron orbits and so will be very sensitive to such 
corrections. As we have said, it is at present also one of the 
problems least satisfactorily dealt with, but perhaps our treatment 
is none-the-less sufficient at present to give good results with 
the available experimental data.
S 7 "hock" molecular effects
If we were to consider an oxygen atom situated in various molecules, 
the difference between the various centres would lie in the electron 
arrangement and the ionicity of the oxygen bond in the molecule 
(i.e. what effective charge resides around the relevant atomic 
centres). This difference in the electron charge distribution is bound 
to affect the pion molecular orbitals (where they exist) and any process 
of capture onto a given atomic centre from either a molecular orbital 
or the continuum. As far as the atomic cascade is concerned thei, the 
view to date is that such molecular structure effects alter the 
initial pion population distribution in the angular momentum states 
available after capture. Hence we would have to use different initial 
distributions P(£) (72) to fit the oxygen X-ray intensities from 
different molecules. We would also lose the spherical symmetry of the 
electrons and hence of the bound state orbits.
Although we wanted to include atomic electron effects in the cascade 
calculations (both the dynamic and the static screening) we were 
not initially clear if the corrections obtained would arise from the 
presence of the electrons or if they would also be sensitive to the 
detailed structure of the atomic/molecular electron density. To try 
to clarify this point, we mimicked a real molecular system by
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calculating the static screening effects for an oxygen atom with 
six, seven and eight electrons in bound orbits to try to perhapSj 
in some manner, reproduce the effects one would get due to the 
differing ionicity of the oxygen bond in different molecules.
Table 6.7 shows the calculated X-ray intensities in such 
a calculation for a pion in Oxygen with six, seven and eight atomic 
electrons.
Table 6.7
16.
X-ray intensities for a pion in 0 with static screening 
from 6,7 and 8 electrons in bound orbits
Transition +SS for 6e- +SS for 7e- +SS for 8e-
2-1
3-1
4-1
5-1
6-1
0.067221
0.005844
0.004638
0.003565
0.002296
0.067119
0.005716
0.004599
0.003546
0.002308
0.066878
0.005845
0.004557
0.003436
0.002255
3-2
4-2
5-2
6 -2
0.572189
0.062351
0.016326
0.004199
0.574894
0.061016
0.016240
0.004192
0.569008
0.062545
0.016047
0.004043
The intensities really change by small amounts, and most of this change 
is due to the changes in the pion bound state energy within the 
electron cloud affecting the transition rates. The bound state 
wavefunctions and multipole matrix elements change very little. Most 
of the static screening effects come from the K-shell electrons, 
some 50% (108), and since the bound states under consideration in the 
cascade lie inside the K-shell radius, small changes to the charge 
in the L-shell (or higher for heavier elements) make little 
difference to the wavefunctions.
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So we can really conclude that the molecular structure only 
affects the capture process, in turn determining the initial atomic 
cascade population distribution, and that the cascade from the 
K-shell electron orbit onwards can be treated as an entirely atomic 
process.
It should be stated here, that our static screening calculations 
assume inherently that the K-shell is always full. Unless the 
refilling rate is large there is no reason to assume that this is 
true. However,by using similar arguments to those used for the 
dynamic screening calculations, we can justify this approximation.
Firstly, the static screening will affect the higher bound states much 
more than the lower states. The cascade proceeds through these high bound 
states early on, and so we would expect the K-shell to be full at this 
time. The worst stage of the cascade is perhaps around n= 3, 9 for a 
pion when we typically find a single K-shell vacancy. Around such 
levels, we are perhaps over-estimating the screening by some 25% but 
the K-shell rapidly refills after this. Also the X-ray rates begin 
to dominate the cascade process at this level onwards. Altogether 
then, we are describing the static screening reasonably well, and it 
is difficult to see how one could easily improve upon this calculation 
at the present time.
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Chapter 7. Results and discussion
Upon fitting the available data for pion cascade X-ray intensities, 
it became clear that we had to find other data to provide a more 
severe test of our cascade calculation and to provide a deeper insight 
into the physical processes involved. Typically, pion experiments 
(72,73) only provide us with measurements of three or four X-ray 
intensities, and these all from a single intensity series (the 
Balmer series). These data provide very loose constraints on the 
cascade code input data, and it was found that many equally good 
fits were obtainable with vastly differing input data. Depending 
upon the initial pion population distribution used, there could be 
perhaps three or four parameters in the initial distribution, a 
K-electron shell refilling parameter and the possibility of calculating 
(or not) corrections to the transition rates from both dynamic and 
static electron screening. This number of parameters should clearly 
be capable of fitting only two or three X-ray intensities and gives 
us no real physical insight into the cascade processes in isolation 
from other experimental data.
7.1 Muon cascade results
This thesis was not designed to particularly study muonic-atoms. However, 
certain cases have been chosen to help illustrate better the effects 
of certain physical parameters upon the cascade process and calculation.
Muon experiments, however, provide us with typically perhaps some 
ten to fifty X-ray intensities from many series, depending on the 
atomic number of the target (30, 47, 48, 51, 60, 81, 82). Tables 
7.1 - 7.4 show the results of cascade calculations performed to 
fit the muon data for^Al (81), ^ 0  (51), (63), and ^ ^ I n  (48)
respectively. The number of line intensities used in these fits was 
27,5,13 and 68 respectively. Some of these calculations were 
performed without the inclusion of dynamic and static electron 
screening effects, to check the correct functioning of the basic 
cascade code, and to demonstrate the importance of the accurate 
calculation of the Auger penetration integral.
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Table 7.1
27
y in A1 (81) . Cascade start at n » 15 with a modified statistical 
initial distribution. Dynamic and static screening electron effects 
included. Auger rates calculated in the manner described by Eisenberg 
and Kessler (34). Transitions to octopole calculated. Target was 
metallic (i.e. foil) Al.
K-shell refilling q 2.
rate (sec-1.) P^P
4.6xl0ll+ 0.099 1.6
1.2x 101£+ 0.091 1.4
.44xl0llf 0.080 1.2
Table 7.2
Muon cascade in ^0. in compound Cro0o (51). Transitions to octopole
C. J
included. Auger rates calculated using exact formulae from chapter 6.
1) No dynamic or static screening included.
Nstart P(£) Parameters a, b, c T^(eV) ypen X2pdp
14 1 -.167 .101 0.5 0.71
17 1 -.176 .133 0.5 0.76
14 2 .0315,.0177,-.00129 .085 0.5 0.58
17 2 .0265,.0160,-.00109 .085 0.5 0.72
14 2 .0331,.0187,-.00142 .095 0.2 0.08
With dynamic and static screening calculated.
itart P(£) Parameters rk (eV) ypen X2P<ip
14 2 .0323,.0173,-.00126 .092 0.2 0.04
where the initial population is given by:
1) Ptt) « (2<+l)eat
2) P(ll) = a+b-C+c^1
r^=K-shell electron refilling rate in eV.
^pen = minimum value of y (equation 4.31) for which the Auger 
penetration integral was calculated.
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Table 7.3
Muon cascade in 31p (63). Transitions to octopole calculated.
Notation is as in tables 7.1,7.2. Case 1) was run without
static and dynamic electron screening, and case 2) was with
both calculated. Y » 0.5. Nstart = 17. Initial population
Pe5
taken as P (£ ) =a+b£ +c£ . Element in target was red phosphorus.
a b c Fk (eV) x2p<*p
1) 1.05x10 "2 5.37xlO'3 6.08xl0 ’5 0.17 3.8
2) 1.47x10“2 5.52xlO”3 0.2 3.9
Table 7.4
Muon cascade in ^^In (48). Transitions to octopole included.
Cascade started at n=15. Auger rates as per Eisenberg and 
Kessler (33,34). rk=1.2xlOi6 sec-1. P(i) *
Dynamic screening Static screening a X2P<*p
no no 0.057 2.8
no yes 0.057 3.6
yes no 0.052 2.8
yes yes 0.051 3.5
The fits obtained show varied agreement with experimental data. A 
comparison of the x2P^P values obtained with those of the references 
shows that we certainly do no worse with the new code in fitting 
the data than the original authors. Table 7.1 shows the best fit 
obtained to the muonic Aluminium data. The K-shell electron refilling 
rate preferred is clearly the lower value shown, although statistically 
the improved agreement so obtained is not very significant. Since the 
K-shell will have vacancies from the muon Auger transitions, it is 
possible that electrons will refill the K-shell from either higher 
electron shells or from the continuum or conduction band electrons 
in a foil target. The rate at which these electrons refill the
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K-shell will depend on where they came from, and the occupation of 
the states they came from. The fastest refilling rate comes from 
the 2p-ls electron transition. Calculated for the Z-l atom assuming 
total screening of one unit of charge of the electrons from the 
nucleus by the meson, with one K-shell vacancy, these rates are called 
the normal atom rates, and can be found from tabulations of such 
rates and fluorescence yields (19, 20, 21, 66). If however, the 
L-shell becomes depleted due to L-shell Auger transitions, then the rate 
at which the K-shell can refill will also be reduced. This is 
reflected in the fact that we find a necessary reduction to the K-shell 
refilling rate to obtain the best fit to the experimental data.
Specifically, the normal atom 2p-ls electron transition rate for
• ^  secs. (5)
muonic Aluminium is 4.6x10
The dynamic screening effects tend to suppress the low energy 
transitions i.e. the low energy Auger rates. This tends to push 
more mesons towards the circular or near circular orbits in the 
cascade due to the increased importance of the X-ray rates. However, 
although it is very difficult to see any general trends to the 
static screening calculations, the corrections seem to favour those 
transitions with larger change in n (principal quantum number), so 
pushing many more hadrons into the circular orbits. This agrees with 
the 1 standard1 view of the cascade process, but was a little 
unexpected, since previous calculations by our group (72) had 
indicated that one might expect the reverse situation to occur.
The muonic oxygen calculations shown in table 7.2 show the importance
of accurately calculating the penetration integral. The lower values
of ypen, consistently gave for these calculations, better fits to
the data. This is due to the better representation of more Auger
rates with lower values of y , indicating that the contributions
pen
from these terms are far from negligible as often assumed. The 
results also show that the fits are slightly improved by taking the 
initial cascade population at the lower n value of 14. Whilst this 
may reflect upon the capture process which occurs by Auger transitions 
to orbits around the K electron shell (for which the muon has an 
orbital quantum number 14), it was felt more likely that this 
preference merely indicated that the cascade population ’shape*
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was easier to represent at n=14 than at n»17. This is probably
due to the fact that capture occurs to orbits which are mostly
above n=14 but perhaps not above n=17.
The muonic phosphor calculations (table 7.3) show little difference
between the cases with and without electron screening effects 
included. The case with screening showed a more statistical initial 
muon population, but neither case really gave a satisfactory fit 
to the experimental data. The reason for this must either be due 
to the experimental data not being of particularly good quality, 
or to our not calculating some more fundamental effect in the cascade 
process. The former seems unlikely since the transitions are rather 
well measured not only in the experimental data used but in other 
experiments also. The more likely explanation is that the initial 
population is affected at the capture level, in a manner which is 
not describable by our relatively inflexible choice for the initial 
population distribution.
The muonic phosphor calculations were made using Vogel's definitions 
for the effective charge of the Auger electrons (equations 4.52,3) 
and our definitions in equations 4.54-7 for comparison. (Table
7.3 uses our definitions.) Those definitions of Vogel gave 
slightly worse fits to the data, but not significantly so. This 
would seem to indicate that the choice for effective charges for the 
Auger electrons is not too critical, perhaps reflecting the fact that 
because we use the same value of charge for the bound and continuum 
electron state (which should be quite different), we tend to ’smooth 
out* any minor variations in charge between initial and final state 
Auger electrons.
The muonic Indium results (table 7.4) show little difference between 
the fits. The inclusion of screening seems to make the fits worse 
perhaps, but this may just reflect the limited use of a modified 
statistical initial distribution, as already stated.
- 113 -
7.2 Pion cascade results
To study the effects of various corrections and parameters discussed 
in this thesis on the physics of the cascade process, various pion 
cascade runs were made to establish the effect and magnitude of the 
effect of including them. To do this, some runs were made with a 
peculiar choice of values for some input parameters, which represented 
perhaps totally unphysical calculations, but gave us a much clearer 
view of what was happening.
7.2.1 Effect of the Fried-Martin kinematic factor
Table 7.5 shows some X-ray intensities calculated with and 
without including the Fried-Martin kinematic factor (chapter four) 
into the X-ray and Auger transition matrix elements.
Table 7.5
Pion cascade in Oxygen with and without the Fried-Martin kinematic 
factor. No electron screening effects were included. Cascade started 
at n=17 with a modified statistical initial population, parameter 
a = -2. K and L electron shells were kept fully populated at all 
times. Transitions to octopole were calculated. Normalised X-ray 
intensities are shown in brackets.
X-ray intensity
Pion transition n ->n„
-FM factor +FM factor
2-1 4.74xl0~4 5.54xlO~4
3-1 1.67xlO~4 (0.35) 1.96xl0"4 (0.35)
3-2 6.74xl0“4 7.04xl0~4
4-1 2.72xlO~4 (0.57) 3.21xKf4 (0.58)
4-2 9.26xl0~4 (1.37) 9.76xlO~4 (1.39)
4-3 4.03xl0~4 4.24xl0~4
5-1 5.70xl0“4 (1.20) 6.72xl0"4 (1.21)
5-2 1.12xl0“a Cl.66) 1.19xlO~3 (1.69)
5-3 4.95xKf4 (1.23) 5.25xlO~4 (1.24)
5-4 2.40xl0~4 2.54xlO~4
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Since the FM factor appears in both the X-ray and Auger matrix 
elements, the only effect that it can have upon the cascade process 
is at the stage when there is competition between the X-ray/Auger 
rates and nuclear absorption. This competition is usually staall, 
one rate dominating the other for any given initial pion bound 
state. To ’mock up* more competition between these rates, the 
cascade code was run with an initial modified statistical 
population with parameter a =* -2. This forces many more pions into 
the states of low angular momentum throughout the cascade, aini 
causes greater competition between the absorption rate and other 
transition rates. The results indicated that the FM factor increased 
all the X-ray yields by about 10% (as perhaps a simple estimate might 
show), but that there was little change to the normalised yields 
often measured in pion experiments. We would expect the yields to 
increase as found, because including the FM factor (for pionic 
Oxygen 1.1331) increases the X-ray and Auger rates relative to the 
nuclear absorption rates, so pushing more pions into the circular or 
near circular states and so increasing the transition yields. 
Calculations with a more realistic initial pion population would show 
less effect from the FM factor and so its inclusion, although 
technically necessary, is perhaps not so vital for the small atomic 
charge systems we have been mainly studying. It must, however, be 
included in calculations for heavier atoms or heavier exotics 
(e.g. kaons) since the nuclear absorption rates are far more 
important here and competition between these and other rates much 
larger.
7.2.2 Effect of corrected nuclear absorption rates
Table 7.6 shows some intensities calculated in a pion cascade in 
Oxygen made with our corrected nuclear absorption formulae 
(equations 3.14-21) and those of West (3.4-7) for comparison 
purposes.
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Table 7.6
Pion cascade in Oxygen (theoretical calculation i.e. not fitting 
any experimental data) with our and West’s nuclear absorption 
formulae. Cascade started at n=17. K and L electron shells 
kept full at all times. Initial modified statistical population 
used with a = -2. No screening calculations included. Transitions 
to octopole calculated.
X-ray intensity
Pion transition n^->n^
Our nuclear rates West rates
2-1
3-1
3-2
4-1 
4-2
4-3
5-1 
5-2 
5-3 
5-4
5.54x10
-4
5.61x10
-4
1.96x10
7.04x10
3.21x10
9.76x10
4.24x10
6.72x10
1.19x10
5.25x10
2.54x10
-4
-4
-4
-4
-4
-4
-3
-4
-4
1.99x10
7.12x10
-4
3.25x10
-4
9.87x10
4.29x10
6.81x10 
1.20x10 
5.31x10* 
2.57x10
—**
-3-
—A.
-3
-4
Again, to accentuate any effects from including the improved 
formulae, we used an initial pion modified statistical distribution 
with a = -2, to push more pions into the low angular momentum states, 
to increase the competition between the radiative and Auger rates 
and the nuclear absorption rates. As we can see, the improved 
formulae decrease the yields by some 1 to 2%. This is a small 
effect, but the pionic Oxygen system has small atomic charge, and the 
nuclear absorption does not feature as dominantly for most of the 
cascade process as it would in a larger atomic charged system.
The corrections to the West formulae are also relatively small for 
Oxygen, but are not for other systems. The corrections then become 
more important for higher charged systems, and for kaonic systems 
where the nuclear absorption process is much more important* We 
have, however, performed no calculations of the kaonic-atora system
- 116 -
absorption rates, but the pionic-atom system calculations indicate 
that at some stage this must be done to obtain a fully accurate 
description of the kaonic-atom cascade.
The effects noted here for the pionic-atom system are exactly 
what we would expect. The improved formulae for Oxygen give an 
increased absorption rate from those non-circular states (for a 
given value of angular momentum) than those of West. Hence we 
expect more pions to be absorbed from these higher levels, so 
reducing the number available to make X-ray transitions, reducing the 
X-ray yields.
7.2.3 Effect of dynamic electron screening calculations
Table 7.7 shows the X-ray yields calculated for the pionic Oxygen 
system, with and without the calculation of dynamic screening 
effects.
(DS) effects. Initial statistical population used at n=17. K and L 
electron shells kept fully populated at all times. No static 
screening effects were included. Transitions to dipole included.
Table 7.7
Pionic Oxygen cascade with and without inclusion of dynamic screening
Transition, n^ “>n2
X-ray intensity
without DS with DS
5-4
5-1
5-3
5-2
4-3
4-2
4-1
3-1
3-2
2-1 6.OOxlo”2
6.64x10 3 
4.63x10 ^
5.31xl0~3
8.36xlo"*2
2.15X10"1
4.44x10 3 
2.58xl0"2 
2.35xlO~2 
3.74xl0“2
6.15xl0“2
6.84x10 3 
4.75X10*"1
5.27xlO~3 
8.73xl0"2 
2.21X10”1
4.26x10 3 
2.55xl0”2 
2.40xl0“2 
3.85xlO~2
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The results of the calculations showed that the yields of the 
circular orbits and near circular orbits increased, whilst those 
of the low angular momentum states decreased. As we saw in Chapter 
Five, the dynamic screening corrections tend to suppress those 
transitions of lower energy more. Now the smaller the change in quantum 
number between initial and final pion bound states in a transition 
(be it Auger or X-ray), the smaller the transition energy is. Hence 
the dynamic screening effects tend to favour those transitions with 
a larger change in pion principal quantum number, n. This pushes 
the pions more quickly into the circular or near circular orbits 
and so decreases the yields of the transitions from/to low angular 
momentum states and increases those from/to circular orbits -
7.2.4 Effect of static electron screening calculations
Table 7.8 shows the results of a similar calculation for the 
pionic Oxygen system with and without static screening calculations 
included.
Table 7.8
Pionic Oxygen cascade with and without static screening (SS) effects. 
Initial statistical population used at n=17. K and L electron shells 
kept full at all times. No dynamic screening effects were calculated. 
Transitions to octopole included.
_ ■ ...  ^ X-ray intensityTransition, n no J J
without SS with SS
2-1 6.00xl0~2 6.07x10 2
3-1 6.64xl0"3 6.65x10 3
3-2 4.63x10 ^ 4.68x10 *
4-1 5.31xlO-3 5.15xlo"*3
4-2 8.36xl0~2 8.55xlO*"2
4-3 2.15xlO-1 2.18X10”1
5-1 4.44xl0“3 4.27xlO~3
5-2 2.58x10"2 2.55xl0~2
5-3 2.35x10*" 2 2.38xlO*“2
5-4 3.74x10*" 2 3.78xl0~2
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Again the results seem to indicate that the static screening 
corrections push more pions into the circular or near circular 
orbitals, so increasing the yields of transitions to/from the 
circular orbitals and decreasing the yields to/from the states 
of low angular momentum. As we already noted in Chapter Six, the 
static electron screening reduces the binding energy of the pion 
orbitals by about a few percent at low n, but by as much as 50% 
at n=17. So the transition energy of transitions between pion 
initial and final states with similar quantum numbers doesn’t 
change very much, but transitions with a large change in n 
have a much reduced transition energy. This tends to favour the 
Auger transitions more than the X-ray and one might expect the 
pions to be pushed away from the circular orbits. However, the 
opposite happens, and indeed studying the pion populations throughout 
the cascade (not given here) shows a 1-2% increase in population 
of the circular orbits at the expense of the low angular momentum 
orbits. The reason for this is that the above argument discusses 
only the pion orbital binding energy changes and dees net consider 
the effect of static screening upon the matrix elements between 
initial and final bound state wavefunctions. The static screening 
corrections arise because the atomic electrons screen the pion from 
the nuclear charge. This tends to make the pion bound state 
wavefunctions more spatially diffuse. The effect is more pronounced 
in the low angular momentum orbits than the circular, since they 
penetrate further out into the electron density and hence have 
regions which are more screened than the corresponding circular 
orbits. Because the bound state wavefunctions extend more than their 
unscreened counterparts, we would expect the overlap between the pion 
bound states and the electron bound states to increase, giving an 
increased Auger transition rate, but a similar X-ray rate. However, 
the X-ray rates have a transition energy cubed factor in them, and 
the Auger rates are more complicated in their energy dependence. 
Similarly the matrix elements can show considerable cancellation in the 
overlap between non-circular pion bound states and.electron bound 
states. Hence a simple picture of the static screening effects seems 
impossible other than to say that the pion bound state energies fall, 
the bound state wavefunctions become more diffuse spatially, and in
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general the X-ray rates become more favoured than the Auger, 
tending once again to push the pion population towards the circular 
states as the cascade proceeds.
7.2.5 Effect of finite electron shell refilling rates
Table 7.9 shows some pion cascade calculations made without screening, 
but with various K-shell electron refilling rates, to study the
effect of finite refilling rates.
Table 7.9
Pionic Oxygen cascade (theoretical) with various K electron shell 
refilling rates. An initial statistical pion population was used 
at n=17. No screening calculations were made and pion transitions 
to octopole were included.
X-ray intensity with refilling rate:
Transition n ^ ”>n2
Instant ie.
shAll full
Normal atom
sec-1
14 N O
t  ^  a. a- x  J. l i £
2-1 6.00xl0”2 6.13xlo”2 6 .21xlo"2
3-1 6.64xl0“3 6.75xlO~3 5.60xl0“3
3-2 4.63X10”1 4.74xlO_1 4.72xl0-1
4-1 5.31xlo”3 5.18xl0"3 4.12xl0~3
4-2 8.36xlo”2 8.73 xio"2 8.9Oxl0“2
4-3 2.15xl0“1 2.30xKf1 3.47X10”1
5-1 4.44x10 3 4.20xl0“3 4.06x10 3
5-2 2.58xlO~2 2.69xlO-2 3.86xl0“2
5-3 2.35xl0"2 2.61xl0”2 4.13xlO~2
5-4 3.74xlO~2 4.49xl0~2 9.90xl0~2
The most striking result from this calculation is the large increase 
in the X-ray yields for the circular transitions upon limiting the 
K electron shell refilling rate. As we restrict the electron shell 
refilling rate, so the Auger transitions deplete these shells to 
larger extents, because the shells do not refill as quickly.
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This rapidly empties the electron shells and hence greatly 
reduces the probability of Auger transitions occurring during 
later stages of the cascade. Hence the remaining transitions 
occur predominantly by X-ray emission or nuclear absorption.
Naturally this pushes more pions into the circular or near 
circular orbits and increases the X-ray yields from/to these 
orbits as found. Realistic values for the K electron shell 
refilling rate gives an increase in X-ray yields of very small 
amounts, or even a slight decrease in the low angular momentum 
states, up to an increase of some 20% at the circular orbits.
For most of our pion data, the experimentally obtained X-ray 
yields were taken from measurements made by O'Leary (72).
Comparisons were also made to the best fits obtained to these 
data with an older cascade code which made use of only monopole 
and dipole transition rates, with instant electron shell refilling 
(already shown to be a bad assumption) and no calculations of 
either static or dynamic electron screening effects. Table 7.10 
shows the results obtained by O'Leary fitting the data with a 
modified statistical initial pion distribution (starting at n=17) 
for Oxygen and Carbon in various molecules, and the best fits 
obtained in this work by using the normal atom refilling rates and 
including static screening effects.
We notice immediately that the results seem varied; some fits improve 
whilst others become worse. The lack of significantly better fits 
where needed most (eg. for Carbon in CC^)» does not arise from the 
new code being any worse in describing the physical processes involved 
in the cascade. We have now a much more accurate and complete 
description of the processes, and the failure of the code to fit the 
data here merely underlines the inadequacy of the modified 
statistical distribution in describing the initial pion population. 
Indeed the capture and transfer processes involved leading up to 
this stage of the cascade process are now our least understood areas, 
and indications are that an initial distribution somewhat more 
flexible than the modified statistical distribution is now needed.
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More work has recently been performed by members of our group 
(101) on pionic oxygen and carbon, and the most significant 
departure of these results has been included in table 7.10, namely 
the mannose data. The other data have yet to be fitted and will 
form part of another thesis (to be submitted) and those calculations 
are not presented here (100).
Table 7.10
Best fits obtained to O ’Leary (72) experimental data. O'Leary 
fits used instant electron shell refilling and no electron 
screening. This work used the normal atom electron shell 
refilling rates and calculated the static screening corrections.
A modified statistical initial pion population was used (parameter 
a) throughout at an initial level of n=17 for direct comparison. 
+The data on mannose is from the thesis of K.R.Smith (100) to be 
published.
O ’Leary This work
Target ,
Best a X pdp Best a X pdp
Water 0 -0.07
CO C -0.33
0 -0.03
Graphite c 0.02
Mylar c -0.07
0 -0.17
Glutaric c -0.14
anhydride 0 -0.04
Succinic c -0.15
anhydride 0 -0.04
Maleic c -0.13
anhydride 0 -0.04
Xylose c -0.18
0 -0.18
Glucose c -0.15
0 -0.13
Sucrose c -0.14
0 -0.12
Mannose c -0.25
0 -0.13
tMannose c -
0 —
Trehalose c —0 . 2 2
dihydrate 0 -0.12
3.8 -0.10 6.6
8.6
0.4
-0.33
-0.06
10.0
0.8
1.2 0.01 1.2
0.4
1.3
-0.07
-0.20
0.1
1.9
6.4
5.8
-0.16
-0.09
5.8
7.1
2.1
5.8
-0.15
-0.10
2.3
14.0
2.2
4.4
-0.12
-0.09
2.5
6.8
1.7
2.3
-0.19
-0.21
1.7
3.1
2.2
2.0
-0.15
-0.16
2.2
4.0
3.8
1.9
—0« 16 
- 0 . 1 5
3.5
2.6
3.1
4.1
- 0 . 2 6
-0 . 1 5
3.5
5.7
- —0 . 3 0
- 0 . 2 9
0 . 0
0 . 6
4.8 - 0 . 2 2 4 . 6
8.8 - 0 . 1 4 1 2 . 0
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It would be ideal if we could 'predict1 this distribution by 
formulating all the capture and transfer processes involved at the 
molecular level, but although much work towards this aim is being 
done, we are still a long way from being able to perform such 
detailed calculations. The calculations for a pure atomic target 
for both muons and pions give good fits with very nearly statistical 
initial populations, indicating that our cascade code gives a good 
description of the atomic cascade process, but that we do lack an 
understanding of the molecular capture and transfer processes which 
decide the population distributions=at the individual atomic levels.
Further detailed studies were made to see the effect of modifying 
the electron shell refilling rates and the initial populations.
Table 7.11 shows the results of calculations made for the pion 
cascade in graphite with various K electron shell refilling rates.
Table 7.11
Pion cascade in graphite. Experimental data from O'Leary (72). 
Static and dynamic screening effects were included and transitions 
to dipole calculated. A. modified statistical initial distribution 
was used at n=17 (parameter a).
K electron shell o ,
a X pdp
refilling rate (sec-1)
Instant 
1.22x10*4 (normal atom) 
0.95xl011+
No refilling
The results show clearly that a better fit to the experimental 
data is still obtained by reducing the electron shell refilling 
rate to or below the normal atom rate. Indeed we might expect 
the best results to be obtained by reducing the K shell refilling 
rate below the normal atom value, since the K shell predominantly
-0.030 1.26
-0.014 0.92
-0.011 0.91
0.118 0.54
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refills from the L shell which will be depleted during the 
cascade due to L Auger transitions, leaving fewer electrons to 
refill the K shell so reducing the K shell refilling rate. The 
fact that the best result shown has no refilling at all is slightly 
difficult to understand, but the fact that the population parameter 
a is significantly different from all the other fits indicates that 
this result is probably a chance fit and not a true explanation of 
the experimental data.
There is some suggestion (72) that the bond length between, for 
example Carbon and a neighbouring atom in molecules, may in some 
sense ' limit' the states of angular momentum available for pions 
at a given level of principal quantum number. There are a few 
simple formulae which attempt to predict the maximum orbital angular 
momentum quantum number value dependent upon the bond length under 
consideration. (See eg. (72)appendix 1). For carbon in C07 these give 
a maximum permissible angular momentum quantum number of 13*2.
Table 7.12 shows some calculations for pionic Carbon in CQ^ for 
various cutoff values of the population distribution.
Table 7.12
Fits to pionic Carbon cascade data in CC^. Experimental data 
are from O'Leary (72). Static and dynamic screening included 
and a modified initial pion population was used at n=17 
(parameter a) with the population set to zero for states with 
angular momentum I nor^l atom K-electron shell refilling
rate was used.
*cut a X2pdp
- -0.346 8.6
11 8.7 7.4
12 0.34 0.3
13 -0.076 0.5
14 -0.218 3.1
Similar calculations are shown in table 7.13 for carbon in 
glutaric anhydride.
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Table 7.13
Pionic carbon cascade in glutaric anhydride. Experimental 
data are from O'Leary (72). Static and dynamic screening 
effects were included. Other details exactly as table 7.11.
cut a X2pdp
-0.160 5.8
13 0.701 1.9
14 0.114 0.2
15 -0.049 1.2
These fits show a remarkable agreement with the experimental
data using a cutoff to the population. This was felt encouraging
enough that calculations were repeated fitting the remaining
Carbon data from O'Leary for other molecules, using I =14.
cut
These are shown in table 7.14.
Table 7.14
Pionic carbon cascade in various molecules. Experimental data
are from O'Leary (72). Calculations were made including dynamic
and static electron screening and the normal atom K-electron
shell refilling rate. Initial populations were modified statistical
with n=17 and population zero for those states with I >=£ =14.
cut
Target a X2P^P
Succinic anhydride 0.131 0.1
Maleic anhydride 0.140 0.4
Xylose 0.051 0.3
Glucose 0.113 0.6
Sucrose 0.065 0.3
Mannose -0.090 0.2
Trehalose dihydrate -0.010 0.2
Mylar -0.095 0.1
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These fits show superb agreement with the experimental data 
and clearly indicate the need for a modification to the usual 
modified statistical distribution. The argument for a cutoff 
based on bond length considerations seems to work extremely 
well, but probably is only a simple insight into the more 
complicated processes involved of capture and transfer in a 
molecular system. Its success does, however, indicate that 
surely this line of work is the way to proceed and that a deeper 
understanding of the molecular effects is vital to our overall 
picture of any exotic system.
A set of similar calculations was made for pionic Oxygen in 
glutaric anhydride with various values f o r £ cut. The simple bond 
length argument gives us l cut=16±2 as an expected limit. Results 
of the calculations are given in table 7.15.
Table 7.15
Pionic Oxygen in glutaric anhydride. Static and dynamic screening 
effects included and normal atom K. electron shell refilling rates 
were used. The initial population at n=17 was a modified 
statistical distribution (parameter a) with population zero for 
states with £>=£
cut
lcut “ X pdp
- -0.090 7.1
16 -0.113 5.2
15 -0.070 3.4
14 -0.003 1.5
13 0.119 0.7
12 0.402 4.6
The results indicate that a much improved fit is possible with the 
introduction of a cutoff in the angular momentum states in the 
initial population, and that a good fit with the rest of the 
population having a modified statistical distribution below the cutoff 
value for the angular momentum, occurs atfc. *14.
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7.3 Kaonic atom calculations
During the course of this study, several calculations were made 
to study some kaonic-atom systems. The interest for this work 
arose from the desire to try to find a single phenomenological potential 
which could predict kaonic-atom strong interaction line shifts and 
widths CIO). Such a potential when inserted into the Klein-Gordon 
equation should be capable of reproducing all the available 
experimental shift and width data for atoms including the kaonic- 
hydrogen data. This had not been managed before. The potential 
which was tried had some nine parameters; three range parameters 
and three complex strengths. These parameters were varied in an 
effort to minimise the difference between the calculated SI shifts 
and widths and the experimentally obtained values (10). The success 
of this model was rather pleasing particularly as a consistent fit 
was obtained to the hydrogen and other kaonic-atom data. Details and 
results are not described here but are to be published.
It was noticed that some atoms had widths which the phenomenological 
potential consistently failed to reproduce. These were upper 
state widths not directly measured from experiments but indirectly 
inferred from other data collected.
These widths are * deduced' from measurements of the lower state 
widths (directly measured from transition line broadening) and the 
radiative transition rates on yields. For a given kaon transition 
from initial state 1 to final state 2, the yield is defined as
pR
12
(^l-»-2) = -(7.1)
R abs A decay
12 1 12 l tC
Rwhere T « is the radiative transition rate from state 1 to 2
A abs
(in sec-1), T-0 the Auger transition rate, T- the strong
dGcsy
interaction absorption width from the upper state, and T «
the decay rate of the kaon. Usually it is assumed that the Auger 
and decay rates are negligible quantities. Thus we can 
experimentally ascertain the yields, theoretically calculate the 
radiative transition rate (to high accuracy), and so predict the 
strong interaction absorption widti) from the upper level. The 
yield is found from experiment by assuming that
where 1 ^  is the X-ray intensity from state i to 1 and 1 ^  
the Auger transition intensity. (The transition intensity is 
just the product of the number of kaons making the transition 
and the transition rate.) So until now the summation in equation
7.2 has been restricted to that of the X-ray intensities, i.e. 
it has been assumed that the Auger intensities are very small.
The X-ray intensities summed were merely those that were 
experimentally measured, the assumption being that those not 
measured contribute little! So any non-measured lines, be they 
Auger or X-ray, will give a falsely high value for the yield, and 
a correspondingly low value for the upper level strong absorption 
widths Our calculations with the phenoinenological potential showed 
that when we obtained a bad fit to the data for a given kaonic atom, 
the experimental upper level width usually seemed too low.
The calculations presented here are for two examples, that of 
kaonic Carbon and Silicon. The Carbon fit to the strong interaction 
line shift and width was not particularly bad but the Silicon fit 
gave a chi-squared of some 93! So our basic cascade code was 
modified to calculate the required X-ray and Auger transition 
intensities so that we could fit the experimental X-ray intensities 
and using equations 7.1,2 predict the upper level absorption width. 
Table 7.16 shows the results of this calculation for the kaonic 
Carbon cascade, and table 7.17 for kaonic Silicon.
Table 7.16
Kaonic Carbon cascade calculation. Static and dynamic electron 
screening effects were calculated with transitions to octopole. 
The normal atom refilling rate was used for the K electron shell, 
and an initial kaon population of
POO a 1-0.321+0.0242,2 was found best at n=15.
Kaon transition X-ray intensity
nl n2 Experimental (10) Cascade code
3-2 0.036±0.004 0.036
4-3 0.400±0.100 0.357
5-3 0.058±0.006 0.063
6-3 0.022±0.002 0.019
7-3 0.008±0.001 0.006
6-4 Q.Q36±Q.QQ4 0.049
The resulting x2pdp = 0.3. The yield of the 3-2 transition so
calculated was Y ^  = 0.078 and the 3d absorption width so
calculated ro , =0.902eV.Ja
Experimental width Cascade caln., Phenomenological
(10),r3d r3d model, T3d
0.98±0.19eV 0.9eV 0.7eV
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Table 7.17
Kaonic Silicon cascade calculation. Static and dynamic electron 
screening effects included, and transitions to octopole calculated.
P(£) a 1-0.3352. +0.02362.2 at n=15 found as the best initial 
population.
Transition X-ray intensity
n^-Hi^ Experimental (10) Cascade code
4-3 0.130±0.020 0.130
5-4 0.360±0.060 0.360
6-4 0.036±0.008 0.036
The resulting yield for the 4-3 transition was Y. =0.312 and 
43
the corresponding absorption width r^=1.12eV.
Experimental width Cascade caln., Phenomenological
(112,113), r4d r4d model, T. , 4d
0.54±0.07eV 1.12eV 1.22eV
As we can see, there is excellent agreement between the cascade 
calculation and the experimental X-ray intensities. We would 
hope to be able to fit these intensities since there are fewer 
lines available and many parameters in the cascade. However, 
the resulting agreement between the cascade code prediction for 
the upper level absorption width, and that calculated by the 
phenomenological potential is remarkable. Certainly this indicates 
that calculating the upper level absorption width by assuming that 
one can experimentally measure all the necessary intensities is 
very lacking. This is what has been performed until now in 
calculating the experimental upper level widths and accounts for the 
large discrepancy in the above table between the experimental and 
theoretical figures. The kaonic atom data should really be re-analysed 
in the light of this new data!
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7.4 Conclusion
In conclusion then, our new cascade code seems to have much success.
Most of the pion data now seems capable of being fitted, as does 
the muon and kaon data. With the new code we now have a deeper 
and more complete insight into the physical processes involved 
in the atomic cascade process.
The initial distributions used to fit the data reflect the target 
structure in an entirely consistent manner as expected, and the 
electron refilling rates needed to fit the experimental intensity 
data again reflect the need for a reduction from the normal atom rate 
required to reflect the vacancies in higher electron shell 
populations.
The precise values to be used for the electron shell refilling rates 
still seems open to question, but with many effects, such as 
molecular/crystal/metallic structure of the target, the availability 
of electrons in higher shells to refill lower shells etc. still not 
quantatively analysed, a more precise theory of; values seems a long 
way away. Perhaps this quantity at least will have to remain a 
parameter of the cascade calculation.
The main concern of future work now should be in the area of molecular 
structure effects. The atomic cascade code absorbs these effects into 
the definition of the initial pion/muon population distribution in 
available angular momentum states at a given quantum level. Ideally 
a molecular cascade code would follow the exotic particle from its 
continuum state through collision processes, capture, molecular cascade, 
transfer to one atomic centre and hence into the atomic cascade. Such 
a calculation is well beyond our computational capabilities at this 
moment in time. However, by understanding the construction of exotic 
molecular orbitals and capture processes, it may be possible to 
calculate in a more precise manner the overall shaping of the 
population distribution on arrival at a given atomic centre. Work is 
already being done along these lines QL04) but there is still a long 
way to go, and unless we can find approximate calculation techniques 
to define the molecular orbitals for the exotics, we will again be 
strictly limited by the computational limits imposed on us at this time.
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Appendix A 
The pionic-nucleus optical potential
The optical potential used to describe the pion-nucleus absorption 
process was the phenomenological form originally proposed by 
Ericson (37&)and Krell and Ericson (47) and parameterised by others 
to fit the available experimental data (/c>,//). The potential U(r) 
has the basic form
2yU(r) = q(r) + E.a(r)2 -(a.l)
where y is the pion-nucleus reduced mass and q(r) is the momentum 
independent part of the potential arising from the pion-nucleus 
s-wave interaction. At threshold, this can be represented in terms 
of the effective scattering lengths bo and b|:
q(r) = -4 tt (1+y/m) (bo(p + P ) + bi(p - p ) ) + (l+y/m)4Bnp o -(a.2) n p n p n p 1
where m is the nucleon mass, Bq a complex parameter simulating the two
nucleon dispersion and absorption, and p and p are the density
n p
distributions of neutrons and protons in the nucleus. The term
E.a(r)E is the momentum dependent part of the potential, with
ao(r)
a(r) = ---------------  -(a.3)
1 + £ao(r)/3
where E,^ 0 represents the Lorentz-Lorenz renormalisation effect.
This part arises from the pion-nucleon p-wave interaction which at 
threshold is related to the effective scattering volumes Cq and C\ by:
otQ (t) =  4 tt (1+y/m) 1 (co(p+P ) + cx(p -p ) ) + (1+y/m) H c q p  p n p * n p  n p
-(a.4)
where Cq is a complex parameter analogue to B q .
This potential and its associated forms and modifications are discussed 
in more detail by Krell (47) and Batty (//). Suffice it for us to say 
here that in the above form, with suitably chosen parameter sets (II), 
the potential reproduces the experimental bound state energies, shifts 
and widths adequately for our needs.
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Appendix B
The calculation of a (A) in equation 3.17 for Cr(52). (£=0).
This was calculated by performing a least-squares fit to the 
calculated values of C tabulated in column four of the table below.
n
Tns computed 
(kev)
1 Tns from eqn. 3.3 
(kev)
£ in eqn.3.13
Is 129.83 129.83 1.0
2s 22.420 16.229 1.3815
3s 7.4140 4.8085 1.5419
4s 3.3033 2.0286 1.6284
5s 1.7473 1.0386 1.6824
6s 1.0333 .60106 1.7191
7s .66079 .37851 1.7458
8s .44783 .25357 1.7661
9s .31740 .17809 1.7822
10s .23315 .12983 1.7958
giving a (24) = 0.85905 with an error of 3.48%.
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A p p e n d ix  C
T a b le  o f  c o l l e c t e d  v a lu e s  f o r  a  (A ) f ro m  e q u a t io n  3 ,1 7
z A
a (A) 
s-states
Error
%
a (A) 
p-states
t
Error j
% Ii
3 7 0.030566 .12 - -
6 12 0.072493 .08 - -
8 16 0.12964 .09 - -
12 24 0.25738 .105 - -
13 27 0.30964 .34 - -
14 28 0.33875 3.98 - -
15 31 0.40442 2.4 - -
16 32 0.41659 .683 - -
1 Q
1U
/. r\
*TU
r» s77nQV •V //uy X • 63 - -
20 44 0.68355 2.28 - -
22 48 0.75508 2.8 - -
23 51 0.81039 3.3 - -
24 52 0.85905 3.48 - -
25 55 0.89885 3.74 - -
26 56 0.96645 4.17 - -
27 59 1.0267 4.74 - -
28 60 1.0874 5.04 - -
29 63 1.1606 5.17 - -
30 64 1.2489 6.04 - -
48 112 - - -0.041757 0.69
51 122 3.2377 10. -0.050786 1.04
60 144 -0.46115 2.3 0.006937 1.62
62 154 -0.42626 2.0 -0.002216 2.3
67 165 -0.03500 2.44 0.10654 2.3
73 181 0.84614 1.92 - -
74 186 - - 0.16866 3.21
83 209 1.1551 1.92 - -
90 232 1.7688 2.58 0.36628 5.0
92 238 1.7556 7.04 0.42922 5.12
-  1 3 4  -
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VALIDITY OF FORMULAE FOR NUCLEAR WIDTHS USED IN PION CASCADE CODES
M.J. TURNER and Daphne F. JACKSON
Department o f  Physics, University o f  Surrey, Guildford, UK
Received 11 July 1983
Cascade codes used for pionic X-ray calculations use formulae for nuclear absorption widths derived from perturbation 
theory using hydrogenic wavefunctions. Comparison with.exact calculations shows that these formulae are very accurate 
for orbitals with l >  2 but large errors can arise for / = 0 ,1 .  An improved formula for s and p states is derived.
Cascade codes used to predict X-ray yields involve 
calculation o f the radiative widths, the non-radiative 
Auger widths and the widths Y(n, l)  for nuclear ab­
sorption o f a pion from an atomic orbital with quan­
tum numbers n, I [1 ] . The codes use a formula de­
rived many years ago by West [2], which relates the 
absorption widths for increasing n and fixed /, i.e.
r ( n = N , l )  _ /A A 2/+4 (N + l ) l ( M - l -  1)! m  
r ( n = M , t )  \ N j  + 1)! ' ^
It is assumed that the width for the state o f lowest n 
is known from experiment so that eq. (1) allows the 
prediction o f all higher widths o f  the same I. It is also 
widely believed that the cascade process predominant­
ly populates circular orbits with n = (/ + 1), so that 
high accuracy in the calculation o f the widths for n >  
(/ + 1) is not required. Recent work by our group [3, 
4] has suggested that this picture is not always the 
correct one, especially for light elements such as C, 0  
in organic molecules. For this reason we are re- 
examining the content o f  cascade calculations and, as 
a first step, we have investigated the validity of eq. (1).
The derivation of eq. (1) starts from the perturba­
tion expression for the width, i.e.
r(«,0= f  W(r)\V(r)\2d3r , (2)
where W(r) is the imaginary part o f the pion optical 
potential and '£(/•) is the pion wavefunction, which is 
assumed to be hydrogenic. The assumptions required 
to give eq. (1) are [2] that the potential can be repre­
sented by a square well o f radius R  and that the wave­
function can be approximated by its leading term. 
Numerical integration using potentials proportional 
to the nuclear density or the square o f the nuclear 
density yield identical ratios to those given by eq. (1)
[4].
We have carried out exact calculations o f the 
nuclear widths using a code developed by Batty [5] 
to integrate the Klein—Gordon equation with a com­
plex potential to give the complex energy, whose ima­
ginary part is half the line width. The form o f the po­
tential is that o f Krell and Ericson [6] and the pa­
rameters are those derived by Batty [5] from a fit to 
the experimental data on energy shifts and widths for 
a large range o f pionic atoms. Thus the potential pa­
rameters give a good representation o f the lowest 
width for each /.
The deviation o f the ratio T («, l)/Y(l  + 1 , 0  g*ven 
by these exact calculations from the predictions o f  
e q . ( l ) i s  negligible f o r />  2 and A < 1 1 0 .  F o r / = 1 
the deviation is also negligible for light elements and 
reaches only 3% at A = 110. More important errors 
were noted for 1 = 0. Fig. 1 shows the value o f the 
quantity
? = n3r(«,o)/r(i,o), (3)
for oxygen and calcium, while fig. 2 shows f  against 
A for n = 2 and n = 10. It can be seen that errors o f  
~100%  can arise for A > 4 0 .  Use o f a different pa­
rameter set makes a negligible difference to the results.
Examination o f the wavefunctions for pionic alu-
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Fig. 1. The ratio £ shown against principal quantum number 
n, for oxygen and calcium.
minium shows that the imaginary part is small and 
that the real part is very similar to the hydrogenic 
wavefunction, except for a change in normalisation 
and a shift in the maximum due to the change in
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Fig. 2. The ratio £ shown against atomic number A ,  for n = 2 
and h = 10.
binding energy arising from the real nuclear potential. 
The results were the same for higher order wavefunc­
tions also. Thus the source o f error in eq. (1) is not 
the assumption o f  hydrogenic wavefunctions.
We have obtained an improved formula by expand­
ing the radial part o f the hydrogenic wavefunction
R ni = exP 00 > (4)
to third order in x  = 2ZR/na0 , where a0 is the pionic 
Bohr radius for Z  = 1. For a square well potential o f  
radius R  this yields
r(n,0)/r(l,0)=7r-3[l + 3 5 ( n - l ) ( l —y) /36 ny]  , (5)
where y  = 1 — 3ZR/2a.  A value for R  was obtained 
by assuming a two-parameter Fermi form for the 
nuclear density, and since the imaginary part o f  the 
potential was proportional to the density squared, ob­
taining an expression for the potential W(r) in eq. (2). 
The half-way radius o f  this form was then matched to  
the radius o f  a square well potential. This gave u sR  = 
c — 0.88a with c , a  the Fermi parameters taken from 
electron scattering or other data [1,5,7]. Eq. (5) is 
then found to yield good agreement (to  less than 4%) 
with the exact calculations for .4 <  32, i .e .x  <  0.5. 
For larger values o f x ,  it appears that even more terms 
in the expansion o f the hydrogenic wavefunction are 
required.
We also performed numerical fits to data for R  
(for A <  40) and to a(A)  for s and p states, where we 
have defined a(A)  by
T(n, l)  _  l l  + 1 \ 2/+4 (n + /)!
T (/+  1, / )  \  n )  (21 + 1 )\(n - 7 - 1 ) !
X (1 + [(« -  I -  1)/«] a (^ )} . (6)
These calculations yielded the following formula fori? 
R  = 1.026A0 -3333 -  1 .3405A -0 ,3 3 3 3  , (7)
and for a(A)  yielded, for s states with 20 < A  <  140 ,  
a(A)  = -3 .1 8 5  X 10 " 2 + 7.881 X 10“ 3^
+ 1.9591 X 10—4^42 — 3.3496 X 1 0 A 1 , (8)
to within 5%, and for A >  140 
a (A) = -3 .7 2 8 2  X lO "1 -  5.8531 X 10~ 2A
+ 5.6970 X 10~4A 2 -  1.2015 X 1 0 " 6A 3 , (9)
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to within 17%, and for p states with A  >  140 
a(/4) = 2.5785 X 10" 2 -  6 .3260 X 10~3A
+ 5.5985 X 10 ~ 5^42 -  9 .4759 X lO "8^ 3 , (10)
to within 5%.
These formulae together reduce the errors to less 
than 5% except  for s states with A  >  140. Due to the 
difficulty in obtaining up-to-date data for the nuclear 
density distributions we were not able to calculate 
many data points for a  for A  >  140 to derive a better 
fit.
There is a discontinuity in the values o f  a  at A  ~  
140. This effect arises from the quadrupole deforma­
tion o f  the nucleus which occurs in the rare earth re­
gion. There has been much work done on effects due 
to this deformation [8] and here it will obviously af­
fect the nuclear absorption process and hence the cal­
culations.
The effect o f the errors shown in these calcula­
tions in a cascade process will depend on the atomic 
number o f the element concerned. We would like to 
re-run some o f the calculations performed by O’Leary 
et al. [4] using cascade codes, but no source code
copy is available at the moment to allow us to do so. 
We hope to rectify this soon and observe the effect 
o f the modified formulae on the overall cascade cal­
culation.
Thanks are due to Dr. C J . Batty o f the Rutherford 
Appleton Laboratories for the loan o f his computer 
program and for general assistance throughout the 
course o f  this work.
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This note clarifies the role of the Fried-Martin factor in the calculation of dipol^ matrix elements for transitions between 
muonic and hadronic states. Formulae are given which are appropriate for exotic atoms or molecules and which take account 
of screening.
The Fried—Martin factor [1] is frequently included 
in calculations o f  dipole matrix elements for transi­
tions between muonic or hadronic states in atoms in 
order to take account o f  the contribution from the 
nucleus. However, it is stated in texts on molecular 
physics [2] that the nuclear dipole operator gives no 
contribution to a molecular matrix element if the 
Born-Oppenheimer approximation is valid. In addi­
tion, it has been argued that the static screening by 
the electrons reduces the Fried—Martin factor [3,4]. 
The purpose o f this note is to clarify this problem and 
obtain formulae which are appropriate for atoms or 
molecules and which take account o f electron screen­
ing.
We consider a diatomic molecule ZAZB where the 
two nuclei are separated by R  and add a pion at dis­
tance rn from the centre o f  mass o f  the two nuclei. 
The three particles are situated at distances R A , R B, 
R n , respectively, from an arbitrary origin. For the 
moment, we ignore the electrons.
The dipole operator is given by
H -  eZAR A + eZBR B -  e R n
M a  +Mb + m n(ZA +ZB)
M A +MB + mn
+ eR
m a z b - m b z a
m a + m b + (ZA + ZB - l ) s  ,
where s is the position o f the total centre o f  mass. 
Thus the effective dipole operator is
H = - e y / F ^ r n + e y / F \ R  ,
_ ( M A  +  M B  +  mn(ZA + ZB)^
M \  MA + M B + mn /  ’
■(
m a z b - m b z a \2 
m a + m b )
In the Born—Oppenheimer approximation the 
total wavefunction may be written as
0^ (R,r„)~£/g(r„)^ (R),
(1)
(2)
(3)
(4)
(5)
where a  labels the pionic state and j3 labels the vibra­
tional state o f the nuclei. The functions U, V  obey the 
usual equations
0.375-9601/86/$ 0 3 .5 0 ©Elsevier Science Publishers B.V. 
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[ - (B 2/2m I )V^ + V(R,r„)]UR(r„) = E„(K)UR<rJ,
[-(B2/2MA)Vi-(&2/2MB)V2 +£„«)] V(R) = eV(R),
where the nuclei are frozen for each calculation o f  the 
pionic wavefunction w ithi? as a parameter. The dipole 
matrix element is given by
DME = -eV/^ /  uf(rjr„l/£(rn) d \
X f v s*(R)FP(R)  d3R  . (6)
The second term in the dipole operator (2) gives no 
contribution because the pionic states are orthogonal. 
The vibrational states are not orthogonal because they 
correspond to different potential energy functions 
En(R).  Hence the second integral in eq. (6) is not zero 
but gives the pion equivalent o f the Franck—Condon 
factor S8p. j
For a single atom, the Franck—Condon factor does 
not appear, while the factor F M reduces to
M
_ / M A + m„ZA\ 2 
\  + ' ’
(7)
which is exactly the Fried—Martin factor. Thus the 
atomic FM factor has a natural extension to the molec­
ular system which is applicable when the Born— 
Oppenheimer approximation is valid.
For a two-centre system we may solve the three- 
body problem without using the Born—Oppenheimer 
approximation by transforming to confocal elliptical 
coordinates X, fx, 0 [5].  In this case,
0 (/? ,r7r) = A (X )M fc)f2(0),
X =  O 'i +  r2)/R , ju =  0 ‘i  -  r2)lR , (8)
and hence the contribution from the asymmetric 
operator e \ / F \  R  does not disappear.
We now include the presence o f  the electrons, mak­
ing the assumption that the electronic states are not 
affected by the presence o f  the pion except for the 
screening o f the nuclear charge. We denote the elec­
tronic coordinates by x}- so that the total wavefunction 
in the Born—Oppenheimer approximation can be 
written as
1P(R,rn , Xi) *  WR (xf)US(rv ) V pOO , 
where
(9)
= Et(R)WR(.xj), (10)
f  WR(xj) S  V(Xj,r,)WR{xj) I I
H » 2/2m„)v2 +
= E,(R)UR(r„), (12)
[-(B2/2M J V l  - (h2l2MB)Vl + E,(R)
+ Ee(R)]VJR) = eVJR). (13)
The dipole matrix element now becomes
DME = -es/F^ 5 6„ /  Uf(rn)r„U%(r„) d \ . (14)
Thus, both the Franck—Condon factor
Ssf, = fV°’(R)vZ(R)d3R (15)
and the integral over rn are modified by the presence 
of the electrons.
Calculations based on a two-centre model show 
[6] that the electron—pion potential E^ir^) is com­
parable in magnitude to V(R, rn)  (but o f  opposite 
sign) except in the vicinity o f the nuclear centres and 
so the pion wavefunction UR is substantially modi­
fied for n >  15, where n is the principal quantum 
number o f  the united atom formed asi? -> 0.
For a single atom, static electron screening can be 
taken into account in a variety o f ways [7]. Dropping 
the R  dependence in eqs. (9 )—(12) would yield a self- 
consistent treatment for an atom. In most cases, how­
ever, it is satisfactory to use the electron density o f  
the (Z — 1) atom [7]. Some calculations using this 
treatment o f  screening are given in tables 1—4. For 
tables 1 , 2 ,  the initial population o f  angular momen­
tum states at the start o f  the pion cascade (n = 17) is 
taken to be statistical, i.e. P(l) = 2 / + 1 . In this case, 
the Fried—Martin factor has no effect on the relative 
intensities, while the screening effect is much more 
important. For tables 3 , 4 ,  a modified statistical distri­
bution, P(l) = (21 + l ) e “ ,^ is taken with a very extreme 
value o f  a  = —2.0. Values o f  a  in the range —0.05 to 
—0.35 are more typical. In this case, the effect o f  the
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Absolute intensities o f  the Balmer series for pionic oxygen. Screening is taken into account using electron densities for the (Z - 1 )  
atom. A statistical initial population o f angular momentum states is used.
Transition Absolute intensities
no FM, no scr FM, no scr no FM, scr FM, scr
3 - 2 4.39 X 10-1 4.39 X 10"1 4.84 X 10-1 4.84 X 10-1
4 - 2 9.36 X 10-2 9.36 X 10"2 8.55 X 10“2 8.55 X 10-2
5 - 2 2.89 X 10~2 2.89 X 10“2 2.63 X 10"2 2.63 X 10"2
6 - 2 8.26 X 10~3 8.26 X 10~3 7.56 X 1(T3 7.56 X 10"3
7 - 2 2.62 X 10"3 2.62 X 10“3 2.40 X 10"3 2.40 X 10-3
8 - 2 9.53 X l t r 4 9.53 X KT4 8.63 X 10-4 8.63 X 10~4
9 - 2 3.89 X 10-4 3.89 X 10-4 3.43 X 10-4 3.43 X 10-4
Table 2
Relative intensities o f the Balmer series for pionic oxygen. Parameters as for table 1.
Transition
ratio
Relative intensities
no FM, no scr FM, no scr no FM, scr FM, scr
(4 —2 )/(3—2) 0.2132 0.2132 0.1765 0.1765
(5 —2)/(3—2) 0.0658 0.0658 0.0543 0.0543
(6 —2)/(3—2) 0.0188 0.0188 0.0156 0.0156
(7 —2 )/(3 -2 ) 0.0060 0.0060 0.0049 0.0049
(8 —2 )/(3 -2 ) 0.0022 0.0022 0.0018 0.0018
(9 —2)/(3—2) 0.0009 0.0009 0.0007 0.0007
Table 3
Absolute intensities o f the Balmer series for pionic oxygen. Screening is taken into account using electron densities for the (Z - 1 )  
atom. A modified statistical population (21+  1) is used with a  = -2 .0 .
Transition Absolute intensities
no FM, no scr FM, no scr no FM, scr FM, scr
3 - 2 8.85 X 10"4 9.42 X 10-4 9.46 X 10-4 1.00 X 1 0 -3
4 - 2 1.17 X 10-3 1.25 X 10-3 1.26 X 10-3 1.34 X 1 0 -3
5 - 2 1.35 X 10"3 1.45 X 10-3 1.45 X 10-3 1.55 X 10~3
6 - 2 1.08 X 10"3 1.17 X 10"3 1.15 X 10-3 1.23 X 10-3
7 - 2 7.72 X 10-4 8.32 X 10-4 8.05 X 1 0 ^ 8.66 X 10-4
8 - 2 5.28 X 1 0 ^ 5.66 X 10*4 5.41 X 10-4 5.78 X 10"4
9 - 2 3.47 X 10-4 3.69 X 10*4 3.49 X 10*4 3.71 X 10"4
Table 4
Relative intensities o f the Balmer series for pionic oxygen. Parameters as in table 3.
Transition Relative intensities
no FM, no scr FM, no scr no FM, scr FM, scr
(4 —2)/( 3—2) 1.322 1.327 1.332 1.340
(5 —2 )/(3 -2 ) 1.525 1.539 1.533 1.550
(6—2)/(3—2) 1.220 1.242 1.216 1.230
(7— 2 )/(3 -2 ) 0.872 0.883 0.851 0.866
(8 —2)/(3—2) 0.597 0.601 0.572 0.578
(9 —2 )/(3—2) 0.392 0.392 0.369 0.371
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Fried—Martin factor on the relative intensities is small 
but not negligible, and the effect o f screening is com­
parable. The effect o f this large, negative value o f  a  is 
to increase the population o f non-circular states and 
to enhance the effect o f  nuclear absorption. The effect 
o f the Fried—Martin factor is more important when 
nuclear absorption is stronger, e.g. for high-Z kaonic 
atoms.
In the preceding analysis, it has been assumed that 
the electrons are passive during the meson or hadron 
transitions, so giving rise only to static screening. The 
contribution o f dynamic screening corrections to the 
meson transition rates arising from excitation o f  
atomic electrons into the continuum has also been 
studied [8]. This introduces a correction factor
F(o>)=  lx T( w ) |2 ,
where fao is the transition energy.
XT(co) = 1 f 77CO'247T2Ze2 n c*/2 — co2
(16)
o(co') dco' , (17)
and ct(co) is the sum o f  the photo-electric and Rayleigh 
cross sections for the (Z — 1) atom. Leon and Seki [8] 
have shown that in the low energy limit
X T(co)~l —Z ' / Z , (18)
where Z'  is the number o f electrons which are tightly 
bound and not excited. Thus the implication o f dy­
namical screening is that those electrons whose bind­
ing energy is much greater than fioj will remain centred 
on the nucleus, so reducing its contribution to the 
dipole moment defined in eq. (1). Hence, ZA in the 
Fried—Martin factor (7) could be reduced to
ZQii-Zk - Z> •
The dynamical screening corrections are large [8] 
only for transition energies near to the electron bind­
ing energies and also at very low transition energies 
which occur for sliding transitions (An = 0) and Auger
transitions for small changes in n. Our calculations 
support this conclusion [9].
The analysis o f  dynamical screening assumes full 
electron shells and hence that discrete excitations o f  
the atomic electrons are not likely. This requires that j
the electron refilling rate is fast compared to the 
Auger transition rates. This may be true for L, M and i
higher shells but is not true for the K shell. However, 
as the most important corrections are for Auger tran­
sitions and for sliding transitions, the effects o f dis­
crete excitations can be ignored without significant 
harm to the description o f the overall cascade process 
and prediction o f X-ray intensities, because the Auger 
rates dominate during the early part o f the cascade 
when the electron shells are not depleted, whereas the 
sliding transitions are important at very low quantum 
numbers, i.e. later in the cascade when the electron 
shells have been almost completely refilled. This has 
been checked with detailed calculations [9].
MJT would like to acknowledge the support o f  
SERC during the course o f this work. JL acknowl­
edges NSERC Canada for grant support during this 
work.
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An attempt is made to fit the existing data on the kaonic hydrogen shift arnd 
width [1-3] using various potential models with the extra constraints that 
they should also fit the scattering lengths from Dalitz et al. [4]. Two 
types of models axe used. The first type follows from the work of Deloff and 
Law [5] where a complex local potential simulates the effects of the coupled 
channels. We have used the following form for the K“p potential.
The potential is inserted into the Klein-Gordon equation and the Kaonic 
hydrogen width and shifts axe calculated using the method suggested by Deloff
[6]. The second type is a multichannel separable potential fit to the CBM 
model [7]. This potential is used to calculate the kaonic hydrogen shift and 
width in a Sturmian basis as introduced by Deloff and Law [8]. Preliminary 
results are presented in the table. Experimental data for kaonic hydrogen 
are:
-•4586 r2/p2 -.4586^/0*
- e
e ( e v ) r ( e v ) Ref
40 ± 60 l
370 ± 80 560 ± 260 2
193 ± 60 3
scattering length: ap = (- 0.73, 0.635) fin 4
The CBM result is: (e,r) = (- 181, 1009) eV
We note that it seems to be possible to make the kaonic hydrogen data 
consistent with the scattering data in the local potential cause, although 
there is no guatxauitee that the scattering data above threshold could be
reproduced. The separable fit to the CBM model changes the shift in the 
right direction; previous estimates have be:en much more negative [9]. This 
multichannel potential also gives a better fit to data above threshold.
Potential
Vc(MeV)
/3x(fm)
/33(fm)
ap(fm)
e ( e v )
T(eV)
—62•65+i31•66 
17•506+i6•202 
0-28875
—62•65+i31•66 
17•506+i6•202
0-27434
1-34965 1-1187
-0-244+10-672 -0-73+10-635
203 -250
196 522
3 4
-62-65+131-66 -62-65+131-66
17-506+16-202 17-506+6-202
0-28875 0-28875
-•0188-i-00637 -•0056-1-00327 
2-19 3-0
1-34965 1-34965
—0•73+iO•635 —0-56+10-58
-90 20
384 215
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Abstract
We have investigated different forms of the Klein Gordon equation 
using phenomenological potentials and attempted to fit the measured 
strong interaction shifts and widths of kaonic hydrogen and all 
the heavier kaonic atoms, as well as the scattering lengths obtained 
from the analysis of low energy KN scattering data. We find that we 
can fit all the data except kaonic hydrogen with various forms of the 
equation but in order to fit kaonic hydrogen at the same time it is 
crucial to have a vector strong interaction term and include the 
interference between this and the Coulomb force. Our results explain 
the discrepancy in the sign of the strong interaction shift which has 
been a puzzle for many years.
1
1 .  I n t r o d u c t i o n
The studies of kaonic atoms have followed essentially two major 
paths. The first starts with the basic KN scattering amplitudes, and 
attempts to use them in extracting Kaonic Atoms shifts and widths-*-.
The second also begins with the scattering amplitudes, but they are
replaced by two-body effective potentials which are then used to
calculate the kaonic atoms shifts and widths^. These approaches have 
the advantage of using the scattering data as constraints, as opposed 
to the purely phenomenological method used for example in Batty's 
review of kaonic atoms^.
In any case, it seems that all the above procedures fail in the 
prediction of the kaonic hydrogen width and shift. In table 1 the 
measured widths and shifts of Kaonic Hydrogen are displayed, 
together with some of the predictions from the above methods are 
are displayed^-^ . The strong disagreement in the sign of the shift 
suggests that there may be some inherent defect in the above methods..
A possible explanation of this, was given by Deloff and Law^, but it 
seems that this suggestion is untenable, owing to the strong distortion 
needed just below threshold which results in a large effect above
O
threshold, destroying the agreement with the scattering data0 .
In this paper, we re-examine the suggestion of Deloff and Law and 
find that we can get a consistent fit to all the data on the kaonic 
atoms, kaonic hydrogen, and the scattering lengths. This comes about 
because we have included the interference term between the Coulomb and 
strong interaction potentials and this turns out to be essential.
2. Choice of Wave Equation
In previous calculations a linear strong interaction term has been 
added to the Klein-Gordon equation for a meson moving in an 
electromagnetic field. Two different forms have been used:
{ V2 + (E - vc) 2 - ti2 } - 2p VK (la)
( V 2 + (E - Vc)2 - /!2 ) ~ 2E Vk $ (lb)
In form (la) the strong interaction Vjr is treated as a scalar and terms 
of order neglected. In form (lb) Vjr is treated as the fourth
component of a vector and the coulomb-nuclear interference term VjrVc as 
well as are neglected. For single-channel calculations with local
potentials these two forms give essentially the same results when the 
phenomenological potentials are adjusted to fit the data. In 
multichannel calculations, however, the two forms give very different 
results owing to the effect of the different threshold energies in the 
different channels.
#
The implication of this is that care must be taken in using 
published optical potentials which have been fitted to scattering data, 
and the identical form of the equation should be used for both 
scattering and atomic energy level calculations.
In our work we have used both scalar and vector potentials and 
have kept the squared and coulomb-nuclear interference terms so that 
the full equation is:
3
( V2 + [E - vc - (1->))VK ]2 - [p + I)VK ]2 ) IS - 0 (2)
Vc is the coulomb potential, p - + ^nuc) is the reduced
mass. For kaonic hydrogen and Kp scattering Vjr - ^  . For other 
nuclei,
V
K
[ZV + NV ] p dv 
Kp Kn nuc
(3)
where Z and N are proton and neutron numbers and
p dv = 1 (4)
nuc
m Since we are concerned with fairly light nuclei we assume that the 
proton and neutron densities are the same. rj is a parameter which 
controls the relative amounts of scalar and vector potential. We have 
thus chosen chese to have the same shape to minimize the number of 
parameters.
4
3. Choice of potentials
Although the Kp system is strongly coupled to other 
channels (especially S7r) we treat it as a single channel system and 
simulate the coupling by a local complex potential which we take to be 
a sum of up to 3 Gaussians.
We thus have 4 ranges and 4 complex potential strengths. The 3 terms 
used for were found to be necessary in order to fit kaonic hydrogen 
and K~p scattering lengths simultaneously. For the nuclear density a 
Fermi shape was used
V
Kp
= exp (-0.4586 r //? ) - A exp(-.4586 r /$ )
p i  1
2 2 2 2
- A exp(-.4586 
2
(5)
The Kn potential is taken to be a single Gaussian
2 2
V - - V exp(-0.4586 r /0 ) 
Kn n n
(6)
#
-1
p - p {1 + exp[(r-c)/a]} (7)
o
5
and the parameters a and c were taken from Collard et al^. For the 
lightest nuclei a Fermi shape may be a rather crude approximation to 
the actual density but the strong interaction effects are almost 
independent of shape in these cases.
4. Calculations
The potentials which we used had 12 (real) parameters and these 
were varied to fit the KN scattering lengths of Dalitz et a l ^
A - -1.57 + i 0.70 fm, A- - 0.11 + i 0.57 fm, o 1
the kaonic hydrogen shift and width of Bird et al^
e - 193 ± 60 eV, r - 80 + 2|g eV,
and the complete set of data for shifts and widths for heavier atoms 
compiled by Batty-*. The resulting parameters are given in Table 2. 
Figures 1 and 2 show the sizes and shapes of the real and imaginary 
parts of the potentials. Figures 3 and 4 give the experimental and 
calculated values of e and T plotted against atomic number Z, for 
potential 1. Potentials 2 and 3 give very similar plots and are not 
shown.
5. Discussion
If the kaonic hydrogen data are omitted the remaining data 
can be fitted with a single Gaussian for the shape of and a pure
O
scalar strong interaction (rj - 1) as found by Deloff and Law*. They
can also be fitted by a pure vector interaction (rj - 0) or an equal 
combination rj - 1/2.
If we include kaonic hydrogen we cannot fit the data with a 
pure scalar potential. Moreover we need a much more complicated Kp 
potential (with 9 real parameters). The shapes of the potentials are 
shown in Figures 1 and 2. Apart from the single-term Gaussian the real 
parts all have a short range (~ 0.5 fm) and the imaginary part of the 
potentials have a longer range and a small positive region near the 
origin. (The latter is far too small to cause unphysical production of 
particles). The values of x^ (for 68 pieces of data) are given in 
Table 1. The contributions to these values from the widths of the 16 
upper levels are also given. Some of these widths have very small 
errors e.g. 28Si (n *=* 4, Z = 3) has T “ 0.54 ± 0.07 eV and contributes 
about one third of the value of A recalculation using a new
cascade code by Turner and Law-*-!, shows that the new extracted values 
for the upper widths are more in line with the theoretical models. For 
example, in the case of kaonic Si, the 4f width is extracted as 1.12 eV 
as compared to the value 0.54 eV from Batty. This number alone 
• accounts for a yp- of about 103. With the new extracted value, the 
effective \^ table 2 are all reduced by about 100.
One should of course, recalculate all the upper level widths 
and perform a refitting of the parameters. However, the major trend of 
the result would not be changed, namely that kaonic hydrogen can be 
brought into line with the rest of the data if the Coulomb-Nuclear 
interference terra is present.
7
Currently, a calculation based on the Cloudy Bag Quark 
Model^ is underway to elucidate this interference term on a more 
fundamental basis.
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Table Captions
Table 1:
Table 2:
Measured Shifts and Widths in Kaonic Hydrogen, and some 
Theoretical Predictions.
f)
Fitted Parameters and Overall x to Kaonic Hydrogen, 
Scattering Lengths and all Kaonic Atoms Widths and Shifts.
11
Table 1:
e (eV) T Ref
.40 ± 60 0 + 230 Davies et al^
- 0
"270 ± 80 560 ± 260 Izycki et al^
l93 ± 60 80f±y 220 Bird et al6
80
-293 505 Deloff and Law^
-370 502 , Alberg, Henley and Wilet"s*2
(* recalculated by J. Lav; and R.C. Barrett using AHU4B potential)
lauie .
Potential 0 1 2 3
Vp (MeV) 384.7 + i 486.6 217.6 + i 503.68 250.56 + i 454.83 1372.6 +
Pp (fin) 0.45 0.61139 0.70894 0.46636
*1 0 -0.46271 + i 4.7388 -1.1687 + i 5.0663 -16.22 +
Pi (fin) - 0.11157 0.10425 0.07911
72 0 0.48901 - i 0.11589 0.56328 - i 0.07715 2.7408 -
£2 (fin) - 0.63257 0.77724 0.32521
Vn (MeV) 138.3 + i 149.0 1325.5 + i 693.46 138.3 + i 149.0 1325.5 +
Ai (fe) 0.45 V
C
M
o' 0.45 0.2
*7 0 0 0 0.5
Vector/Scalar (Vector) (Vector) (Vector) (Mixed)
kaonic H 
(eV) £ -293.8 193. 192.4 193.2
(eV) r 505.2 81.0 81.4 . 112.3
X^ (all data) 330 276 273
(upper levels) 
#
234 182 162
13
Figure Captions
Figure 1.
Figure 2 .
Figure 3 .
Figure 4.
Real parts of single term gaussian and three terra 
gaussian potentials. (MeV/Fm).
Imaginary parts of single term gaussian and three term 
gaussian potentials. (MeV/Fm).
Calculated versus Experimental Kaonic Atom Shifts (-e) 
for Potential 1. The_ Kaonic Hydrogen shift is plotted 
with an opposite sign to get it in the diagram.
Calculated versus Experimental Kaonic Atom Widths (T) 
for Potential 1.
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