In this paper we study the Hadamard product of inverse-positive matrices. We observe that this class of matrices is not closed under the Hadamard product, but we show that for a particular sign pattern of the inverse-positive matrices A and B, the Hadamard product A ∘ B −1 is again an inverse-positive matrix.
Introduction
In economics as well as other sciences, the inverse-positivity of real square matrices has been an important topic. A nonsingular real matrix A is said to be inverse-positive if all the elements of its inverse are nonnegative. An inverse-positive matrix being also a Z-matrix is a nonsingular M-matrix, so the class of inversepositive matrices contains the nonsingular M-matrices, which have been widely studied and whose applications, for example, in iterative methods, dynamic systems, economics or mathematical programming are well known. However, there are inverse-positive matrices that are not M-matrices.
The concept of inverse-positive is preserved by multiplication, left or right positive diagonal multiplication, positive diagonal similarity and permutation similarity. So we may assume, without loss of generality, that all diagonal entries are equal to 1 when they are positive.
The Hadamard (or entry-wise) product of two n × n matrices A = (a ij [6] studied the behaviour of the inverse M-matrices under this product. Fan in [2] noted that if the sign pattern is properly adjusted the Hadamard product of two M-matrices is again an M-matrix and Johnson in [3] showed that for any pair A, B of n × n M-matrices, the Hadamard product A ∘ B −1 is an M-matrix. This result does not hold in general for inverse-positive matrices. For example, if we take matrices of the previous example, A ∘ B −1 is not an inverse-positive matrix.
In this paper we analyze the Hadamard product and the inverse-positive concept for a particular type of pattern: the checkerboard pattern.
An n × n real matrix A = (a ij ) is said to have a checkerboard pattern if a ij = 0 or sign(a ij ) = (−1) i+j , i, j = 1, 2, . . . , n. Unfortunately, in general this result does not hold for matrices of size n × n, n ≥ 3, so A ∘ B −1 is not always an inverse-positive matrix. However, for matrices of size 3 × 3 we can establish the following result. 
Triangular inverse-positive matrices with checkerboard pattern
In this section we work with upper triangular inverse-positive matrices, with checkerboard pattern. So, we can assume, without loss of generality, that all diagonal entries are equal to 1.
The following condition is inspired in the PP-condition introduced by Johnson and Smith in [4] for nonnegative matrices. Definition 2.1. Let A = (a ij ) be an n × n upper triangular matrix. A satisfies the P-condition if
We need the following technical lemma in order to get the main result of the paper. Suppose that the result holds for (n − 1) × (n − 1) matrices and we are going to prove it for matrices of size n × n. We assume that n is odd (for n even we proceed in analogous way). For i = n, det A[{n − 1}|{n}] = a n−1,n ≤ 0. For i = n − 1, n − 2, . . . , 3 we apply the hypothesis of induction for the submatrix A[{2, 3 
Theorem 2.1. Let A be an n × n nonsingular upper triangular matrix with checkerboard pattern, that satisfies the P-condition. Then, A is an inverse-positive matrix.
Proof. The proof is by induction on n. For n = 2 the result holds since A is an M-matrix. Suppose that the results holds for (n − 1) × (n − 1) matrices and we are going to prove it for n × n matrices. For n ≥ 3 a matrix of size n × n can be partitioned as 
The hypothesis of induction and Lemma 2.1 allow us to assure that A −1 n ≥ 0.
In general, the converse of this result does not hold, but we can establish the following result.
Theorem 2.2. Let A be a 3 × 3 nonsingular upper triangular matrix with checkerboard pattern. Then A satisfies the P-condition if and only if A is an inverse-positive matrix.
In order to obtain a necessary condition in the general case, we introduce the following notation (see [6] ). Given an n × n matrix A and the positive integers i and k, we denote
We can establish the following preliminary result.
Lemma 2.2. Let A be an n × n nonsingular upper triangular matrix with checkerboard pattern. If
Proof. By definition,
and taking into account that A is upper triangular, we have
and by (1)
Then,
The next result is an immediate consequence of this lemma. In order to prove the main result of this work, we need the following technical result which follows from Lemma 2.2. 
and, being C = A ∘ B −1 = (c ij ), Proof. The proof is by induction on n. For n = 2, A and B are M-matrices and the result is known. Now, let A, B be upper triangular matrices of size n × n, n ≥ 3. These matrices can be partitioned as,
Note that, A 11 and B 11 are nonsingular upper triangular matrices of size (n − 1) × (n − 1), with checkerboard pattern and 1's in the main diagonal, satisfying the P-condition. jn , j = 1, 2, . . . , n − 1. By using the hypothesis of induction, in order to assure that C is inverse-positive we only need to prove that r jn ≥ 0, j = 1, 2, . . . , n − 1.
For j = n − 1, by (4) we have
and by (4) r n−2,n = (−a n−2,n−1 b n−2,n−1 )(−a n−1,n b n−1,n ) − (−a n−2,n b n−2,n−1,n ).
By reordering in an adequate form, and taking into account that A and B have checkerboard pattern and satisfy the P-condition, we obtain r n−2,n = (a n−2,n−1 a n−1,n − a n−2,n )(b n−2,n−1 b n−1,n ) + a n−2,n b n−2,n ≥ 0.
In a similar way,
Since C has checkerboard pattern, we have −c n−3,n−2 r n−2,n ≥ 0 and, by using the P-condition and the checkerboard pattern of A and B, we obtain c n−3,n−1 c n−1,n − c n−3,n = (a n−3,n−1 a n−1,n − a n−3,n )(
Therefore, r n−3,n ≥ 0. In a similar way, we prove that r jn ≥ 0, for j = n − 4, n − 5, . . . , 2. Finally, we are going to prove that r 1n ≥ 0. We only need to prove in order to assure the previous inequalities that (c 1,n−1 c n−1,n − c 1,n ) ≥ 0, for all n. Note that: =(a 1,n−1 a n−1,n − a 1,n )(b n−1,n b 1,2,...,n−1 ) + (a 1,n )(−1) 2n+2 b 1,2,...,n−2,n =(a 1,n−1 a n−1,n − a 1,n )(b n−1,n b 1,2,...,n−1 ) + . . . + a 1,n b 1,n ≥ 0, by using the P-condition and the checkerboard pattern of matrices A and B. Therefore, C is an inverse-positive matrix.
The results obtained in this work are straightforward satisfied by lower triangular matrices.
