In this paper we present a unifying geometric and compositional framework for modeling complex physical network dynamics as portHamiltonian systems on open graphs. Basic idea is to associate with the incidence matrix of the graph a Dirac structure relating the flow and effort variables associated to the edges, internal vertices, as well as boundary vertices of the graph, and to formulate energy-storing or energy-dissipating relations between the flow and effort variables of the edges and internal vertices. This allows for state variables associated to the edges, and formalizes the interconnection of networks. Examples from different origins such as consensus algorithms are shown to share the same structure. It is shown how the identified Hamiltonian structure offers systematic tools for the analysis of the resulting dynamics.
Introduction
Discrete topological structures arise abundantly in physical systems modeling. A classical approach to the analysis of electrical circuits, dating back to Kirchhoff, is based on the circuit graph. Similar approaches apply to many other cases, including e.g. mass-spring-damper mechanical systems, multi-body systems, hydraulic networks, chemical reaction networks, and power systems. Common feature is that the discrete structures, in particular graphs, are blended with dynamical relations, leading to various sorts of network dynamics.
During the last two decades network dynamics has received ever-increasing attention, with inputs, among others, from graph theory, multi-agent systems, dynamical systems, and statistical mechanics. In this paper we formulate a general geometric framework for defining physical dynamics on directed open graphs 1 . The generalized Hamiltonian nature of the resulting dynamical models is due to the assumption that the constitutive relations between the variables corresponding to storage at the vertices and/or edges are derivable from an energy (Hamiltonian) function, while the remaining variables are related by static energy-dissipating relations. This will imply that the total energy itself satisfies a conservation law: the increase of the total energy is equal to externally supplied power (through the boundary vertices of the graph), minus the power lost in the dissipative elements (associated to some of the edges or vertices of the graph). The resulting generalized Hamiltonian systems, allowing for energy-dissipation and interaction with the environment, fall within the class of port-Hamiltonian systems, as coined and explored in e.g. [36, 10, 32, 37, 14] .
From a geometric point of view the generalized Hamiltonian structure of the network dynamics is defined, apart from its Hamiltonian function and energy-dissipating relations, by a Dirac structure. This Dirac structure (generalizing the symplectic or Poisson structure from classical mechanics) is directly defined by the incidence matrix of the directed graph, and thus captures the conservation laws. In fact, we will show how a directed graph gives rise to three canonically defined Dirac structures on its vertex and edge spaces. The first two of them only differ in the different role of the boundary vertices, while the third, the Kirchhoff-Dirac structure, captures the special case where no storage or dissipation is associated with the vertices of the graph (corresponding to Kirchhoff's current laws).
We will illustrate this framework on some of the physical examples mentioned above. Furthermore, we will show how the same port-Hamiltonian structure is shared by network dynamics from a different origin, such as consensus and clustering algorithms, and how the identification of the underlying port-Hamiltonian structure provides powerful tools for analysis and control, which unify and go beyond existing approaches.
While all examples given in the paper are simple, and could be ap-proached from other angles as well, we believe that a major contribution of the paper resides in the identification of a common mathematical structure in all these examples, which is moreover closely related to classical Hamiltonian systems. Furthermore, the approach formalizes network dynamics as open system, and due to the compositionality properties of port-Hamiltonian systems, is easily scalable and extends to heterogeneous and multi-scale systems as well.
In a twin paper we will describe how the geometric framework as developed in this paper for graphs can be extended to arbitrary k-complexes. Among others, this will allow for a structure-preserving spatial discretization of distributed-parameter physical systems, otherwise described by partial differential equations; see already [38, 39] .
Preliminary work regarding Sections 3.4 and 3.5 can be found in [40, 38, 39] .
From directed graphs to Dirac structures
As a guiding example let us consider a mass-spring-damper system; for example the one depicted in Figure 1 a system is defined by vertices corresponding to the masses, and edges corresponding to the springs and dampers; leading to the graph in Figure 2 .
00 00 11 11 00 00 11 11 00 00 11 11 How do we formalize such a system as a port-Hamiltonian system ? Key ingredient in the definition of a port-Hamiltonian system is the geometric notion of a Dirac structure, generalizing the symplectic structure from classical Hamiltonian dynamics. In this section we will define two canonical Dirac structures on the combination of the vertex, edge and boundary spaces of a directed graph, and their dual spaces. These two Dirac structures will only differ in the role of the boundary vertices, which for a mass-springdamper system will be either associated to boundary masses (with inputs being the external forces on them), or will be massless (with inputs being their velocities).
We first recall some basic notions of graph theory, see e.g. [4] , and Dirac structures, see e.g. [9, 13, 10] .
Directed graphs and their vertex and edge spaces
A directed graph G = (V, E) consists of a finite set V of vertices (nodes) and a finite set E of directed edges (branches or links), together with a mapping from E to the set of ordered pairs of V, where no self-loops are allowed. Thus to any branch e ∈ E there corresponds an ordered pair (v, w) ∈ V × V (with v = w), representing the tail vertex v and the head vertex w of this edge.
A directed graph is completely specified by its incidence matrixB, which is an N ×M matrix, N being the number of vertices and M being the number of edges, with (i, j)-th element equal to −1 if the j-th edge is an edge towards vertex i, equal to 1 if the j-th edge is an edge originating from vertex i, and 0 otherwise. Since we will only consider directed graphs in the sequel 'graph' will throughout mean 'directed graph'.
Given a graph, we define its vertex space Λ 0 as the vector space of all functions from V to some linear space R. In the examples, R will be mostly R = R or R = R 3 . In the first case, Λ 0 can be identified with R N . Furthermore, we define its edge space Λ 1 as the vector space of all functions from E to the same 2 linear space R. Again, if R = R then Λ 1 can be identified with R M .
The dual spaces of Λ 0 and Λ 1 will be denoted by Λ 0 , respectively Λ 1 . The duality pairing between f ∈ Λ 0 and e ∈ Λ 0 is given as
where <|> on the right-hand side denotes the duality pairing between R and R * , and a similar expression holds for f ∈ Λ 1 and e ∈ Λ 1 (with summation over the edges).
The incidence matrixB of the graph induces a linear map B from the edge space to the vertex space as follows. Define B : Λ 1 → Λ 0 as the linear map with matrix representationB ⊗ I, where I : R → R is the identity map and ⊗ denotes the Kronecker product. B will be called the incidence operator. For R = R the incidence operator reduces to the linear map given by the matrixB itself, in which case we will throughout use B both for the incidence matrix and for the incidence operator. The adjoint map of B is denoted as
and is called the co-incidence operator. For R = R 3 the co-incidence operator is given byB T ⊗ I 3 , while for R = R the co-incidence operator is simply given by the transposed matrixB T , and we will throughout use B T both for the co-incidence matrix and the for co-incidence operator.
We will use the terminology 3 flows for the elements of Λ 0 and Λ 1 (notation f 0 and f 1 ), and efforts for the elements of their dual spaces Λ 0 and Λ 1 (notation e 0 , respectively e 1 ). The splitting of the vertices into internal and boundary vertices induces a splitting of the vertex space and its dual, given as
Open graphs
3 This terminology stems from port-based and bond-graph modeling [27] , where it has a slightly more specific connotation then in our case. The space Λ0 is also called the space of 0-chains, while the elements of Λ1 are called the 1-chains. Furthermore, the dual spaces Λ 0 and Λ 1 are called the space of 0-cochains, respectively 1-cochains. In [23] this will be generalized to higher-order chains and co-chains. In (generalized) circuit theory, f1 ∈ Λ1 are referred to as through variables, and f e 1 ∈ Λ 1 as across variables.
where Λ 0i is the vertex space corresponding to the internal vertices and Λ 0b the vertex space corresponding to the boundary vertices. Consequently, the incidence operator B : Λ 1 → Λ 0 splits as
Furthermore, we will define the boundary space Λ b as the linear space of all functions from the set of boundary vertices V b to the linear space R. Note that the boundary space Λ b is isomorphic to the linear space Λ 0b , and that using this isomorphism the linear mapping B b can be also regarded as a mapping
called the boundary incidence operator. Nevertheless, we will be careful in distinguishing the two isomorphic linear spaces Λ b and Λ 0b because of their different interpretations in physical examples (e.g., for mass-springdamper systems Λ b will denote the space of external forces as exerted on the boundary masses, and Λ 0b the space of momenta of the boundary masses). The dual space of Λ b will be denoted as Λ b . The elements f b ∈ Λ b are called the boundary flows and the elements e b ∈ Λ b the boundary efforts.
Dirac structures
Recall ( [36, 9, 32] ) the definition of a (constant 4 ) Dirac structure. Consider a vector space F with dual space F * . As before, the variables f ∈ F are called the flow variables, while the conjugate variables e ∈ F * are called the effort variables. Define on the total space F × F * the indefinite inner product ·, · as
where < · | · > denotes the duality product between F and F * .
where ⊥ ⊥ denotes the orthogonal complement with respect to ·, · .
In the finite-dimensional case an equivalent, and often easier, characterization of Dirac structures is given as follows (see e.g. [8, 14] for a proof). Proposition 2.2. A subspace D ⊂ F × F * is a Dirac structure if and only if the following two conditions are satisfied:
Note that the first equation in (1) can be regarded as a power-conservation property. The second equation states that a Dirac structure has maximal dimension with respect to this power-conserving property [10, 32] .
While Dirac structures thus formalize power-conserving interconnections of maximal dimension, the following special type of Dirac structure can be seen to be a generalization of Tellegen's theorem in circuit theory (stating that the product < V a | I b >= 0 for any two vectors of voltages V a and currents I b satisfying Kirchhoff's laws):
Separable Dirac structures have the following simple geometric characterization, reminding of Kirchhoff's current and voltage laws. 
for some subspace K ⊂ F, where K ⊥ = {e ∈ F * |< e | f >= 0, ∀f ∈ K}. Conversely, any subspace D as in (3) for some subspace K ⊂ F is a separable Dirac structure.
Proof. It is immediately seen that any subspace K×K ⊥ satisfies (2), and is a Dirac structure since it satisfies (1). Conversely, let the Dirac structure D satisfy (2) . Define the following subspaces
It is readily seen [10] that for any Dirac structure
We will now show that (2) implies that F 0 = F 1 =: K (and hence E 0 = E 1 =:
by (2) . Hence, also (f a , 0) ∈ D and thus f a ∈ F 0 . By definition F 0 × E 0 ⊂ D, and hence K × K ⊥ ⊂ D. Finally, since the dimension of K × K ⊥ equals the dimension of F equality results.
A typical instance of a separable Dirac structure, which will be frequently used in the remainder, is the following. 
for all v ∈ V, w * ∈ W * (where, as before, < · | · > denotes the duality product between the dual spaces W and W * , respectively V and V * ). Identify
is a separable Dirac structure.
A key feature of Dirac structures is that their composition is again a Dirac structure ( 
It has been shown in [8, 31] 
For explicit equational representations of compositions of Dirac structures we refer to [8] .
The compositionality property of Dirac structures is a key ingredient of port-Hamiltonian systems theory, and implies that the standard interconnection of port-Hamiltonian systems results in another port-Hamiltonian system with Dirac structure being the composition of the Dirac structures of the component port-Hamiltonian systems, and Hamiltonian equal to the sum of the Hamiltonians of the component systems [31, 8] .
The graph Dirac structures
We now have all ingredients to define Dirac structures corresponding to the incidence structure of a directed graph.
Definition 2.7.
Consider an open graph G with vertex, edge and boundary spaces, incidence operator B and boundary incidence operator B b . The flowcontinuous 5 
The effort-continuous graph Dirac structure D e (G) is defined as
5 The terminology flow-continuous and effort-continuous stems from the fact that in the first case the boundary flows f b are exclusively linked to the edge flows f1, while in the second case the boundary efforts The incidence operator of the interconnected (closed) graph is obtained as follows. For simplicity of notation consider the case that R = R. Let G j have incidence operators
The incidence operator B of the interconnected graph is then given as
corresponding to the interconnection constraints on the boundary potentials and currents given by
Of course, several extensions are possible. For example, one may retain the set of shared boundary vertices
as being boundary vertices (instead of internal vertices as above) by extending (11) to
with f b , e b the boundary flows and efforts of the interconnected graph.
Comparing the interconnection of open graphs with the composition of their graph Dirac structures (see e.g. Proposition 2.6) it is readily seen that the flow/effort-continuous graph Dirac structure of an interconnected graph equals the composition of the flow/effort-continuous graph Dirac structures of G α and G β ; we leave the straightforward proof to the reader.
Derived graph Dirac structures
Other Dirac structures can be derived from the flow/effort-continuous Dirac structure by constraining some of the flows and the efforts to zero. For example, the composition of the flow/effort-continuous Dirac structure with the trivial separable Dirac structure
will result by Proposition 2.6 in another separable Dirac structure, called the Kirchhoff-Dirac structure, which will be discussed in detail in Section 6. However, there are other possibilities which we will only indicate. One, somewhat dual to the Kirchhoff-Dirac structure, is to constrain (some of) the edge efforts in the flow/effort-continuous graph Dirac structure to zero. Another interesting option is to constrain some of the edge flows in the flow/effort-continuous graph Dirac structure to zero. Considering the description of the flow/effort-continuous graph Dirac structure this effectively reduces (by disregarding the associated edge efforts) to the flow/effortcontinuous graph Dirac structure of the reduced graph where the edges corresponding to the zero edge flows have been left out. Alternatively, one may constrain some of the internal vertex efforts to zero. Again considering the description of the flow/effort-continuous graph Dirac structure this amounts to deleting the corresponding internal vertices, turning them into boundary vertices with prescribed zero efforts. Note that this yields a setting for dealing with dynamic graphs.
Port-Hamiltonian systems on graphs
First (Section 3.1) we will describe how port-Hamiltonian systems can be defined with respect to the canonical graph Dirac structures defined above. In the subsequent subsections this will be illustrated on a number of typical examples, ranging from mass-spring-damper systems and spatial mechanisms to consensus and clustering algorithms.
Definition of port-Hamiltonian systems with regard to the graph Dirac structures
In this subsection we will apply the general definition of port-Hamiltonian systems with regard to an arbitrary Dirac structure, see e.g. [36, 10, 32] , to the graph Dirac structures as defined above.
For clarity of exposition we throughout consider the effort-continuous graph Dirac structure D e (G) involving the flow and effort variables
(the exposition is directly repeated for the flow-continuous graph Dirac structure D f (G)). A port-Hamiltonian system is specified by defining between all the internal conjugate flow and effort variables (f 1 , e 1 , f 0 , e 0 ) either an energy-storing relation, or a purely dissipative relation. An energy-storing relation between a vector of flow variables f and a conjugate vector of effort variables e is of the form 6
or duallẏ
where x is a vector of energy variables (of the same dimension as f and e), and H(x) is any function, representing the energy stored in the system. Furthermore, a dissipative relation between a vector of flow variables f and a conjugate vector of effort variables e is any static relation R(f, e) = 0 satisfying < e | −f >≥ 0 for all (f, e) satisfying R(f, e) = 0.
In the case of a mass-spring-damper system with boundary masses (see Section 3.2) the vertex flow and effort variables f 0 , e 0 will be related by energy-storing relationsṗ = f 0 , e 0 = ∂K ∂p (p), with p the momenta of the masses and K(p) their kinetic energies, the flow and effort variables f 1s , e 1s of the spring edges will correspond to energy-storing relationsq = e 1s , f 1s = − ∂V ∂q (q), with q the spring elongations and V (q) the spring potential energies, while finally the flow and effort variables f 1d , e 1d of the damper 6 Throughout this paper edges are connected by energy-dissipating relations
Thus a port-Hamiltonian system on a graph is defined by adding to the linear relations imposed by the graph Dirac structure constitutive relations between all the internal effort and flow variables, either of energy-storing or of dissipative type 7 . It is clear that this leaves many possibilities for defining port-Hamiltonian dynamics. In particular, energy-storage, respectively dissipation, can be associated to the vertices or to the edges, or to both. The examples presented in the next subsections cover a number of these different possibilities.
The interpretation of the flow/effort-continuous graph Dirac structure as describing discrete conservation or balance laws becomes more clear from the above description of port-Hamiltonian dynamics. For example, consider for the effort-continuous graph Dirac structure the case of energy storage associated to all the edges and vertices:
for state variables x 1 ∈ Λ 1 and x 0 ∈ Λ 0 , and energy function H. Then the relations imposed by the effort-continuous graph Dirac structure implẏ
expressing discrete conservation (or balance) laws between the storage of the quantities x 0 associated to the vertices and the flow f 1 through the edges, respectively between the storage of the quantities x 1 associated to the edges and the effort e 0 at the vertices. The mass-spring system discussed in the next subsection will be of this type. Furthermore, it is well-known [36, 10, 32] that port-Hamiltonian systems may easily entail algebraic constraints on their state variables. Indeed, whenever some of the effort variables e = ∂H ∂x (x) or f = − ∂H ∂x (x) are constrained by the Dirac structure, then this will generally (depending on the Hamiltonian H) lead to algebraic constraints on the state variables x.
Finally, we note a fundamental property of any port-Hamiltonian dynamics. Let H(x) denote the total energy of the port-Hamiltonian system.
Then because of the power-conserving property of the Dirac structure, and denoting the flows and efforts of the dissipative elements by f R , e R ,
Hence the total energy itself satisfies a conservation law: its increase is equal to the externally supplied power < e b | f b > minus the dissipated power − < e R | f R >.
Remark 3.1. One may directly extend the definition of port-Hamiltonian systems on graphs to the case where the graphs are dynamically changing in time; as briefly indicated in Section 2.6. This leads to switching portHamiltonian systems on graphs; see already [15, 35, 14] .
Mass-spring-damper systems
The basic way of modeling a mass-spring-damper system as a port-Hamiltonian system on a graph G is to associate the masses to the vertices, and the springs and dampers to the edges of the graph, cf. Figures ??. For clarity of exposition we will start with the separate treatment of mass-spring (Section 3.2.1) and mass-damper (Section 3.2.2) systems, before their merging in Section 3.2.3.
Mass-spring systems
Consider a graph G with N vertices (masses) and M edges (springs), specified by an incidence operator B. First consider the situation that the massspring system is located in one-dimensional space R = R, and the springs are scalar. A vector in the vertex space Λ 0 then corresponds to the vector p of the scalar momenta of all N masses, i.e., p ∈ Λ 0 = R N . Furthermore, a vector in the dual edge space Λ 1 will correspond to the total vector q of elongations of all M springs, i.e., q ∈ Λ 1 = R M . Next ingredient is the definition of the Hamiltonian (stored energy) H : Λ 1 × Λ 0 → R (which normally splits into a sum of the kinetic and potential energies of each mass and spring).
In the absence of boundary vertices the dynamics of the mass-spring system is then described as the port-Hamiltonian system
defined with respect to the graph Dirac structure D e (G) = D f (G). Note that in fact the skew-symmetric matrix
defines a Poisson structure on the state space Λ 1 × Λ 0 . The inclusion of boundary vertices, and thereby of external interaction, can be done in different ways. The first option is to associate boundary masses to the boundary vertices. Considering the effort-continuous graph Dirac structure D e (G) we are then led to the port-Hamiltonian systeṁ
Here E is a matrix with as many columns as there are boundary vertices; each column consists of zeros except for exactly one 1 in the row corresponding to the associated boundary vertex. f b ∈ Λ b are the external forces exerted (by the environment) on the boundary masses, and e b ∈ Λ b are the velocities of these boundary masses.
Another possibility is to start from the flow-continuous graph Dirac structure D f (G). In this case there are no masses associated to the boundary vertices, and we obtain the port-Hamiltonian system (with p now denoting the vector of momenta of the masses associated to the internal vertices)
with e b ∈ Λ b the velocities of the massless boundary vertices, and f b ∈ Λ b the forces at the boundary vertices as experienced by the environment. Note that in this latter case the external velocities e b of the boundary vertices can be considered to be inputs to the system and the forces f b to be outputs; in contrast to the previously considered case (boundary vertices corresponding to boundary masses), where the forces f b are inputs and the velocities e b the outputs of the system 8 .
The above formulation of mass-spring systems in R = R directly extends to R = R 3 by using the incidence operator B =B ⊗ I 3 as defined before. Finally, we remark that in the above treatment we have considered springs with arbitrary elongation vectors q ∈ Λ 1 . For ordinary springs the vector q of elongations is given as q = B T q c , where q c ∈ Λ 0 denotes the vector of positions of the vertices. Hence in this case q ∈ im B T ⊂ Λ 1 . Note that the subspace im B T × Λ 0 ⊂ Λ 1 × Λ 0 is an invariant subspace with regard to the dynamics (16) or (17) . We will return to this in Section 5.1.
Mass-damper systems
Replacing springs by dampers leads to mass-damper systems. In the case of the flow-continuous graph Dirac structure this yields the following equations
where f 1 , e 1 are the flows and efforts corresponding to the dampers (damping forces, respectively, velocities). For example, for linear dampers f 1 = −Re 1 , where R is the positive diagonal matrix with the damping constants on its diagonal. Substitution into (18) then yields the port-Hamiltonian systeṁ
where, as before, the inputs e b are the boundary velocities and f b are the forces as experienced at the massless boundary vertices.
Mass-spring-damper systems
For a mass-spring-damper system the edges will correspond partly to springs, and partly to dampers. Thus a mass-spring-damper system is described by a graph G(V, E s ∪ E d ), where the vertices in V correspond to the masses, the edges in E s to the springs, and the edges in E d to the dampers of the system. This corresponds to an incidence matrix B = B s B d , where the columns of B s reflect the spring edges and the columns of B d the damper edges. For the case without boundary vertices the dynamics of such a massspring-damper system with linear dampers takes the form
In the presence of boundary vertices we may distinguish, as above, between massless boundary vertices, with inputs being the boundary velocities and outputs the boundary (reaction) forces, and boundary masses, in which case the inputs are the external forces and the outputs the velocities of the boundary masses. We leave the details to the reader.
Spatial mechanisms
In this section we briefly discuss the extension of mass-spring-damper systems in R or R 3 to spatial mechanisms, that is, networks of rigid bodies in R 3 related by joints. In this case, the linear space R is given by R := se * (3), the dual of the Lie algebra of the Lie group SE(3) describing the position of a rigid body in R 3 . A spatial mechanism (or multibody system) is a mechanical system consisting of rigid bodies related by joints (defined as kinematic pairs) restricting the relative motion between the rigid bodies. The reader may find numerous references about their definition and analysis in [2] [30], using different geometric representations of rigid body displacements. In this paper however we shall follow the exposition in e.g. [24, 17] , which is based on the Lie group of isometries in Euclidean space R 3 . The basic topology of the mechanism is described by a directed graph, called the primary graph, whose vertices correspond to the rigid bodies and whose edges are associated with the kinematic pairs. This is similar to the mass-spring or mass-damper systems described in Section 3.2, with the difference that the dynamical system associated with each vertex corresponds to rigid body dynamics instead of point-mass dynamics, and that the edges are in first instance associated with kinematic constraints between the bodies instead of springs or dampers. We shall see how (spatial) springs may be included in second instance.
The rigid body element
The configuration space of a rigid body is the Lie group of isometries in Euclidean space R 3 , called the Special Euclidean Group and denoted by SE(3) Q (also called the space of rigid body displacements). Using the momentum map associated with the action of SE (3) on its cotangent bundle T * SE (3), following for instance [18, chap. 4] , one may define the state space of the rigid body as SE (3) × se * (3) (Q, P ) by means of the left trivialization, where P is called the momentum in body frame.
The kinetic energy of a rigid body is defined by
where I : se (3) → se * (3) is is a symmetric, positive-symmetric isomorphism, called the inertia operator of the rigid body in the body frame.The potential energy of the rigid body is defined by a function U (Q) of the displacement Q. The potential energy may be due to gravity or may be zero in the case of the Euler-Poinsot problem. We assume that the rigid body is subject to an external force expressed as an element W e ∈ se * (3), called force in fixed frame [18] or wrench in fixed frame [17] ), which is obtained by the right trivialization of T * SE (3). We shall associate a conjugate velocity to this external force, the velocity of the body T e in fixed frame [18] (also called twist in fixed frame [17] ), and obtained by the right trivialization of T SE (3).
The dynamical equations of the rigid body elements may then be written as a port-Hamiltonian system [36] [20, eqn. (1.37)]:
where T L Q denotes the tangent map to the left translation (mapping the velocities T ∈ se (3) in body frame into the velocities v ∈ T Q SE (3)), T * L Q denotes its dual map (mapping forces F ∈ T * Q SE (3) into forces in body frame W ∈ se * (3)), Ad Q denotes the adjoint representation (mapping velocities in body frame into velocities in fixed frame), Ad * Q denotes the adjoint map to Ad Q , while finally × is defined by the coadjoint representation of the Lie algebra se (3), that is, W × T = ad * T W , for any (W, T ) ∈ se * (3) × se (3). The Dirac structure D RB of this port-Hamiltonian system (22) is thus specified as 9
In this way we have associated with every vertex of the primary graph of the spatial mechanism a dynamical system (22) with inputs and outputs (W e , T e ) ∈ se * (3) × se (3).
The kinematic pair
Constraints between the rigid bodies of the mechanism will be specified by kinematic pairs corresponding to each edge of the primary graph. A kinematic pair is the idealization of a set of contacts that occur between two rigid bodies at some configuration of the bodies. It constrains the possible relative twists between the bodies as well as the possible transmitted wrenches. The wrench W transmitted by a kinematic pair is constrained to a linear subspace of the space of wrenches se * (3) called the space of constraint wrenches and denoted by CW. A relative twist between the two bodies is allowed by the kinematic pair when it produces no work with any transmissible wrench. The relative twist is thus constrained to a linear subspace FT of the space of twists se(3), called the space of freedom twists.
Since an ideal kinematic pair is workless the subspace FT is orthogonal (in the sense of the duality product) to the space of transmitted wrenches CW, that is FT = CW ⊥ . We have defined the spaces of freedom twists and constraint wrenches as subspaces of of the Lie algebra se(3) and its dual. However these spaces express constraints on the twists and wrenches of the rigid bodies related by the kinematic pairs and hence are expressed in some common frame with configuration Q KP . (In most cases equal to the configuration of one of the related bodies.) Consequently, the constitutive relations of a kinematic pair are given in terms of its pair of twists and wrenches (
Hence the constitutive equations of a kinematic pair may be expressed as the following non-constant separable Dirac structure:
The kinematic pair introduced above represents ideal kinematic constraints; in general, however, mechanical work may be produced at the kinematic pair due to the presence of actuators or springs and dampers. Such an interaction is captured by considering the linear space IW := se * (3)/CW (which may be identified with a subspace of se * (3) complementary to the space of constraint wrenches CW). The space of interaction twists is then defined as its dual space IT := IW * CW ⊥ . Using the canonical projection π of se * (3) onto IW, together with its adjoint map π * , one may thus define an additional pair of port variables enabling to connect actuators, damper or spring elements to the kinematic pairs. The resulting interacting kinematic pair is then defined as a 2-port element with constitutive relations defined by the following nonconstant separable Dirac structure
It is easy to check that for W I = 0 the interacting kinematic pair reduces to the kinematic pair as defined before.
The kinestatic connection network
The primary graph of the mechanism together with the kinematic pairs is called the kinestatic model of the mechanical system. Its associated Dirac structure is the composition of the Dirac structures corresponding to the kinematic pairs with the flow-continuous 10 graph Dirac structure of the primary graph. Consider a mechanism defined by its primary graph G composed of n RB internal vertices (associated with the rigid bodies), n b boundary vertices corresponding to rigid bodies with zero inertia operator and n KP edges (associated with the kinematic pairs). Define the vertex space Λ 0 T RB , and the edge space Λ 1 T KP with respect to the Lie algebra se (3), which represent respectively the external twist of the rigid bodies and the kinematic pairs. The dual spaces Λ 0 W RB , respectively Λ 1 W KP , then represent the external wrenches of the rigid bodies, respectively the wrenches of the kinematic pairs; see also Remark 2.1. The twists and wrenches of the boundary vertices (the rigid bodies with zero inertia operator) are associated with the vertex space Λ b T b , respectively its dual Λ b W b . Kirchhoff's laws on the twists and wrenches [11] amount to constraining these variables to belong to the flow-continuous graph Dirac structure, i.e.,
Composition of D f (G) with the Dirac structures D CW (Q KP ) corresponding to all the kinematic pairs then results in the Dirac structure D KS of the kinestatic model:
Dynamics of spatial mechanisms
The state space X of the complete mechanism is the product space of the state spaces of all the rigid bodies, i.e., X = (SE(3) × se * (3)) n RB , where n B denotes the number of rigid bodies (equal to the number of internal vertices of the primary graph). Recalling that the rigid body dynamics is defined as a port Hamiltonian system with respect to the Dirac structure (23) 
Hydraulic networks
The interpretation of the flow-/effort-continuous graph Dirac structures as capturing the basic conservation/balance laws of a network becomes especially tangible for hydraulic networks.
A hydraulic network can be modeled as a directed graph with edges corresponding to pipes, see e.g. [29, 12] . The vertices may either correspond to connection points with fluid reservoirs (buffers), or merely to connection points of the pipes; we concentrate on the first case (the second case corresponding to a Kirchhoff-Dirac structue, cf. Section 6.1). Let x v be the stored fluid at vertex v and let ν e be the fluid flow through edge e. Collecting all stored fluids x v into one vector x, and all fluid flows ν e into one vector ν, the mass-balance is summarized aṡ
with B denoting the incidence matrix of the graph. In the absence of fluid reservoirs this simply reduces to Kirchhoff's current laws Bν = 0. For incompressible fluids a standard model of the fluid flow ν e through pipe e is
where P i and P j are the pressures at the tail, respectively head, vertices of edge e. Note that this captures in fact two effects; one corresponding to energy storage and one corresponding to energy dissipation. Defining the energy variable ϕ e := J e ν e the stored energy in the pipe associated with edge e is given as 1 2Je ϕ 2 e = 1 2 J e ν 2 e . Secondly, λ e (ν e ) is a damping force corresponding to energy dissipation.
In the case of fluid reservoirs at the vertices the pressures P v at each vertex v are functions of x v , and thus, being scalar functions, always derivable from an energy function P v = ∂Hv ∂xv (x v ), v ∈ V, for some Hamiltonian H v (x v ) (e.g. gravitational energy). The resulting dynamics (with state variables x v and ϕ e ) is port-Hamiltonian with respect to the graph Dirac structure D f (G) = D e (G). The set-up is immediately extended to boundary vertices (either corresponding to controlled fluid reservoirs or direct in/ or out-flows).
Port-Hamiltonian formulation of consensus algorithms
While all previous examples of port-Hamiltonian systems on graphs arise from physical modeling, the system treated in this subsection has a different origin. Nevertheless, it shares the same structure, and in fact, turns out to have dynamics equal to the mass-damper system treated before.
Consider a network of N agents moving in linear space R, whose interaction topology is described by an undirected graph G (symmetric interaction).
Denote by E(G) the edges of this undirected graph, consisting of unordered pairs (v, w) of vertices v, w. Hence (v, w) ∈ E(G) if and only if (w, v) ∈ E(G). Thus the vertices of the graph correspond to the agents, and the edges to the symmetric interactions between them. Distinguish between leader and follower agents, see e.g. [28] , and associate the leader agents to the boundary vertices and the follower agents to the internal vertices.
Associated to each agent v there is a vector x v ∈ R describing the motion in the linear space R. In the standard consensus algorithm, see e.g. [25] , the vector x v of each follower agent v satisfies the following dynamicṡ
where g (v,w) > 0 denotes a certain positive-definite weight matrix associated to each edge. For simplicity of exposition let us take the linear space R to be equal to R in the rest of this section, implying that g (v,w) > 0 are just positive constants. Collecting all follower variables x v into one vector x ∈ R N i , and all leader variables x v into one vector u ∈ R N b , it is readily checked that the dynamics can be written aṡ
with B the incidence matrix of the graph endowed with an arbitrary orientation 11 , and G the diagonal matrix with elements g (v,w) corresponding to each edge (v, w). This defines a port-Hamiltonian system with respect to the flow-continuous graph Dirac structure D f (G) and the Hamiltonian H(x) := 1 2
x 2 . Indeed, (32) is equal tȯ
which are the same equations as for the mass-damper system (19) , with u = e b ∈ Λ b . Note that the corresponding artificial output vector y = f b ∈ Λ b given as
equals minus the rate of the leader variables if the leader variables were supposed to obey the consensus algorithm with regard to the follower agents (which is not the case). Hence this artificial output measures the discrepancy between the leaders and the followers.
Network clustering dynamical models
A dynamical model for network clustering, where the network splits into subnetworks which separately reach consensus, was recently proposed and discussed in [6] . Consider again a multi-agent system with N agents and state variables x i ∈ R, i = 1, · · · , N , whose dynamics is described aṡ
where the functions J i (x i ) are certain objective functions. Let the vector u with components u i be determined as
where
This is readily seen to result in a port-Hamiltonian system with total Hamiltonian H(x, z) = Depending on the strength of the objective functions J i this will imply that consensus among the x i -variables will only be reached for subnetworks.
Many other models of network dynamics, of a 'non-physical' background, can be formulated as port-Hamiltonian systems on graphs. Examples include coordination control [1] and edge agreement [47] .
Dynamical analysis
In this section we will investigate the dynamical properties of a paradigmatic example of a port-Hamiltonian system on a graph, namely the mass-springdamper system as discussed in Section 3.2.3. As we have seen, many other examples share the same mathematical structure, and the dynamical analysis for other examples will follow the same lines.
Thus we will consider a mass-spring-damper system as described by a graph G(V, E s ∪ E d ), where the vertices in V correspond to the masses, the edges in E s to the springs, and the edges in E d to the dampers of the system, with incidence matrix B = B s B d , where the columns of B s reflect the spring edges and the columns of B d the damper edges. Without boundary vertices the dynamics takes the form (see equation (20) in Section 3.2.3)
Throughout this section we make the simplifying assumption 13 :
Equilibria and Casimirs
Proposition 4.2. The set of equilibria E of (36) is given as
Proof. (q, p) is an equilibrium whenever
Premultiplication of the second equation by the row-vector In other words, for (q, p) to be an equilibrium, ∂H ∂p (q, p) should satisfy the consensus conditions corresponding to the spring-damper graph G(V, E s ∪ E d ), whereas ∂H ∂q (q, p) should be in the space of cycles of the spring graph G(V, E s ) (corresponding to zero net spring forces applied to the masses at the vertices).
Similarly, the Casimirs (conserved quantities independent of the Hamiltonian H) are computed as follows Proposition 4.3. The Casimir functions are all functions C(q, p) satisfying
or equivalently
Postmultiplication of the second equation by ∂C ∂p (q, p), making use of the first equation, gives the result.
Therefore all Casimir functions can be expressed as functions of the linear Casimir functions
This implies that starting from an arbitrary initial position (q 0 , p 0 ) ∈ Λ 1 ×Λ 0 the solution of the mass-spring-damper system (36) will be contained in the affine space
i.e., for all t the difference q(t) − q 0 remains in the space of co-cycles of the spring graph, while 1 T p(t) = 1 T p 0 .
Stability analysis
Under generic conditions on the Hamiltonian H(q, p), each affine space A (q 0 ,p 0 ) will intersect the set of equilibria E in a single point (q ∞ , p ∞ ), which will qualify as the point of asymptotic convergence starting from (q 0 , p 0 ) (provided there is enough damping present). In order to simplify the statement of the results we will throughout this subsection consider linear massspring systems, corresponding to a quadratic and decoupled Hamiltonian function
where K is the positive diagonal matrix of spring constants, and G is the positive diagonal matrix of reciprocals of the masses. It follows that the set of equilibria is given as
while for each (q 0 , p 0 ) there exists a unique point (q ∞ , p ∞ ) ∈ E ∩ A (q 0 ,p 0 ) . In fact, q ∞ is given by the spring graph co-cycle/cycle decomposition
while p ∞ is uniquely determined by 14
This leads to the following asymptotic stability theorem. First note that the energy H(q, p) = 1 2 q T Kq + 1 2 p T Gp (which obviously is radially unbounded) satisfies
and thus qualifies as a Lyapunov function; showing at least stability. Proof. By Lasalle's Invariance principle and (44) the trajectory converges to the largest invariant subspace contained in
By repeated differentiation one thus concludes that Gp(t) for t → ∞ will converge to the largest GL s -invariant subspace V contained in ker B T d , while q(t) will converge to the subspace {q | GB s Kq ∈ V}. Thus if V = span 1, then Gp(t) → Gp ∞ with Gp ∞ ∈ span 1. Furthermore q(t) → q ∞ with 14 Gp∞ = c1 where the constant c is determined by the initial value vector p0 via the formula c
GB s Kq ∞ ∈ span 1 ⊂ ker B T s , and thus B T s GB s Kq ∞ = 0 or equivalently B s Kq ∞ = 0.
The condition that the largest GL s -invariant subspace contained in ker B T d is equal to span 1 amounts to pervasive damping: the influence of the dampers spreads through the whole system.
Remark 4.5. Theorem 4.4 is closely related to recent results on partial consensus for double-integrator multi-agent systems [16, 7] , as will become clear from the discussion in Section 5.1.
Another feature of the dynamics of the mass-spring-damper system (36) is its robustness with regard to constant external (disturbance) forces. Indeed, consider a mass-spring-damper system with boundary masses (see Section 3.2) and general Hamiltonian H(q, p), subject to constant forcesf b
where we assume 15 the existence of aq such that
From standard reduction theory, see e.g. [19, 18] and the references quoted therein, it follows that we may factor out the configuration space Q c := Λ 0 to the reduced configuration space
Let us first assume that the graph is connected, in which case, see e.g. [4] , ker B T = span 1. Then we have the following identification
Hence the reduced state space of the mass-spring system is given by im B T × Λ 0 , where im B T ⊂ Λ 1 . Furthermore, under the symmetry action the canonical Hamiltonian equations (52) on the symplectic space Λ 0 × Λ 0 reduce to the port-Hamiltonian equations (16) 
In case the graph is not connected, then the above symmetry reduction can be performed for each component of the graph (i.e., the symmetry group is R c G , with c G denoting the number of components of the graph G), yielding again the reduced state space 19 im B T × Λ 0 . For a mass-spring-damper system, although in the standard symmetry reduction framework not considered as a Hamiltonian system, the same reduction procedure can still be applied. A mass-spring-damper system in coordinates (q c , p) takes the forṁ
where H c (q c , p) = H(B T s q, p) with q = B T s q c the spring elongations. Here B s and B d denote, as before, the incidence matrices of the spring, respectively, 19 Note that in fact the subspace im B T ⊂ Λ 1 is determined by the Casimirs k T q, Bk = 0 in the sense that im B T = {q ∈ Λ 0 | k T q = 0, for all k ∈ ker B}. Furthermore, im B T = Λ 1 if and only if the graph does not contain cycles.
damper graph. Under the same symmetry action as above this reduces to the equations (36) on the reduced state space im B T s × Λ 0 . The precise relation between Theorem 4.4 and the results obtained in [7, 16] now becomes clear. Indeed, the double-integrator networks studied in [16, 7] correspond to linear mass-spring-damper systems with unit masses, unit spring constants and unit damping coefficients, expressed in the position variables q c and the velocitiesq c , which are equal to the momenta p. Thus Theorem 4.4 can be seen to be a direct extension of the velocity consensus result expressed in Corollary 10 of [7] . Note on the other hand that, thanks to the systematic use of the port-Hamiltonian structure, the stability treatment given in Section 4 is directly extendable to the nonlinear case. Furthermore we obtain the following corollary to Theorem 4.4 regarding to 'second-order consensus':
Corollary 5.1. Consider the mass-spring-damper system (57) in coordinates (q c , p) where we assume the spring graph to be connected. Then for all initial conditions q c (t) → span 1, p(t) → span 1 if and only the largest GL s -invariant subspace contained in ker B T d is equal to span 1, and moreover ker B s = 0. 
Further reduction
It is well-known that symmetry reduction of a Hamiltonian system entails two steps [19] . Roughly speaking, the first step, as discussed above, deals with factoring out the state space by the action of the symmetry group, leading to a Hamiltonian system defined with respect to a Poisson structure possessing Casimirs. The second step deals with restricting the obtained Hamiltonian dynamics to the level sets of these Casimirs; thereby obtaining a reduced symplectic Hamiltonian system. In the case of a mass-spring system (with connected graph) the second step is performed as follows. Note that the dual space (im B T ) * can be identified with
Thus the reduced state space can be identified with
which is again a symplectic space. We leave the extension to the nonconnected case and the presence of dampers to the readers.
6 The Kirchhoff-Dirac structure on graphs and its port-Hamiltonian dynamics
In this section we consider a third canonical graph Dirac structure, which results from constraining the flows at the internal vertices to zero (and thus there is no energy-storage or dissipation associated with the vertices for the corresponding port-Hamiltonian system).
The Kirchhoff-Dirac structure
As already alluded to at the end of Section 2.6 the Kirchhoff-Dirac structure is defined as
Note that, in contrast to the flow/effort-continuous graph Dirac structures, the Kirchhoff-Dirac structure only involves the flow and effort variables of the edge and boundary vertex spaces (not of the internal vertex spaces).
Proof. The Kirchhoff-Dirac structure is equal to the composition of the flow-continuous 20 graph Dirac structure D f (G) with the trivial separable Dirac structure defined as
The result then follows from Proposition 2.6.
Port-Hamiltonian systems with respect to the Kirchhoff-Dirac structure are defined completely similar to the case of the flow/effort-continuous graph Dirac structure; the difference being that energy-storing or dissipative relations are now only defined for the flow and effort variables corresponding to the edges. 20 Or the composition of the effort-continuous graph Dirac structure with {(f0, e 0 ) ∈ Λ0 × Λ 0 | f0 = 0}.
Electrical circuits
The example of a port-Hamiltonian system 21 with respect to a KirchhoffDirac structure is an electrical RLC-circuit, with circuit graph G. In this case the elements of Λ 1 and Λ 1 denote the vectors of currents through, respectively the voltages across, the edges, and the Kirchhoff-Dirac structure amounts to Kirchhoff's current and voltage laws (whence its name). Furthermore, the effort variables e 0 are the potentials at the vertices, while the boundary flows and efforts f b , e b are the boundary currents, respectively boundary potentials at the boundary vertices (the terminals of the electrical circuit).
On top of Kirchhoff's laws, the dynamics is defined by the energy-storage relations corresponding to either capacitors or inductors, and dissipative relations corresponding to resistors. The energy-storing relations for a capacitor at edge e are given bẏ
with Q e the charge, and H Ce (Q e ) denoting the electric energy stored in the capacitor. Alternatively, in the case of an inductor one specifies the magnetic energy H Le (Φ e ), where Φ e is the magnetic flux linkage, together with the dynamic relationṡ
Finally, a resistor at edge e corresponds to a static relation between the current I e through and the voltage V e across this edge, such that V e I e ≤ 0. In particular, a linear (ohmic) resistor at edge e is specified by a relation V e = −R e I e , with R e ≥ 0. Alternatively, we can decompose the circuit graph G as the interconnection of a graph corresponding to the capacitors, a graph corresponding to the inductors, and a graph corresponding to the resistors. For simplicity let us restrict ourselves to the case of an LC-circuit without boundary vertices. DefineV as the set of all vertices that are adjacent to at least one capacitor as well as to at least one inductor. Then split the circuit graph into an open circuit graph G C corresponding to the capacitors and an open circuit graph G L corresponding to the inductors, both with set of boundary verticesV. Denote the incidence matrices of these two circuit graphs by
Assuming for simplicity that all capacitors and inductors are linear we arrive at the following equations for the C-circuit
with Q the vector of charges of the capacitors and C the diagonal matrix with diagonal elements given by the capacitances of the capacitors. Similarly for the L-circuit we obtain the equationṡ 
For a formulation of pure R, L or C circuits, and their weighted Laplacian matrices, we refer to [33] .
Mass-spring systems with regard to a Lagrangian tree
An alternative port-Hamiltonian formulation of mass-spring(-damper) systems, in terms of the Kirchhoff-Dirac structure, can be given as follows.
Recall the port-Hamiltonian formulation on Λ 1 × Λ 0 with respect to the effort-continuous graph Dirac structure D e (G), in which case the masses correspond to the vertices, and the springs to the edges of the graph G, which we assume to be connected 22 . This graph can be extended to an augmented graph G aug by adding a ground vertex g and adding edges from every vertex v of G towards this ground vertex. (The augmented graph is called a Lagrangian tree.) Furthermore, by constraining the effort e g at the ground vertex to be zero we can equate the efforts e v at every vertex v of G with the effort e vg at the edge from v to g of the augmented graph G aug . In this way we can identify the effort-continuous graph Dirac structure D e (G) with the Kirchhoff-Dirac structure D K (G aug ) with the additional constraint e g = 0. (Note that this is again a separable Dirac structure since it equals the composition of the Kirchhoff-Dirac structure D K (G aug ) with the trivial Dirac structure {(f g , e g ) | e g = 0}.) In this way, the masses become associated with the edges e vg from every vertex v to the ground vertex g. The interpretation of the ground vertex g is that it represents the reference point (with velocity e g being zero). The flow f g at the ground vertex g equals the total force exerted on a mass located at this reference point.
Properties of the boundary flows and efforts of the KirchhoffDirac structure
The fact that the internal vertex flows in the definition of the Kirchhoff-Dirac structure are all zero (and consequently no storage or dissipation at the vertices takes place) has a number of specific consequences for the behavior of the boundary flows and efforts (see [46] for closely related considerations). Assume (for simplicity of exposition) that R = R. From the definition of the Kirchhoff-Dirac structure and 1 T B = 0 it follows that
with 1 b denoting the vector with all ones of dimension equal to the number of boundary vertices. Hence the boundary part of the Kirchhoff-Dirac structure of an open graph is constrained by the fact that the boundary flows add up to zero. Dually, we may always add to the vector of vertex efforts e 0 the vector 1 leaving invariant the edge efforts e 1 = B T e 0 . Hence, to the vector of boundary efforts e b we may always add the vector 1 b .
Kirchhoff-Dirac structure of the open graph G. In fact, to the virtual vertex v g we may associate an arbitrary potential e 0 (v g ) (the ground-potential), and we may rewrite the externally supplied power < e b | f b > as (since by (63
where 
Physical analogies
From the above formulation of an RLC-circuit in Section 6.2 we conclude that the structure of the dynamical equations of an inductor is different from that of a capacitor. In order to elucidate this basic difference we zoom in on the description of an inductor and a capacitor as two-terminal elements. To this end consider the elementary open graph consisting of one edge with two boundary vertices α, β, described by the incidence matrix b = 1 −1 T .
It follows that an inductor with magnetic energy H(Φ) is described by the equationsΦ
whereas a capacitor with electric energy H(Q) is described as
This difference stems from the fact that the energy variable Q of a capacitor, as well as the current I, takes values in the linear space Λ 1 , while the state variable Φ of an inductor, as well as the voltage V , takes values in the dual space Λ 1 . Recalling from Section 3.2.1 the description of a spring systeṁ
with q the elongation of the spring, and H(q) its potential energy, we conclude that there is a strict analogy between a spring and an inductor 24 . On the other hand, a moving mass is not a strict analog of a capacitor. Instead, it can be considered to be the analog of a grounded capacitor, while the strict analog of a capacitor (66) is the so-called inerter [43] bṗ = F α F β , dH dp
where p is the momentum of the inerter and H(p) its kinetic energy, while F α , F β and v 1 , v 2 denote the forces, respectively, velocities, at the two terminals of the inerter.
Conclusions
We have laid down a general geometric framework for the description of physical networks dynamics on (non-random) graphs. Starting point are the conservation laws corresponding to the incidence matrix of the graph. This defines three canonical Dirac structures on the combined vertex, edge, and boundary spaces and their duals, where the last one (the KirchhoffDirac structure) corresponds to the absence of energy storage or energy dissipation at the vertices. Relating the internal flows and efforts by either energy-storing or energy-dissipating relations yields various forms of port-Hamiltonian system. We have illustrated the approach on a number of typical physical examples. Other examples that have not been discussed include e.g. supply-chain models and compartmental systems. We have shown how examples from a different origin, such as consensus algorithms, can be formulated and analyzed within the same framework. Furthermore we have shown how classical techniques from Hamiltonian dynamical systems can be exploited for the analysis of the resulting port-Hamiltonian systems.
For clarity of exposition we have only considered the basic building blocks of port-Hamiltonian systems on graphs. Indeed, because the interconnection of port-Hamiltonian systems again defines a port-Hamiltonian system [10, 31, 8] , the framework also covers heterogeneous and multi-scale situations, where several of the constructs considered in the present paper are connected to each other. Moreover, as already indicated in Section 2.6 and Remark 3.1, various interesting extensions to dynamical graphs and switching portHamiltonian systems on graphs can be made.
The models treated in this paper all correspond to conservation/balance laws within a particular physical domain. Furthermore, the energy-balance of the system components can be seen to result from the underlying conservation laws and the assumption of integrable constitutive relations for energy-storage. On the other hand, port-based (bond-graph) modeling as originating in the work of Paynter [27] is aimed at providing a unifying modeling framework for multi-physics systems, by directly starting from energyflows between system components from different physical domains. This also results in port-Hamiltonian models as has been amply demonstrated in e.g. [21, 22, 36, 32, 14] . It is well-known that bond-graph modeling involves an additional abstraction step (e.g., different electrical circuits may lead to the same bond-graph, and, conversely, different bond-graphs may correspond to the same electrical circuit). Furthermore, in the case of electrical circuits port-based modeling starts with a port description (pairs of terminals), instead of the more basic starting point of terminals corresponding to conservation laws. Although in most situations the resulting port-Hamiltonian systems are the same this leaves some questions to be answered; see also [46, 39] . Another interesting venue for further research [34] is the precise relation between port-Hamiltonian systems (on graphs) and gradient dynamical systems; see especially [5, 42] for the gradient formulation of RLC circuits.
The identification of the port-Hamiltonian structure, as already crucially used in Section 4 for (stability) analysis, offers important tools for simulation and control. Port-Hamiltonian systems theory has been successful in exploiting the physical structure for control and design purposes, see e.g. [32, 26] , using various forms of passivity-based control, control by interconnection, and tools originating in network synthesis theory. The applications of this control methodology to port-Hamiltonian systems on graphs is an important area for further research. The combination with graph theory, and the inclusion of constraints on the flow and storage variables, is very promising; see already [41] for preliminary work in this direction.
In a twin paper we will extend the framework from directed graphs to general k-complexes. This allows to a give a spatially discretized model of the 2-D Maxwell equations and of general diffusive systems; see already [38, 39] . Pertinent questions include the relation of these methods to structurepreserving spatial discretization methods for their description by partial differential equations models.
