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Abstract
Stability and error estimate for the Oseen equations in a projection
based variational setup has been derived in this paper. The use of Geo-
metric Conservation Law (GCL) provides unconditional stability whereas
without using GCL we have a conditional scheme which imposes restric-
tion on the time step. Further using the stability results derived, we make
the first order error estimate using a backward Euler time discretization
scheme.
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Introduction
In this paper we shall discuss the mathematical analysis of the projection based
variational multiscale (VMS) scheme that we developed for the Navier–Stokes
equations (NSE) in arbitrary Lagrangian Eulerian (ALE) formulation [16]. Sta-
bility and error estimates for NSE in stationary domains have been given in a
series of papers by Heywood and Rannacher in the 1980s [8, 9, 10, 11]. Moreover,
in case of stationary domains, the stability estimate of the semidiscrete problem
for a projection based VMS-NSE has been given in [13, 12]. Fully discrete error
estimates of both first and second order has been given in [19], and for variants
of projection based method, second order estimates has been given in [5, 17, 18].
Apart from these, abundant materials exist on mathematical analysis of NSE
∗Corresponding Author: birupaksha.pal@gmail.com
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for stationary domains. However, when it comes to time dependent moving
domains there is a real paucity of work on analysis of NSE. Stability estimate
for implicit Euler time discretization of ALE NSE has been presented in [14],
however, to the best of the authors knowledge no error analysis exists for NSE
in ALE formulation. Now, ALE being one of the most popular and widely used
schemes for problems with moving boundaries, it’s analysis is imperative for a
holistic study of the subject.
The first steps in this direction can be considered to be the works of Nobile
[15, 14] and Boffi, Gastaldi [6, 1], where the ALE formulation of non-stationary
convection-diffusion scaler equations(CDE) in ALE form has been considered.
The other important works on stability and convergence analysis for scaler CDE
in an ALE framework can be found in [4], which considers an orthogonal subgrid
scale stabilized(OSS) form and [2], where the discrete geometric conservation
law and nonlinear stability has been discussed.
In this study, we consider the linear form of NSE, better known as the
Oseen equations. An important aspect of this study is the consideration of the
projection based VMS form of the ALE-NSE, where the effect of the subgrid
scale model is accounted for as added diffusion. The subgrid scale model term
in the VMS form we developed acts as additional viscosity and is agreeable
to regular treatment as that of the diffusion term in the NSE. If we approach
the problem for the Oseen equations in a manner similar to the scaler CDE,
then the mesh velocity in the convective part gives rise to some extra terms,
which gets quite challenging to bound. In this work our strategy will be to first
derive a stability estimate of the semidiscrete form of ALE-Oseen equations in a
projection based VMS frame, in the footsteps of [14, 1], and finally this stability
estimate shall be used to derive an error estimate for the fully discrete system.
We consider implicit Euler time discretization for the fully discrete form.
In the next sections we shall describe the Oseen equations, define the relevant
spaces to derive it’s variational form, and get to it’s time discretized form. In
the third section, we discuss some preliminary but important results which
shall be put to later use. Then in the next two subsequent sections we derive
a stability analysis of the Oseen equations. We derive two estimates one using
the geometric conservation law which gives us an estimate independent of the
domain deformation and the other a more generalized result without taking
recourse to GCL, this leads us to an estimate which is dependent on the domain
deformation or the mesh velocity. However, by a smart choice of time step
length the estimate can be considered to be independent of mesh movement for
all practical purpose. Finally, we derive an estimate for error due to the time
discretization by implicit Euler time scheme, in obtaining the final estimate we
make use of the more generalized stability estimate without GCL.
2
1 Navier-Stokes equations for time dependent
domains
We consider an incompressible fluid flow in a moving/deforming domain which
is described by the time-dependent incompressible Navier–Stokes equations:
∂u
∂t
− 2µ∇ · D(u) + (u · ∇)u+∇p = f in (0,T]× Ωt,
∇ · u = 0 in (0,T]× Ωt.
(1)
Here, u = (u1, u2, u3)
T is the fluid velocity, p is the pressure in the fluid, T is a
given final time, and Ωt ⊂ R3, t ∈ (0,T] is a time-dependent domian. The NSE
are closed with the initial condition
u(0, ·) = u0 in Ω0
and boundary conditions
u = g(t) on ∂Ωt
Here, g(t) is a continous function denoting the domain deformation, u0 is a given
initial velocity and uD = (uin, 0)
T a given inlet velocity, I is the identity tensor
and n is the outward normal to the boundary Γout. Further, the velocity defor-
mation tensor is defined as D(u) =
∇u+∇uT
2
, and µ represents the inverse of Reynolds number.
1.1 ALE formulation
In order to handle the time-dependent domain, we now derive an arbitrary
Lagrangian-Eulerian form of NSE (1). Let Ωˆ ⊂ R3 be a reference domain, and
define a family of bijective ALE mappings
At : Ωˆ→ Ωt, At(Y ) = x(t, Y ), t ∈ (0,T).
The reference domain Ωˆ can simply be the initial domain Ω0 or the previous
time-step domain when the deformation in the domain is large. In addition, for
a scaler function v ∈ C0(Ωt) on the Eulerian frame, we define it’s corresponding
function vˆ ∈ C0(Ωˆ) on the ALE frame as
vˆ : (0,T)× Ωˆ→ R, vˆ := v ◦ At, with vˆ(t, Y ) = v(t,At(Y )).
Further, the time derivative on the ALE frame is defined by
∂v
∂t
∣∣∣
Y
: (0,T)× Ωt → R, ∂v
∂t
∣∣∣
Y
(t, x) =
∂vˆ
∂t
(t, Y ), with Y = A−1t (x).
We now apply the chain rule to the time derivative of v ◦ At on the ALE frame
to get
∂v
∂t
∣∣∣
Y
=
∂v
∂t
(t, x) +
∂x
∂t
∣∣∣
Y
· ∇xv = ∂v
∂t
+
∂At(Y )
∂t
· ∇xv = ∂v
∂t
+w · ∇xv,
3
where∇x represents the divergence function andw is the domain velocity. Using
similar arguements to NSE (1) to account for the deformation in the domain,
we get the ALE form of the NSE as
∂u
∂t
∣∣∣
Y
− 2
Re
∇ · D(u) + ((u−w) · ∇u) +∇p = f ; ∇ · u = 0. (2)
Note that the main difference between equations (1) and (2) is the additional
domain velocity w in the ALE form that accounts for the deformation of the
domain. The ALE form (2) can be viewed as a generalized form of NSE, since
the Lagrangian form of NSE can be obtained by setting w = u and the Eulerian
form of NSE can be obtained by setting w = 0.
1.2 Linearized form of the ALE-NSE or ALE Oseen equa-
tions
The ALE-NSE equations derived in the previous section have an associated
complex non-linearity in the convective acceleration term. However, for all the
practical purposes of simulation and numerical computation of fluid flow in
time-dependent domians this convection term is linearized using methods like
fixed point iteration among other such linearization techniques. Linearization
of the convective term in ALE-NSE leads to the Oseen equations which are as
follows:
∂u
∂t
− 2Re−1∇ · D(u) + ((u∗ −w) · ∇)u+∇p = f in (0,T]× Ωt (3)
∇ · u = 0 in (0,T]× Ωt
with the boundary conditions
u(0, ·) = u0 in Ω0
u = g(t) on ∂Ωt
Moreover, the source term f ∈ [H−1(Ωt)]3 and we consider u∗ ∈ [W 1,∞(Ωt)]3
such that (∇·u∗, q) = 0 for all q ∈ L2(Ωt).
Let us define the following spaces :
Qˆ(Ω0) = {q : q ∈ L2(Ω0),
∫
Ω0
qdx = 0}
Xˆ(Ω0) = {v : v ∈ (H1(Ω0))3 and (∇·v, q) = 0 ∀q ∈ Qˆ(Ω0)}
Vˆ (Ω0) = {v ∈ Xˆ(Ω0) : v|∂Ω0 = 0}
X(Ωt) = {v : (0,T]× Ωt → R3,v = vˆ ◦At−1, vˆ ∈ Xˆ(Ω0)}
Q(Ωt) = {q : (0,T]× Ωt → R, q = qˆ ◦At−1, qˆ ∈ Qˆ(Ω0)}
V (Ωt) = {v : (0,T]× Ωt → R3,v = vˆ ◦At−1, vˆ ∈ Vˆ (Ω0)}
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As we are dealing with functions with both time and space variables we shall
be using the following notations:
L2(I; Hp(Ω)) = {v : I→ Hp(Ω)|
∫
I
‖ v(t) ‖2Hp(Ω) dt <∞},
which is equipped with the norm
‖ v ‖L2(I;Hp(Ω))=
(∫
I
‖ v(t) ‖2Hp(Ω) dt
) 1
2
Here, I denotes the entire time interval (0,T].
Multiplying (3) with velocity test function from V (Ωt) and pressure test function
from Q(Ωt), we get:
Find u ∈ X(Ωt) such that the following holds for all v ∈ V (Ωt)(
∂u
∂t
,v
)
+ 2µ(∇u,∇v) + (((u∗ −w)· ∇)u,v) = (f ,v) (4)
1.3 Linearized ALE-NSE-VMS
We can use the following notation for denoting (4):
A(u;u;v)− b(w,u,v) = 0 (5)
where
A(u;v)) =
(
∂u
∂t
∣∣∣
Y
,v
)
+ b(u∗,u,v) + 2µ (∇(u), ∇(v))
b(w,u,v) = (w · ∇u,v).
Here, (·, ·) denotes the L2−inner product in Ωt. Further, u ∈ L2(0,T;X(Ωt))
implies that the mapping t 7→ u(t) is continuous.
The solution of the variational form (5) can be evaluated numerically using
a standard finite element approach. However if the Reynolds number of the flow
is high, the equation (5) is representative of turbulent flow. Now, as flows with
high Reynolds number tend to exhibit multitude of scales in it’s flow fields, use
of standard Galerkin method would not be able to capture the fluid flow scales
that are smaller than the mesh size (discretization parameter). Moreover, if
the mesh were to be taken fine enough to capture the dissipation of energy at
the Kolmogorov length scale it would require enormous memory and computing
power. This lends the problem to be a perfect candidate for multiscale methods.
It’s basic idea is to decompose the flow fields into resolved (large) and unresolved
(small) scales and incorporate the effects of small-scales into the solution of
the large-scales by a turbulence model. We choose a reasonable mesh size to
capture the large scale flow dynamics, whereas the unresolved or small scale
flow dynamics is approximated by a turbulence model. This approximation of
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the small unresolved scales thus corrects the discretization error caused due
to the limitation of the mesh chosen to represent the large scales. A simple
and effective approach for it is projection based variational multiscale method.
A standard finite element space can be used to represent the resolved scales.
Whereas, the remnant of the solution i.e, the small scales also known as the
sub-grid scales is infinite dimensional and is modeled.
In this paper,we shall use a three-scale decomposition, where the resolved solu-
tion space is decomposed into resolved large and resolved small scales, i.e,
V = V ⊕ V˜ ⊕ V̂ and the velocity test space as V0 = V0 ⊕ V˜0 ⊕ V̂0.
the above equations, the bar, the tilde and the hat over the spaces represent the
resolved large, the resolved small and the unresolved small scales, respectively.
Consequentially, the functions u ∈ V can be written as
u = u+ u˜+ û. (6)
Using the decomposition (6), we can write the momentum balance equation
(5) as:
A(u∗;u,v) +A(u∗; u˜,v) +A(u∗; û,v)− b(w,u+ u˜+ û,v) = 0
A(u∗;u, v˜) +A(u∗; u˜, v˜) +A(u∗; û, v˜)− b(w,u+ u˜+ û, v˜) = 0 (7)
A(u∗;u, v̂) +A(u∗; u˜, v̂) +A(u∗; û, v̂)− b(w,u+ u˜+ û, v̂) = 0.
Modeling assumptions
The following assumptions are made on (7)
• The last equation (7) consists of test functions from the space of the
unresolved scales and is thus ignored
• The first equation in (7) is the one with the test function from the resolved
large scales. In this equation the last term b(w,u+u˜+û,v) which contains
the mesh velocity w incorporates the information about the domain move-
ment into the model. We can expand this term linearly and then among
the terms we get by expansion b(w,u,v), b(w, u˜,v) can be combined with
A(u∗;u,v) and A(u∗;u; u˜,v), respectively, to give A(u∗ − w;u,v) and
A(u∗ −w; u˜,v). We can also modify the second equation in (7) similarly.
• The Reynolds stress and cross stress terms
A(u∗ −w; û,v), b(û,u,v), b(û, u˜,v), b(û, û,v)
that contain the unresolved and resolved large scales are assumed to be
zero and it is further assumed that the direct influence of the unresolved
small scales on the resolved small scale is zero.
• The influence of unresolved scales on resolved small scales is modeled by
an turbulence model, that is,
A(u∗ −w; û, v˜) + b(û,u, v˜) + b(û, u˜, v˜) + b(û, û, v˜) ≈ B(u∗ −w;u, u˜, v˜).
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This modeling is essential to incorporate the effect of the unresolved scales into
the resolved scales of the flow. Imposing these assumptions, VMS form of ALE-
NSE (7) reads
A(u∗ −w;u,v) +A(u∗ −w; u˜,v) = 0
A(u∗ −w;u, v˜) + A(u∗ −w; u˜, v˜) +B(u∗ −w;u, u˜, v˜) = 0
Due to these modifications it can clearly be seen that the turbulent model in the
three-scale VMS acts only on the resolved small scales and not on the resolved
large scales directly. Nevertheless the three-scale model incorporates the effects
of unresolved scales in the resolved large scales indirectly through the coupling
of resolved small scales with resolved large scales. Though VMS is a variant of
LES, VMS differs fundamentally from the traditional LES due to the fact that
the turbulent model in LES acts directly on all resolved scales.
1.4 Discretization of the Oseen equations in ALE-VMS
form
In a finite element based approach using triangulation we discretize the do-
main Ωt into Ωt,h. On this discretized domain we consider the inf-sup stable
finite dimensional subspaces Xh(Ωt,h), Qh(Ωt,h) of X(Ωt), Q(Ωt) respectively.
We further define the space of discretely divergence free functions
Vh(Ωt,h) = {vh ∈ Xh(Ωt,h)|(∇·vh, qh) = 0 ∀qh ∈ Qh(Ωt,h)},
but for the sake of convenience shall denote it as Vh(Ωt). Hence, the semi
discrete form of the Oseen problem in ALE-VMS form becomes :
Find uh = uh + u˜h ∈ Vh(Ωt) such that the following holds for all vh =
vh + v˜h ∈ Vh(Ωt) ∩ V (Ωt),
(
∂uh
∂t
,vh
)
+2µ(∇uh,∇vh)+µT (∇u˜h,∇v˜h)+(((u∗−wh)· ∇)uh,vh) = (f ,vh)
(8)
Here, µT represents the additional turbulent viscosity added to the resolved
small scales which is further considered to be constant.
1.5 Discretization of the ALE mapping
Let the considered time interval [0,T] be decomposed of into N equal subin-
tervals 0 = t0 < t1 < · · · < tN = T , and we further denote the uniform time
step by ∆t = tn - tn−1, 1 ≤ n ≤ N . Let unh be an approximation of u(tn, x) in
Vh(Ωtn), where Ωtn is the deforming domain at time t = t
n. We next define the
semi-discrete mesh velocity wh in space using the semi-discrete ALE mapping
Ah,t : Ωˆh → Ωh,t. (9)
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We first discretize the ALE mapping in time using a linear interpolation. De-
noting the discrete ALE mapping by Ah,∆t, we define it for every τ ∈ [tn, tn+1]
by
Ah,∆t(Y ) = τ − t
n
∆t
Ah,tn+1(Y ) +
tn+1 − τ
∆t
Ah,tn(Y ), (10)
where Ah,t(Y ) is the time continuous ALE mapping defined in (9). Since
the discrete ALE mapping is defined linearly in time, we obtain the discrete
mesh velocity
wˆn+1h (Y ) =
Ah,tn+1(Y )−Ah,tn(Y )
∆t
(11)
as a piecewise constant function in time. Further, we define the mesh velocity
on the Eulerian frame as
wn+1h = wˆ
n+1
h ◦ A−1h,∆t(x).
The discrete ALE mapping lies in the space [W 1,∞(Ω0 × I)]d , and satisfies
the hypothesis of proposition 1.3.1 of [14]. We shall later use the property of
the mapping namely ‖ Ah,t ‖L∞(Ω0×I) to be bounded in our error estimates.
2 Preliminary results
Before moving onto the stability and error estimates, we recount some important
concepts and results that will be used in our analysis.
Lemma 1. (Gronwall lemma, [8]) Let ∆t, γn, f, An, Bn, Cn be given se-
quences of non-negative numbers for n ≥ 0 such that the following inequality
holds
An +∆t
n∑
i=0
Bi ≤ ∆t
n∑
i=0
γiAi +∆t
n∑
i=0
Ci + f.
Suppose that ∆tγi < 1 for all i, and set σi = (1−∆tγi)−1. We then have
An +∆t
n∑
i=0
Bi ≤ exp
(
∆t
n∑
i=0
σiγi
)[
∆t
n∑
i=0
Ci + f
]
.
2.1 Reynolds transport theorem
It is one of the most useful results for studying PDEs in time-dependent domains,
especially in ALE frame. It states that for any ϕ(t,x) : Ωt → R such that
ϕ = ϕˆ ◦ A−1t for some ϕ : Ω0 → R. the following equation holds:
d
dt
∫
Ωt
ϕ dΩ =
∫
Ωt
ϕ(∇·w) dΩ. (12)
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2.2 Geometric conservation law (GCL)
The Geometric conservation law (GCL) was first introduced in [21] and later
studied closely in [3, 7] as a minimum criterion for stability. It is a sufficient
condition which ensures that a time stepping scheme will be accurate in time
upto the first order for a moving domain. However, it does not guarantee the
order of accuracy of the time-integration. It has been observed that apart from
the first order time stepping schemes, GCL is neither a necessary nor a sufficient
condition for achieving the expected temporal accuracy [14].
The GCL can be formulated as time integration of the term containing the
mesh velocity in the ALE form of NSE. In the finite element context it can be
written as∫
Ω
tn+1
φi·φj dΩtn+1 −
∫
Ωtn
φi·φj dΩtn =
∫ tn+1
tn
∫
Ωt
φi·φj(∇·wh) dΩt dt.
(13)
Here, φi,φj ∈ Vh(Ωt). This relation can be derived using Reynolds transport
theorem. If φi is taken equal to φj , then it reduces to the following form.∫
Ω
tn+1
|φi|2 dΩtn+1 −
∫
Ωtn
|φi|2 dΩtn =
∫ tn+1
tn
∫
Ωt
|φi|2(∇·wh) dΩtdt.
3 Stability analysis for modified implicit Euler
time discretization applied to conservative form
of ALE-VMS Oseen equations
The ALE formulation involves mapping between different domain configura-
tions. For the ease of notations further down wherever unh is defined on domain
Ωp it implicitly means that a transformation mapping Atn,p = Ah,p ◦ A−1h,tn has
been applied to it ,i.e.∫
Ωp
unh dΩp =
∫
Ωp
Atn,p ◦ unh dΩp.
We shall use the standard L2 norm defined as follows:
‖ unh ‖n=
(∫
Ωtn
unh·unh dΩtn
) 1
2
=
(∫
Ωtn
|unh|2 dΩtn
) 1
2
.
We consider the discrete ALE mapping Ah,t ∈ [W 1,∞(I × Ω0)]d. Further, we
denote by JAt the matrix of Ah,t and for further simplicity in notations we will
use dΩ for all integrations.
The conservative formulation of the semi-discrete form (8) reads as follows:
d
dt
∫
Ωt
uh·vh dΩ + 2µ
∫
Ωt
∇uh : ∇vh dΩ + µT
∫
Ωt
∇u˜h : ∇v˜h dΩ
+
∫
Ωt
∇· [(u∗ −wh)⊗ uh]·vh dΩ =
∫
Ωt
f ·vh dΩ
(14)
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Next, we consider the implicit Euler time discretization scheme to the semi
discrete form (14). In this scheme we consider a midpoint rule for the quadrature
formula, as we have considered a linear deformation of the domain. Moreover,
as implicit Euler is a first order accurate scheme, hence a midpoint rule for
time discretization satisfies the GCL. It should be noted here that instead of
this midpoint rule one can also choose the classical definition of backward Euler
scheme, but GCL would not be satisfied then. This time discretization leads us
to the following estimate.
Lemma 2. Let unh ∈ Vh(Ωtn) be as defined above and the regularity assumptions
f ∈ [H−1(Ωt)]d and u0h ∈ (L2(Ω))d be satisfied, then the following stability
estimate holds for all t ∈ [0, T ]∫
Ω
tn+1
|un+1h |2 dΩ+△t
n∑
i=0
(
3µ
∫
Ω
t
i+1
2
|∇ui+1h |2 dΩ+ µT
∫
Ω
t
i+ 1
2
|∇u˜i+1h |2 dΩ
)
6 ‖ u0h ‖
2
0 +△t
(1 + CΩ
µ
) n∑
i=0
‖ f i+ 12 ‖2H−1(Ω
t
i+1
2
)
Proof. The fully discrete form of (14) using modified Euler time discretization
scheme reads:∫
Ω
tn+1
un+1h ·vh dΩ−
∫
Ωtn
unh ·vh dΩ + 2µ△t
∫
Ω
t
n+1
2
∇un+1h : ∇vh dΩ
+ µT△t
∫
Ω
t
n+1
2
∇u˜n+1h : ∇v˜h dΩ +△t
∫
Ω
t
n+1
2
∇· [(u∗ −wh)⊗ un+
1
2
h ]·vh dΩ
= △t
∫
Ω
t
n+1
2
fn+
1
2 ·vh dΩ (15)
Now in the previous equation take vh = u
n+1
h , this leads to the following:
∫
Ω
tn+1
|un+1h |2 dΩ−
∫
Ωtn
unh·uhn+1 dΩ + 2µ△t
∫
Ω
t
n+1
2
|∇un+1h |2 dΩ
+ µT△t
∫
Ω
t
n+1
2
|∇ ˜un+1h |2 dΩ +△t
∫
Ω
t
n+1
2
(∇· (u∗ −wh))un+1h ·un+1h dΩ
+△t
∫
Ω
t
n+1
2
[((u∗ −wh)· ∇)un+1h ]·un+1h dΩ (16)
= △t
∫
Ω
t
n+1
2
fn+
1
2 ·un+1h dΩ
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Which on simplification reads,∫
Ω
tn+1
|un+1h |2 dΩ−
∫
Ωtn
unh·un+1h dΩ + 2µ△t
∫
Ω
t
n+1
2
|∇un+1h |2 dΩ
+ µT△t
∫
Ω
t
n+1
2
|∇ ˜un+1h |2 dΩ +△t
∫
Ω
t
n+1
2
(∇· (u∗ −wh))|un+1h |2 dΩ
+
△t
2
∫
Ω
t
n+1
2
(u∗ −wh)· ∇|un+1h |2 dΩ (17)
= △t
∫
Ω
t
n+1
2
fn+
1
2 ·un+1h dΩ
Now using integration by parts and combining the integrals associated with the
mesh velocity we get∫
Ω
tn+1
|un+1h |2 dΩ−
∫
Ωtn
unh·un+1h dΩ + 2µ△t
∫
Ω
t
n+1
2
|∇un+1h |2 dΩ
+ µT△t
∫
Ω
t
n+1
2
|∇u˜n+1h |2 dΩ +
△t
2
∫
Ω
t
n+1
2
∇· (u∗ −wh)|un+1h |2 dΩ
= △t
∫
Ω
t
n+1
2
fn+
1
2 ·un+1h dΩ (18)
Now, with our consideration of u∗, the previous equation reduces to :
∫
Ω
tn+1
|un+1h |2 dΩ + 2µ△t
∫
Ω
t
n+1
2
|∇un+1h |2 dΩ
+ µT△t
∫
Ω
t
n+1
2
|∇u˜n+1h |2 dΩ−
△t
2
∫
Ω
t
n+1
2
∇·wh|un+1h |2 dΩ (19)
= △t
∫
Ω
t
n+1
2
fn+
1
2 .un+1h dΩ +
∫
Ωtn
unh·un+1h dΩ.
Now using Holder’s and Young’s inequality we get ,∫
Ω
tn+1
|un+1h |2 dΩ + 2µ△t
∫
Ω
t
n+1
2
|∇un+1h |2 dΩ
+ µT△t
∫
Ω
t
n+1
2
|∇u˜n+1h |2 dΩ−
△t
2
∫
Ω
t
n+1
2
∇·wh|un+1h |2 dΩ
6
1
2
‖ un+1h ‖
2
n
+
1
2
‖ unh ‖2n +△t
µ
2
‖ un+1h ‖
2
n+ 1
2
(20)
+△t
(1 + CΩ
2µ
)
‖ fn+ 12 ‖2H−1(Ω
t
n+1
2
),
11
Now breaking the first term in LHS as sum of two halves and bringing the first
term of the RHS to LHS and further using Poincare’s inequality we get,
1
2
∫
Ω
tn+1
|un+1h |2 dΩ +
1
2
∫
Ω
tn+1
|un+1h |2 dΩ−
1
2
∫
Ωtn
|un+1h |2 dΩ
+
3
2
µ△t
∫
Ω
t
n+1
2
|∇un+1h |2 dΩ + µT△t
∫
Ω
t
n+1
2
|∇u˜n+1h |2 dΩ (21)
− △t
2
∫
Ω
t
n+1
2
∇·wh|un+1h |2 dΩ
6
1
2
‖ unh ‖2n +△t
(1 + CΩ
2µ
)
‖ fn+ 12 ‖2
H−1(Ω
n+1
2
t )
.
Further, using φi = φj = u
n+1
h in GCL, (13) we get,
1
2
∫
Ω
tn+1
|un+1h |2 dΩ−
1
2
∫
Ωtn
|un+1h |2 dΩ =
△t
2
∫
Ω
t
n+1
2
∇·wh|un+1h |2 dΩ.
Now using this, the equation (21) can be reduced to,
1
2
∫
Ω
tn+1
|un+1h |2 dΩ +
3
2
µ△t
∫
Ω
t
n+1
2
|∇un+1h |2 dΩ + µT△t
∫
Ω
t
n+1
2
|∇u˜n+1h |2 dΩ
6
1
2
‖ unh ‖2n dΩ +△t
(1 + CΩ
2µ
)
‖ fn+ 12 ‖2H−1(Ω
t
n+1
2
) dΩ. (22)
So now multiplying both sides by 2 we get,∫
Ω
tn+1
|un+1h |2 dΩ + 3µ△t
∫
Ω
t
n+1
2
|∇un+1h |2 dΩ + µT△t
∫
Ω
t
n+1
2
|∇u˜n+1h |2 dΩ+
6 ‖ unh ‖2n +△t
(1 + CΩ
µ
)
‖ fn+ 12 ‖2H−1(Ω
t
n+1
2
). (23)
finally summing over all time steps we obtain :∫
Ω
tn+1
|un+1h |2 dΩ +△t
n∑
i=0
(
3µ
∫
Ω
t
i+1
2
|∇ui+1h |2 dΩ + µT
∫
Ω
t
i+1
2
|∇u˜i+1h |2 dΩ
)
(24)
6 ‖ u0h ‖
2
0 +△t
(1 + CΩ
µ
) n∑
i=0
‖ f i+ 12 ‖2H−1(Ω
t
i+1
2
)
Hence, proving the result.
Remark 1: It should be noted here that the stability result we have obtained is
independent of the domain movement or the mesh velocity
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4 Stability analysis of implicit Euler time dis-
cretization without GCL
In the previous section we derived a stability estimate for ALE-NSE in VMS
form for implicit Euler time discretization scheme, and because we used GCL,
we arrived at an estimate which was unconditionally stable i.e., independent
of the domain deformation. Now in this section we shall derive an estimate
without the use of GCL i.e., by choosing a backward in time integration instead
of midpoint rule as done previously. This leads to a conditionally stable scheme,
where the estimate depend on the mesh velocity, However, by choosing the time
step length accordingly an estimate of the form (24) can be obtained, which is
unconditionally stable for all practical purposes.
Lemma 3. Let unh ∈ Vh(Ωtn) be as defined in the previous sections and the
regularity assumptions f ∈ [H−1(Ωt)]d and u0h ∈ (L2(Ω))d holds, then the
following stability estimate holds for all t ∈ [0, T ] with the constraint △t ≤ △t,
‖ un+1h ‖2n+1 +2µ△t
n∑
i=0
‖ ∇ui+1h ‖2i+1 +µT△t
n∑
i=0
‖ ∇u˜i+1h ‖2i+1 (25)
≤ C′
(
‖ u0h ‖2Ω0 +
n+1∑
i=1
‖ f(ti) ‖H−1(Ω
ti
)
)
,
where, △t is chosen such that the following holds:
C(△t)2 ‖ Dξwˆh ‖L∞(Ω0)‖ DξAh,t ‖L∞(Ω0)‖ (∇·wh) ‖L∞(Ωtn+1 ) (26)
− △t
2
‖ ∇·u∗ ‖L∞(Ω
tn+1
)≤
1
2
.
Proof. Let us consider the fully discrete form of ALE-NSE in VMS formulation,
where for n= 1,2,3,...N, find unh ∈ Vh(Ωt) such that the system (15) holds for
all vnh ∈ Vh(Ωt),∫
Ω
tn+1
un+1h ·vh dΩ−
∫
Ωtn
unh·vh dΩ + 2µ△t
∫
Ω
tn+1
∇un+1h ∇vh dΩ
+ µT△t
∫
Ω
tn+1
∇u˜n+1h ∇v˜h dΩ +△t
∫
Ω
tn+1
∇· [(u∗ −wh)⊗ un+1h ]·vh dΩ
= △t
∫
Ω
tn+1
fn+1.vh dΩ (27)
Now taking vnh = u
n+1
h , we get
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∫
Ω
tn+1
|un+1h |2 dΩ−
∫
Ωtn
unh·uhn+1 dΩ + 2µ△t
∫
Ω
tn+1
|∇un+1h |2 dΩ
+ µT△t
∫
Ω
tn+1
|∇u˜n+1h |2 dΩ +△t
∫
Ω
tn+1
(∇·u∗)un+1h ·un+1h dΩ
+△t
∫
Ω
tn+1
[(u∗· ∇)un+1h ]·un+1h dΩ−△t
∫
Ω
tn+1
(∇·wh)un+1h ·un+1h dΩ
−△t
∫
Ω
tn+1
[(wh· ∇)un+1h ]·un+1h dΩ = △t
∫
Ω
tn+1
fn+1.un+1h dΩ
Next, combining the terms with u∗ and wh we get
⇒
∫
Ω
tn+1
|un+1h |2 dΩ−
∫
Ωtn
unh·un+1h dΩ + 2µ△t
∫
Ω
tn+1
|∇un+1h |2 dΩ
+ µT△t
∫
Ω
tn+1
|∇u˜n+1h |2 dΩ−
△t
2
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ (28)
+
△t
2
∫
Ω
tn+1
(∇·u∗)|un+1h |2 dΩ = △t
∫
Ω
tn+1
fn+1·un+1h dΩ.
In the L.H.S of the above equation we have
1
2
∫
Ω
tn+1
|un+1h |2 dΩ +
1
2
∫
Ω
tn+1
|un+1h |2 dΩ−
1
2
∫
Ωtn
|unh|2 dΩ
+
1
2
∫
Ωtn
|unh − un+1h |2 dΩ−
1
2
∫
Ωtn
|un+1h |2 dΩ
+ 2µ△t
∫
Ω
tn+1
|∇un+1h |2 dΩ + µT△t
∫
Ω
tn+1
|∇u˜n+1h |2 dΩ
− △t
2
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ +
△t
2
∫
Ω
tn+1
(∇·u∗)|un+1h |2 dΩ.
Here, for the terms
1
2
∫
Ω
tn+1
|un+1h |2 dΩ−
1
2
∫
Ωtn
|un+1h |2 dΩ−
△t
2
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ
(29)
we use Reynolds transport theorem thereby reducing it to,
1
2
∫ tn+1
tn
∫
Ωt
(∇·wh)un+1h dΩdt−
△t
2
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ. (30)
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Noting that wh is constant in the interval (t
n, tn+1) we can deduce that,
1
2
∫ tn+1
tn
∫
Ωt
(∇·wh)|un+1h |2 dΩdt−
△t
2
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ
=
1
2
∫ tn+1
tn
(∫
Ωt
(∇·wh)|un+1h |2 dΩ−
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ
)
dt (31)
=
1
2
∫ tn+1
tn
∫
Ω0
(∇·wh)|un+1h |2(JAt − JAtn+1 ).
So the estimate of (29) is reduced to an estimate of the difference of the Ja-
cobians. From the relations between the ALE mapping and the mesh velocity,
using (10) and (11), we have the following estimate:
|(JAt − JAtn+1 )| ≤ C△t ‖ Dξwˆh ‖L∞(Ω0)‖ DξAh,t ‖L∞(Ω0) . (32)
Here, Dξ represents the spatial derivatives on the reference frame and C does
not depend on h,△t, and the ALE mapping, [1].
using this estimate, (31) becomes,
1
2
∫ tn+1
tn
∫
Ωt
(∇·wh)|vn+1h |2 dΩdt−
△t
2
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ
≤ C△t2 ‖ Dξwˆh ‖L∞(Ω0)‖ DξAh,t ‖L∞(Ω0)
∫
Ω
t0
(∇·wh)|un+1h |2JAtn+1 dΩ
(33)
= C△t2 ‖ Dξwˆh ‖L∞(Ω0)‖ DξAh,t ‖L∞(Ω0)
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ
Now using (33), the relation (28) can be written as the following
1
2
∫
Ω
tn+1
|un+1h |2 dΩ−
1
2
∫
Ωtn
|unh|2 dΩ
+ 2µ△t
∫
Ω
tn+1
|∇un+1h |2 dΩ + µT△t
∫
Ω
tn+1
|∇u˜n+1h |2 dΩ
+
△t
2
∫
Ω
tn+1
(∇·u∗)|un+1h |2 dΩ (34)
− C ‖ Dξwˆh ‖L∞(Ω0)‖ DξAh,t ‖L∞(Ω0) △t2
∫
Ω
tn+1
(∇·wh)|un+1h |2 dΩ
≤ △t
∫
Ω
tn+1
fn+1·un+1h dΩ.
Note, that this inequality is of the exact same form as equation(43) in [1]. Now
in (34) taking the sum over all n and then using Gronwall’s lemma the following
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stability estimate can be obtained for all △t ≤ △t,
‖ un+1h ‖2n+1 +2µ△t
n∑
i=0
‖ ∇ui+1h ‖2i+1 +µT△t
n∑
i=0
‖ ∇u˜i+1h ‖2i+1
≤ C′
(
‖ u0h ‖2Ω0 +
n+1∑
i=1
‖ f(ti) ‖H−1(Ω
ti
)
)
, (35)
where, △t is chosen such that the following holds:
C(△t)2 ‖ Dξwˆh ‖L∞(Ω0)‖ DξAh,t ‖L∞(Ω0)‖ (∇·wh) ‖L∞(Ωtn+1 ) (36)
− △t
2
‖ ∇·u∗ ‖L∞(Ω
tn+1
)≤
1
2
.
Note that the stability estimate we obtained in (35) is only conditional due
to the implicit dependence on the mesh velocity, (36). However, for sufficiently
small △t we can get an estimate similar to (24). Moreover, the LHS of (36)
tends to zero, when △t → 0. Hence, theoretically such a choice of △t is not
difficult.
Now before moving onto deriving the error estimates, next we shall consider
certain relations and inequalities.
Lemma 4. The solution of the semidiscrete problem (14) satisfies the following
estimates ∣∣∣∣∣ d2ds2
∫
Ωh,s
uh(s)·ψdΩ
∣∣∣∣∣ ≤ C(s) ‖ ∇ψ ‖L2(Ωs) (37)
Where C( s) is a square integrable function on I, independent of h.
Proof. We first define the following norm of uh( we consider the two-dimensional
case here, the three-dimensional case will follow likewise)
‖uh‖L1,2(Ωt) =
2∑
i=1
(∫
Ωt
|uih|2 dΩ
) 1
2
. (38)
This is the L1 norm of the vector function with L2 norm of individual compo-
nents, we denote it as L1,2 norm. The underlying function spaces being finite
dimensional, this norm is equivalent to the usual L2 norm of the vector function
with L2 norm of individual components,
‖uh‖L2(Ωt) =
( 2∑
i=1
∫
Ωt
|uih|2 dΩ
) 1
2
. (39)
We can use the definition to define L1,2 norm for a tensor ∇uh as,
‖∇uh‖L1,2(Ωt) =
2∑
i,j=1
(∫
Ωt
∣∣∣∣∂uih∂xj
∣∣∣∣2 dΩ) 12 , (40)
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which will be equivalent to the ususal L2 norm of the tensor given by,
‖∇uh‖L2(Ωt) =
( 2∑
i,j=1
∫
Ωt
∣∣∣∣∂uih∂xj
∣∣∣∣2 dΩ) 12 . (41)
An important inequality relating these two norms is
‖uh‖L1,2(Ωt) ≤
√
2‖uh‖L2(Ωt). (42)
Now differentiating (14) w.r.t time variable t, we get
d2
dt2
(
∫
Ωt
uh·vh) dΩ + 2µ d
dt
∫
Ωt
∇uh : ∇vh dΩ + µT d
dt
∫
Ωt
∇u˜h : ∇v˜h dΩ
+
d
dt
∫
Ωt
∇· [(u∗ −wh)⊗ uh]·vh dΩ = d
dt
∫
Ωt
f ·vh dΩ (43)
Here, the term on the R.H.S gives,
d
dt
∫
Ωt
f ·vh dΩ =
2∑
i,j=1
(∫
Ωt
∂f i
∂t
∣∣∣∣
Y
vih dΩ +
∫
Ωt
(f ivih)(∇·wh) dΩ
)
considering it componentwise we get the following [14]:
=
∫
Ωt
(
∂f i
∂t
∣∣∣∣
Y
dΩ +
∫
Ωt
(∇·wh)f i
)
vih dΩ
≤
(wwww∂f i∂t
∣∣∣∣
Y
wwww
L2(Ωt)
+ ‖(∇·wh)‖L∞(Ωt)‖f i‖L2(Ωt)
)
‖vih‖L2(Ωt) (44)
Hence, using the norms defined and (42), we can write using (44)∣∣∣∣ ddt
∫
Ωt
f ·vh dΩ
∣∣∣∣
≤
2∑
i,j=1
(wwww∂f i∂t
∣∣∣∣
Y
wwww
L2(Ωt)
+ ‖(∇·wh)‖L∞(Ωt)‖f i‖L2(Ωt)
)
‖vih‖L2(Ωt) (45)
= C1(t)‖vh‖L1,2(Ωt) ≤ C2(t)‖vh‖L2(Ωt)
Now, similarly for the other terms in (43), making use of the defined norms,
and the arguments presented in lemma 2.1.4 of [14], we deduce the main result
of lemma (3).
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5 Error estimate of implicit Euler time discretiza-
tion applied to conservative form of ALE-VMS
In this section we shall derive an error estimate of the implicit Euler time dis-
cretization for a conservative form of ALE-NSE in a VMS framework. We
consider here the error due to the time discretization of the semidiscrete form of
the equations. Our strategy is akin to [14], where we manipulate the error equa-
tions in a way so that the individual terms on it’s LHS can be bounded using
known estimates and the stability estimates derived in the previous sections.
Semi-discrete form of ALE-VMS (Conservative formulation)
d
dt
∫
Ωt
uh·vh dΩt +
∫
Ωt
∇· [(u∗ −wh)⊗ uh]·vh dΩt + 2µ
∫
Ωt
∇uh : ∇vh dΩt
+ µT
∫
Ωt
∇u˜h : ∇v˜h dΩt =
∫
Ωt
f ·vh dΩt (46)
Fully-discrete form of ALE-VMS (Implicit Euler scheme applied to
the conservative semi discrete form)
1
△t
∫
Ω
tn+1
un+1h ·vh dΩ−
1
△t
∫
Ωtn
unh·vh dΩ (47)
+
∫
Ω
tn+1
∇· [(u∗ −wn+1h )⊗ un+1h ]·vh dΩ + 2µ
∫
Ω
tn+1
∇un+1h : ∇vh dΩ
+ µT
∫
Ω
tn+1
∇u˜n+1h : ∇v˜h dΩ =
∫
Ω
tn+1
fn+1·vh dΩ
Theorem 1. The following error estimate holds for sufficiently small △t
‖ un+1h − uh(tn+1) ‖2Ωtn+1 +△t
n+1∑
i=1
(
µK ′) ‖ ∇uih − uh(ti) ‖2Ω
ti
+2µT ‖ ∇u˜ih − u˜h(ti) ‖2Ω
ti
)
≤ K△t2
[
2
9K
max
i=1|n+1
(
sup
s∈(ti−1,ti)
‖ JA
ti,s
‖L∞(Ω
ti
) Q
)
(48)
+
{
C△t
K
max
i=1|n+1
wwww sup
s∈(ti−1,ti)
(∂2A
∂s2
(Y, s)
)
JA
ti,s
wwww2
L∞(Ωi)
}
n+1∑
i=1
‖ ∇uih ‖2L2(Ωi)
]
.
Where, Q =
∫
I
(C(t))2dt, where C(t) is as defined in lemma.4, and
n+1∑
i=1
‖ ∇uih ‖2L2(Ωi) is bounded by (35).
Proof. Subtracting equation (46) from (47) at time t = tn+1 we get the following
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:1
△t
∫
Ω
tn+1
un+1h ·vh dΩ−
1
△t
∫
Ωtn
unh·vh dΩ−
d
dt
∫
Ωt
uh·vh dΩ
∣∣∣∣
tn+1
+ 2µ
∫
Ω
tn+1
∇(un+1h − uh(tn+1)) : ∇vh dΩ + µT
∫
Ω
tn+1
∇(u˜n+1h − u˜h(tn+1)) : ∇v˜h dΩ
+
∫
Ω
tn+1
∇· (u∗ ⊗ un+1h )·vh dΩ−
∫
Ω
tn+1
∇· (wn+1h ⊗ un+1h )·vh dΩ
−
∫
Ω
tn+1
∇· (u∗ ⊗ uh(tn+1))·vh dΩ
+
∫
Ω
tn+1
∇· (wh(tn+1)⊗ uh(tn+1))·vh dΩ = 0.
on simplification this gives,
1
△t
∫
Ω
tn+1
un+1h ·vh dΩ−
1
△t
∫
Ωtn
unh·vh dΩ−
d
dt
∫
Ωt
uh·vh dΩ
∣∣∣∣
tn+1
+ 2µ
∫
Ω
tn+1
∇(un+1h − uh(tn+1)) : ∇vh dΩ + µT
∫
Ω
tn+1
∇(u˜n+1h − u˜h(tn+1)) : ∇v˜h dΩ
+
∫
Ω
tn+1
vh· ∇· [u∗ ⊗ (un+1h − uh(tn+1))] dΩ
−
∫
Ω
tn+1
vh· ∇· [wn+1h ⊗ un+1h −wh(tn+1)⊗ uh(tn+1)] dΩ = 0
⇒ 1△t
∫
Ω
tn+1
un+1h ·vh dΩ−
1
△t
∫
Ωtn
unh·vh dΩ−
d
dt
∫
Ωt
uh·vh dΩ
∣∣∣∣
tn+1
+ 2µ
∫
Ω
tn+1
∇(un+1h − uh(tn+1)) : ∇vh dΩ + µT
∫
Ω
tn+1
∇(u˜n+1h − u˜h(tn+1)) : ∇v˜h dΩ
+
∫
Ω
tn+1
vh· ∇· [u∗ ⊗ (un+1h − uh(tn+1))] dΩ
−
∫
Ω
tn+1
vh· ∇· [wn+1h ⊗ un+1h −wh(tn+1)⊗ uh(tn+1)
−wh(tn+1)⊗ un+1h +wh(tn+1)⊗ un+1h ] dΩ = 0
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⇒ 1△t
∫
Ω
tn+1
un+1h ·vh dΩ−
1
△t
∫
Ωtn
unh·vh dΩ−
d
dt
∫
Ωt
uh·vh dΩ
∣∣∣∣
tn+1
+ 2µ
∫
Ω
tn+1
∇(un+1h − uh(tn+1)) : ∇vh dΩ + µT
∫
Ω
tn+1
∇(u˜n+1h − u˜h(tn+1)) : ∇v˜h dΩ
+
∫
Ω
tn+1
vh· ∇· [u∗ ⊗ (un+1h − uh(tn+1))] dΩ
−
∫
Ω
tn+1
vh· ∇· [(wn+1h −wh(tn+1))⊗ un+1h +wh(tn+1)⊗ (un+1h − uh(tn+1))] dΩ
= 0 (49)
Here, we shall consider the test function vh = u
n+1
h −uh(tn+1) = en+1h . Further,
we manipulate terms of (49) as follows:
The 6th term of the (49) gives:∫
Ω
tn+1
vh· ∇· [u∗ ⊗ (un+1h − uh(tn+1))] dΩ
=
∫
Ω
tn+1
vh· [{(∇·u∗)(un+1h − uh(tn+1))} + {(u∗· ∇)(un+1h − uh(tn+1))}] dΩ
=
∫
Ω
tn+1
en+1h · [{(∇·u∗)en+1h }+ {(u∗· ∇)en+1h }] dΩ
=
∫
Ω
tn+1
{(u∗· ∇)en+1h }· en+1h dΩ
=
1
2
∫
Ω
tn+1
u∗· {∇|en+1h |2} dΩ
= −1
2
∫
Ω
tn+1
(∇·u∗)|en+1h |2 dΩ = 0 (50)
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The 1st part of the 7th term of the (49) gives:∫
Ω
tn+1
vh· ∇· [(wn+1h −wh(tn+1))⊗ un+1h ] dΩ
=
∫
Ω
tn+1
vh· [∇· (wn+1h −wh(tn+1))un+1h + {(wn+1h −wh(tn+1))· ∇}un+1h ] dΩ
=
∫
Ω
tn+1
∇· (wn+1h −wh(tn+1))(un+1h · en+1h ) dΩ
+
∫
Ω
tn+1
[{(wn+1h −wh(tn+1))· ∇}un+1h ]· en+1h dΩ
= −
∫
Ω
tn+1
(wn+1h −wh(tn+1))· {∇(un+1h · en+1h )} dΩ
−
∫
Ω
tn+1
[{(wn+1h −wh(tn+1))· ∇}en+1h ]·un+1h dΩ (51)
In obtaining (51) in the last equation we have used integration by parts and the
relation b(u,v,w) = −b(u,w,v), where b(u,v,w) = ∫Ω((u· ∇)v)·w dΩ, [20] ,
and the 2nd part of the 7th term of the (49) gives:∫
Ω
tn+1
vh· ∇· [wh(tn+1)⊗ (un+1h − uh(tn+1))] dΩ
=
∫
Ω
tn+1
en+1h · ∇· [wh(tn+1)⊗ en+1h ] dΩ
=
∫
Ω
tn+1
en+1h · {(∇·wh(tn+1))en+1h + (wh(tn+1)· ∇)en+1h } dΩ
=
∫
Ω
tn+1
∇·wh(tn+1)|en+1h |2 +
1
2
wh(t
n+1)· ∇|en+1h |2 dΩ
=
1
2
∫
Ω
tn+1
∇·wh(tn+1)|en+1h |2 dΩ
(52)
Now using (50), (51), and(52) in (49) we get the following:
1
△t
∫
Ω
tn+1
un+1h · en+1h dΩ−
1
△t
∫
Ωtn
unh· en+1h dΩ−
d
dt
∫
Ωt
uh· en+1h dΩ
∣∣∣∣
tn+1
+ 2µ
∫
Ω
tn+1
∇en+1h : ∇en+1h dΩ + µT
∫
Ω
tn+1
∇e˜n+1h : ∇e˜n+1h dΩ
+
∫
Ω
tn+1
(wn+1h −wh(tn+1))· {∇(un+1h · en+1h )} dΩ
+
∫
Ω
tn+1
[{(wn+1h −wh(tn+1))· ∇}en+1h ]·un+1h dΩ (53)
− 1
2
∫
Ω
tn+1
∇·wh(tn+1)|en+1h |2 dΩ = 0.
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Next, we use the relation, due to 2.1.51 of [14],
wn+1h (x)−wh(x, tn+1) = −
1
△t
(∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
)
◦ A−1
h,tn+1
(x)
in (53) to obtain :
1
△t
∫
Ω
tn+1
un+1h · en+1h dΩ−
1
△t
∫
Ωtn
unh· en+1h dΩ−
d
dt
∫
Ωt
uh· en+1h dΩ
∣∣∣∣
tn+1
+ 2µ
∫
Ω
tn+1
∇en+1h : ∇en+1h dΩ + µT
∫
Ω
tn+1
∇e˜n+1h : ∇e˜n+1h dΩ
=
1
△t
∫
Ω
tn+1
{(∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
)
◦ A−1
h,tn+1
(x)
}
· ∇(un+1h · en+1h ) dΩ
+
∫
Ω
tn+1
[{( 1
△t
( ∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
) ◦ A−1
h,tn+1
(x)
)
· ∇
}
en+1h
]
·un+1h dΩ
+
1
2
∫
Ω
tn+1
∇·wh(tn+1)|en+1h |2 dΩ (54)
For ease of calculations we shall name the different terms in the R.H.S of (54)
as follows:
A =
1
△t
∫
Ω
tn+1
{(∫ tn+1
tn
(s−tn)∂
2A
∂s2
(Y, s)ds
)
◦A−1
h,tn+1
(x)
}
· ∇(un+1h · en+1h ) dΩ
B =
∫
Ω
tn+1
[{( 1
△t
( ∫ tn+1
tn
(s−tn)∂
2A
∂s2
(Y, s)ds
)◦A−1
h,tn+1
(x)
)
· ∇
}
en+1h
]
·un+1h dΩ
C =
1
2
∫
Ω
tn+1
∇·wh(tn+1)|en+1h |2 dΩ
Now, Using the relation 2.1.50 of [14], we get:
d
dt
∫
Ωt
uh· en+1h dΩ
∣∣∣∣
tn+1
=
1
△t
∫
Ω
tn+1
uh(t
n+1)· en+1h dΩ−
1
△t
∫
Ωtn
uh(t
n)· en+1h dΩ
+
1
△t
∫ tn+1
tn
(s− tn) d
2
ds2
(∫
Ωs
uh(s)· en+1h
)
ds
(55)
further, using (55) and the terms denoted as A, B and C in (54) we can write:
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1△t
∫
Ω
tn+1
un+1h · en+1h dΩ−
1
△t
∫
Ωtn
unh· en+1h dΩ−
1
△t
∫
Ω
tn+1
uh(t
n+1)· en+1h dΩ
+
1
△t
∫
Ωtn
uh(t
n)· en+1h dΩ−
1
△t
∫ tn+1
tn
(s− tn) d
2
ds2
( ∫
Ωs
uh(s)· en+1h
)
ds
+ 2µ
∫
Ω
tn+1
∇en+1h : ∇en+1h dΩ + µT
∫
Ω
tn+1
∇e˜n+1h : ∇e˜n+1h dΩ = A+ B+ C
(56)
Combining the first four terms and further noting that un+1h − uh(tn+1) =
en+1h and u
n
h − uh(tn) = enh
1
△t
∫
Ω
tn+1
|en+1h |2 dΩ−
1
△t
∫
Ωtn
enh· en+1h dΩ
− 1△t
∫ tn+1
tn
(s− tn) d
2
ds2
(∫
Ωs
uh(s)· eh
)
ds+ 2µ
∫
Ω
tn+1
∇en+1h : ∇en+1h dΩ
(57)
+ µT
∫
Ω
tn+1
∇e˜n+1h : ∇e˜n+1h dΩ = A+ B + C
Now we shall use the following relation derived by Holder’s inequality and the
Reynolds transport theorem:∫
Ωtn
enh· en+1h dΩ ≤
1
2
‖ enh ‖2Ωtn +
1
2
‖ en+1h ‖2Ωtn
=
1
2
‖ enh ‖2Ωtn +
1
2
‖ en+1h ‖2Ωtn+1 (58)
−
∫ tn+1
tn
∫
Ωs
∇·wh(s)|en+1h |2 dΩds
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Now using (58) in (56) we get the following :
1
2△t ‖ e
n+1
h ‖2Ωtn+1 +2µ ‖ ∇e
n+1
h ‖2Ωtn+1 +µT ‖ ∇e˜
n+1
h ‖2Ωtn+1
≤ 1
2△t ‖ e
n
h ‖2Ωtn
+
1
2
(∫
Ω
tn+1
∇·wh(tn+1)|en+1h |2 dΩ−
1
△t
∫ tn+1
tn
∫
Ωs
∇·wh(s)|en+1h |2 dΩds
)
+
1
△t
∫ tn+1
tn
(s− tn) d
2
ds2
(∫
Ωs
uh(s)· en+1h
)
ds
+
1
△t
∫
Ω
tn+1
{(∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
)
◦ A−1
h,tn+1
(x)
}
· ∇(un+1h · en+1h ) dΩ
+
∫
Ω
tn+1
[{( 1
△t
( ∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
) ◦ A−1
h,tn+1
(x)
)
· ∇
}
en+1h
]
·un+1h dΩ
(59)
Now we shall denote the terms in the R.H.S of (59) as follows for treating them
separately and bounding them :
T2 =
1
2
(∫
Ω
tn+1
∇·wh(tn+1)|en+1h |2 dΩ−
1
△t
∫ tn+1
tn
∫
Ωs
∇·wh(s)|en+1h |2 dΩds
)
T3 =
1
△t
∫ tn+1
tn
(s− tn) d
2
ds2
( ∫
Ωs
uh(s)· en+1h
)
ds
T4 =
1
△t
∫
Ω
tn+1
{(∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
)
◦ A−1
h,tn+1
(x)
}
· ∇(un+1h · en+1h ) dΩ
T5 =
∫
Ω
tn+1
[{( 1
△t
( ∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
) ◦ A−1
h,tn+1
(x)
)
· ∇
}
en+1h
]
·un+1h dΩ
Now the term T2 can be treated as follows: Let us define
γi =‖ ∇·wh(ti) ‖L∞(Ω
ti
) + sup
s∈(ti−1,ti)
‖ JA
ti,s
∇·wh(s) ‖L∞(Ω
ti
)
where Ati,s = Ah,s ◦ Ah,ti . Hence, using this we get :
T2 ≤ 1
2
γn+1 ‖ en+1h ‖2L2(Ω
tn+1
) . (60)
Next, let us evaluate the following integral which shall be used shortly:∫ tn+1
tn
(s− tn)2ds = (s− t
n)3
3
∣∣∣∣tn+1
tn
=
(△t)3
3
(61)
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here, we consider △t to be the time step length. Now using (61), Cauchy
Schwarz, Young’s inequality and lemma (3) we get,
T3 ≤ 1△t
∫ tn+1
tn
(s− tn)C4(s) ‖ ∇en+1h ‖L2(Ωs) ds
≤ 1△t
∫ tn+1
tn
‖ JA
tn+1,s
‖
1
2
L∞(Ω
tn+1
) (s− tn)C4(s) ‖ ∇en+1h ‖L2(Ωtn+1) ds
≤ 1△t
(∫ tn+1
tn
‖ JA
tn+1,s
‖L∞(Ω
tn+1
) C
2
4 (s)
) 1
2
(∫ tn+1
tn
(s− tn)2 ‖ ∇en+1h ‖2L2(Ω
tn+1
) ds
) 1
2
≤
√△t
3
sup
s∈(tn,tn+1)
‖ JA
tn+1,s
‖
1
2
L∞(Ω
tn+1
)
(∫ tn+1
tn
C24 (s)ds
) 1
2 ‖ ∇en+1h ‖L2(Ωtn+1 )
≤ △t
9K
sup
s∈(tn,tn+1)
‖ JA
tn+1,s
‖L∞(Ω
tn+1
)
(∫ tn+1
tn
C24 (s)ds
)
+
K
4
‖ ∇en+1h ‖2L2(Ω
tn+1
)
(62)
Now, by using Cauchy Schwarz, Holder’s and Young’s inequality, and using the
inverse inequality with h =
√△t, and further considering the property of the
25
ALE mapping A ∈ [W 1,∞(Ω0 × I)]d we can derive the following bound:
T4 =
1
△t
∫ tn+1
tn
∫
Ω0
JA
tn+1,s
(s− tn)∇ ̂(un+1h · en+1h )
∂2A
∂s2
(Y, s) dΩds
≤ 1△t
∫ tn+1
tn
‖ JA
tn+1
‖L∞(Ω0)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
(s− tn)
∫
Ω0
∇ ̂(un+1h · en+1h ) dΩds
≤ K1 sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
1
△t
∫ tn+1
tn
(s− tn) ‖ ∇(un+1h · en+1h ) ‖L1(Ωn+1) ds
≤ K1 sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
1
△t
∫ tn+1
tn
(s− tn)h−1 ‖ (un+1h · en+1h ) ‖L1(Ωn+1) ds
≤ K1 sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
1
△t
∫ tn+1
tn
(s− tn)h−1 ‖ un+1h ‖L2(Ωn+1)‖ en+1h ‖L2(Ωn+1) ds
≤ K1 sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
1
△th
−1 ‖ un+1h ‖L2(Ωn+1)‖ en+1h ‖L2(Ωn+1)
△t2
2
≤ K1
√△t
2
sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
‖ un+1h ‖L2(Ωn+1)‖ en+1h ‖L2(Ωn+1)
≤ K ‖ ∇en+1h ‖2L2(Ωn+1)
+K2
(
sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
)2△t
4
‖ ∇un+1h ‖2L2(Ωn+1)
(63)
Using the relation |b(u,v,w)| ≤‖ u ‖L∞(Ω)‖ ∇v ‖L2(Ω)‖ w ‖L2(Ω) where
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b(u,v,w) =
∫
Ω
((u· ∇)v)·w dΩ and Young’s inequality we get the following:
T5 =
∫
Ω
tn+1
[{( 1
△t
( ∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
) ◦ A−1
h,tn+1
(x)
)
· ∇
}
en+1h
]
·un+1h dΩ
=
∫
Ω0
JA
tn+1,s
[{( 1
△t
( ∫ tn+1
tn
(s− tn)∂
2A
∂s2
(Y, s)ds
))· ∇}eˆn+1h ]· uˆn+1h dΩ
≤
∫
Ω0
[{
sup
s∈(tn,tn+1)
(∂2A
∂s2
(Y, s)
)
JA
tn+1,s
( 1
△t
∫ tn+1
tn
s− tnds
)
· ∇
}
eˆn+1h
]
· uˆn+1h dΩ
≤
wwww△t sup
s∈(tn,tn+1)
(∂2A
∂s2
(Y, s)
)
JA
tn+1,s
wwww
L∞(Ω0)
‖ ∇eˆn+1h ‖L2(Ω0)‖ uˆn+1h ‖L2(Ω0)
≤ C△t
wwww sup
s∈(tn,tn+1)
(∂2A
∂s2
(Y, s)
)
JA
tn+1,s
wwww
L∞(Ωn+1)
‖ ∇en+1h ‖L2(Ωn+1)‖ ∇un+1h ‖L2(Ωn+1)
≤ C△t
2
K
wwww sup
s∈(tn,tn+1)
(∂2A
∂s2
(Y, s)
)
JA
tn+1,s
wwww2
L∞(Ωn+1)
‖ ∇un+1h ‖2L2(Ωn+1)
+
K
2
‖ ∇en+1h ‖2L2(Ωn+1)
(64)
Now with these bounds we have obtained for T2,T3,T4 and T5, we can write
the inequality (59) as the following :
1
2△t ‖ e
n+1
h ‖2Ωtn+1 +2µ ‖ ∇e
n+1
h ‖2Ωtn+1 +µT ‖ ∇e˜
n+1
h ‖2Ωtn+1
≤ 1
2△t ‖ e
n
h ‖2Ωtn +
1
2
γn+1 ‖ en+1h ‖2L2(Ω
tn+1
)
+
△t
9K
sup
s∈(tn,tn+1)
‖ JA
tn+1,s
‖L∞(Ω
tn+1
)
( ∫ tn+1
tn
C24 (s)ds
)
+
K
4
‖ ∇en+1h ‖2L2(Ω
tn+1
)
+K ‖ ∇en+1h ‖2L2(Ωn+1) +K2
(
sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
)2△t
4
‖ ∇un+1h ‖2L2(Ωn+1)
+
C△t2
K
wwww sup
s∈(tn,tn+1)
(∂2A
∂s2
(Y, s)
)
JA
tn+1,s
wwww2
L∞(Ωn+1)
‖ ∇un+1h ‖2L2(Ωn+1)
+
K
2
‖ ∇en+1h ‖2L2(Ωn+1)
Next we club together all the terms with ‖ ∇en+1h ‖2L2(Ω
tn+1
), which we would
subsequently balance with the L.H.S
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12△t ‖ e
n+1
h ‖2Ωtn+1 +2µ ‖ ∇e
n+1
h ‖2Ωtn+1 +µT ‖ ∇e˜
n+1
h ‖2Ωtn+1
≤ 1
2△t ‖ e
n
h ‖2Ωtn +
1
2
γn+1 ‖ en+1h ‖2L2(Ω
tn+1
)
+
△t
9K
sup
s∈(tn,tn+1)
‖ JA
tn+1,s
‖L∞(Ω
tn+1
)
(∫ tn+1
tn
C24 (s)ds
)
+K2
(
sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
)2△t
4
‖ ∇un+1h ‖2L2(Ωn+1)
+
C△t2
K
wwww sup
s∈(tn,tn+1)
(∂2A
∂s2
(Y, s)
)
JA
tn+1,s
wwww2
L∞(Ωn+1)
‖ ∇un+1h ‖2L2(Ωn+1)
+
7K
4
‖ ∇en+1h ‖2L2(Ω
tn+1
) .
On further simplification we get,
‖ en+1h ‖2Ωtn+1 +4µ△t ‖ ∇e
n+1
h ‖2Ωtn+1 +2µT△t ‖ ∇e˜
n+1
h ‖2Ωtn+1
≤‖ enh ‖2Ωtn +△tγn+1 ‖ en+1h ‖2L2(Ωtn+1 )
+
2△t2
9K
sup
s∈(tn,tn+1)
‖ JA
tn+1,s
‖L∞(Ω
tn+1
)
(∫ tn+1
tn
C24 (s)ds
)
(65)
+K2
(
sup
s∈(tn,tn+1)
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
)2△t2
4
‖ ∇un+1h ‖2L2(Ωn+1)
+
C△t3
K
wwww sup
s∈(tn,tn+1)
(∂2A
∂s2
(Y, s)
)
JA
tn+1,s
wwww2
L∞(Ωn+1)
‖ ∇un+1h ‖2L2(Ωn+1)
+
7K
2
△t ‖ ∇en+1h ‖2L2(Ω
tn+1
) .
Now taking summation over n in (65) we get
‖ en+1h ‖2Ωtn+1 +µK
′△t
n+1∑
i=1
‖ ∇eih ‖2Ω
ti
+2µT△t
n+1∑
i=0
‖ ∇e˜ih ‖2Ω
ti
≤ △t
n+1∑
i=1
γi ‖ eih ‖2L2(Ω
ti
) +
2△t2
9K
max
i=1|n+1
(
sup
s∈(ti−1,ti)
‖ JA
ti,s
‖L∞(Ω
ti
) Q
)
+K2
(
sup
s∈I
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
)2△t2
4
n+1∑
i=1
‖ ∇uih ‖2L2(Ωi)
+
C△t3
K
max
i=1|n+1
wwww sup
s∈(ti−1,ti)
(∂2A
∂s2
(Y, s)
)
JA
ti,s
wwww2
L∞(Ωi)
n+1∑
i=1
‖ ∇uih ‖2L2(Ωi) .
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⇒‖ en+1h ‖2Ωtn+1 +△t
n+1∑
i=1
(
µK ′) ‖ ∇eih ‖2Ω
ti
+2µT ‖ ∇e˜ih ‖2Ω
ti
)
≤ △t
n+1∑
i=1
γi ‖ eih ‖2L2(Ω
ti
) +
2△t2
9K
max
i=1|n+1
(
sup
s∈(ti−1,ti)
‖ JA
ti,s
‖L∞(Ω
ti
) Q
)
+△t2
[
K2
(
sup
s∈I
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
)2
(66)
+
C△t
K
max
i=1|n+1
wwww sup
s∈(ti−1,ti)
(∂2A
∂s2
(Y, s)
)
JA
ti,s
wwww2
L∞(Ωi)
]
.
n+1∑
i=1
‖ ∇uih ‖2L2(Ωi)
⇒‖ en+1h ‖2Ωtn+1 +△t
n+1∑
i=1
(
µK ′) ‖ ∇eih ‖2Ω
ti
+2µT ‖ ∇e˜ih ‖2Ω
ti
)
△t
n+1∑
i=1
γi ‖ eih ‖2L2(Ω
ti
)
+K2△t2
(
sup
s∈I
wwww∂2A∂s2 (Y, s)
wwww
L∞(Ω0)
)2 n+1∑
i=1
‖ ∇uih ‖2L2(Ωi) (67)
+
2△t2
9K
max
i=1|n+1
(
sup
s∈(ti−1,ti)
‖ JA
ti,s
‖L∞(Ω
ti
) Q
)
+△t2
[
C△t
K
max
i=1|n+1
wwww sup
s∈(ti−1,ti)
(∂2A
∂s2
(Y, s)
)
JA
ti,s
wwww2
L∞(Ωi)
]
.
n+1∑
i=1
‖ ∇uih ‖2L2(Ωi)
Now using the discrete Gronwall’s inequality, shown in lemma 1, we obtain
‖ en+1h ‖2Ωtn+1 +△t
n+1∑
i=1
(
µK ′) ‖ ∇eih ‖2Ω
ti
+2µT ‖ ∇e˜ih ‖2Ω
ti
)
≤ K△t2
[
2
9K
max
i=1|n+1
(
sup
s∈(ti−1,ti)
‖ JA
ti,s
‖L∞(Ω
ti
) Q
)
(68)
+
{
C△t
K
max
i=1|n+1
wwww sup
s∈(ti−1,ti)
(∂2A
∂s2
(Y, s)
)
JA
ti,s
wwww2
L∞(Ωi)
}
n+1∑
i=1
‖ ∇uih ‖2L2(Ωi)
]
.
In (68), the term
n+1∑
i=1
‖ ∇uih ‖2L2(Ωi) is dominated by using equation (35), to
get us to the final error estimate.
Remark 2: For the error estimate we derived here we used the classical form
of the implicit Euler time discretization scheme, which is not restrictive in fol-
lowing the GCL conditions.
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6 Summary
This paper presents stability and error estimates of a linearized Navier-Stokes
equations also known as the Oseen equations in a projection based variational
setup. First we derive two stability estimates, both using the geometric con-
servations laws (GCL) and another more general one without using GCL. The
use of GCL gives an unconditionally stable estimate where the estimate is in-
dependent of the mesh velocity, whereas if we choose not to use GCL, we have
to make modification to our time steps to get to an estimate which would be
independent of the mesh velocity for all practical purposes. Further, we use the
stability results to derive the first order error estimate due to time discretization
using backward Euler time scheme. The resulting estimate can be see to depend
on the mesh velocity.
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