The September 28, 2004 Parkfield earthquake, arguably the best recorded earthquake ever, allows for detailed investigation of finite-source models, and their resolution. We have developed finite-source models using GPS and InSAR geodetic data, and seismic strong motion waveform data both independently and jointly. We have investigated the sensitivity of the finite-source models due to station coverage, rupture velocity, data weighting and model smoothing parameters, and seismic velocity structure. The resulting kinematic model is consistent with preliminary results using regional broadband and strong motion waveform data [e.g. Langbein et al., 2005; Dreger et al., 2005] as well as with higher frequency seismic waveform only inversions [e.g. Custódio et al., 2005; Liu et al., 2006] .
Introduction
On September 28, 2004 the long awaited Parkfield mainshock occurred 16 years past its expected due date, nearly a full cycle past the regular recurrence interval of 22 years [e.g. Bakun and McEvily, 1979; Bakun and McEvily, 1984; Bakun and Lindh, 1985] . Fortunately the investment in geophysical monitoring of the region paid off as most systems were kept running. This foresight and persistence by the network operators has lead to the best near-fault geophysical data set of a moderate earthquake to date. There are several published kinematic or finite-source models for the 2004 Parkfield earthquake [e.g. Liu et al., 2006; Johanson et al.; , Lanbein et al., 2005 Dreger et al., 2005] . These studies describe a rupture nucleating near Gold Hill, and propagating 25 km unilaterally to the NW stopping at Middle Mountain, the opposite of the 1934 and 1966 Parkfield earthquakes. Liu et al [2006] using near-fault seismic stations found two dominant asperities, one located around the hypocenter, and the other 10-20km to the northwest with the largest slip located near the hypocenter. The results of Dreger et al.
[2005] using regional seismic waveform, and GPS data, and Johanson et al. [2006] using GPS and InSAR data are similar in terms of slip amplitude and distribution, but differ from Liu et a.l [2006] in that it was the northwest asperity that had the greatest slip. In this paper we obtain a kinematic source model for the 2004 Parkfield mainshock by jointly inverting local strong motion waveform data and GPS and InSAR deformation data, and we also assess the resolution and uncertainty of the results. It represents a comprehensive analysis of the local distance seismic waveform and geodetic data as well as the general resolution of kinematic source inversions under the more or less optimal recording conditions for the Parkfield earthquake. It has been shown that incorporating geodetic data in these types of inversions improves the robustness of the results [Wald and Graves, 2001] , and as shown by Cohee and Beroza [1994] it allows for higher resolution models of the rupture kinematics from the seismic waveform data. We examine the resolution of the model through synthetic data tests, the sensitivity with respect to the data used employing a random data sampling and substitution approach, as well as the sensitivity due to data weighting, smoothing parameters, and the seismic velocity structure used to compute Green's functions. 
Data

Strong Motion Waveforms
We used horizontal records from 29 strong motion sites ( Figure 1 ). The sites were selected in order to maximize station coverage without over-weighting particular azimuths.
Additionally, sites showing significant site response or possibly fault zone guided wave signatures, which can not be modeled by the assumed 1D Green's functions that we employ were omitted. As shown by Figure 1 the sites that we selected provide excellent azimuthal coverage.
Fault zone guided waves are observed at several sites. For example, Figure 2 compares north-south records from the CSMIP Gold Hill array (GH1W, GH2W and GH3W, Figure 1 ), which is located near the epicenter of the earthquake. The GH1W record, located only 500 m from the surface trace of the fault, has an extended duration compared to the other two stations only a few km to the west. Since GH1W is close to the epicenter, and the faulting mechanism is right-lateral strike-slip with a vertical dip, the motions theoretically should be very small due to the radiation pattern. However, as Figure 2 shows they are nearly the same amplitude as the more distant sites. The amplitude and extended duration that is observed is likely due to fault zone guided waves propagating within the low velocity core of the San Andreas Fault [e.g. Ben Zion and Malin, 1991; Korneev et al., 2003] . Stations exhibiting this type of behavior were removed from the inversion, because the 1D velocity models and frequency wave number integration method used to compute the Green's functions cannot account for the 3D, fault zone guided wave, propagation. We processed the strong motion seismic data by integrating the recorded acceleration to velocity, and then applied an acausal Butterworth filter with a corner frequency of 0.5 Hz.
We then resampled the records to 10 samples per second. The filtering was done in order to focus on a passband where the 1D Green's functions are a reasonable approximation to the actual wave propagation, and where possible site effects are not strong. 20 seconds of the processed data from the two horizontal components recorded by the 29 stations were used in the inversion. In our detailed analysis (complete resolution and sensitivity analysis) we inverted only the horizontal records because of the strike-slip nature of the source, and the fact that the vertical motions have much lower amplitude, however we do show that the obtained model successfully predicts the unused vertical motions.
Geodetic data
GPS deformation data was obtained from 1 sample per second continuous GPS observations at 13 sites. To obtain the coseismic deformation the 1 second time series were averaged 10 minutes before the event to 2 to 10 minutes afterward. Because of the high sample rate data it is unlikely that much post-seismic deformation signal is present in the GPS data set. by Johanson et al. [2006] in which non-tectonic effects, especially atmospheric changes, and groundwater induced vertical motions were removed. As described by Johanson et al. [2006] the sampling interval of approximately 80m, and a total of 1124 ground to satellite distance change observations. Because the post-event scene is two days after the event there could be some post-seismic signal present in the data. This possibility is examined in the sensitivity analysis presented later.
Inversion Method
We use the linear least-squares inversion method of Hartzell and Heaton [1983] in which the finite-source is discretized with a finite distribution of point-sources in both space and time. In the model the point sources are triggered by the passage of a circular rupture front. To stabilize the inversion we employ a slip positivity constraint using the non-negative least-squares routine of Lawson and Hanson [1974] , as well as spatial smoothing, and moment minimization constraints. The spatial smoothing introduces linear equations minimizing differences in slip between adjacent subfaults, whereas the moment minimization constraint introduces an equation in which the sum of slip equals zero thereby providing constraint on the overall size of the obtained model. We determine an optimum value of the smoothing and data weighting parameters using a trial and error approach.
We applied the multiple time window parameterization of this method, which allows for some variability in rupture velocity as well as variability in the dislocation rise time. We allowed 12 overlapping time windows each with a dislocation rise time of 0.6 seconds with subsequent time windows offset by 0.3 seconds. This parameterization gives a total rise time range from 0.6 to 3.6 seconds. The overall model is parameterized as a 44 km length by 18 km width fault. The strike is 140 degrees and the dip is 89 in which the orientation was obtained by fitting a plane to the aftershock distribution (Figure 1 ). The fault model extends 29 km NW of the hypocenter and 15 km to the SE, and the overall model dimension in both space and time exceeds what is necessary to fit the data. The fault model is discretized by 1 km by 1 km subfaults. Although the model has 9504 free parameters, we found that in the final model the well resolved part of the model space had 3780 free parameters. Our detailed modeling (complete resolution and sensitivity analysis) assumed a constant rake of 180 degrees since previous modeling with variable rake found that the results were predominantly strike-slip, and the small variations in rake did not significantly improve the fit to the data. Additionally, focal mechanisms of aftershocks and background seismicity reported in Thurber et al. [2006] shows that earthquakes in the region are characterized as northwest striking, near-vertically dipping, right-lateral strike-slip events. Liu et al. [2006] used records from the Coalinga earthquake recorded at some of the Parkfield stations to determine relative site amplification terms as a function of frequency.
Some stations show broadband amplification, but most others show a frequency dependent site response. Generally their amplification factors for frequencies less than 0.5 Hz were relatively small, and the sites with the largest factors tended to be the fault zone sites we eliminated due to observed guided wave signatures in the waveforms. Because we low pass filtered the seismic waveform data at 0.5 Hz we determined it was unnecessary to use relative site amplification terms. The seismic Green's functions were computed every 0.5km in both depth and distance using a frequency-wavenumber integration code written by Saikia (1994) . Two seismic velocity models were used to represent the differing velocity structure across the San Andreas fault. The southwest side of the fault comprised of Salinian granite is faster than the Franciscan sedimentary rocks on the northeast side [Michaels and Eberhart-Phillips, 1991; Michelini and McEvilly, 1991; Thurber et al., 2006] . To represent this difference in structure across the fault we used the velocity models from Liu et al., [2006] (Table 1) .
Although using two 1D velocity structures to model paths on either side of the fault improves the inversions it does not address the 3D fault zone guided wave phenomenon observed at the stations we elected to remove from the inversion. In order to incorporate those stations in the inversion it would require the computation of 3D Green's functions, which is beyond the scope of this study, but will be the topic of our future work.
The use of simplified velocity structure can lead to artificial absolute time shifts between Green's functions and the observed records [e.g. Wald and Graves, 2001 ].
Therefore we required that the observed first arriving S wave at each site be aligned with the S-wave arrival from the Green's function for the hypocenter following the approach of Wald et al. [1991] . Table 2 lists the stations and the applied time shifts.
For the computation of the geodetic Green's functions, we used the FORTRAN programs EDGRN/EDCMP [Wang et al., 2003] assuming layered elastic structure.
Specifically we used the GIL7 model derived from waveform modeling of events in the Coast Ranges, and is a reasonable average of the two models used to compute the seismic Green's functions [ Dreger and Romanowicz, 1994] (Table 1 ). In our analysis of the 2003 Mw6.6 San Simeon earthquake we found that differences between kinematic models obtained using both seismic waveform and GPS data for both halfspace and layered elastic structure for GPS Green's functions had negligible impact on the results.
Similarly accounting for different elastic structure on opposite sides of the fault for the static geodetic data is only of secondary importance, and therefore the use of the GIL7 model is adequate. 
Independent Inversions
We performed inversions of each data set independently and the results of these inversions are compared in Figure 3 and discussed in the following subsections. The results of each inversion show common features such as the rupture propagating from the hypocenter to the NW in a nearly unilateral fashion, and that the highest slip was located 10-20km northwest of the hypocenter.
Seismic Waveform Inversion
The kinematic model obtained using only the seismic waveform data (Figure 3a) shows that some slip is located close to the hypocenter, however the largest asperity is located 10 to 20 km to the NW. The slip is generally found to be located below a depth of 5 km, and is shallower than 15 km. The slip shallower than 5 km in the model is not well constrained, and we will demonstrate this fact in the combined data inversion sensitivity analysis. This model also has some low levels of slip to the south of the hypocenter that is needed to fit the waveforms from the Cholame array, and thus provides some indication of a slight bilateral rupture. Additionally, an interesting feature is that the slip tends to be anti-correlated with the locations of aftershocks as has been observed in numerous other earthquakes [e.g. Dreger, 1997; Das and Henry, 2003] . The waveform fitting is presented in Figure 4 with the best fit variance reduction, 74.26%, computed with the following The maximum slip and scalar seismic moment were found to be 59cm and 1.35e+25 dyne cm (Mw6.05). Finally, we note that these results are consistent with what we obtained previously [e.g. Langbein et al., 2005; Dreger et al., 2005] with the regional seismic waveforms and near-fault GPS data. The similarity of these results with what was computed using regional waveforms supports the claim that regional distance finite-source inversion are representative of the rupture process, and if rapidly determined can be used to improve near-fault strong ground shaking estimates [ Dreger and Kaverina, 2000; Rolandone et al., 2006] .
Geodetic Inversions
The inversion results for the geodetic data also show relatively shallow slip extending about 25 km NW of hypocenter. The GPS inversion ( Figure 3b ) tends to have slip concentrated in three asperities, one at the hypocenter and the other 10 to 20 km to the NW, and a broad slip patch to the SE of the hypocenter The InSAR result (Figure 3c ) on the other hand tends to have slip in a more continuous band, though it is peaked at the two ends.
Both inversions are consistent with the seismic result in terms of the overall rupture dimensions, and the fact that the slip is shallower than 15 km. The two geodetic results also seem to have more significant SE-ward slip, which extends as much as 10 km to the SE.
While there is InSAR coverage to the SE of the epicenter, the GPS coverage there is poor.
The data fit is shown in Figure 5a and 5b for the GPS and InSAR data, respectively. The best fit variance reduction for the two independent inversions were found to be 97.0% The relatively higher slip in the InSAR only model might be due to included post-seismic deformation since the post-event scene is 2-days after the mainshock. The scalar seismic moment for the GPS inversion was found to be 1.25e+25 dyne cm (Mw6.03), and was 1.73e+25 (Mw6.12) for the InSAR inversion. The GPS scalar moment is about 7% less than the seismic model indicating that our co-seismic estimates of GPS deformation are reasonable. The InSAR scalar moment is about 28% higher than the seismic estimate indicating that some post-seismic deformation may be included.
Joint Inversion
To obtain a better constrained model, we combined the geodetic data with the seismic waveform data. Since the numbers of observations in the various data sets differ we apply weights to equalize their importance in the inversion. This was accomplished using a tradeoff plot in which the fit to each data set was compared to its relative weight. In Figure   6a we show the weight of the InSAR and GPS data with respect to a seismic data weight of
1. An inflection occurs in the curves for a weight of 400 and 300 for GPS and InSAR respectively, where a larger weight would better fit the geodetic data at the detriment to the fit of the seismic waveforms. At this inflection point, the fit of all three data sets remains close to their respective best fits, and therefore this value is considered a reasonable choice.
Next, assuming the obtained data weights we then found the smoothing weight again by using a tradeoff curve (Figure 6b ). Here we found the largest value of smoothing that still retains an acceptable level of fit to all data sets. Again we look for an inflection where there is a discernable change in the ability to fit the data. An optimal smoothing weight of 0.002 was found from the analysis (See Figure S2 in the electronic supplement to see the effect that smoothing has on the model). The preferred model, in which the three data sets were inverted simultaneously, is presented in Figure 7 . This model is consistent with our preliminary model in which there are two primary asperities, one near the hypocenter, and the other 10-20km northwest of the hypocenter.
The slip in this model is also complementary (or anti-correlated) with the post-seismic slip determined by Johanson et al. [2006] from GPS and InSAR observations, and is also anti-correlated with the locations of aftershocks. Most notable is the lack of slip in the region of the seismicity streak at 5 km depth. It will be shown in the sensitivity analysis section that slip shallower than 5 km depth is not well constrained. The scalar seismic moment in this joint model is 1.23e25 dyne-cm (Mw6.0) with a peak slip of 44.5cm. As expected the variance reductions of each data set in the joint inversion were less than those obtained for each of the independent inversions, however they remained high; 66.9% (seismic), 91.2% (GPS) and 58.9% (InSAR). The seismic waveform and GPS fits are very close to their respective maxima, however the InSAR fit dropped by 20%. The joint inversion scalar moment is close to what was obtained in the seismic and GPS inversions, but substantially less than the InSAR result. Thus, it appears that the inversion is fitting the co-seismic component of the InSAR observations leaving un-modeled the small amount of included post-seismic deformation.
The fit to the seismic waveforms as shown in Figure 8 is quite good. Despite the fact that station CH2W of the Cholame array displayed characteristics consistent with fault zone guided wave propagation we included this station to specifically investigate the possibility of SE-ward rupture. We under predict the amplitudes and don't fit the complexity of additional cycles of motion, however we are able to fit other stations of the Cholame array (CH2E, CH3E, CH4W) very well. The small amount of SE-ward slip in the preferred model is needed to explain the Cholame records in general, but it is not sufficient to describe the high amplitudes and waveform complexity at the CH2W site. The site amplification factor determined by Liu et al. [2006] for this station is 1.68 averaged over the frequency band from 0.16Hz to 1.0Hz, which would account for some of the amplitude misfit at CH2W. In our frequency range which is less than 0.5Hz, the site amplification factor is not significant ( e.g. Figure 3 in Liu et al. [2006] ), and the site amplification factor does not explain the additional cycles of large amplitude arrivals. Another problematic station is FZ12, which is located relatively close to the main trace of the SAF (Figure 1 ).
For this station we also only fit half of the amplitude. Interestingly we fit the nearby EFU records very well. The fit to the geodetic data is also very good. Figure 9a shows the fit to the GPS data, and Figure 9b shows the fit to the InSAR data. This plot also shows that the assumed fault geometry based on fitting the plane to the seismicity is consistent with the differential deformation imaged by InSAR.
We can infer the spatial variation in rise time from the multiple time window parameterization. In Figure 10a the rise time is plotted with the slip distribution. We found that most of the slip (93%) occurs in the first 6 time windows. Although some slip occurs in later time windows, an examination of the synthetic waveforms indicated that it did not significantly affect the fit to the data, and that it was likely an artifact due to the mapping of propagation effects into the source. The first 6 time windows allow a range in rise time from 0.6 to 2.1 seconds, and we found that the average rise time during the rupture was 1.4 seconds. From the slip and the rise time for each subfault the distribution of the slip velocity is found. Over the main rupture areas it varies between 5 to 20 cm/s (Figure 10b ), which is low and suggestive of an overall low stress drop for the event.
Our preferred model compares favorably with the results of Custódio et al. [2005] and Liu et al. [2006] . In those studies they used higher frequency waves (1 Hz) and consequently recovered models with shorter wavelength heterogeneity than in our model. They developed multiple models for different station configurations [Custódio et al. 2005] , and different random seeds [Liu et al. 2006] , and from those models they obtained average slip models. Our model agrees very well with their average models in terms of the slip distribution. In fact, it is remarkable how similar they are considering the differences in linear vs. non-linear inversions, and their use of only seismic waveform data compared to our use of seismic and geodetic data. One major difference though is that in their models the peak slip is located at the hypocenter asperity, whereas in our model it is in the NW asperity. Nevertheless the similarity in the models as well as the complementary nature of co-seismic slip with aftershock seismicity and post-seismic deformation [Johanson et al., 2006] suggests that our preferred slip model is robust. 
Sensitivity analysis
Several sensitivity analyses and resolution tests to examine the validity of our preferred slip distribution model, and to assess the level of uncertainty were performed. We performed synthetic experiments using artificial models to determine resolution capabilities of slip and rupture velocity, and to assess the effect of errors in assumed velocity structure.
With the real data the sensitivity of the obtained solution to rupture velocity was determined. Additionally, the effect of station distribution on the results was investigated using a random data selection method.
Rupture velocity
A rupture velocity sensitivity test was performed for the independent and joint inversions. The best average rupture velocity was found to be 2.6km/s for both the joint and seismic only inversions (Figure 11 ). We did examine the possibility of super-shear rupture, but did not find a significant improvement in fit. Fletcher et al., [2006] investigated the data from the UPSAR array where they were able to determine the slowness and azimuth of the incident wavefield and were able to map the rupture propagation. They concluded that the rupture was sub-shear. The results of Liu et al. [2006] show a highly variable rupture velocity that is on average 2.6 km/s with a maximum of 3.3 km/s. They used a non-linear inversion for the slip trigger time and rise time, and reported that the rupture velocity is highly variable, but on average 2.6 km/s agreeing with our result. 
Station sensitivity
Each record has its own uncertainty such as timing errors, site, and 3D propagation effects. To examine possible uncertainties of the obtained slip distribution caused by the station selection, we performed a station sensitivity test. In this test, we inverted for the slip distribution where 20% of both seismic and GPS, and 30% of the InSAR data were randomly removed. The process was repeated 20 times. From these inversions the mean slip (Fig 12a) , the standard deviation of the slip (Fig 12b) , and the coefficient of variation (Fig 12c) were determined. As Figure 12a shows the mean slip distribution is very similar to our preferred model indicating that our model is stable with respect to the choice of the stations. The coefficient of variation which is the standard deviation of slip divided by mean slip is less than 30% in the main slip distribution area, while at the edges of the primary slip distribution, and the region shallower than 5km very high values are found indicating that slip in those areas is unreliable.
Resolution test
We performed resolution tests to determine how well the slip distribution can be recovered given the station geometry and the applied constraining equations (moment minimization and spatial smoothing). For these tests we constructed synthetic data with the artificial slip model shown in Figure 13a . We assumed the same 44kmx18km fault dimension and a rupture front propagating at 2.6km/s. First, we performed inversions using the same rupture velocity and fault dimension without the constraining equations and then with the smoothing and moment minimization constraints (Figure13b, Figure13c) . Without the constraining equations, we obtained exactly the input model, while with the constraining equations we resolved most of the shallow slip, however the deeper asperities could not be resolved. Figure 14 shows the inversion results when we assumed an incorrect (2.8 km/s) rupture velocity with (Figure 14a ) and without ( Figure 14b ) the constraining equations. The results using the constraining equations recovered the main slip in the shallow part of the input model although the positions and slip amplitudes of the asperities differ from that shown in Figure 13c due to the incorrect rupture velocity. Figure 14c shows the inversion results with constraining equations for rupture velocity varying over the range from 1.8km/s to 3.2km/s. As we have seen in the sensitivity test for the rupture velocity with the real data inversion (Figure 11 ), the variance reduction gradually increases to a peak of 98.9% at 2.6km/s (Figure 13c ) which is the correct rupture velocity of the input model. The cases with significantly incorrect rupture velocity produce models substantially different from the input model with very low variance reduction. We also performed a resolution test inversion using an incorrect velocity model for the Green's functions (Figure 15 ). In this test the synthetic data was computed with the same two 1D models used with the real data, however the Green's functions were computed with a third, different, velocity model, which is a reasonable average to the two velocity models that we used to the synthetic data.. As Figure 15 shows given the station distribution the shallow part of the slip model is well resolved even with incorrect Green's functions. 
Discussion and Conclusions
In this study, we presented inversion results using only the horizontal components of the seismic data, since the amplitude of the vertical components were less than half of the horizontal components due to the right lateral focal mechanism, and because our detailed sensitivity and error analysis was performed on the solutions obtained from the horizontal component data. It is, however, useful to simulate the vertical components to examine if our Our preferred model is the result of a combined inversion of seismic waveforms, GPS and InSAR data. Because the post-event InSAR scene is two days after the earthquake we performed a series of inversions using only the seismic waveform and GPS data to evaluate the effect that the InSAR data has on the inversion and the possible bias introduced due to included postseismic deformation. These inversion results were also analyzed using the station removal and substitution approach, and the mean slip, its standard deviation, and coefficient of variation were obtained from 20 inversions in which 20% of the data was randomly removed (Figure 17 ). Comparing the average models with (Figure 12a ) and without ( Figure 17a ) the InSAR data we found that the InSAR data helped to constrain some of the deeper slip because of the greater distance of some observations from the fault.
In fact, the similarity of the two models demonstrates that the inclusion of the InSAR data does not bias our result due to the possibility of included postseismic deformation. Because the InSAR data provides substantially better coverage than either the GPS or the seismic sites we prefer the model obtained from the joint inversion of seismic waveform, GPS and InSAR data. The preferred model has a peak slip of 44.5cm and scalar seismic moment of 1.23e25 dyne-cm (Mw6.0). The average rise time was found to be 1.4 seconds, and the average slip velocity was approximately 10 cm/s ranging from 5 to 20 cm/s indicating a low stress drop.
We calculated the static stress drop distribution shown in Figure 18 using the method of Ripperger and Mai [2004] . The stress drop has a peak value of 8.5 MPa with an average value of 1.7MPa. It is interesting that most of the aftershocks are located in areas where there is a negative stress drop or in other words a stress increase on adjacent regions of the fault that did not experience slip during the mainshock. The most notable correlation is for the shallow aftershock seismicity, which includes the streak at 5 km depth, and the M4.7 event. The stress increase in this area predicted from our slip model ranges between 1 to 2 MPa of right-lateral shear traction. It has been shown that Coulomb stress changes on the order of 0.1 MPa could account for triggering of earthquakes [Stein et al., 1994] . Generally it is also observed that the areas experiencing a stress drop seem to be devoid of aftershock activity. In our preferred model we allowed for the possibility of southeastward rupture, and included stations located southeast of the epicenter. The model does show that some southeastward slip is needed to fit those sites, particularly those of the Cholame array located away from the fault. However, it fails to fit the large amplitude at the sites located close to the fault. Thus it appears that from this analysis minor southeastward rupture is required, but not at a level to characterize the overall rupture as bilateral as is suggested by the peak ground acceleration and velocity data [e.g. Shakal et al., 2006] . Rather, it seems likely that these near-fault sites have elevated motions due to fault zone guided wave propagation [e.g. Ben Zion and Malin, Jahnke at al., 2002; Korneev et al., 2003; Li and Vidale, 1996] in conjunction with a component of southward rupture. In Dreger and Kim [2006] the 3D fault zone wave propagation during kinematic rupture was shown to have a significant effect leading to the trapping of energy within the low velocity fault wave guide and eliminating radiation nodes. These observations and the preliminary modeling by Dreger and Kim [2006] indicate that it is advised that near fault stations demonstrating fault zone guided wave signatures should be omitted from kinematic source inversions as we have done in this study. Of course this leads to the question as to whether such near-fault stations can be incorporated in kinematic inversions in cases where there is a pronounced velocity contrast and a low velocity gouge in the fault zone if Green's functions for a 3D model are used. This will naturally depend on how well constrained the 3D model is and how accurate a depiction of the actual 3D geology it is. Our future work will investigate these issues using 3D finite-differences to develop 3D Green's functions taking fault zone structure into account. Finally, the fact that our preferred model obtained jointly from seismic waveform, GPS and InSAR data compares favorably with the preliminary regional distance seismic waveform only and combined GPS inversions of Langbein et al. [2005] and Dreger et al. [2005] indicates that rapidly determined models are useful for improving ShakeMap reporting in regions where realtime-telemetered local strong motion data is lacking. In Rolandone et al. [2006] it was shown that kinematic models using additional near-fault seismic waveform data and GPS observations yielded a kinematic model similar in many respects to the model that was used to update the CISN ShakeMap for the event [e.g. Dreger et al., 2005] . array. GH1W is the site closest to the fault within the low velocity fault core (e.g. Korneev et al., 2000; . This record has several cycles of large amplitude arrivals (actually extending beyond what is plotted). The other two stations located to the west of the fault outside the gouge region have simpler waveforms characterized by a primary initial S-wave pulse. The smoothing weight vs. data fit for the optimal data weight from (a).
In each case the preferred value is marked by the dashed line, which was chosen based on the point where there is a change in the slope of each curve. Using the synthetic data shown in Figure 13 , a resolution inversion is performed with incorrect Green's functions. To compute the Green's function, we used the another 1D velocity model, which is a reasonable average to the two velocity models that we used to compute the synthetic data. 
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