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（c）１ｓｔＰＣ （d）
図４主成分スコアの散布図（４変数の場合の拡張主成分スコア，羽根アリデータ）
（a）ＲＶによる（Ｖ５，Ｖ７，Ｖ13,Ｖ18）
（b）Jolliffe'ｓＢ４による｛Ｖ５，Ｖ11,Ｖ13,Ｖ17｝
（c）Ｐ（規準１）のForward-backwardによる｛Ｖ5,Ｖ13,Ｖ17,Ｖ18｝
（d）Krzanowskiによる｛Ｖ５，Ｖ12,Ｖ14,Ｖ18）
lＢｔＰＣ
森裕394
0.995
0.975
0.955
0.935
ＲｙＯ９１５
0.895
0.875
0.855
0.835
２３２２２１２０１９１８１７１６１５１４１３１２１１１０９８７６５４３２
９
図５手順ごとの１Ｗの変化（ＭＤＯＣデータ）
である。図４は各手法によって選択された４変数から求められる拡張主成分の第１主成分
と第２主成分の散布図で，１Ｗの値が大きい方から４つの手法，（ａＭＷ，（b)Jolliffe'sB4，
(c)ＰのForward-backward，（d)Krzanowskiについて示した。ＲＶ係数はそれぞれ(a）
0.98721,（b)0.98152,（c)0.98565,（｡)0.98114である。
最後に別のデータとして，８７個体×23変数の「MDOＣデータ（軽症意識障害，佐野他，
197715))」に適用する。MDOＣデータの変数はすべて４値または２値のカテゴリカルデー
タであるので，最小交互二乗法(Youngeta1.,197616)）による数量化を施した上で，各手
順を適用した。γ＝２である。図５に４手順のＲＶの値の変化を示す。９＝５以下では
Backwardが他の３手法よりＲＶの値が低くなる変数群を選択しているが，「羽根アリデ
ータ」と同様，４手順に大きな差はなく，このデータもＲＶ規準の意味で冗長な変数を含
んでいることが示されている。
４．考察
前節の数値例での検討から，次のような傾向が得られた。
（１）Stepwiseの利用によって，単調選択系より高いＲＶの値を得られる変数群を選択
できる。
（２）９が大きい（選択する変数の数が多い）ところでは，４つの手順でほぼ同じＲＶの
値を得ている。
（３）９が小さくなるとBackwardによる単調選択より他の３手順の方がＲＶの値が高
い変数群を選択し得る。
（４）４つの手順はA11Possibleと比較して顕著な差はない。
（５）先行研究の選択手法との比較では，Backwardを除いたＭ・ＰＣＡの３つの手順に
Ｉ
Ｄ
「
．＝－－＝－－－石一語一チー誼羊弓生種－－
冠詰、写、
、受、
|工ForFor-back （（
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よって選ばれた変数群の方がより高いＲＶの値を得ることこができる。
いずれもデータの特質に左右されるものではあるが，限られた時間内でよりよい変数群
を選択するためには，提唱した４つの手順は実用的であり，当然ながら，単調選択系より
stepwise系が総じて優秀であることがわかった。
実際，事前に決めた主成分数γの範囲では，減らしてもＲＶ係数に変化を与えない変
数が数個含まれていることがＭ・ＰＣＡによる変数選択の根拠となっている。羽根アリデー
タやMDOＣデータでは半数前後の変数を落としてもＲＶの変化が小さい。落とされた
変数が異なっても４つの手順でＲＶの値にあまり差がないような９の部分では，それら
の変数を落としても十分に拡張主成分が元の変数の布置を再現できるといえる。
今回，Ｍ・ＰＣＡの２つの規準のうち未検討であった（基準２）のＲＶ係数規準につい
て数値的検討を行った。数値例が示す通り，元の全変数の布置が－部の変数に基づく主成
分で再現が可能で，図１のようなＲＶの値の変化を観察することにより利用可能な変数の
数やそのときの主成分が取り出せることがわかった。（規準１）のＰによる規準と合わせ
て，目的に合わせて使い分けることで1節に述べたような実際的な場面での活用が可能と
考える。
今後は，４手順の使い分けや応用，合理的な９の数の決定方法，調査での再現性など実
用場面での考察が課題である。
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PrincipalcomponentanalysisbasedonasubsetofvariablesproposedbyTanaka
andMori(1997)triestoextractreasonableprincipalcomponentswhicharecomputed
usingasubsetofvariablesbutrepresentallthevariablesverywellThismethodhas
twomathematicaltools,i､e､,theideasofRao(1964)'sprincipalcomponentanalysisof
instrumentalvariablesandRobertandEscoufier(1976)，sRV-coefficientlnthispaper
toevaluatetheperformanceoftheRV-coefficientcriterion,ｆourvariableselection
procedures,Backward,Forward,Backward-forwardstepwiseandForward-backward
steｐｗｉｓｅａｒｅａｐｐｌｉｅｄｔｏａｃｏｕｐｌｅｏｆｒｅａｌdatasetlnthenumericalexamples，the
criterionisverifiedincomparisonwiththeresultsofallpossibleselectionprocedure
andpreviousmethodsofvariableselectioninprincipalcomponentanalysis．
