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Recently there has been much effort in understanding topological phases of matter with gapless bulk excita-
tions, which are characterized by topological invariants and protected intrinsic boundary states. Here we show
that topological semimetals of Majorana fermions arise in exactly solvable Kitaev spin models on a series of
three dimensional lattices. The ground states of these models are quantum spin liquids with gapless nodal spec-
tra of bulk Majorana fermion excitations. It is shown that these phases are topologically stable as long as certain
discrete symmetries are protected. The corresponding topological indices and the gapless boundary states are
explicitly computed to support these results. In contrast to previous studies of non-interacting systems, the
phases discussed in this work are novel examples of gapless topological phases in interacting spin systems.
Introduction Theoretical prediction and experimental re-
alization of topological insulators[1–3] (TIs) pushes our un-
derstanding of topological phenomena in condensed matter
physics to a new level. Recently it was revealed that analogs
of TIs exist in a large class of interacting boson and spin sys-
tems, dubbed “symmetry protected topological phases”[4, 5].
These topological phases are analogs of one another due to the
existence of gapless surface states protected by symmetries, in
spite of an energy gap for bulk excitations. Similar to TIs, a
rich topology also exists in semimetals of weakly-interacting
electrons featuring protected boundary excitations[6, 7], such
as Weyl semimetals with surface Fermi arcs[8]. This raises a
natural question: are there analogs of topological semimetals
in interacting boson/spin systems, which harbor both gapless
bulk excitations and protected surface states? Here we pro-
vide a positive answer to this question, in the ground states of
the Kitaev model[9] on a series of three-dimensional trivalent
lattices.
Motivated by recent discovery of the hyperhoneycomb
(H–0) and harmonic honeycomb (H–1) iridates[10, 11], the
Kitaev model on these lattices have been examined[12–15]
and gapless Z2 spin-liquids with one-dimensional spinon
nodal rings were found to be plausible ground states of these
models[12–14]. In addition, a three-dimensional Z2 spin liq-
uid with a two-dimensional Fermi surface was explored on
the hyperoctagon lattice[16]. In this work, we show that the
Majorana spinon nodal rings in the bulk of the gapless spin
liquids on the H–n lattices are topologically stable. More-
over, due to the bulk-boundary correspondence[17], these spin
liquids exhibit protected gapless surface states in the form of
dispersionless zero-energy flat bands.
Solution to Kitaev model: We first examine the bulk prop-
erties of the ground states on these lattices. Given a particular
choice of the vectors xˆ, yˆ and zˆ (see Fig. 1), we define x, y
and z bonds as those which are perpendicular to the associated
directions. With this definition, each site shares one bond of
each type with one of its three neighbours. As such, we define
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FIG. 1. (Color online) Unit cell, lattice vectors, sublattices, and co-
ordinate systems for the H–0 and H–1 lattices. The conventional
(orthorhombic) unit cells are drawn, while the sublattices in the prim-
itive unit cells are labeled from 1 to 4n+ 4. The x-, y-, and z-bonds
within the conventional unit cell as defined in the Kitaev model are
colored in orange, blue, and turquoise respectively.
the Kitaev Hamiltonian on these lattices as
H =
∑
〈ij〉∈α
JαS
α
i S
α
j , (1)
where α denotes the bond type of bond ij, and the sum runs
over nearest neighbour bonds. We take Jα to be the same over
all bonds of type α and Jx = Jy for simplicity, which preserves
the crystal symmetries of the lattices.
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2This model can be solved exactly by introducing four Ma-
jorana spinons {bx, by, bz, c} at each site and replacing Sαi =
ibαi ci[9]. The operators uij = ib
α
i b
α
j = −uji (where ij is an
α bond) commute with one another and the Hamiltonian, thus
they define conserved quantities that take on the values of ±1
on each bond. These uij are not gauge invariant. However,
products of these operators over closed loops, which corre-
spond to fluxes of the Z2 gauge field, are gauge invariant[9].
By choosing a configuration of {uij}, the fluxes are fully de-
termined and the Hamiltonian becomes quadratic in terms of
the c fermions. The ground state can be found by solving
the quadratic Hamiltonians corresponding to all possible flux
configurations (or flux sectors) and identifying the flux sec-
tor that yields the lowest energy state. Other flux sectors are
important when considering the high-energy excitations and
dynamic properties of the model[18, 19]; however, we will
limit our focus to the ground state properties of these models.
Unlike the 2D honeycomb lattice, both the hyperhoney-
comb (i.e. H–0) and H–1 lattices possess loops without mir-
ror symmetries. As such, Lieb’s theorem [20] cannot deter-
mine the flux passing through these loops in the ground state.
We performed a brute-force search throughout all flux sec-
tors compatible with an 8-fold enlarged unit cell and the re-
sults suggest that the ground state on the hyperhoneycomb
lattice belongs to the zero-flux sector, which agrees with pre-
vious work[12]. In contrast, on the H–1 lattice, we find
that the ground state flux sector differs for different values
of δ = Jz/Jx. At the isotropic point δ = 1, a particular flux
configuration with pi flux passing through a subset of the loops
appears to be the ground state flux sector (hereafter, we label
it as the “pi-flux sector”). Upon increasing δ, the zero-flux
sector becomes energetically favorable. We will first focus on
the zero-flux sectors on the hyperhoneycomb andH–1 lattices
and defer the more involved analysis of the pi-flux sector on
theH–1 lattice for later.
Bulk Majorana spectrum in the zero-flux sector: Due to
the bipartite nature of both the hyperhoneycomb andH–1 lat-
tices, the Hamiltonian in any flux sector takes the off-diagonal
form
HΦn =
∑
k
~c Tn,−kH
Φ
n,k~cn,k (2)
HΦn,k =
[
0 −iDΦn,k
i
(
DΦn,k
)†
0
]
, (3)
where n refers to the nth-harmonic honeycomb, Φ labels the
flux sector, and ~cn,k is the vector of the Fourier transforms
of the c Majorana fermions ordered by the odd sublattices fol-
lowed by the even sublattices (See Supplemental Material [21]
for definition of lattice vectors, unit cell, and sublattice con-
ventions). In the zero-flux sector, we can choose the gauge
where uij = 1 when i is an even sublattice and j is an odd
sublattice. Consequently, the D0-matrices for the hyperhon-
eycomb andH–1 lattices are
D00,k =
[
Jz Ake
ik3
Bk Jz
]
, D01,k =

Jz 0 0 Ake
ik3
A∗k Jz 0 0
0 Bk Jz 0
0 0 B∗k Jz
 ,
(4)
where Ak = Jx(1 + e−ik1), Bk = Jx(1 + e−ik2) with ki =
~k · ~ai, and ~ai are the lattice vectors.
Each of the zero-flux sectors of both hyperhoneycomb and
H–1 lattices possesses gapless spinon excitations in the bulk
that form a nodal ring in the 3D Brillouin zone (BZ). The off-
diagonal block form of HΦn ensures that the zero-modes of
HΦn are determined by det(D
Φ
n,k) = 0. For the zero-flux phase
of the hyperhoneycomb andH–1 lattices, these conditions are
H–0 : 4 cos k1
2
cos
k2
2
= δ2e−i(k3−
k1
2 −
k2
2 ), (5)
H–1 :
∣∣∣∣4 cos k12 cos k22
∣∣∣∣ = δ2e−ik3 . (6)
For values of δ < 2, a continuous set of solutions exist for
each of Eq. (5) and Eq. (6), which defines the nodal ring.
We have illustrated the locations of the nodal rings for the
isotropic case δ = 1 in Fig. 2a and Fig. 2b.
Topological invariants of the nodal ring: The nodal rings
present in the zero-flux sectors of the hyperhoneycomb and
H–1 models are topologically stable. To see this, we first de-
fine the time-reversal (TR) and particle-hole (PH) symmetry
operators, whose unitary components satisfy the following re-
lations
Hk = UUH
T
−kU
−1, UU† = I, UT = ηUU, (7)
whereHk is the Hamiltonian matrix, T is the matrix transpose,
I is the identity matrix, U = T, P for TR/PH respectively,
U = ±1 for TR/PH, and ηU = ±1. The presence of both
TR and PH ensures that S = TP is a chiral (or sublattice)
symmetry of the system, which satisfies {S,HΦn} = 0 (where
boldface letters denote operators).
In the case of the hyperhoneycomb and H–1 lattices, we
find for the zero-flux sector
T 0n = S
0
n = σz ⊗ I2n+2, P 0n = I4n+4, (8)
where σ are the Pauli matrices, ⊗ is the tensor product of ma-
trices, and Im is the m ×m identity matrix. In both systems,
ηT = ηP = +1, which implies that H0n,k belongs to sym-
metry class BDI based on the classification of topologically
stable Fermi surfaces (FS’s)[17, 22]. The topological stability
of a nodal ring in three-dimensional systems of class BDI is
characterized by the following integer-valued topological in-
variant (winding number)
ν =
1
4pii
∮
dkTr[D−1k ∂kDk − (D†)−1k ∂kD†k], (9)
where the integral is taken along a path around the nodal ring.
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FIG. 2. (Color online) Position of nodal rings, surface spectra, and winding numbers. In Figs. 2a-2c, the red lines show the location of the
nodal rings of the indicated lattice, flux sector, and δ = Jz/Jx. The red lines are the intersections of the yellow and turquoise surfaces, which
are the LHS = 1 and RHS = 1 of Eq. 5, Eq. 6, and Eq. 11. In Fig. 2c, the first Brillouin zone spans the region −pi/2 < k1 ≤ pi/2
due to doubling of the unit cell in the pi-flux sector. Figs. 2d-2h show the surface spectra along one-dimensional momentum cuts on the
various lattices and flux sectors, while the insets within indicate the location of the momentum cuts and projection of the nodal ring on the
surfaces indicated. The colors in the insets correspond to the winding numbers, where yellow, turquoise, and red are ν = 0, ±1, and ±2
respectively. When ν 6= 0, as shown in Figs. 2d-2h, we find the presence of zero-energy surface flat bands with |ν|-fold degeneracy, due to the
bulk-boundary correspondence.
We can deform the path into two pieces: one passing
through the inside of the nodal ring and one outside. Inte-
grating Eq. 9 in the k3 direction along the lines k1 = k2 = 0
(inside the nodal ring) and k1 = k2 = pi (outside the nodal
ring), we find a nontrivial winding number ν = 1 inside the
nodal ring but a trivial one (ν = 0) outside (See Supplemen-
tal Material [21] for details). As a result, the nodal ring is
characterized by a topological index ν = ±1 and is hence
topologically stable.
Surface spectra: The surface spectra of the hyperhoney-
comb andH–1 lattices is expected to possess zero-energy flat
bands due to the bulk-boundary correspondence[17], as long
as the bulk nodal ring has finite projection in the surface BZ.
At the momenta corresponding to the projection of the nodal
ring on a surface, the change in the number of flat bands must
be the same as the topological index ν of the ring.
For the hyperhoneycomb lattice, we examine the spectra as-
sociated with the (100) and (001) surfaces in Fig. 2d and 2e
(the surface (010) is related to the (100) surface by a glide
plane symmetry, hence it is not shown). Since the nodal ring
has finite projection along k1 and k3, flat bands at zero energy
are expected in both surface spectra. Indeed, we see ν = 1
within the area enclosed by the projection of the nodal ring.
Plotting the surface spectra along momentum paths that cut
through the nodal ring projections, we see the presence of flat
bands where the winding number is±1. In contrast, the nodal
ring in the H–1 lattice only has finite projection along the k3
direction. Therefore, only the (001) surface spectrum pos-
sesses zero energy flat bands, which can be seen in Fig. 2f.
Analysis of the pi-flux sector: The above analysis can be
performed analogously in the pi-flux sector on theH–1 lattice;
here we summarize the main results. The description of the pi-
flux sector requires doubling of the unit cell in the a1 direction
(See Supplemental Material [21] for definition of the enlarged
unit cell and Dpi1,k). Due to the enlarged unit cell, the TR, PH,
and chiral symmetry operators are now given by
Tpin = S
pi
n = σz ⊗ I4n+4, Ppin = I8n+8 (10)
with n = 1. Since ηT = ηP = +1, Hpik still belongs to
class BDI and its nodal rings are associated with Z-valued
topological invariants.
4When 0 < δ < 23/4, the bulk spectrum possesses two nodal
rings that satisfy
16 sin2 k1 sin
2 k2 = 8e
−ik3δ4 − e−2ik3δ8 (11)
where −pi2 ≤ k1 < pi2 due to the doubling of the unit cell.
The parameter point δ′ ≡ √2 is unique: upon increasing δ
towards this value, the two nodal rings shrink towards k′± =
(pi2 ,±pi2 , 0). At δ′, the nodal rings turn into Dirac points at k′±.
Upon further increasing δ beyond δ′, the nodal rings return
and expand. For δ < δ′, ν = ±2 inside the nodal rings and
ν = ±1 outside the nodal rings. On the other hand, when
δ′ < δ < 23/4, ν inside the nodal rings decreases to 0, while
ν remains as ±1 outside the nodal rings. The surface spectra
of these cases are illustrated in Fig. 2g and 2h.
Generalization to the H–n lattice: The above results for
the zero-flux sector can be straightforwardly extended to all
the H–n lattices[11]. In fact, many of the results remain the
same: the position of the nodal ring for even-n lattices is given
by Eq. 5, while for the odd-n lattices it’s given by Eq. 6. The
operators T 0n , P
0
n , and S
0
n are still defined by Eq. 8 where n
is now arbitrary, therefore the whole family of H0n,k belongs
to class BDI. For the calculation of the winding number, we
have
Tr[D−1n,k3∂k3Dn,k3 ] =
−ieik3
(δ/2)2n+2 − eik3 (12)
along the line k1 = k2 = 0 for all the H–n lattices. In addi-
tion, D0n,k is constant along k3 when k1 = k2 = pi. Hence,
the winding number is always 1 and 0 inside and outside the
nodal ring, respectively.
For the pi-flux sector, the TR, PH, and chiral symmetry op-
erators are still defined by Eq. 10 for arbitrary n, and the
spinon Hamiltonian Hpin,k belongs to the BDI class. Other as-
pects of the Hamiltonian are less generalizable, however. The
zero modes of the bulk Hamiltonian do not follow a gener-
alized form; however, we have numerically verified that two
nodal rings are present for n < 15. The point δ = δ′ remains
as a special point where the two nodal rings collapse to two
points. Like the H–1 model, for δ < δ′, ν = 2(1) inside
(outside) the nodal rings, while for δ > δ′ within the gapless
phase, ν = 0(1) inside (outside) the nodal rings. Therefore,
the spinon nodal rings in the bulk and surface flat bands are
topologically protected.
Summary and Discussion: A nearest-neighbor tight-
binding Hamiltonian of spinless electrons hopping on a H–n
lattice will have the same band structure as the zero-flux sec-
tor. With PH, chiral, and charge conservation symmetry, it
also belongs to symmetry class BDI, with the unitary compo-
nent of the time-reversal and particle-hole symmetry operators
exchanged with respect to the Kitaev spin liquid. This means
a half-filled electron system on the H–n lattice can also host
topologically stable nodal rings in the bulk and symmetry-
protected flat bands on the surface.
Although this work focuses on the hyperhoneycomb and
H–n lattices, our analysis applies to Kitaev models on any bi-
partite and trivalent lattice. Generally, the spinon band struc-
ture of any bipartite-lattice Kitaev model belongs to symmetry
class BDI, whose Hamiltonian has the form of Eq. (2) inde-
pendent of the flux sector. Since the Majorana spinon FS’s are
determined by two real equations
Re [det(Dk)] = Im [det(Dk)] = 0, (13)
a d-dimensional lattice will generically give (d − 2)-
dimensional spinon FS’s[16]. Similar to nodal rings in three-
dimensional lattices, each (d − 2)-dimensional FS in the d-
dimensional BZ is classified by an integer-valued topological
invariant ν for symmetry class BDI. A non-zero ν will imply
the stability of the spinon FS and protected surface flat bands.
A simple example is the original Kitaev model on the hon-
eycomb lattice[9]. Majorana spinons in the gapless Z2 spin
liquid ground state have a graphene-like band structure, with
a pair of topologically stable point nodes with ν = ±1. This
leads to localized spinon flat bands on the boundaries.
An exception occurs when the surfaces defined by the two
constraints in Eq. (13) coincide, such as the case of the hyper-
octagon lattice[16] where a 2D FS of Majorana spinons arises.
The FS is characterized by aZ2 topological index of class BDI
and there are no surface flat bands associated with it[17].
Near the isotropic limit of the H–n models, we find the
presence of nodal rings. Through numerical and analytical
calculations, we find that the winding numbers around these
rings are ±1 in all cases that we examined. As required by
the bulk-boundary correspondence, we find surface flat bands
protected by the present symmetries.
In the strongly anisotropic limit, the nodal rings disappear
and the ground states of the H–n models become gapped
quantum spin liquids. These gapped phases also have a non-
trivial topology, characterized by 1D weak indices[23] of
symmetry class BDI. The physical consequence of this weak
index is that the surface flat bands of Majorana spinons will
persist even when we enter the gapped phase, as long as trans-
lation symmetry is preserved[24, 25]. Once we break TR and
hence chiral symmetry (leading to symmetry class D), the sur-
face flat bands gain a dispersion and the bulk line node can
gain a gap.
While this manuscript focuses on the properties of the
model in the ground state, we expect the results to extend
to small finite temperatures[15]. A gap exists to flux excita-
tions in the model, resulting in the number of such excitations
being exponentially supressed in the low temperature limit.
As such, the band structure of the spinon excitations is ro-
bust for small T, and the flat surface band structure should be
detectable experimentally in such a system. Comparing the
results of thermal transport measurements taken across differ-
ent surfaces allows one to identify the presence of such sur-
face modes, as these are absent on surfaces perpendicular to
the bulk nodal ring. In addition, due to the divergence in the
density of states on the surface at zero energy, we expect the
surface contribution to the specific heat will dominate the T 2
bulk signal at sufficiently low temperatures[26]. By tuning the
aspect ratio between the surface with flat bands and the other
5surfaces (and the bulk), one may be able to isolate this con-
tribution, providing strong evidence of the presence of these
topological surface bands.
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1Supplemental Materials: Topological spinon semimetals and gapless boundary states in three
dimensions
LATTICE
We choose, for theH–n lattice, the primitive lattice vectors
~a1 = (1,−1,−2) (S1)
~a2 = (1,−1, 2) (S2)
~a3 =
{
(4, 2, 0) + (6, 6, 0)× n2 if n is even,
(6, 6, 0)× n+12 if n is odd.
(S3)
For the sublattice positions, we choose the convention such that none of the z-bonds connect sites between different unit cells.
In particular, for the hyperhoneycomb lattice, we define the sublattice positions as
P1 = (0, 0, 0), P2 = (1, 1, 0), P3 = (2, 1,−1), P4 = (3, 2,−1), (S4)
while for theH–1 lattice, we define
P1 =(0, 0, 0), P2 = (1, 1, 0), P3 = (1, 2,−1), P4 = (2, 3,−1),
P5 =(3, 3,−2), P6 = (4, 4,−2), P7 = (4, 5,−1), P8 = (5, 6,−1). (S5)
COMPUTATION OF THEWINDING NUMBER IN THE ZERO FLUX SECTOR
In the zero flux sector, the matrix D0n,k takes the form
D0n,k =
[
C11 C12
C21 C22
]
, C11 =

Jz 0 0 . . .
A∗k Jz 0 . . .
0 Ak Jz . . .
...
...
...
. . .
 , C22 =

Jz 0 0 . . .
B∗k Jz 0 . . .
0 Bk Jz . . .
...
...
...
. . .
 , (S6)
C12 and C21 are zero except for the top-right entry, which takes the form Akeik3 and Bk respectively, and the C’s are (n+ 1)×
(n+ 1) square matrices.
Along the line k1 = k2 = 0, Ak = Bk = 2Jx. The derivative ∂k3D
0
n,k is only non-zero in the top-right entry, on which it has
the value 2iJxeik3 . As the quantity of interest is the trace of the product of this matrix with the inverse of D0n,k, we require the
bottom-left component of the inverse. Using the adjoint method, we can compute this as
(D0n,k)
−1
2n+2,1 =
adj(D0n,k)2n+2,1
det(D0n,k)
=
−(2Jx)2n+1
J2n+2z − (2Jx)2n+2eik3
(S7)
Combining these, we come to the result
Tr[D−1n,k3∂k3Dn,k3 ] =
−ieik3
(δ/2)2n+2 − eik3 . (S8)
In order to integrate this from 0 to 2pi, we make the substitution x = eik3 and perform the contour integral. This evaluates to
2pii if δ/2 < 1 and 0 if δ/2 > 1, corresponding to the gapless and gapped phases of this model respectively.
The winding number, ν, can be calculated using Eq. (12). As the second term is simply the complex conjugate of the first, we
find that ν = 1 whenever the ring is present, i.e. for values of δ < 2.
DETAILS OF THE pi-FLUX PHASE
In order to describe the pi-flux sector, we must first double the size of the unit cell, to a total of 8n + 8 sublattices. This can
be done in either the ~a1 or ~a2 direction; we choose the ~a1 direction for concreteness. In this enlarged unit cell, we label the
2sublattices from 1 to (4n+ 4) the same as those in the zero-flux phase, and the sublattices from (4n+ 5) to (8n+ 8) as each of
the above translated by the vector ~a1.
In this expanded unit cell, the values of a subset of the uij changes sign with respect to the zero flux sector, thus inserting pi
flux through certain loops in the lattice. The bonds on which uij changes sign are those that connect unit cells separated by ~a2
and where i, j are sublattices between (4n+ 5) and (8n+ 8) (there are n+ 1 such bonds). On theH–1 lattice, the result is that
the loops whose fluxes are not constrained by Lieb’s theorem have pi-flux passing through them.
Given the conventions chosen above, on theH–1 lattice the D matrix for the pi-flux phase takes the form
Dpi1,k =

Jz 0 0 Jxe
ik3 0 0 0 Jxe
ik3
Jx Jz 0 0 Jxe
2ik1 0 0 0
0 B+k Jz 0 0 0 0 0
0 0 (B+k )
∗ Jz 0 0 0 0
0 0 0 Jxe
i(k3−2k1) Jz 0 0 Jxeik3
Jx 0 0 0 Jx Jz 0 0
0 0 0 0 0 B−k Jz 0
0 0 0 0 0 0 (B−k )
∗ Jz

(S9)
where B±k = Jx(1± e−ik2).
