Abstract
Introduction
There is an exponential increase in the number of scientific papers published each year [37] containing countless theories and causal claims. The behavior of humans, teams, and organizations that are affected by Information Systems is therefore described by hundreds of different theories in various disciplines [12, 31] . These theories often have minor or major variations and are evaluated and tested in different settings. Understanding and evaluating these internomological networks [33] is becoming more timeconsuming and difficult-especially if adjacent disciplines shall be included in the analysis [29] .
Causal propositions and hypotheses are an important part of many Information Systems theories [17, 18, 38] . Combining, interlinking and building upon these theories is a major aspect of scientific progress. However, a researcher who wants to find, for example, all the influencing factors for the success of an e-learning initiative or the potential causes for knowledge sharing in a knowledge management system must still rely on a manual search in order to find connections, because he or she is only supported by existing literature databases with full-text search and co-citation analysis.
An automated procedure that detects and extracts hypotheses and propositions as the main theoretical content from scientific publications would support the combination and interlinking of theories. Therefore, at least two things are necessary: (1) a structured description of theoretical claims in the form of a theory ontology or meta-model [38, 39] , which helps isolating the elements (e.g. cause and effect) of a theory and making it possible to connect them with complementary research from other publications and (2) a software-prototype that is able to automatically detect and extract the relevant contents from scientific publications into the given structure.
In this paper, a software-prototype is introduced that integrates with the meta-model of Mueller [38, 39] and is able to detect and extract hypotheses and propositions from scientific papers. Because theoretical propositions in Information Systems and other fields like management or social sciences often have not just causes and effects, but also moderators, mediators, conditions, and signs (causal directions), this prototype is developed for and tested on extracting causal theories out of papers belonging to these domains. To the best of the authors' knowledge, this combination of causal extraction tasks has not yet been addressed.
The remaining part of the paper is structured as follows: Section 2 describes the problem of causal extraction, defines theoretical causal claims, and discusses ontologies for causal theories. Section 3 presents related work regarding rule-based and machine-learning based approaches for causal relationship extraction. Section 4 describes CauseMiner, a software-prototype that applies a rulebased natural language processing approach. Section 5 Roland M. Mueller Berlin School of Economics and Law roland.mueller@hwr-berlin.de contains the evaluation of this prototype followed by the conclusion and ideas for future work.
Problem Description
Gregor [17:620] distinguishes between different means of theory representation: (a) words, (b) mathematical terms, (c) symbolic logic, (d) diagrams, (e) tables, or (f) graphically. This paper focuses on the extraction from natural language (a: words). This extracted information should then be translated and represented based on a theory ontology or theory metamodel [38] . Gregor [17] did not mention theory ontologies or formal meta-models for theories. In her classification of theory representations, it is closest to (c) symbolic logic. From a formal theory representation, diagrams (d) can be generated [38] . However, not just visualization but also causal reasoning is supported by a theory ontology [38, 39] . We define the main causal theoretical claims of a paper as all sentences that (a) are part of the theory presented in the paper and (b) have at least implicitly a causal meaning (which might be causally ambiguous).
Not all causal sentences are main causal claims and therefore relevant for further analysis. Excluded are causal sentences that state other causal claims that are unrelated to the theory, for example, that a specific circumstance of the analyzed organization affected the choice of research methods or that the relevance of the research question caused the author to analyze the research problem. In Information Systems papers, main causal claims are typically described as hypotheses or propositions. Therefore, the proposed software prototype only analyzes and extracts hypotheses and propositions.
Some hypotheses, as shown in Figure 1 , do not explicitly state a causal relationship between constructs but just a relationship, even if the constructs are (causally) linked in the structure equation model (SEM). According to Pearl [41] an SEM should be interpreted causally. Therefore, we also include causally ambiguous hypotheses and rather err on including too many than too few hypotheses in our analyzes.
Figure 1. Example of a Hypothesis [13]
The goal of CauseMiner is the extraction of a causal theory's structure from a paper. This structure is based on the meta-model of causal theories of Mueller [38, 39] . Figure 1 shows an example of a hypothesis from an Information Systems paper with different parts that should be extracted [13] .
The extraction of theoretical structures from natural language is difficult because of (a) the detection of hypothesis and proposition sentences within the paper, (b) the numerous different possible expressions in natural language of the same logical causal structure, (c) an unclear description of the theory, (d) an incomplete description caused by e.g. omitting the scope of theory or using acronyms for variable names (e) the use of non-causal language for causal relationships, and (f) the use of different names for the same construct or the same name for different constructs [30] . Also, (g) scientific papers are often imprecise and their description of theories is sometimes incomplete and ambiguous [49] . Therefore, causal extraction with text-mining from natural language is a challenging task.
For each hypothesis in a scientific paper, CauseMiner tries to extract the following parts: hypothesis number, hypothesis, cause, effect, sign (causal direction), moderator, mediator, interaction sign, and condition. These parts are consistent with the description of theory parts by Gregor [17] , Weber [49] , and Mueller [38] and supported by an analysis of example hypotheses in Information Systems papers.
Cause and effect are constructs that are linked by a causal proposition or hypothesis. A typical construct in Information Systems research is e.g. 'perceived ease of use'. The sign describes the relation between cause and effect and can have the following values: +, -, ?, 0 [38] . A positive sign (+) means increasing the value of the cause makes a higher value of the effect more likely even if all other constructs are hold constant. A negative sign (-) is to interpret vice versa. Question marks (?) indicate an ambiguous influence whereas zeroes (0) stand for no direct causal effect at all [38] . Some hypotheses explicitly mention that there is no direct causal effect (sign 0) between two constructs. This is implicitly assumed between all constructs in a theory that are not directly linked with a hypothesis [38] . A moderator is a variable that affects the direction and/or strength of the relation between an independent and a dependent variable [38] . The mediator is a construct that explains the relation between an independent and a dependent variable. Moderator variables indicate when specific effects will hold [8] , i.e. an additional variable that influences the strength of the relation between cause and effect. Mediator variables explain how or why these effects take place [8] , i.e. the causal chain between cause and 
Related Work
Research in causal relationship extraction can broadly be divided into two categories: rule-based methods and machine learning methods [6] . Rulebased methods refer to the application of pre-defined rules to natural language text. These rules can consist of encoded grammatical structures that incorporate causal keywords, e.g. <NP1 verb NP2> [15] . Thereby, they enable the detection of explicitly or implicitly stated causal relationships. Machine learning methods refer to the application of computer-based statistical learning techniques. One example for this is to train a classifier with manually annotated text examples of causal relationships. Based on this training, a classifier might be able to identify underlying rules by applying different statistical methods [6] .
Li & Larsen [33] used a rule-based system for detecting sentences as hypotheses and machine learning for construct (i.e. variable) extraction in Information Systems papers. For the rule-based hypotheses detection task, they achieved 85.39% precision, 84.64% recall, and 84.99% f-measure. For the machine learning approach of variable extraction, they achieved 74.65% precision, 69.59% recall, 72.02% f-measure, and 89.92% accuracy. They used the extracted constructs for theory integration. Because the constructs are not labeled as cause and effect, their approach is not directly considered as causal relationship extraction.
The first publications on causal information extraction are from Khoo et. al [24, 26, 27] , who worked on detecting explicitly expressed causal relationships in natural language text. They developed an automatic method based on linguistic cues for identifying and extracting cause-effect information from Wall Street Journal text. This method provided an extensive collection of linguistic patterns designed to identify causal relationships within a sentence and also in adjacent sentences [24] . Khoo et. al [27] focused on the domain-independent aspect of causal relationship extraction and classified different ways to express causal relationships in English text: 1. Causal links are typical words or phrases that link cause and effect, e.g. 'hence', 'therefore', 'because of', 'on account of', etc. The different classifications of causal links were based on Altenberg [3] . 2. Causal verbs are verbs that mean to cause something, be caused by something, prevent something from happening, or affect something, e.g. 'lead to', 'trigger', 'enable' (based on Thomson [48] ). 3. Resultative constructions refer to sentences where the object of a verb is followed by a phrase that describes the state of the object as a result of the action implied by the verb, e.g. 'I painted the car yellow.' These constructions are based on Simpson [43] . 4 . Conditionals often indicate a causal relationship where the antecedent (the if part) causes the consequent (the then part) (based on [11] ). 5. Causal adverbs and adjectives often have a causal element in their meaning, e.g. 'Brutus fatally wounded Caesar' (based on [10] ).
Girju and Moldovan [15] presented an approach for the automatic detection of causal patterns and semiautomatic validation of ambiguous lexico-syntactic patterns referring to causation. One of the results is a list of causal verbs containing words like 'generate', 'associate', 'originate', etc. ordered by ambiguity and frequency which is often used by other researchers. This approach was novel insofar as linguistic patterns were extracted semi-automatically and no longer by hand as it was done in previous research. The accuracy on a corpus of news articles was 0.65.
Sorgente et. al [44] worked on techniques that incorporated different variations of machine learning approaches. They designed a hybrid system relying on rules and a Bayesian classifier. Precision and recall were between 0.6 and 0.7.
Ackermann [1] compared among other aspects different machine learning techniques on a set of New York Times news articles. F-measures were 0.74 for Naive Bayes, 0.78 for dictionary classifiers, 0.58 for KNN, 0.67 for SVM, 0.70 for decision trees and 0.71 for neural networks.
Yang and Mao [50] as well as Pakray and Gelbukh [40] developed additional machine learning systems achieving F-measures between 0.65 and 0.85 for the detection of causal sentences.
In the related work, rule-based papers used pattern matching, linguistic clues, cue phrases, and causal verbs as methods for causal information extraction [6] . The main machine learning methods applied were decision trees, SVM, and Naïve Bayes [6] .
Most corpora in the related work were derived from relatively broad sources like newspapers or Wikipedia. Most of the research regarding causal relationship extraction focuses on domain-independent approaches for general corpora [6] . Also, the prior research mainly checks for causality but rarely addresses the extraction of causal variables beyond cause and effect, e.g. moderator and mediator variables as well as causal directions between constructs.
CauseMiner
CauseMiner is a software that analyzes text in order to identify and extract sentences containing causal relationships. It detects, analyzes, and extracts hypotheses and propositions from research papers. CauseMiner is developed and tested on papers that belong to the Senior Scholars' Basket of Journals [7] . The decision for these papers is based on the relevance for the Information Systems research community and the domain expertise of the authors.
CauseMiner extracts a corpus of TXT-files (after conversion from PDF to text) and saves results into a CSV-file. It applies a rule-based approach and is written in Python. Rule-based approaches are still quite effective for some complex information extraction tasks without a lot of annotated data [6, 20, 34] and could also be combined with machine learning approaches within hybrid systems [6, 20] . The analysis of embedded hypotheses in text data reveals many variations. Each journal has a specific style of expressing hypotheses and propositions that can additionally vary depending on the author's preferences. Explicitly expressed hypotheses and propositions are almost always preceded by an indicator, e.g. "H1:" or "P2a:". However, variations are manifold: "Hypothesis 3 (H3).", "P3A.", "Proposition 3.1:", "H1a-e:", "P1", etc. CauseMiner detects hypotheses and propositions after the text cleaning procedure via regular expression. Because of the many possible variations of different indicators, the design of a robust regular expression for this task is difficult.
Pre-Processing
Therefore, the implemented regex is kind of overtolerant in order to catch all possible variations. The implemented regex looks like this: problematic especially when the regex catches not only the initial hypotheses but also snippets from the result section, e.g. "H1a: p<0.01". To address this overtolerance, additional logic is applied where the prototype tests, if e.g. the extracted contents are numbers or letters. Only valid hypotheses and propositions are processed further.
Parsing detected hypotheses and propositions allows for the application of more sophisticated rules, e.g. filtering for words and word types. CauseMiner utilizes SpaCy [21] , a Python library for natural language processing that is fast and has an accuracy within 1% of the best available NLP libraries [9, 21, 22] . Each hypothesis and proposition is parsed into separate word objects and each of these objects is enriched with index-, string-, lemma-, and POSinformation. Figure 4 illustrates the parsing of a hypothesis. 
Information Extraction Process
An analysis of extracted hypotheses and propositions showed that conditions typically appear at the beginning or end of a sentence. Therefore, they are extracted first. The extracted part is cut off from the sentence and only remaining words are processed further. Moderator and mediator variables are extracted next and again, only the remaining words are analyzed further. Lastly, cause and effect are extracted. This extraction order is the result of experimentations with different rule variations and architecture designs. This is in line with design as a search process according to Hevner [19] . Starting with the extraction of causal patterns resulted for example in complications with extracting conditions later on, because each extracted variable had to be checked separately. Cutting already extracted parts off the sentence during the process prevented redundancy in the code and proved to be more robust. Figure 5 illustrates the extraction process.
For extracting variables as separated constructs, several extraction-patterns were developed. The goal was to extract hypotheses and propositions into the meta-model of Mueller [38] consisting of cause, effect, sign, mediator, moderator, interaction sign, and condition. Therefore, the authors manually extracted 274 papers of the basket of eight and copied all detected 963 hypotheses and propositions into a spreadsheet (see Section 5.1 for more details on the corpora). For every hypothesis and proposition, all variables (cause, effect, etc.) were stored separately into designated columns in the same spreadsheet.
This manual extraction revealed different types of causal statements that were clustered based on the results of former research in this area. The resulting categories or patterns were the basis for the development of extraction procedures within the prototype. The example patterns shown in Table 1 are just small excerpts that illustrate the general rule-logic. Each pattern includes many variations: the pattern "Causal Verbs" includes, for example, grammatical variations such as "C 1 causes/caused/will cause/is going to cause/etc. C 2 " as well as "C 2 is caused by/has been caused by/was caused by/etc. C 1 ". It also includes different keywords such as "impacts", "influences", "increases", "stimulates", etc.
After extraction, CauseMiner removes stop words from constructs and saves results in table-form in a CSV-file. The CSV-files (or alternatively a different table-format or a database) are used to run automated tests that compare annotated CSV-files with the results of the prototype. It also allows further processing of single variables in later development stages that might be covered in a future version of CauseMiner (e.g. matching of synonyms).
The fieldnames in this file are "HypothesisNumber", "Hypothesis/Proposition", "PatternNumber", "Cause", "Effect", "Sign", "Condition", "Moderator", "Mediator", "Interaction-Sign", "Journal", "Author", "Year", "Title", and some binary control variables. For example, the hypothesis "MTA positively moderates the relationship between perceived usefulness (adoption) and intention to use." [46] would be saved as:
• Hypothesis-Number: '3a'
• Hypothesis: 'MTA positively moderates the relationship between perceived usefulness 
Evaluation

Corpus Creation
In order to test the prototype for the Information Systems domain, the authors manually analyzed three corpora and created several goldmaster files. The annotation process consisted of manually analyzing PDF-files and extracting explicitly stated hypotheses and propositions into an Excel-sheet-a goldmaster file. For each hypothesis, the following variables were "H2a. The relationship between the level of e-government development in a country and the extent of corruption in its national business service systems is mediated by the corruption in its national political institutions." [45] placed into separate columns: hypothesis, hypothesisnumber, cause, effect, causal sign, moderator, mediator, interaction sign, condition, journal, author, title.
This process was conducted by two annotators (the authors): (1) creation of an annotation protocol, (2) collection of papers that belong to the basket of eight: For each year (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) , the amount of papers should be equally distributed, (3) manual checking of papers for the existence of hypotheses/propositions and the documentation of findings in a CSV file (this step was done once by each annotator): If a hypothesis/proposition was found, all relevant variables were manually extracted in the provided CSV fields, and (4) discussion of deviations regarding the annotators judgments: if manual extraction-results deviated from each other, the annotators agreed on a final desired extraction result.
The first corpus consisted of 124 papers containing 474 hypotheses and propositions. It led to the development and implementation of an initial rule-set. The second corpus consisted of 150 papers containing 489 hypotheses and propositions. This second corpus helped to refine and optimize the initial rules. All papers belonged to journals of the AIS basket of eight [7] and were published from 2008 till 2015. The third corpus was designed to evaluate the improved rulebased approach and was created after the rule-based system was finalized. This corpus contains all hypotheses of all 270 papers published in 2016 in the AIS basket of eight containing 723 hypotheses and propositions.
Evaluation
The extraction method was tested against the manually created goldmaster file. Table 2 provides an overview of the test corpus from 2016 for the evaluation step. Table 3 shows the distribution of the causal extraction patterns in the test corpus. For each variable, true positives, false positives, true negatives, false negatives, precision, recall, Fmeasure, and accuracy were computed. Table 4 contains the definitions for all measures. Measures for variables (cause, effect, etc.) were only computed for those hypotheses that were detected.
When CauseMiner did not detect a hypothesis that should have been detected, only false positives for the hypothesis-variable were affected, but not for other variables. Only exact matches are considered true positives. Because one missing word in a construct might drastically change the meaning of the construct, partial matches are considered as false. Table 5 to the related work, because not only cause and effect, but also sign, moderator, mediator, condition, and interaction sign were extracted. Another limitation regarding the comparability of the results is that the related work mainly uses different corpora often from news and medical abstracts. Also, not every paper published all relevant metrics like precision, recall, Fmeasure, and accuracy but just a subset or only one, like accuracy or precision. 
Error Analysis and Limitations
An error analysis showed different categories and sources whereas none of them are regarded as major issues. Nearly all of them could be resolved by optimizing different parts of the prototype. Table 6 provides an overview of some typical errors.
Other problems refer, for example, to multiple variables. The following hypothesis contains actually four hypotheses in one sentence: "H1: For information search via mobile Web browsing, the tree-view presentation adaptation will lead to (a) reduction in search time, (b) increase in search accuracy, (c) increase in perceived ease of use, and (d) increase in perceived usefulness." [2] . This hypothesis contains multiple causal statements and is therefore difficult to extract.
Hypotheses and propositions containing mathematical expressions are problematic as well. Due to the pdf to text conversion, mathematical symbols are converted to Unicode and this results in hieroglyphic statements that can't be processed any further, e.g. "The bettor i's optimal betting strategy is ri* = E[ X | si ]= τ0s0 +τi si τ0 +τi Bi* = τi2 τ02( τ0 +τi )2 with a positive expected payoff τi2 ( τ0 +τi )2 ." [14] .
Some semantic challenges must also be addressed, for example hypotheses that contain statements of comparison: "When using a KBS with explanation facilities, experts will choose more feedback explanations than novices." [5] . Currently, CauseMiner extracts a condition ('When using a KBS with explanation facilities'), a cause ('experts'), an effect ('feedback explanations') and a sign ('+'). But the comparison referring to novices is not extracted. 
Conclusion and Outlook
This paper presents a novel method and a working prototype that automatically extracts not only causes and effects but also signs, moderators, mediators, conditions, and interaction signs from hypotheses and propositions published in scientific papers. Additionally, a review of related literature was conducted that shows that most of the related work uses either news articles or medical papers as a corpus. This paper specifically addresses Information Systems papers of the AIS basket of eight for developing and testing its approach. For the task of theory ontology learning and theory integration this corpus is regarded more relevant than, for example, news articles.
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Due to the limited sample size and the nature of the corpus it is hard to make claims regarding the generalizability of the achieved results. However, as the prototype was developed and fine-tuned by developing two corpora consisting of 274 papers containing 963 hypotheses and propositions in total, as well as being tested over a corpus of 270 papers with 723 hypotheses, the results are promising-especially because the prototype proved to be robust enough to catch the majority of expressions in a domain known for rather complex phrasing.
Construct matching was not a part of this paper, but shall be implemented in the future. Larsen and Bong [30] developed a hybrid method for construct detection based on latent semantic analysis (LSA) and knowledge-based methods. In future work, a similar construct matching approach could be used to further analyze the output of CauseMiner.
CauseMiner is sensitive to errors during the preprocessing and extraction steps (e.g. errors in the PDF parsing or part-of-speech tagging) which can lead to wrongly formatted input for additional analytical techniques. Further optimization should make CauseMiner more robust for these kinds of errors.
Asghar [6:8] found no paper that used Deep Neural Networks for causal relationship extraction but suggests it might be effective because of the feature abstraction capabilities. This might be an interesting future approach for CauseMiner.
Furthermore, a hybrid combination of CauseMiner's rule-based approach with machine learning methods might be a promising future possibility.
In the future, CauseMiner will be used to analyze the Information Systems field from the last 20 years including construct matching [30] . CauseMiner could then be used to describe papers based on a theory ontology. This would enable research to analyze and integrate many theories with, for example, theoryevolution graphs [38] or theory-data maps [39] .
