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Integral invariants of 3-manifolds. II
Abstract
This note is a sequel to our earlier paper of the same title and describes invariants of rational homology
3-spheres associated to acyclic orthogonal local systems. Our work is in the spirit of the Axelrod-Singer
papers, generalizes some of their results, and furnishes a new setting for the purely topological
implications of their work.
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INTEGRAL INVARIANTS OF 3-MANIFOLDS. II
RAOUL BOTT AND ALBERTO S. CATTANEO
Abstract. This note is a sequel to our earlier paper of the same
title [4] and describes invariants of rational homology 3-spheres
associated to acyclic orthogonal local systems. Our work is in
the spirit of the Axelrod–Singer papers [1], generalizes some of
their results, and furnishes a new setting for the purely topological
implications of their work.
1. Introduction
This note is an addendum to our earlier paper of the same title [4].
Our aim here will be to construct invariants for framed 3-dimensional
homology spheres (M, f), associated to an acyclic orthogonal local sys-
tem E on M .
Like in our earlier note, we follow the guidelines of the Axelrod–
Singer paper [1] on the asymptotic of the Chern–Simons theory, and we
have again put aside the physics inspired aspects of the subject, concen-
trating our efforts on the construction of potential configuration-space
integral invariants of (M, f). More precisely we are seeking invariants
that depend on the diffeomorphism type of M and the homotopy class
of the framing f .
For simplicity we assume throughout that M is a connected, ori-
ented 3-dimensional homology sphere so that—up to conjugacy—local
systems over M are classified by representations of π1(M ; p) where p is
some fixed point in M .
Our invariants are associated to local systems E which are induced
by an orthogonal representation ρE of π1(M ; p) on some R
m, and we
call such systems orthogonal. Furthermore, a local system E is called
acyclic if H∗(M ;E) = 0.
With this understood, our principal observation is given by the fol-
lowing
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2 R. BOTT AND A. S. CATTANEO
Theorem 1.1. An orthogonal and acyclic local system E over M gives
rise to a purely combinatorial graph cohomology GE, and if Γ ∈ GE is
a connected trivalent cocycle of GE, then Γ determines a numerical
invariant IΓ(M, f) of (M, f). This invariant has the structural form:
IΓ(M, f) = AΓ(M) + φ(Γ)CS(M, f),(1.1)
where AΓ(M) denotes a sum of configuration-space integrals specified
by Γ and a fixed—but arbitrary—Riemannian structure g on M , φ(Γ)
is a number universally associated to Γ, and CS(M, f) stands for the
Chern–Simons integral of M relative to f and the Levi-Civita connec-
tion of g.
Combined with the invariants described in [4], where we treated the
trivial coefficient system R—which is not acyclic—, one is therefore in
the possession of a large number of integral invariants of (M, f), and it
would be very interesting to understand their relation to the finite type
invariants described in [5] (see also [3]) and whether in their totality
they are in any sense exhaustive.
The proof of Theorem 1.1, as well as the precise definition of GE ,
will be brought in sections 2 and 3, and runs pretty well along the
lines of our earlier paper [4]. In fact the acyclicity of E allows for a
simplification of the initial step in our procedure, and we will explain
this phenomenon here and now.
Recall that the compactified configuration space C2(M) is a manifold
with boundary isomorphic to M ×M with its diagonal, ∆, blown up.
Thus ∂C2(M) = S is isomorphic to the unit sphere bundle of the
tangent bundle of M .
This situation therefore gives rise to the diagram below consisting
of sections of the exact sequences associated to the pair (C2(M), S)
and its image (M ×M,∆) under the natural projection π of C2(M) to
M ×M .
−−−−−→ H2(C2(M)) −−−−−→ H2(S)
δ
−−−−−→ H3(C2(M), S) −−−−−→ H3(C2(M)) −−−−−→
pi∗
x pi∗x pi∗x≈ pi∗x
−−−−−→ H2(M ×M) −−−−−→ H2(∆)
δ
−−−−−→ H3(M ×M,∆) −−−−−→ H3(M ×M) −−−−−→
(1.2)
The vertical isomorphism in the third column of (1.2) follows from
excision near the blow-up of ∆. Note also that this diagram is acted
upon by the involution T which exchanges the factors in M ×M , and
each of the sequences therefore splits canonically into a + and − part
corresponding to the ±1 eigenvalues of T . In the bottom row H∗(∆)
is clearly invariant under T so that the antisymmetric part of (1.2)
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reduces to
H2−(C2(M)) −−−→ H
2
−(S)
δ
−−−→ H3−(C2(M), S)
pi∗
x≈
0 −−−→ H3−(M ×M,∆)
≈
−−−→ H3−(M ×M)
(1.3)
Now in [4] we showed that the form η given by half the Euler form
of the tangent bundle along the fiber in the fibering S → ∆ generates
H2(S;R) as a module over H∗(∆;R) and that this η is antisymmetric:
T ∗η = −η. In short [η] generates H2−(S;R).
So far our discussion involved the constant coefficient system R. But
the sequences (1.2) and (1.3) as well as the action of T remain valid
for a general local system E on M , provided we use the local system
F = π−11 E ⊗ π
−1
2 E on M ×M , and π
−1F on C2(M).
This understood, assume now that E is orthogonal and acyclic.
The orthogonality gives rise to an arrow
I : R → E ⊗E,(1.4)
defined by sending 1 to
∑
i ei⊗ei, where {ei} is any orthonormal frame
in E. We may therefore also apply I to η to obtain a closed form
I(η) ∈ Ω2(S;E ⊗ E).
Next observe that the Ku¨nneth formula implies that
H∗(M ×M ; π−11 E ⊗ π
−1
2 E) = H
∗(M ;E)⊗H∗(M ;E).
Hence, under our acyclicity assumption, all the terms on the right
of δ in (1.3) vanish! It follows immediately that the class of I(η) ∈
Ω2(S;E ⊗ E) is in the image of a class [ηˆ] ∈ H2(C2(M); π
−1F ).
Actually we need the following slight refinement of this assertion:
Lemma 1.2. Under the orthogonality and acyclicity assumptions there
exists a form ηˆ ∈ Ω2(C2(M); π
−1F ) with the following properties:
1. The restriction of ηˆ to S is I(η): i∗∂ ηˆ = I(η).
2. ηˆ is closed under dpi−1F : dpi−1F ηˆ = 0.
3. ηˆ is antisymmetric: T ∗ηˆ = −ηˆ.
The construction of ηˆ proceeds precisely along the guidelines given
in [4].
Let U be a tubular neighborhood of ∆ in M ×M , and let p : U → ∆
be a projection which fibers U over ∆ into discs on which T acts linearly
as the antipodal map, and such that ∂U can be identified with S. Then
U˜ = π−1U has the structure of S × [0, 1] and hence fibers over S with
the unit interval as fiber. We write σ : U˜ → S for the projection onto S
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in this fibering, and note that T acts on S× [0, 1] by the antipodal map
on S crossed with the identity on [0, 1]. Now choose a smooth function
χ on [0, 1] which is identically +1 near 0 and identically 0 near +1, and
write χ also for its pullback to U˜ . It follows that the form
η˜ = σ∗I(η)χ
on U˜ extends by 0 to a form on all of C2(M) with values in π
−1F . It
is also clear that η˜ restricts to I(η) on S, so that dpi−1F η˜ represents
δ(I(η)) in the upper sequence. On the other hand dpi−1F η˜ vanishes
identically near S and so may be considered an antisymmetric form on
M ×M . But then, by the acyclicity assumption, there must exist an
antisymmetric form α on M ×M such that
dFα = dpi−1F η˜.
Now ηˆ = η˜ − π∗α has all the desired properties.
2. The Θ-invariant
Using the closed form ηˆ defined in the previous section, see Lemma
1.2, we can define an invariant for the framed 3-dimensional homology
sphere (M, f).
First we notice that ηˆ3 is a 6-form on the 6-dimensional space C2(M)
which takes values in π−11 E
⊗3⊗π−12 E
⊗3. If we associate to each vertex
i (i = 1, 2) a homomorphism
ρi : R → E ⊗ E ⊗ E(2.1)
which is equivariant as a module over π1(M), then we obtain the closed
real-valued 6-form 〈ρ1ρ2 , ηˆ
3〉. Here 〈· , ·〉 denotes the scalar product
over E and its extensions to E⊗3 and to π−11 E
⊗3 ⊗ π−12 E
⊗3.
Remark 2.1. The existence of such homomorphisms depends on E. In
some cases, the only possible choice will be the trivial one: ρ = 0.
If the vector space spanned by these homomorphisms has dimension
greater than one, then one can choose ρ1 and ρ2 linearly independent.
Example 2.2. A particular case, considered in [1], occurs when E is
the adjoint representation of a compact Lie group G. Then a natural
choice for ρ is obtained by using the structure constants fabc relative
to a left- and right-invariant inner product on the Lie algebra of G;
namely,
ρ(x) = x
∑
abc
fabc ea ⊗ eb ⊗ ec.
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The equivariance under the full group G ensures the equivariance un-
der the action of π1(M). Notice that the antisymmetry of the structure
constants implies that this homomorphism is completely antisymmet-
ric.
Note that if E denotes a representation of such a Lie group G, the
equivariant homomorphisms are dual to the projections to the trivial
representations in E ⊗ E ⊗ E. Again, the equivariance under the full
group G ensures the equivariance under the action of π1(M).
Example 2.3. If Ej denotes the irreducible representation of spin j ∈
Z/2 of SU(2), then the Clebsch–Gordan formula,
Ej ⊗Ek =
j+k⊕
l=|j−k|
El,
implies that
Ej ⊗Ej ⊗ Ej =
j⊕
k=j−⌊j⌋
(2k + 1)Ek ⊕
3j⊕
k=j+1
(3j − k + 1)Ek.
So E⊗3j contains no trivial representations if j is a half-integer and one
trivial representation if j is an integer. In the case j = 1 we recover
the choice of example 2.2. Notice that this projection is obtained by
selecting the representation of spin j in Ej ⊗ Ej , then by tensoring
by the last copy of Ej, and finally by projecting on the trivial rep-
resentation. Therefore, all these projections (and the corresponding
homomorphisms) are completely antisymmetric.
Example 2.4. With the notations of the previous example, consider
E = E1/2 ⊕ E1. It turns out that E
⊗3 contains three copies of the
trivial representation: the first is obtained by choosing the trivial rep-
resentation in E⊗31 ; the second by choosing the trivial representation in
E1/2 ⊗ E1/2 ⊗ E1, and the other two by cyclic rotations of the second.
Notice that the second projection is obtained by selecting the represen-
tation of spin 1 in E1/2⊗E1/2, then by tensoring by E1, and finally by
projecting on the trivial representation. Therefore, this projection is
symmetric with respect to the exchange of the spin-(1/2) components.
Integrating the closed form we have obtained over C2(M) yields the
number
A(Θ,ρ1,ρ2)
.
=
∫
C2(M)
〈
ρ1ρ2 , ηˆ
3
〉
,(2.2)
6 R. BOTT AND A. S. CATTANEO
which is our first potential invariant. We recall, see [4], that the defi-
nition of η relies on the choice of a metric on M and of a compatible
connection; moreover, the construction of ηˆ requires the choice of a
function χ and of a 2-form α as explained after Lemma 1.2. An invari-
ant must be independent of all these choices. Actually, we have the
following
Theorem 2.5. Given a section f of the orthonormal frame bundle,
the combination
I(Θ,ρ1,ρ2)(M, f) = A(Θ,ρ1,ρ2)(M)−
〈ρ1 , ρ2〉
4
CS(M, f),(2.3)
is independent of all the choices involved (except for the framing). Here
(2.4) CS(M, f) = −
1
8π2
∫
M
f ∗Tr
(
θ dθ +
2
3
θ3
)
=
1
4π2
∫
M
f ∗
(
θidθi −
1
3
ǫijkθ
iθjθk
)
,
is the Chern–Simons integral of the same metric connection used to
define η.
Thus, I(Θ,ρ1,ρ2)(M, f) is an invariant for the framed rational homol-
ogy sphere (M, f).
Remark 2.6. In the case discussed in example 2.2, we have
〈ρ1 , ρ2〉 =
∑
abc
fabcfabc = −cv dimG,
where cv is the Casimir of the adjoint representation of G.
Proof. As in [4], we introduce the unit interval I as a parameter space,
and recall that, as shown there, letting θ vary on I corresponds to
defining on S × I a form—which we still denote by η—given by half
the Euler form of the tangent bundle along the fiber in the fibering
S × I → ∆× I.
Then all the arguments contained in section 1 are still true if we
multiply by I each space involved (say, M , M ×M , ∆, C2(M) and
S), since Hn(I) = δn0 R. In particular, we have a form—which we
keep denoting by ηˆ—which satisfies the properties of Lemma 1.2 with
C2(M) replaced by C2(M)× I. (To be precise, by π now we mean the
projection C2(M)× I →M ×M × I.)
If we denote by σ the projection C2(M)× I → I, then
A(Θ,ρ1,ρ2),τ = σ∗
〈
ρ1ρ2 , ηˆ
3
〉
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is a function depending on the parameter τ ∈ I, in whose variations
we are interested.
To do so, we recall that, given two spacesM1 andM2 and projections
πi : M1 ×M2 →Mi, Stokes’ theorem can be rewritten as
dπi∗ω = πi∗dω − (−1)
deg pi∂i∗ω π∂i∗ω,(2.5)
where π∂1∗ denotes integration along the boundary ofM2 and vice versa.
(Notice that the signs in (2.5) are correct if integration acts from the
right.)
Since 〈ρ1ρ2 , ηˆ
3〉 is a closed form, we simply have
dA(Θ,ρ1,ρ2),τ = σ
∂
∗
〈
ρ1ρ2 , ηˆ
3
〉
= 〈ρ1 , ρ2〉σ
∂
∗η
3,
the last identity following from property 1 in Lemma 1.2.
Now we recall that in [4] (see Lemma 3.15 there) we proved that
π∂∗ η
3 =
1
4
p1,
where π∂ is the projection S×I → ∆×I, and p1 is the first Pontrjagin
form on ∆× I = M × I.
Denoting by σM the projection M × I → I, we finally get
dA(Θ,ρ1,ρ2),τ =
〈ρ1 , ρ2〉
4
σM∗p1,
from which the theorem follows.
3. The higher invariants
Using the natural projections πij : Cn(M) → C2(M) we can pull
back the form ηˆ defined in section 1. We will write
ηˆij = π
∗
ij ηˆ,
and by property 3 of Lemma 1.2 we have
ηˆij = −ηˆji.
These forms on Cn(M) allow for writing other invariants of the 3-
dimensional homology sphere M associated to cocycles in an appropri-
ate graph cohomology (depending on the bundle E).
Definition 3.1. We call a decorated graph a graph with oriented and
numbered edges and numbered vertices (by convention we start the
enumeration by 1). We require edges always to connect distinct ver-
tices. If two vertices are connected by exactly one edge, we call that
edge regular.
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The edge numbering induces a numbering of the vi half-edges at each
vertex i, corresponding to which we attach a homomorphism
ρi : R → E
⊗vi
which is equivariant as a module over π1(M).
Denoting by V the number of vertices and by E the number of edges,
we grade the collection of decorated graphs by
ord Γ = E − V,
deg Γ = 2E − 3V.
(3.1)
Remark 3.2. Compared with the decorated graphs we introduced in
[4], this definition adds two further decorations: the numbering of the
edges and the equivariant homomorphisms attached to the vertices.
Remark 3.3. A trivalent diagram has degree zero, and its order is given
by m = V/2 = E/3.
We thank S. Garoufalidis for pointing out that our choice of the
words “order” and “degree” is a bit unfortunate, for people working
with finite type invariants call m the degree (instead of the order) of a
trivalent graph.
However, we prefer to stick to our old notation [4] since the term
degree is consistent with the cohomology defined by the coboundary
operator δ (see Proposition 3.4).
Denoting by v(Γ) the set of vertices and by e(Γ) the ordered set of
oriented edges in Γ, we can associate to the 3-dimensional homology
sphere M and to the trivalent decorated graph Γ the number
AΓ(M)
.
=
∫
Cn(M)
〈 ∏
i∈v(Γ)
ρi ,
∏
(ij)∈e(Γ)
ηˆij
〉
,(3.2)
where n = 2 ordΓ is the number of vertices and (ij) denotes the edge
connecting the vertex i to the vertex j.
Next we give the collection of decorated graphs the structure of an
algebra over Q (the product simply being the disjoint union of graphs).
We will denote this algebra by G0E and will extend (3.2) by linearity.
In view of the definition of AΓ(M), we introduce the following equiv-
alence relation on G0E : if two decorated graphs Γ and Γ
′ differ only
by a permutation of order p in the vertex numbering and by l edge-
orientation reversals, we set
Γ = (−1)(p+l) Γ′.(3.3)
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Notice that to equivalent graphs we associate the same number AΓ(M).
We will denote by GE the algebra of graphs modulo the above equiva-
lence relation.
Then we introduce an operator δ on G0E that acts by contracting a
regular edge one at a time in Γ, followed by a consistent renumbering
of edges and vertices. To the contraction of the regular edge connecting
the vertex i to the vertex j we associate a sign σ(i, j) defined by
σ(i, j) =
{
(−1)j if j > i,
(−1)i+1 if j < i.
(3.4)
Assuming that this edge corresponds to the kth of the vi half-edges
at i and to the lth of the vj half-edges at j, we attach to the vertex
obtained after contraction the equivariant homomorphism
ρ˜i : R → E
⊗(vi+vj−2)
defined by
ρ˜i = mk,vi+l(ρi ⊗ ρj),
where mrs denotes the scalar product between the rth and the sth
terms in the tensor product.
Notice that the homomorphism attached to a vertex after contracting
two different (regular) edges starting from it does not depend on the
order of the contractions. Therefore, the argument we gave in [4] is
enough to prove the following
Proposition 3.4. The operator δ descends to GE and satisfies δ
2 = 0
there. Moreover, if we denote by GE;n,t the (equivalence classes of)
decorated graphs of order n and degree t, we have
δ : GE;n,t → GE;n,t+1.
We call a cocycle an element of the kernel of δ in GE . Notice that
the action of δ can be restricted to the algebra of (equivalence classes
of) decorated connected graphs. Now we are in a position to prove
Theorem 1.1.
Proof of Theorem 1.1. As in the proof of Theorem 2.5 we introduce
the unit interval I as a parameter space, and define ηˆ as a form on
Cn(M) × I. Denoting by σ the projection Cn(M) × I → Cn(M), we
define
AΓ,τ (M) = σ∗
〈 ∏
i∈v(Γ)
ρi ,
∏
(ij)∈e(Γ)
ηˆij
〉
,
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and consider its change as τ varies on I.
Since the integrand form is closed, equation (2.5) implies that dAΓ,τ (M)
is given by boundary contributions only.
But on the boundary ηˆ reduces to I(η)—see Lemma 1.2—so we can
use essentially the same arguments as in the trivial coefficient case [4].
Therefore, we will only give a brief sketch of the proof here and refer
to [4] for further details.
First recall that the face in ∂Cn(M) corresponding to the collapse of
q points has the structure of a fibering over Cn−q+1, with the (3q− 4)-
dimensional fiber isomorphic to Cq(R) modulo translations and scal-
ings.
If we denote by e the number of edges connecting two collapsing
vertices, we see that the vertical form-degree is given by 2e. Moreover,
since we are considering trivalent graphs, we have the relation 2e+e0 =
3q, where e0 denotes the number of edges connecting a collapsing vertex
with a non collapsing one. Therefore, the push-forward along the fiber
of the form associated to the edges connecting collapsing vertices yields
a form of degree 4− e0 if e0 ≤ 4, and zero otherwise.
By a theorem due to Axelrod and Singer [1]—which we have recast
in [4] in a form suitable to our construction—this form must be the
pullback of a multiple of a characteristic form on M × I, namely, the
constant function or the first Pontrjagin form p1.
The former case corresponds to e0 = 4, and it can be shown that the
only case when the integral does not vanish is when this is given by
the collapse of just two vertices. These boundary terms are then taken
care of by the requirement that Γ be a cocycle.
The latter case corresponds to e0 = 0, that is, to the case when all
points collapse since we assume the diagrams to be connected. These
terms are then taken care of by the correction φ(Γ)CS.
Remark 3.5. It is clear from the above proof that φ(Γ) is linear. More-
over, if Γ is a decorated graph, we can write
φ(Γ) = ρ(Γ)φ0(Γ),
where ρ(Γ) is a purely algebraic factor obtained from the homomor-
phisms ρi by associating a scalar product to each edge in Γ, while
φ0(Γ) is given by the boundary integral involving the forms η, and so
it is the same as in the trivial coefficient case.
If ordΓ is even, there exists an orientation reversing involution under
which the integrand form turns out to be odd (see [1] or [4]). Therefore,
in this case, φ0(Γ) vanishes, and so does φ(Γ).
INTEGRAL INVARIANTS OF 3-MANIFOLDS. II 11
From the above remark and from Theorems 1.1 and 2.5, we get the
following
Corollary 3.6. If Γ is a connected trivalent cocycle of GE, and ρ1
and ρ2 are equivariant homomorphisms such that 〈ρ1 , ρ2〉 6= 0, then
the quantity
JΓ;ρ1,ρ2(M) = AΓ(M) +
4
〈ρ1 , ρ2〉
φ(Γ)A(Θ,ρ1,ρ2)(M)
is an invariant for the rational homology 3-sphere M . Moreover, if
ordΓ is even, then φ(Γ) = 0.
4. Discussion
The graph cohomology introduced in the previous section is in prin-
ciple more general than those introduced in [1] and [4] and might give
rise to more general invariants.
In the case when E is the adjoint bundle of a Lie group G, we can
choose all the equivariant homomorphisms associated to a trivalent
graph to be determined by the structure constants, as explained in
example 2.2. The cocycles in this case are those studied in [1] and come
naturally from perturbative Chern–Simons theory. Antisymmetry of
the structure constants implies that it is enough to give a cyclic order
of the three half-edges at each vertex. The Jacobi identity then implies
that the cocycles satisfy the so-called IHX relation (see [2]). It is a
non-trivial fact (and we thank S. Garoufalidis for pointing this out)
that these cocycles are in one-to-one correspondence with the cocycles
of the trivial coefficient case.
If E1/2 ⊕E1 (where E1/2 and E1 denote the representation of SU(2)
with spin 1/2 and 1) is an orthogonal and acyclic local system, we can
choose each homomorphism as the dual of the second projection con-
sidered in example 2.4. In this case we can think of the diagram as car-
rying spin 1/2 over two of the three half-edges at each vertex and spin 1
over the last half-edge. Since each of these homomorphisms is symmet-
ric with respect to the exchange of the two spin-1/2 representations,
the diagram is symmetric under the exchange of the corrresponding
half-edges.
It would be interesting to see if this or more general choices of the
bundle E and of the equivariant homomorphisms give rise to new in-
equivalent cocycles.
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