A mixed finite element method for the biharmonic model of the simply supported and clamped plate is analyzed and error estimates are obtained.
Introduction.
Let Q be a smooth bounded domain in R2. Denote by T the boundary of Q, by v the unit outward normal to T, by s the unit tangent to F, and by K the curvature of T. Finally, let r be a constant with 1/2 < r < 1, and let /, gl and g2 be given functions. This paper will concern approximating the solution W of the biharmonic equation In the remainder of this paper we will refer to (1.1) with boundary conditions (1.2) as the simply supported plate problem, and refer to (1.1) with (1.3) as the clamped plate problem. These names reflect the fact that these boundary value problems are simple models for a thin plate under different support conditions on the boundary of the plate.
The direct discretization of the biharmonic equation usually involves the construction of finite element subspaces of //¿(H) (~l H2(Q) (cf. [4] , [9] ). However, by adopting the mixed method approach, we can reformulate the biharmonic equation as a system of lower-order equations. In particular, if we introduce the variable v = -AW, we may rewrite (1.1) to obtain -AW = d) (1.4) } in n. -Av = f\ This system, together with the boundary conditions W = gi (1.5) . / dW d2W\ ) onT, is equivalent to the simply supported plate problem, while (1.4) and (1.3) are equivalent to the clamped plate problem. To discretize (1.4) we need only consider subspaces of Hq(U) and Hl(Q).
For the clamped plate problem, (1.4) and (1.3) have been used by Ciarlet and Raviart [11] to formulate a mixed finite element method when fi is polygonal. In [15] , Glowinski and Pironneau suggest a rearrangement of the discrete problem arising from the Ciarlet-Raviart method and solve the problem iteratively by a sequence of discrete Poisson problems. Following Glowinski and Pironneau, we shall further rewrite the plate problems to obtain a formulation suitable for iterative solution.
Let us define solution operators G and T for the Dirichlet problem for Poisson's equation as follows. Given a function A defined on T, define GX to be the function such that -AGA = 0 in Q, (1.6) GA = A onT, and given / defined on fi, define Tf to be such that -AT/ = / in n. (1.7) Tf = 0 on T.
Now define the pair of functions (u(X),v(X)) by (1.8) v(X) = Tf-GX, u{X) = Tv + Gg!.
Clearly, (u, v) solves Eq. (1.4) (take W = u and v -v) together with the boundary condition u -gi and v = -X on T. Using (u,v) we can reformulate the simply supported plate problem as an equation for A (i.e., for AW on T). We seek the function A such that / du{\) d2u(X)\ (1.9) A = H'í^"i + ^)+92-
In the same way, the clamped plate problem becomes the problem of finding A such that
The plate problems have now been reduced to problems involving the function A supported on the boundary. Once we have found A, the respective boundary value problems are solved. We can find u and v via (1.8) and make the identification W = u and -AW = v.
There is one remaining difficulty: du/dv is difficult to approximate using discrete Dirichlet problems. Instead we obtain variational problems equivalent to (1.9) and (1.10) by multiplying the equations by a smooth function <j>, integrating over T, and using Green's formula. The simply supported plate problem is then equivalent to finding A such that (1.11) (A, <P) + t(v(X),G(K<p)) = T(VGgi,VG(rz<p)) + T(glaa, d>) + (g2,<t>)
for every tp E C°°(T). Here (•, •) represents the L2 inner product on T, and (■,■) represents the L2 inner product on fi. Later it will prove useful to write (1.11) as an operator equation, so we define the operator M acting on functions on T by f)TC\ (1.12) MA = A + ™^r^. dv Again, using G and Green's theorem as in the derivation of (1.11), we find that if A is smooth enough, (1.13) {MX,4>) = (X,cj>)-T(GX,G(K(t>)) V<A£C°°(r), and thus we may write (1.11) as MA = Fsa where Fss is the function such that {Faa, <t>) = r(-(Tf, G(Kd>)) + (VGffi, VG(/c<A)) + (glaa, cj>)) + (g2, <p)
for every (¡>EC°°(T).
In the same way, the clamped plate problem (1.10) is equivalent to finding A such that (1.14) (v(X),G<fi) = (VGguVGcp) -(g2,<p)
for every <p E G°°(r). Again, it will prove useful to cast this as an operator equation. We define the operator A acting on functions on T by ,, dTGX 1.15 AA = -1-; dv this operator satisfies (1.16) (¿A, 4>) = (GX, G<t>) V0 E C°°(T).
Thus (1.14) is equivalent to the equation AX = Fc where Fc satisfies (Fc, 0) = (Tf,G<f>) -(VG<7i, VG0) + (g2,4>) V0 E C°°(T).
At this stage we can easily obtain a finite element discretization of either boundary value problem for the biharmonic equation. Let Sk and S/f be suitable finite element subspaces on T, let Gh and Tu be discrete operators approximating G and T, and let [gi]i E 5/f be a particular interpolant of gi on T (to be detailed in Section 2). Then the finite-dimensional simply supported plate problem is to find Afc E Sk such that <Afc, <t>k) + T(vh(Xk), Gh(K<t>k)) = T(VGh[gi]i, VGh(rc0fc)) + T(giaa,4>k) + (g2,(f>k) V4>k e Sk, where (1.18) vh(Xk) = Thf-GhXk, uh(Xk) = Thvh(Xk) + Gh[gi}I.
Similarly, we can discretize the clamped plate problem by seeking A¿ E Sk such that
Let us discuss the relationship of our method to other methods for approximating the biharmonic problem. Much work has been devoted to using finite element methods to compute an approximation to the displacement W in the clamped plate problem using variational principles based directly on (1.1). A review of the literature on displacement finite element methods, as well as a detailed presentation of the theory, can be found in [9] . As pointed out previously, displacement methods require the construction of subspaces of H2(Q), which results in complex finite element spaces. To avoid this problem, a number of investigators have tried to write (1.1) as a system of lower-order equations by introducing auxiliary variables. The mixed methods that result can then be discretized more easily by methods appropriate for lower-order problems.
Since the literature on the clamped plate problem is more extensive than on the simply supported plate problem, we shall discuss mixed finite element methods for the clamped plate problem first. The Herrmann-Johnson method [16] , [17] and Hermann-Miyoshi method [16] , [18] both use as auxiliary variables the vector of second partial derivatives of W. These methods differ in that they use different variational principles to construct the discrete problem, but both methods produce approximations to the displacement W and the moments d2W/dxiXj directly. An alternative method, which we have already mentioned in this introduction, is to use the single auxiliary variable -Aiy. This approach yields a smaller discrete problem than either the Herrmann-Johnson or Herrmann-Miyoshi method. The first analysis of a mixed finite element method based on adding -AW as the auxiliary variable was presented by Ciarlet and Raviart [11] for polygonal regions, and a unified analysis of the Herrmann methods and the Ciarlet-Raviart method was given by Falk and Osborn [14] . For smooth domains, the Ciarlet-Raviart method has been analyzed in [19] . Computational aspects of the Ciarlet-Raviart method are discussed in [10] and [15] . In the latter paper, Glowinski and Pironneau show how to rearrange the discrete problem arising from the Ciarlet-Raviart method and solve the problem by computing an approximation to -AW on T. If an iterative method is used, the biharmonic problem is reduced to solving a sequence of Dirichlet problems for Poisson's equation. However, the conditioning of the problem becomes worse as the mesh is refined, and so Glowinski and Pironneau suggest a preconditioner to speed convergence. Another iterative mixed method for the clamped plate problem using a sequence of Neumann problems for Poisson's equation to approximate W and -AW has been proposed by Falk [13] .
Our method for the clamped plate problem, which is not the main focus of our paper, is motivated by [11] and [15] , but differs from previous methods mentioned above in that we explicitly discretize -AW on T using a space of functions on T. The introduction of this space allows us to prove estimates for the approximation of -AW on T (in applications to fluid flow problems -AW is the vorticity) and to give conditions under which the preconditioner suggested in [15] is effective. We are also able to suggest a new preconditioner that may be more effective if the boundary mesh is nonuniform. Compared to the method of Falk [13] , the advantage of our method is that we only approximate one function on T, whereas Falk must use two functions, thus increasing the dimension of the discrete problem.
Mixed methods for the simply supported plate problem, which are the main focus of this paper, have received less attention than methods for the clamped plate problem. On a polygonal domain the problem is simple (since k = 0), however on a smooth domain some care is necessary. Babuäka [3] has shown that no convergent approximation may be found if the curved boundary is replaced by a polygonal boundary (since again k. = 0 on the polygon). Thus methods for the simply supported plate problem must deal carefully with a curved boundary. Bramble and Falk [7] have investigated two mixed methods for the simply supported plate problem. Their most general method is based on (1.4) and (1.5), using Neumann problems for Poisson's equation as the underlying problem. As a result, they must use two unknown functions on T and precondition the iteration in a complex way. Bramble and Falk's second method, which is much simpler than the first, is limited to the case when /c is positive. In [19] , a method similar to the Ciarlet-Raviart method for the clamped plate problem, but based on Bramble and Falk's second method is analyzed. This method is also restricted to the case of positive k.
The main focus of our paper is the simply supported plate problem, and the method we propose is a new method for this problem. Our method for the simply supported plate problem using Dirichlet problems for Poisson's equation is simpler than the general Bramble-Falk method discussed above, since our method involves only one unknown function on T and no preconditioning is necessary. Furthermore, compared to Bramble and Falk's second method, our method is not restricted to positive k.
An outline of the paper is as follows. In the remainder of the introduction we shall define some notation. In Section 2 we will collect some results concerning the finite element spaces used in this paper and define the operators Gh and Th via Scott's method [22] . Then we will give some approximation properties of these operators. In Section 3 we will investigate the operator M defined by (1.12) and the finite element analogue of this operator. In Section 4 we will derive error estimates for the method for the simply supported plate problem given by (1.17). Section 5 starts our analysis of the convergence properties of the method given by (1.19) for approximating the clamped plate problem. We analyze the operator A defined by (1.15) , and then extend these results to a discrete analogue of this operator. In Section 6 we derive error estimates for the clamped plate problem. Our analysis of both the simply supported and clamped plate problems is based on the analysis of Lagrange multiplier methods due to Bramble [6] , Bramble and Falk [7] , and Falk [13] . Finally, in Section 7 we discuss the numerical implementation of the methods described above and show how both the clamped plate problem and the simply supported plate problem may be solved by the conjugate gradient algorithm. Now let us define some notation. Let 5 be a Lipschitz bounded open set in R2 with boundary dR, and let T be a G°° curve in the plane. Then HS(S) and HS(T) denote the usual Sobolev spaces of functions on S and T, respectively. Let || • ||Sis denote the norm on HS(S) and | • |Sir denote the norm on HS(T). We will also write L2(S) = H°(S). If S = fi or T = I\ we will omit the specification of the The norm | • \StT is defined in the same way. We shall also need to consider the spaces Cm(S) and Cm(T) of m times continuously differentiable functions on S and T, respectively. We shall denote by || • ||m,oo,s and | • \m,oo,T the norms on Cm(S) and Cm(T), respectively. If m is an integer and m > 0, then ||u||m,co,s = sup \Dau\.
xES,\a\<m
Here, \Dau\ has its usual meaning as Euclidean length. Finally, we shall use the standard Sobolev spaces
HQl(S) = {uE H^S^u = 0 on dS}, H^(S) = {uE H2(S)\u = 0 and du/du = 0 on dS).
For a detailed discussion of Sobolev spaces the reader can consult [1] .
Finite Element Spaces and the Dirichlet Problem for Poisson's Equation.
We start by describing Scott's method [22] for constructing Sn-This begins by dividing fi into a collection r^ of closed subdomains of maximum diameter h. The elements of Th are of two types. In the interior of fi, the elements are triangles, while at the boundary the elements have two straight sides (in fi) and a third possibly curved edge consisting of a segment of T. These latter elements will be referred to as boundary elements.
We assume that the triangulation Th satisfies the usual finite element geometric restrictions [9] . In addition, we require the triangulation to be regular, by which we mean that the ratio of the radii n and r2 of the circumscribed and inscribed circles of each element is bounded. That is, there is a constant K independent of h such that^< K r2 for each element in Th and each h. (For a boundary element, the inscribed circle is the largest circle contained in that element and in the triangle formed by joining its boundary vertices by a straight line.) We also assume that S h satisfies an inverse assumption, that is, there is a constant K independent of h such that *<JC r% for each triangle in r/,, and each h > 0. We shall discuss where this assumption is used after we define discrete solution operators for Laplace's equation at the end of this section.
Having defined Th, we define Sh C H1 (fi) to be the set of all continuous piecewise (r -l)-degree polynomials on r/, (of course, r > 1). Since we are interested in approximating the Dirichlet problem for Laplace's equation, we must also define a subspace of H1(Q) that corresponds in a suitable sense to H¿(ü). We use Scott's definition [22] , which proceeds by defining the degrees of freedom of Sh. For a triangular element with no edge on T, the degrees of freedom are the standard Lagrange degrees of freedom [9] . For a boundary element, denoted t-1, we use Lagrange degrees consisting of the function values at the vertices of r,-, at (r -2) interpolation points uniformly spaced on each straight edge of r* not on T, and at (r -3)(r -2)/2 points in the interior of the element chosen so that if a polynomial of degree r -4 vanishes at the points, it vanishes identically. Finally, the remaining (r -2) interpolation points are positioned along the edge of r/1 on T as follows. Choose a local coordinate system for the boundary element as shown in Figure 1 .
Boundary element r* dr-1 C T, with arc length a
Figure l
If h is small enough, dr^ n T is the graph of a function p, (2.1) dTthnr = {(x,p{x)):0<x<xo}.
We place the remaining (r -2) interpolation points at (r¡iXo, p(r)txo)), t = 1,..., r -2, where 0 < <ji < r\2 < • • • < r\T-2 < I are the Lobatto quadrature points in (0,1) (cf. [12] , [23] ).
Using the degrees of freedom defined above, we define the space S° by Sh = {uh E Sh : Uh = 0 at interpolation points on T}.
Notice that in general S® is not a subspace of //¿(fi). For a continuous function g, we define the set S^ by Si = {uh E Sh : Uh = g at interpolation points on T}.
We also need a space of functions on T associated with Sh, which we shall define next. The triangulation Th of fi induces a mesh Mh on T where every mesh point of Mh is a triangle vertex of Th, and every triangle vertex on T is a point in Mh. Then we define the boundary space 5/f C Hl{T) to be the space of continuous piecewise (r -l)-degree polynomials in arc length on the mesh Mh-Again the degrees of freedom of S^ must be chosen with care, and we use the degrees due to Blair [5] . Let [lTj,ctí+i] be a mesh interval on T; then any (r -1)-degree polynomial on that interval is uniquely specified by the following degrees of freedom:
1. The function value at az and ct¿+i. 2. The r -2 moments yn, n = 1,...,r -2, on [<t¿,ct¿+i], where for a function v, 1 fi+1
We may interpolate with these degrees of freedom, and we shall term this interpolation in the sense of Blair. Note that interpolation in the sense of Blair is equivalent to a local H1 norm projection on each subinterval on T, since if X¡ interpolates A on [cr¿,crt+i], A/ = A at ct¿ and <7t+i, and
where prime denotes the derivative with respect to arc length. The following lemma, which can be found in [5] , is proved using the above orthogonality property.
LEMMA 2.1. Let X E Hm(T) and let X¡ E 5/f interpolate X in the sense of Blair. Then for 1 < m < r and -r + 2 < s < 1, |A -A/|s < Chm s|A|m.
Finally, we need a space of functions on T in which to compute the unknown function Afc. We take Sk C Hr~3(T) to be the space of piecewise polynomials of degree less than r -2 on T with r -4 continuous derivatives. Note in particular, if r = 4, Sk is just a standard space of continuous piecewise linear polynomials on T. We assume that Sk is compatible with Sh, by which we mean that Sk C Sjf. This implies that the mesh points of Sk are contained in Mh-We shall assume that the mesh for Sk is sufficiently regular so that the following estimates hold:
1. If d> e Hl(T), and j < r -3</<r-2, there is a constant Cj such that inf \tp-p\j <C3kl-3\4>\i-p€Sk 2. For j < i < r -3 there is a constant Cj such that
From the results in [8] , [6] , we know that the above assumptions imply that there is an operator 7Tfe: /P°(r) -+ Sk such that, if jo < j < r -3 and j < I < r -2, there is a constant GJ0 with (2.2) \<t>-^k<t>\j<Cjokl-i\<l>\i.
Let us also denote by P0 the L2(T) orthogonal projection operator onto Sk-Thus,
for <p E L2(T), P0<j> E Sk satisfies (Po4>,9) = (ct>,e) VffeSt.
The following results concerning Pq follow from the approximation properties for
Sk and can be found in [6] and [7] .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use LEMMA 2.2. 1. For -r + 2 < j < r-3 and max(-r + 3,j) <l<r-2, there is a constant C such that for all <p E Hl(T)
2. There is a constant C such that if \s\ < r -3, and <p E HS(T), then \Po4>\s < C\(b\s.
Having defined the spaces to be used in this paper, we can now define the discrete solution operators for Laplace's equation. Suppose / e //_1(fi) and g E C(T), and let Uh E S^ solve 2. IfGX E //m(fi), then for 3/2 < m < r,
3. If X E Hm~l/2(T) and X¡ E S/f interpolates X in the sense of Blair, then for -r + 5/2 < s < 1 and 3/2 < m < r, (2.6) ||GA-GfcA7||a<C/im-s||GA||m.
The above theorem was proved in [19] . The inverse hypothesis was used in this proof to prove the results for 3/2 < m < 2, and this is the only place in the present paper where the inverse hypothesis is used. The results for m -3/2 are only needed in the proofs in the following sections when r -4. Thus, if r > 4, all the results for the biharmonic problem in this paper are valid without the assumption of an inverse hypothesis on 5/,. However, in order not to further complicate the statement and proof of the theorems, we will not point this out again.
The final lemma of this section measures the difference between the finite element solution and the boundary data for some special data. The proof can be found in the appendix. LEMMA 2.3. Suppose Sh,Gh and Sk are as defined in this section. Further, suppose X, u E G°°(fi), h < ck for some constant c, and r > 4. Then for -r + 3 < m < r -3/2 and 0 < s < r -2, the following estimate holds (with constant independent of X but depending on u) : \pPoX -Gh(pP0X)\-s < C{hm+S+1'2 + hs+r-5/2km-r+3}\X\m.
Remark. Note that if p = 1 and fi is polygonal, P0A = Gh(Po^)-This lemma shows that curvature of the boundary has a reasonable effect.
The Simply Supported
Plate Problem-Preliminaries. In this section we shall establish some estimates for the operator M defined in (1.12) These estimates are just a priori estimates for the simply supported plate and clamped plate problem, respectively (cf. [21] ). The first theorem of this section shows that the operator M is coercive. From this we can conclude that (1.11) has a unique solution.
THEOREM 3.1. Let M be defined by (1.12) and suppose A E H~1/2(T). Then there exist positive constants Ci and C2 independent of X such that for any s, (3.3) Gi|A|_s<|MA|_,<G2|A|_s.
To prove this theorem, we first prove a lemma. 2) with gi -0 and g2 = Aui. Clearly, t;2 € H2(Q), and hence using (3.4), together with the fact that which is proved in [7] , we find that In order to prove this theorem, we first prove a lemma.
LEMMA 3.2. Let Sk and 7b be defined as in Section 2. Then for k small enough, there exist positive constants Co and Ci such that for every <pk E Sk and 0<s<r-2, Go|Afc|_s < \P0MXk\-s < Gi|Afc|_s.
Proof of Lemma 3.2. By Theorem 3.1, we know that Go|Afc|_s -|(/ -P0)MXk\-s < \P0MXk\-s < Ci\Xk\-a + |(7 -P0)MXk\-a.
Hence, if we can estimate |(7 -Po)MXk\-a, we will be done. Let u = -TGXk-By the definition of M and the estimates for 7b m Lemma 2. 
We may estimate each term in (3.11) separately. Using (2.6) and the inverse assumption on Sk, we can show that
Ch'+^k-^lXkl-Ms, where s = min(s + 1/2,r -5/2). In the same way, using in addition Lemma (2.2), (3.13) {{Gh -G)Xk, G(rc(7b -I)4>)) < Ch3'2k-^2\Xk\-9\<p\.a.
The remaining terms in (3.11) must be estimated separately for different s. The techniques are similar to those used above. First we do the case when 0 < s < 1:
(3.14) {{Gh -G)Xk, (Gh -G)(kPo4>)) < G/l3rc-2|Afc|_s|0|s, (3.15) (GXk, (Gh -G)(KP0(f>)) < Ch2k-l\Xk\-a\4>\a.
Next we consider the case when 1 < s < r -5/2, using arguments similar to those used above, and in addition (2.5):
Now if we combine (3.12) through (3.17) and use the definition of the negative norm, we obtain the estimate IPrjMAfc-MfcAfcU Next we use the assumptions that h < ck and 0 < s < r -5/2 to show that \PoMXk -MkXk\-a < Ck^2\Xk\-a. 
(Y), g2EHr-V2(T).
This implies W E 7/r(fi), which is exactly the smoothness required by the interior finite element methods (i.e., for Gh and Th). The first theorem is the fundamental result, and subsequent estimates are derived from that theorem. Remark. From the smoothness assumptions (4.1), A E 7/r_5/2(r), and so the power of k in the first term in the above estimate is correct for the given smoothness. 18) ; then for -r + 5 < j < 1, W -Uh\\3 < C{kr~l + fc'-i'}(||/||r_4 + \9l\r-l/2 + lftlr-6/a).
Remark. The theorems suggest that a good choice for the mesh for Sk would be the mesh Mh induced by Sh on T. In this case, there is a constant Gi such that Cik < h <ck, and our estimate for W and AW are of optimal order in h. Here an inverse assumption on the interior mesh seems natural.
To prove these theorems, and the corresponding theorems for the clamped plate problem, we will prove three lemmas. + /i2,-9/2r-r+3}(||/||r_4 + |ffi|r_1/2)|0|8.
Proof of Lemma 4.1. First we expand the two parts of the expression to be estimated:
Next we estimate the first two terms on the right-hand side of (4.2) and the last two terms in (4.3). We use the estimates for Gh and Th in (2.4)-(2.6) and the inverse properties of P0 in Lemma (2.2), and consider two cases. The first is 0 < s < r -3:
Next we consider the case when r -3<s<r -5/2. In this case, we expand the terms still further by writing Po<i> = (Pn _ I)4> + <t> and estimate terms in the same way as above, but now also using the accuracy properties of Po from Lemma 2.2:
< C{hr-3'2 + S + /l2,-9/2fcS-r + 3}||/||r_4|0|s,
The remaining terms in (4.2) and (4.3) must be estimated more carefully. Using Green's theorem and the properties of the operator T, we obtain (Tf, (G -Gh)(iiPo4>)) = (VT2/, V(G -Gh)(pPo<¡>)) .2), and assume h < ck for some constant c. Then the following estimates hold for 0 < s < r -3, for r -5/2 < I < r -2, and for every <p E G°°(r) (with constant independent of <p but dependent on u) :
(Gh(nkX),Gh(pPo<l>)) -(GX,G(pPo4^)) < C{kl+1+S + hr-3/2+s}|A|/|0|s. 
+ (V(T-Th)GA,VG(/iPo0)) < G{fci+1+*|A|; + /i2r-9/2fcs-r+3|A|r_5/2}|0|s. Now we estimate the boundary terms in (4.15). We start by expanding the term and using Lemma 2.3: Proof of Lemma 4.3. These results follow in a straightforward way from the definitions of (u,v) and (uh,Vh) by using the estimates (2.4)-(2.6). We will prove only the first estimate. Let X¡ E S^3 interpolate A in the sense of Blair; then from the definitions of v and Vh, \\v-Vh\\3<\\(T-Th)f\\3-r\\GX-GhXk\\3
<\\{T-Th)f\\3 + \\GX-GhXi\\3 We now estimate the last two terms in (4.19). Let rp E G°°(r); using (1.12) and In this section we shall analyze the finite-dimensional clamped plate problem (1.19) in a way similar to the analysis of the simply supported plate problem in Section 3. First, we shall derive a priori estimates for the operator A defined by (1.15) ; then we derive similar results for a finite-dimensional approximation to A. THEOREM 5.1. Suppose A 6 //_1/2(r).
Then there exist positive constants Co and Ci independent of u such that for all s, G0|A|_s_i<|¿A|_s<Gi|A|_s_i.
Proof of Theorem 5.1. The right-hand side follows from Lemma 3.1. To prove the left-hand inequality, let u = -TGX, take <p E G°°(r), and define v to be the solution of the clamped plate problem (1.1) and (1.3) with gi = 0 and g2 = <p.
Then, using (3.4), (3.5) and the a priori estimate (3.2), we can show that |0Ui=G|¿A|_s|<A|s+i. Note that Ak is related to the operator Ah appearing in [15] . The main theorem of this section states that under certain conditions on S h and Sk,Ak is positive definite. Hence the finite-dimensional problem (5.3) has a unique solution.
THEOREM 5.2. Suppose r > 4 and Gh,Th,Sh,S® and Sk are constructed as in Section 2. Then, if h < ëk for some positive ë small enough, there exist positive constants Co and Ci independent of h, k and Xk such that for 0 < s < r -3, Go|Afc|_s_i < |AfcAfc|_s < Gi|Afc|_s^i VAfc E Skin order to prove this theorem, we shall use the following lemma from [7] . LEMMA 5.1. For uEH2(ü), define E(u, u) E R by E(u,u) = (Au, Au) -(uXuXl,uX2>X2) + (ux¡X2,ux¡X2).
For every u E 772(fi),
J2 ||7>a«||o<2£(u,u).
1*1=2 'AU du d~u
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 2. // u satisfies A2u = 0 in fi and u = 0 onT, then
We also need a lemma analogous to Lemma 3.2.
LEMMA 5.2. Let Sk and Po be as defined in Section 2; then there exist positive constants Co and Gi independent of k and Xk such that for 0 < s < r -2, Go|Afc|_s_i < |P0^Afc|_s < Gi|Afc|_s_i.
Proof of Lemma 5. Hence, for any 6 > 0, |(7 -P0L4Afc|_s < C(k + 6) |Afc|2 s_! + ^|P0J4Afc|2_s. Co|Afc|-s-i -|Po^4Afc -,4fcAfc|_s < |j4fcAfc|_s < Gi|Afc|_s_i + \PoAXk -AkXk\
We must estimate (PovlAfc-^fcAfcl-s; so, letting <p E G°°(r), using (1.16) and (5.1), then using (2.6) and Lemma 2.2, we find that
The remaining terms in (5.7) must be estimated in two cases depending on s. The first case is 0 < s < 1:
The second case is 1 < s:
Combining (5.7), (5.8), and (5.9), and using h < ëk, we obtain |Po^lAfc -AkXk\-s < G£1/2|Afc|_s_i.
Hence, using this estimate with ë small enough proves the result. D
The next lemma will be of use in Section 7.
LEMMA 5.3. Suppose Ak is defined by (5.1) andGh is constructed as in Section 2. Then, if h < ëk, with ë small enough, there exist positive constants Co and Gi such that Go|Afc|_1y2 < (AkXk, Afc) < Gi|Afc|_,/2 VAfc 6 Sk-
To prove this lemma, we recall the following lemma which may be found in [15] . It remains to estimate (AAfc -AfcAfc,Ajt), using methods similar to those used to prove Theorem 5.2:
Taking ë small enough and combining the above estimates proves the lemma. D
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 6. Estimates for the Clamped Plate Problem. In this section we shall assume the following smoothness for the data:
This is more smoothness than is needed for the interior finite element problems alone. However, from Theorem 5.2 we must take h < ëk for some sufficiently small ë, and so wish to take k as large as possible. The extra smoothness helps this slightly. Our main error estimate is contained in Theorem 6.1, and the remaining estimates follow from that result.
THEOREM 6.1. Suppose r > 4 and Gh,Th,Sh,S% and Sk are constructed as detailed in Section 2. Let X solve (1.14), and let Xk E Sk solve (1.19) . Then, if h < ëk, with ë small enough, the following estimate holds for -r + 2 < s < r -3: |A -AfcU_i < C{kr~1+S + /lr-3/2+S}(||/||r_7/2 + Iftlr + blr-2). 18) . Then, for -r + 9/2 < I < 1, the following estimate holds: \\W -Uh\\l < C{kr+l'2~l + /V-'}(||/||r-7/2 + Iffllr + Ifclr-S).
Remarks. Consider the case I = 1 in Theorem 6.3. Then \\W -Uh\\l < C{kr-1'2 + /ir-1}(||/||r-7/2 + Iffllr + |ff2|r-2).
We may balance terms in the estimate by taking k -/i(r-1)/(r-1/2). Obviously, one can satisfy this equality at least approximately with compatible meshes. This choice of h and k has the additional advantage that for any fixed ë, h < ëk if k is small enough.
The proofs of the preceding theorems, which we outline next, use the lemmas from Section 4. The right-hand side of these expressions is estimated using A more detailed examination of (3.6) shows that the matrix representing Mk is costly to compute, since to find the matrix, we must solve many Dirichlet problems for Laplace's equation. Fortunately, if we solve (7.1) using the conjugate gradient algorithm, we can avoid computing the matrix for Mfc and need only compute its action on vectors in Sk-To make the action of Mk cheaper to compute, we use the following result.
LEMMA 7.1. Let Gh and Th be constructed via Scott's method. Given 7 E G°°(r) and any function 4> E Sk, define phd^) to be the function in Sh that interpolates i<p at interpolation points on T and which interpolates zero at points in the interior o/fi. Then the following equality holds for all cp E Sk'-(GhXk,Gh(l<Pk)) = (GhXk,Ph(l4>k)) -(VThGhXk,Vph(l4>k))-Remark. Note that the left-hand side in the above equality involves integration only over elements along T.
Proof of Lemma 7.1. Taking ph as defined above, (GhXk,Gh(l4>k)) = (GfcAfc,Gfc(70fc) -Uh(l4>)) + (GhXk,Ph(l4>))-Note that Gh(l<t>k) -Phdfi) £ S®; hence, using the properties of Th, we obtain (GhXk, Gh(i4>k)) = (VThGhXk, V(Gh(i<f>k) -Ph{l<¡>))) + (GhXk, Ph(l4>))-Using the definition of Gh and the fact that T^G^Afc 6 S° completes the proof. D Lemma 7.1 can be applied to compute the action of Mfc on any function in Sk by solving only two discrete Dirichlet problems for Poisson's equation. Similar results also hold for Mj. This makes the solution of (7.1) by conjugate gradients feasible, provided (7.1) does not become badly conditioned as h and fc decrease. However, by Theorem 3.2, GolAfcl2 < (MjMfcAfc,Afc) < GilAfcl2.
Thus, provided the hypotheses of Theorem 3.2 are satisfied, we know M^ Mk has a condition number bounded independent of h or k. Hence, we may solve (7.1) to accuracy 0(k2r) in 0(ln(l/fc)) iterations of the conjugate gradient algorithm (cf.
[2]). Each iteration of the algorithm requires the solution of four discrete Dirichlet problems. Numerical results for this algorithm for the simply supported plate problem can be found in [20] .
7.2. The Clamped Plate Problem. Now let us turn to solving the clamped plate problem (5.3). In this case, the matrix involved is Ak, which is symmetric. As in the case of Mfc, Ak is costly to compute, but we can use Lemma 7.1 to compute the action of Ak by solving only two Dirichlet problems for Poisson's equation. Unfortunately, Lemma 5.3 shows that the spectral condition number of Ak is 0(fc_1) and hence increases without bound as k decreases to zero. This ill-conditioning will adversely affect the convergence properties of iterative methods applied to (5.3), so we must precondition the problem. We consider two possible preconditioners.
Let the discrete surface Laplacian Ik'-Sk -> Sk be defined so that if <p E Sk then (lk4>,0) = (cß,o) + (4>',e') V0e5fc, where prime denotes derivative with respect to arc length. Ik is estimated in the following lemma (cf. [6] ).
LEMMA 7.2. If Sk C 771(r), then for \s\ < 1 there are positive constants Co and Ci such that G0|<^<|/fc/24>|o<Gi|r¿|s V0e5fc.
The use of a fractional power of lk to precondition the clamped plate problem is suggested in [15] , and our analysis follows Bramble [6] , Using Lemmas 5.3 and 7.2, we find that Co 10*1 o < (lk Aklk Ok,Ok) < Gi|<7fc|o V<7fc E SkHence, if we solve l^Akl^o-k = ll!iFl we know that the matrix involved is symmetric and has a bounded condition number as k decreases. Thus we can use the conjugate gradient algorithm on (7.2) and must 1/2 compute lk' Ak4> for various <p E Sk-This preconditioned problem is useful when 1/2 lk can be computed rapidly, for instance if Sk consists of smooth splines on a uniform mesh (cf. [6] and [15] for more discussion on this case).
If lk is difficult to compute, we must use a different preconditioned system. From Theorem 5.2 and Lemma 7.2 we obtain Gokfc|2 < (l]l2A2klkl2Ok,ok) < Ci\ok\l VtTfc € SkHence the matrix lk A\lk is symmetric, positive definite and has a bounded condition number as k decreases to zero. We can thus use the conjugate gradient algorithm on the system l1/2A2l1/2rr, -11/2A,FC lk Aklk °k -'fc Ak^k in an efficient way. In applying the iterative method to this system, we must be able to compute IkAfak for <pk E Sk-We can easily compute Ak4>k via Lemma 7.1, and the action of lk only involves inverting the stiffness matrix for SkAcknowledgment. The author would like to express his extreme debt and gratitude to Dr. R. S. Falk, who directed the writing of the author's Ph.D. thesis on which this paper reports.
A. Appendix.
Proof of Lemma 2.3. Essentially, Lemma 2.3 is an extension of a result in [22] , and the proof we give below makes use of many results in that paper. We let t-1 be a boundary element and use the notation of Section 2 (see Figure 1) . We start with a slight extension of a lemma in [22] . We first prove that for 0 < s < r -2, (A.l) / (uPoA -Gh(pPoX))(t> 1 < C^+8+1/2|^|8iar*{|PoA|r_li00,aT* + ||G"(,iPoA)||r_li00i7,,}. This is proved by taking tp to be a polynomial of degree s -l(ip = Oifs -l) such that , da üo " To estimate the first term in (A.2), we recall the error estimates for Lobatto quadrature (cf. [12] and [23] ). Then, using the fact that Po4> and Gh(Po<t>) are polynomials, we obtain the following: where tJ1 is the circumscribed circle for this element. To estimate the second term in (A.2), we use standard one-dimensional interpolation theory:
sup |uPoA -Gh(pP0X)\ < Cx0{|PoA|r_li00,ar" + \\Gh{ßPoX)\\r_lj00t7H}.
xe [o,x0] Combining the above estimate and (A.3) in (A.2) proves (A.l). Now we estimate terms on the right-hand side of (A.l). We start with the term in Gh(pPoX) when r-3<m<r-3/2. Let [G(uP0A)]/ E Sh be the interpolant of G(uP0A); then by the regularity of the mesh and using standard bounds on norms of the interpolant (see [22] ), License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
For m < r -3 we must adopt a slightly different strategy. Again using the interpolant and the regularity of the mesh, l|Ch(MioA)||r_li00)?j (A.5) < Cxör+1{||(Gfc -G)(/iF0A)||liTjh + \\G(pP0X) -[G^PoX)}^} + Cx^/2\\G(pPoX)\\r_5/2^. Now we turn to the first term on the right-hand side of (A.l). For m < r -3, we use the regularity of the mesh to write (A.6) |/JoA|r_li00,aTH <Gx0-r+m+1/2|PoA|miaT,.
For r -3 < m < r -3/2, we let X¡ E S/f interpolate A in the Lagrange sense and obtain the following:
r oA r_!,oo,drh 
