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ABSTRACT OF THE DISSERTATION
ANALYTICAL APPROXIMATIONS TO PREDICT PERFORMANCE MEASURES
OF MANUFACTURING SYSTEMS WITH JOB FAILURES
AND PARALLEL PROCESSING
by
Maria de Lourdes Hulett
Florida International University, 2009
Miami, Florida
Professor Purushothaman Damodaran, Major Professor
Parallel processing is prevalent in many manufacturing and service systems. Many manu-
factured products are built and assembled from several components fabricated in parallel
lines. An example of this manufacturing system configuration is observed at a manufac-
turing facility equipped to assemble and test web servers. Characteristics of a typical web
server assembly line are: multiple products, job circulation, and paralleling processing.
The primary objective of this research was to develop analytical approximations to predict
performance measures of manufacturing systems with job failures and parallel processing.
The analytical formulations extend previous queueing models used in assembly manufac-
turing systems in that they can handle serial and different configurations of paralleling
processing with multiple product classes, and job circulation due to random part failures.
In addition, appropriate correction terms via regression analysis were added to the approx-
imations in order to minimize the gap in the error between the analytical approximation
and the simulation models. Markovian and general type manufacturing systems, with mul-
tiple product classes, job circulation due to failures, and fork and join systems to model
parallel processing were studied. In the Markovian and general case, the approximations
without correction terms performed quite well for one and two product problem instances.
However, it was observed that the flow time error increased as the number of products
vi
and net traffic intensity increased. Therefore, correction terms for single and fork-join sta-
tions were developed via regression analysis to deal with more than two products. The
numerical comparisons showed that the approximations perform remarkably well when the
corrections factors were used in the approximations. In general, the average flow time error
was reduced from 38.19% to 5.59% in the Markovian case, and from 26.39% to 7.23% in
the general case. All the equations stated in the analytical formulations were implemented
as a set of Matlab scripts. By using this set, operations managers of web server assem-
bly lines, manufacturing or other service systems with similar characteristics can estimate
different system performance measures, and make judicious decisions - especially setting
delivery due dates, capacity planning, and bottleneck mitigation, among others.
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CHAPTER 1
INTRODUCTION
1.1 Background and Motivation
Web servers are highly customizable. Consequently, web server assembly facilities typi-
cally adopt a make-to-order operation mode. In a make-to-order environment, the assembly
or production is triggered only after a firm customer order is placed. The following are the
characteristics of a typical web server assembly line:
1. It is common to assemble multiple classes (or types) of products;
2. Several products may share the same resources;
3. The process route of each product class may be unique;
4. Job circulation may occur - when a server fails during testing it has to be disassem-
bled, the failed component is replaced, and the assembly is retested;
5. Portions of the assembly can be carried out in parallel.
Figure 1.1 shows the flow diagram of a typical web server assembly process. Each order
may consist of one or more servers and depending on the customer need, each server can
have one or more racks. Based on the configuration of the server, some portions of the
assembly process can be handled in parallel and some of them in series. The hardware
components/parts that need to be assembled for each rack are grouped together to form a
kit, which later are assembled to a prefabricated subassembly in the build area. The racks
are then stored in a temporary storage area waiting for the remaining racks associated with
1
the order to be ready. As soon as all the racks are built, they are merged together in the
merge area. For customer orders with one rack, the merging process is bypassed.
Customer 
Order
Print Parts/
racks for 
each order
Kitting Building
                                                                                                       
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Figure 1.1: Flow chart of the server assembly process.
The merged assembly is later tested to detect early failures. When a failure is observed
during the testing phase, the server has to be disassembled, reassembled (failed components
are replaced), and retested. The process is repeated until the server passes all the tests.
Consequently, job/server circulation is typical under this environment. When severs fail
repeatedly at some stage (s), the retesting and rework can increase the time required to fulfill
an order (i.e., flow time) and stress some assembly and test resources. This could lead to
missed delivery dates and their respective penalties, loss of customer good will, and so on.
Consequently, procedures to estimate performance measures of the server assembly system
(i.e., flow time, resource utilization, etc.) accurately can help the operations managers to
make more informed decisions, especially with respect to shipment dates and allocation of
resources.
Parallel processing is prevalent in many manufacturing and service systems (e.g., diagnos-
tic and treatment activities in an ambulatory medical care, warehouse order picking process,
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mask lithography deposition of multiple circuits simultaneously on a single semiconductor
wafer, molecular components simultaneously processed, paralleling processing of multiple
wafer, testing multiple products or subcomponents simultaneously, among others). Many
manufactured products are built and assembled from several components fabricated in par-
allel lines. In assembly operations, components have to wait for other components before
the assembly operation can begin. Hence, synchronization constraints arise between some
workstations in the manufacturing process. Although assembly manufacturing systems
have been studied using analytical models, these models do not incorporate all the impor-
tant aspects of the system which are of practical interest. Many of the analytical models
study a subsystem of an assembly line or make simplifying assumptions. Moreover, this
type of assembly process considerably differs from semiconductors and electronics manu-
facturing (re-entrant lines), which has been widely studied in the past. In semiconductors
and electronics manufacturing, the processes are represented deterministically, and jobs
could return more than once to some of the workstations for repeated stages of process-
ing [13]. Under this scenario, the number of job visits to each workstation is fixed by the
original process. In contrast, the web assembly process deals with stochastic flow of jobs
between different workstations due to job failures.
This research is motivated by the fact that the web server assembly facilities do not have
appropriate analytical tools to estimate their performance measures. Consequently, the
overall aim of this research is to develop analytical models to estimate performance mea-
sures of manufacturing systems with the characteristics of the web server assembly line
such as: serial and parallel processing, multiple product classes sharing some resources,
and job circulation due to random failures.
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1.2 Problem Description
In the server assembly manufacturing process, some portions of the process can be handled
in parallel and some of them in series. The kitting, merging, and testing process steps
are done sequentially, whereas the rack assembly is done in parallel. Multiple racks of
a server can be assembled in tandem. Once all the racks are assembled, they are merged
together before the entire server is subjected to a series of tests. The parallel processing with
synchronization constraints can be modeled by using fork and join stations [103]. In the
fork and join subsystems, each job is divided at the fork point into l identical subtasks that
are submitted to a unique server/resource/station within the fork and join subsystem. The
parallel queues are independent and identically distributed (iid), and the number of subtasks
can be less than or equal to the number of servers in the subsystem. On completing service,
each subtask waits at the join point for its sibling subtask to complete service without
preventing the server from working on another subtask. A job is ready for merge operation
if all of its subtasks have been assembled. Figure 1.2 presents an example for the fork-join
queuing model.
Fork point
1
µ
.
.
Join point
Sub-task 
service area
2
N
Synchronization
queue
Figure 1.2: Fork-join queuing model.
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Systems such as the web server assembly process are complex to analyze mathematically
[106, 66, 76] and exact analytical solutions for fork and join system have been provided
only for two- server fork and join queues [77, 30, 29]. As a result, the performance mea-
sures of fork and join queues with more than two servers have been computed using ap-
proximations and bounding techniques [103, 66, 77, 61].
Different manufacturing systems have been studied analytically using the queuing network
approach. For simple systems, exact solution is derived. For example, single server sys-
tems can be analytically modeled easily. However, for complex systems only approximate
solutions are practical. Performance analysis of manufacturing systems with multiple prod-
uct classes, and job circulation due to random part failures has not been widely studied in
the context of parallel processing. Many works done with the characteristics of parallel
processing has been in parallelism in computer and storage systems [105, 103, 104, 106].
Additionally, majority of the analysis of fork-join studies assume that the inputs to the indi-
vidual buffers are Poisson process [77, 105, 103, 104]. Although [68, 86] consider random
job failures, they do not consider a fork-join subsystem.
In this research, we are interested in predicting performance measures such as the flow time,
work in progress, and waiting time for manufacturing systems with parallel processing.
Specifically, we consider an open system where the products are allowed to leave the system
and the external arrivals arise from an infinite population of products. It is assumed that a
collection of products types, which are routed through a finite collection of workstations,
where some portions of the process can be handled in parallel and some of them in series.
The jobs circulate probabilistically in the system depending on the nature of the failure,
thus, the job may visit one or more workstations multiple times. Job splitting or preemption
is not allowed, and machine breakdowns are not considered. Arrival and service rates are
assumed from a Markovian and from general distribution. Jobs are processed according
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to a first-in-first-out (FIFO) discipline at each station, and all jobs/products must leave the
system.
Figure 1.3 presents a queueing network to illustrate the characteristics of the problem under
study. In this example, two different products is considered. Each product has its respective
arrival, service, and failure rates, and is routed through a finite collection of workstations.
Additionally, one portion of the process is handled in parallel, which is modeled as a fork-
join system. On the other hand, the fork-join subsystem has three homogeneous stations,
where product 1 is split into two subtasks, and product 2 into three subtasks. Product 1
must visit workstation one, the parallel system (fork-join node) with two subtasks, and
workstations five, six, and eight in that order (shown by dashed lines in the figure). On the
other hand, product 2 must visit workstations one, the parallel system (fork-join node) with
three subtasks, and workstations five, seven and eight. Although in web server assembly
lines server failures are typically noticed after the testing stage, we consider failures at any
stage in our study so that our discussions are applicable to other manufacturing systems
where failures can occur at any stage in the assembly.
λ1
20.05 Failure rate
3 Sub-Tasks
Product 2
2 Sub-Tasks 
Product 1
λ2
0.01 Failure rate
0.02 Failure rate
3
4
1 5 6
7
8
Figure 1.3: Problem representation.
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1.3 Research Objectives
The primary objective of this research was to develop analytical approximations to pre-
dict performance measures of manufacturing systems with random job failures and parallel
processing. Specifically in this research, analytical approximations to estimate the per-
formance measures for Markovian and general type of multiclass manufacturing systems
with random job circulation, and in which is included fork and join system to model par-
allel processing were developed. To accomplish this goal, the following specific objectives
were considered: (1) design of the analytical approximations considering Markovian type
of manufacturing systems, (2) design of the analytical approximations considering Gen-
eral type of manufacturing systems, (3) develop discrete event simulation models to verify
the accuracy of the results of these analytical approximations, and (4) develop appropriate
correction terms via regression analysis to bridge the gap between the analytical approxi-
mations and the simulation models where the error is large (>20%).
1.4 Overview of Solution Approach
Queueing theory enables mathematical analysis of several related processes in a manufac-
turing system. A typical manufacturing system consist of a set of resources that process
a variety of products. The arrival pattern of products are dependent on the product de-
mand, which is stochastic; and service rates of the resources show a natural variation in
their performance [32]. Jobs arriving at different workstations have to wait in queues if the
resources are not available. Jobs that are successfully processed leave the workstation and
join the queue for service at the following workstation. Jobs that fail are routed to the same
workstation or to one of the previous workstations. These characteristics of manufacturing
systems make them suitable for modeling as a network of queues consisting of a set of
nodes (workstations), and arcs (movement of the job between workstations) [86].
7
Exact analytical solutions have been developed for some classes of queueing networks;
however, an alternative to deal with more complex systems, such as the problem under
study, has been to have an approximate analytical solution. Therefore, queueing network
models can be classified according to whether they yield exact results or whether they
rely on approximations. The approximation models can be classified into decomposition
models and diffusion models. According to Sunkyo [97] most standard decomposition
methods reduce complex behavior of the queueing networks into three network operations
on a point process: queueing, splitting and superposition. According to Govil and Fu [32]
these approaches make two basic assumptions: 1) the stations in the queueing network can
be treated as being stochastically independent, and 2) the input to each queue is a renewal
process characterized by the mean and the variance of the arrival time distributions. By
contrast, the diffusion approximations are based on the heavy traffic intensity theorems.
These approximations are valid when the traffic intensities at the stations are close to one
[32].
In this research, we use the parametric decomposition approach in order to decompose the
queueing network into queueing systems with a single station. We choose this approach be-
cause according to Sunkyo [97] decomposition approximation of queueing network, based
on the two-moment renewal approximation of the departure process, performs well in ap-
proximating some performance measures at stations with moderate traffic intensity.
Under this approach, individual queues are analyzed separately after approximately char-
acterizing the aggregate arrival process. Later, the whole system performance is computed
by aggregating the individual queue performances. By using this approach, we can analyze
independently single and fork-join stations within the same framework.
Markovian systems (i.e., interarrival and service times are from an exponential distribu-
tion), and general type systems (i.e., interarrival and service times are from Erlang-2, hy-
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perexponential, and/or exponential distribution) are studied. Random problem instances
are generated and the analytical approximations are used to estimate the performance mea-
sures. Discrete event simulation models are developed to simulate the problem instances.
The results from the analytical approximations and simulation are compared to evaluate the
accuracy of the analytical approximations, and correction terms via regression analysis are
developed to minimize the gap between the analytical approximations and the simulation
models where the error was greater than 20%.
The analytical approximations are implemented in MatLab, the simulation models are de-
veloped in Arena 11.0, and the corrections terms are obtained by using Microsoft Excel
and Statistical Analysis Software (SAS).
1.5 Contribution and Significance
In this research, new analytical formulations are proposed to estimate the performance of
complex manufacturing systems where several issues of practical interest such as parallel
processing with synchronization queue, multiple product classes, and job circulation due to
random part failures are simultaneously considered. Although many researchers have pro-
posed analytical formulations for manufacturing systems with some similar characteristics,
most of these previous efforts have not dealt with all the issues that in this study are consid-
ered. Especially, prior work on paralleling processing with the same characteristics of the
problem under study, has not been taken into account multiple product classes and failure
rates at the fork point. Also, the majority of the analysis of fork-join systems assume that
the inputs to the individual buffers are Poisson process. In this research, existing analytical
formulations are modified to incorporate the fact that a node can be visited by different
product classes, and appropriate correction terms via regression analysis are added to the
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approximations in order to minimize the gap in the error between the analytical approxi-
mations and the simulation models.
The analytical approximations can help operations managers of web server assembly lines,
and manufacturing or other service systems with similar characteristics to estimate system
performances. By estimating the system performances accurately, they may be able to
make judicious decisions - especially setting delivery due dates, capacity planning, and
bottleneck mitigation, among others.
1.6 Dissertation Outline
The dissertation is organized as follows: Chapter 1 presents the motivation for this re-
search, the problem description, research objectives, and the solution approach to follow.
Chapter 2 provides the literature review from four perspectives. The first section reviews
previous efforts which utilized queueing theory as the principal tool for performance esti-
mation in manufacturing systems. The second and third sections address previous research
on manufacturing systems with multiple classes of jobs, and job circulation respectively,
and the fourth section reviews previous research on fork and join systems (parallel queues)
and tools for analyzing their performance. In Chapters 3 and 4 the analytical formulations
for Markovian and general type of manufacturing systems are presented. The experimental
study was conducted to determine the gap in the performance estimates between the an-
alytical and simulation models. The details of the experimental study and the procedure
followed to bridge the gap is also presented. Finally, the conclusions and directions for
future work are summarized in Chapter 5.
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CHAPTER 2
LITERATURE REVIEW
This research is concerned with the development of analytical formulations for manufac-
turing systems that deals with parallel processing, multiple product classes, job circulation
due to random part failures, and shared workstations. Several lines of research exists which
are pertinent to this problem. We restrict our literature search to four lines of research: 1)
performance analysis, 2) manufacturing systems with multiple classes of jobs, 3) manufac-
turing system with job circulation, and 4) fork and join queueing systems.
2.1 Performance Analysis
Performance evaluation involves the development of models to measure the effectiveness
of a manufacturing organization in achieving its goals. There is considerable research
that reports a number of techniques or tools for performance evaluation of manufacturing
systems. Leung and Suri [67] provided an overview of performance evaluation of discrete
manufacturing systems. They described the major type of techniques indicating where and
when the different tools are most applicable. Techniques such as physical experimentation,
probability models, queueing models (as a subset of probability models), discrete event
simulation, sample path based sensitivity analysis, Petri nets, algebraic models, untimed
(qualitative) models, and hybrid models were discussed.
Several queueing network model implementations have been used in the performance eval-
uation of manufacturing systems. Exact results exist for Markovian systems with the semi-
nal papers of Jackson [47] for job shops and Koenigsberg [56] for cyclic systems. Jackson
showed that the equilibrium joint probability distribution for a wide class of Markovian
11
models, was the product of the marginal distributions, where the mean arrival rate of cus-
tomers depends almost arbitrarily on the number already present, and the mean service rate
at each service center depends almost arbitrarily on the length. On the other hand, Koenigs-
berg studied a special case of a job shop where all jobs have to pass the machines over the
same route like in the flow shop but some of the machines in the route can be met more
than once.
Several generalizations of these results are derived by Baskett et al. [10] and Kelly [50, 51].
Baskett et al. showed that the product-form stationary distribution characteristic of a Jack-
son network in fact holds for arbitrary service-time distributions that have the same means.
Kelly [50] addressed the behavior of equilibrium of networks of queues that deals with
multiclass jobs, and in [51] the concept of reversibility and quasi-reversibility in stochastic
process is explored. Additionally, Meyn and Down [73] studied open generalized Jackson
networks with general arrival streams and general service time distribution. The stability
of the network was deduced by bounding the expected waiting time for a customer entering
the network.
Two other remarkable contributions to this line of research were made by Burke [17] and
Little [70]. Burke showed that for a queueing system with a Poisson input and exponen-
tial service times, the equilibrium distribution of the number of service completions in an
arbitrary time interval is a Poisson distribution for any number of servers. Little showed
that if the mean time between arrivals of two consecutive units, the number of units in the
systems, and the mean time spent by a unit in the systems are finite and are in steady state,
then the number of customers in the system is proportional to the the waiting time of the
customers in the system no matter what the arrival or service distribution is.
The desire of dealing with more complex systems, such as the problem under study, has led
to the development of approximate analytical solutions. According to Bitran and Sarkar
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[14] the approximate methods can be classified into i) diffusion methods, ii) mean value
analysis, iii) operational analysis, and iv) decomposition methods. Diffusion methods ap-
proximations are based on the heavy traffic limits theorems. Works by Iglehart and Whitt
[44, 45], Harrison [36], Harrison and Reiman [37], Reiman [88], Harrison and Wein [38],
Chen and Maldembaum [21], Harrison and Williams [34], Bramson and Dai [16] are rep-
resentative papers of this line of research.
Mean value analysis is an algorithm that allows analyzing closed queueing networks and
obtaining mean values for queue lengths and response times, as well as throughputs. It has
been studied by Reiser and Lavenberg [90, 65], Bard [8], Schwitzer [92], and Akyildiz [1]
among others.
Operational analysis provides a framework to study queueing networks during finite time
periods. Under this approach flow balance assumption is used in the derivation of many
operational formulas, and different operational assumptions are used to derive several for-
mulas for the mean queue length and response time of an isolated service center. Rep-
resentative work in this area has been done by Buzen [18], Denning and Buzen [28] and
Bengtson [11].
Decomposition methods decompose the queueing network into queueing subsystems each
with a single station. This approach is based on two assumptions: a) the nodes can be
treated as being stochastically independent; and b) the arrival and departure streams are
renewal processes, which are characterized by the first two moments, mean and variance
[97]. According to [15] this approach follows three basic steps: 1) analysis of the inter-
actions between nodes; this is analyzed by considering the network as a combination of
three basic processes: a) arrivals at a station, b) departures from a station, and c) splitting
and merging, which represents the products routing in the network; 2) decomposition of
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the network into individual nodes; and 3) aggregation of individual queue performances to
obtain the performance measures of the whole system.
The pioneers in this field are Reiser and Kobayashi [89], who implicitly used a decompo-
sition approach to analyze open and closed queueing networks with general service time
distributions and FCFS discipline. Contributions were made by Chandy and Sauser [19],
Kuehn [60], Shanthikumar and Buzacott [95], Whitt [110], and Bitran and Sarkar [14].
Chandy and Sauser discussed approximation methods for the analysis of computing sys-
tem. In [60] an approximate method for the analysis of general queueing networks was
proposed. The analysis is based on the method of decomposition, where the subsystems
are analyzed individually by assuming renewal arrival and departure processes. All related
processes are considered with respect to their first two moments only.
Shanthikumar and Buzacott [95] developed an approximate decomposition approach to an-
alyze an open queueing network model of dynamic job shops with general service time
distributions and first come first served or shortest processing time service discipline. Later
a software package called the Queueing Network Analyzer (QNA) was proposed by Whitt
[110] to calculate approximate performance measures for systems that can be modeled as
general open queueing networks. The purpose of the first version of this computer-based
package was to analyze packet communication network. It considered open networks of
multiserver nodes with the first-come first-served (FCFS) discipline and no capacity con-
straints. The arrival processes need not be Poisson and service time distributions need not
be exponential. The nodes are analyzed as standard GI/G/m queues partially characterized
by the first two moments of the interarrival and service time distributions. Later, Segal and
Whitt [93] contributed to the field by using this methodology to address applications in
manufacturing.
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Bitran and Sarkar [14] considered an open network with multiple product classes with
deterministic routes and FCFS discipline. They showed that the parametric decomposition
approach does not perform well in certain cases with large number of jobs. Thus, they
refined the decomposition approach by taking into account the distortion in the variability
of a given product due to the presence of the other products. This is referred to as the
interference effect. In contrast with other approaches, they expressed the variation of the
interdeparture intervals for each product at each station as the sum of two terms. The first
term that reflects the congestion and the service at the station, and the second one that
captures the effect of the distribution of the arrivals of other products. The interference that
the product suffers is incorporated by taking into account the second term.
In manufacturing flow lines, which consist of stations such that parts visit them exactly
once in a fixed sequence, have also used decomposition methods for their analysis. Work
in this field was originally introduced by Gershwin in [31]. He presented a method for eval-
uating performance measures for a class of tandem queueing systems with finite buffer. The
work is based on an approximate decomposition method in which the flow line is treated as
a set of two-machine lines, leading to a set of equations that are solved using an interactive
algorithm. Later, Dallery et al. [25] extended the work done by Gershwin in [31]. They
replaced the original set of equations by an equivalent one, obtaining a simpler algorithm
with a lower computational complexity. Altiok [3], Yeralan and Tan [118] [100], Helber
[42], among others, are representative papers of this field. Dallery and Gershwin [27] de-
scribed the most important models and results of the manufacturing flow line literature, as
well as the exact and approximate methods to obtain performance measures of the system.
It includes the major classes of models (asynchronous, synchronous, and continuous), the
major properties (conservation flow, flow rate-idle time, reversibility, among others), and
the relationships among different models.
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During the last several years, numerous research publications have contributed to expand-
ing this area. Whitt [115], Sunkyo [97], Baris [9], Dallery and Frein [26], and Krishna-
murthy and Suri [59] among others, are representative of this work. The review by Govil
and Fu [32] provides a survey of the literature on analytical queueing theory models ap-
plied to discrete parts manufacturing systems. They present exact and approximate models
for job shop systems, flexible manufacturing systems, assembly/disassembly networks, and
manufacturing flow lines.
2.2 Manufacturing Systems with Multiple Classes of Jobs
Typically manufacturing systems deal with different types of jobs whose service times and
route are determined by the job type. This type of queueing networks have been approached
in the past by different researchers. Baskett et al. [10], motivated by the desire to model
computers systems, extended the work of Jackson to multiclass networks for a variety
of system configurations. They derived the equilibrium distribution of states of a model
containing four different types of service centers and different classes of products. They
considered open, closed, and mixed networks of queues with multiple class customers; and
scheduling disciplines including FCFS, processor sharing, no queueing, and last come first
served. Kelly [50] also worked with more general queueing networks where all service
and interarrival times are assumed to be independent and exponentially distributed, with
each customer class served at a given station having a common exponential service time
distribution.
Whitt [110] with the QNA provides the option of defining different customer classes. Each
type of customer has its own deterministic flow in the network and external arrival process,
which is characterized by the mean and variability parameters. Additionally, each class may
have its own service time distribution, which may be different at the same node in different
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visits. These service distributions are also characterized by the same parameters. The per-
formance measures are derived based on the individual node analysis after the parameters
for the internal flows are determined. Later, Segal and Whitt [93] described a new version
of the QNA software package, which was developed especially to analyze manufacturing
lines. This new version still employs the parametric decomposition approach method, but
it was modified to represent machine breakdown, batch services, lot sizes, product testing
and rework.
Bitran and Tirupati [15] extended the work done by Whitt. They showed that the approx-
imations by using parametric decomposition approach do not perform well in some cases
with large number of products due to interference among products. Thus, they enriched
the approach by taking into account the presence of other products and describing its ef-
fect on the variance of the departure streams.The authors computed this interference effect
for a product at a given station, by aggregating all other products into a single product.
Therefore, the determination of interference was reduced to the analysis of two product
classes. An open queueing network with multiple product classes, deterministic routing
and general arrival and service distributions as a two-class network was analyzed in this
paper. Later, Whitt [114] extended the parametric-decomposition approximation method
to treat queueing networks with several classes. In this paper, methods were developed
for approximately characterizing the departure process of each customer class from a mul-
ticlass single-server queue with unlimited waiting space and the FIFO service discipline.
The approximations extended the ones developed by Bitran and Tirupati by considering the
effect of class-dependent service times and developing a more general formula that can be
used for non Poisson class-2 arrivals.
Bhat [12] presented a new method to approximate the squared coefficient of variation of
the interarrival time of a merged process, which takes into account the variations among
customer classes. Additionally, he presented several methods to approximate the expected
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waiting time of each customer class in a multiclass first come first served (FCFS) single
server queue, and three approaches to derive the first two moments of the busy periods in a
GI/G/1 queue.
Whitt [113] showed that feedback together with significant differences in class-dependent
service times can lead to dramatic fluctuations in the queue-length processes at the stations
in the network. These fluctuations rule out conventional heavy-traffic limit theorems. He
showed how to obtain proper heavy-traffic limits for a deterministic four-class two-queue
multiclass open network of single-server FIFO queues with traffic intensity of one at each
queue. Sunkyo [98] presented the heavy-traffic bottleneck phenomenon under multiclass
deterministic routing and discuss how it can be addressed by decomposition. They showed
that decomposition methods for deterministic routing by Bitran and Tirupati [15] and Whitt
[114] can be combined with the Whitt’s variability functions [115] to consider the heavy-
traffic bottleneck phenomenon under deterministic routing.
Harten and Sleptchenko [39] derived a method for the exact analysis of multiclass, multi-
server queues, based on a classical method using the stationary state equations. They pro-
vided some new approximations based on special multiplicative eigenmodes, including
the dominant mode in the heavy traffic limit. In the field of flexible queueing systems,
Gurumurthi and Benjaafar [33] provided a framework for the modeling and analysis of
systems with multiple classes of arrivals and heterogeneous servers where customers have
the flexibility of being routed to more than one server and servers possess the capability of
processing more than one customer class. They extended the work in this area by including
a broader class of system configurations and control policies and a less restrictive set of
assumptions.
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2.3 Manufacturing System with Job Circulation
Job circulation can be found in different manufacturing environments. Flow of jobs be-
tween different stations where parts may return more than once to the same machine for
repeated stages of processing, and where the number of visits would be fixed by the orig-
inal sequence is referred to as re-entrant lines [62]. On the other hand, manufacturing
systems with stochastic flow of jobs between different stations due to job failures [86] is
also observed. Under this scenario, the jobs entering the system have different repeated
cycle requirements, contrasting with the deterministic re-entrant lines where jobs would
have fixed cycle needs [80].
Examples of re-entrant lines include semiconductor wafer fabrication facilities [23] [83],
circuit card assembly, thin film lines, and systems with rework tasks [74] [91]. In [62]
Kumar explains re-entrant lines in detail. He provided some bounds on attainable mean
delay in a stochastic framework, under the assumption that the service and inter-arrival
times are exponentially distributed. He examined the issue of stability of re-entrant lines,
under a deterministic, bursty model of arrivals, and the problem of minimizing the variance
of delay. Moreover, he provided a stochastic control approach to the problem of production
control under random machines failures, and examined scheduling issues if set-up times
are incurred whenever processing is switched from one buffer to another.
In another research work, Lu et al. [72] addressed the problem of reducing the mean
and variance of cycle time in semiconductor manufacturing plants. They proposed a new
approach of smoothing the fluctuations in all the flows of the network. They developed a
new class of scheduling policies called Fluctuation Smoothing policies, which achieved the
best mean and standard deviation of cycle time, in all the system configurations and release
policies tested.
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Narahari and Khan [75] presented an approximate technique based on Mean Value Analysis
(MVA) for analytical performance prediction of re-entrant lines with priority scheduling
among the buffers at a work center and different processing times on different visits. Park
et al. [83] extended the Narahari and Khan’s methodology by including the workstations
of batch machines. They proposed an approximate analytical method based on MVA for
estimating the average performance of re-entrant flow shops with single-job (or discrete)
machines and batch machines. It assumed a closed queueing network and a single type of
job flowing through a fixed routing. The authors obtained the mean waiting time at each
buffer of the workstation and developed a heuristic method to improve the result of the
analytical method. Later, in [84] they extended their work by taking into account multi-
class jobs. However, in these works the flow of jobs through the system have deterministic
routes.
Connor et al. [23] developed an open queueing network model, with FCFS scheduling
policy at all nodes, for rapid performance analysis of semiconductor manufacturing facili-
ties. In this paper, they modeled five different types of tool groups found in semiconductor
wafer fabrication, as well as events that disrupted the normal process at the tools. In ad-
dition, they conducted a detailed analysis of the scrap and rework processes to capture
the effect of variable job sizes on the workload and utilization of the tool group. Thus,
the manufacturing system has a stochastic flow of jobs between different stations where
the cycle requirements depend on the job failures such as the problem under study. Nara-
hari and Khan [74] extended the work on reentrant lines done by Connor et al. [23] as a
closed queueing network. They considered probabilistic routing and proposed a model for
reentrant manufacturing systems with inspections. They developed an analytical technique
based on MVA to compute the mean steady state cycle time and throughput rate of such
models under various scheduling policies. The method can determine the minimum num-
ber of inspection stations to ensure a given quality level, the optimal location to maximize
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throughput, and the lowest possible speeds of the inspection stations that will not interfere
with the system performance.
More recently, Kim et al. [53] extended the model proposed by Park et al. [84] by con-
sidering re-entrant manufacturing system with production loss due to machine failures and
yields. A methodology for analyzing the system approximately is proposed using the iter-
ative procedures based on the MVA and some heuristic adjustments.
Kumar and Omar [64] presented a modified analytical model based on approximate MVA
with probabilistic re-entrant line to predict the total mean waiting time and the throughput
rate for the environmental stress testing operation in the semiconductor assembly industry.
They analyzed a five-stage queuing system with re-entrant to the second stage under various
stochastic routing. In this paper, a correction factor in order to deal with a large number of
lots was introduced. Later, Kumar and Omar [63] considered the same environmental stress
testing operation, and presented a modified analytical model based on MVA technique and
virtual clustering method. This method allows measuring the cycle times in terms of lots
clusters. Omar and Kumar [80] extended their work in [63] improving the formulation in
order to avoid the correction factor that is case dependent, simplifying the computation
process. The objective of this work was to develop a method to determine the total cycle
time and mean throughput in the same manufacturing system for a given lot loaded into the
system. In addition, they determined the maximum number of lots that can be loaded into
the system and the target cycle time.
Pradhan et al. [86] presented analytical approximations to estimate the performance mea-
sures of an optoelectronic manufacturing system with multiple product classes, job circula-
tions due to failures, and some resources being shared among different product classes. In
this paper they analyzed a system with exponential interarrival and service times (M/M/c)
based on the modified version of the QNA developed by Whitt [110] and modified it to
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incorporate the stochastic flow of jobs between different nodes in the network. Later, in
[85] Pradhan and Damodaran analyzed the same problem for G/G/c type of systems. This
work has some similarities with the problem under study; however, they did not consider
parallel processing in the manufacturing system.
In another research work, Omar et al. [81] extended their work in [64] including a routing
probability factor in the algorithm that allows dealing with the stochastic nature of the
re-entrant lines in the manufacturing industry. In addition, they added a yield probability
factor to the algorithm in order to take into account the defects of lots that have to be
removed from the system.
2.4 Fork-Join Queueing Systems
Fork-join queueing systems take place in the performance analysis of parallel processing
in queueing models of manufacturing, service and computer systems. In some queueing
models of assembly systems, the assembly station is also modeled using a fork-join station.
In such systems each job is decomposed, at the fork point, into l identical subtasks that are
submitted to a unique parallel station within the fork and join system. On completing
service, each subtask waits at the join point for its sibling subtask. A job is completed
if all of its subtasks have completed service. The time elapsed between the fork and join
operation of a job is called the response time, and the time that a subtask waits for the other
siblings is the synchronization delay.
Previous research in this area reports different types of fork-join queueing systems, such as
the centralized splitting model, the distributed splitting model with synchronization queue,
and the centralized splitting model without synchronization queue. In the centralized split-
ting model [78, 76], the subtasks wait in a centralized queue at the fork point, whenever a
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server becomes free, one of the waiting subtasks (if any) is scheduled on to this server. The
subtasks synchronize at the join point (see Figure 2.1). In the distributed splitting model
with synchronization queue [78, 76], the subtasks wait in an independent server queue. A
subtask finishing service waits in its synchronization queue until all the other subtasks also
finish service at their respective servers (see Figure 2.2). In the centralized splitting model
without synchronization queue [76], a subtask finishing service at the server is forced to
wait there until all the other subtasks also finish their service, preventing the server from
working on another subtask (see Figure 2.3). Another variation is the case where the server,
just before a service initiation, verifies whether or not its downstream buffers are free. If
at least one of these buffers is full, the service initiation is postponed until all downstream
buffers are free [82].
Fork point
1
µ
.
.
Sub-task 
service area
2
N
Join point
Synchronization
queue
Figure 2.1: Centralized splitting model.
Fork and join systems have been studied extensively during the past several years, and in
many cases the focus of the study was parallelism in computer and storage systems. The
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Figure 2.2: Distributed splitting model with synchronization queue.
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Figure 2.3: Centralized splitting model without synchronization queue.
analysis of such systems is analytically intractable due to the parallelism of the tasks [77],
and the synchronization, demanded by the forks and joins, that destroys all nice properties
like product form or insensitivity [4]. Thus, exact analysis of the fork and join queue
is presented only for two server fork-join queues, requiring approximation and bounding
techniques to compute performance measures of fork-join queues for more servers [106].
Early efforts in this field have been done by Heidelberger and Trivedi [40, 41]. In [40], com-
puter performance models of certain types of parallel processing systems is considered, in
which a job is subdivided into two or more tasks at some point during its execution. In
this case the synchronization among tasks is not required. They developed an approximate
method which iterates through a sequence of product-form networks. In addition, bounds
on performance improvement due to overlap are derived. Later, in [41] they extended their
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work by requiring synchronization among the tasks, but analyzed closed systems. Two
approximate solution methods to predict performance measures in such systems were de-
veloped. The first approximation is based on a decomposition approach, and the second
approximation interactively solves a sequence of product-form networks. In this approxi-
mation the synchronization delay is modeled by an infinite server queue.
Flatto and Hahn [30] obtained asymptotic formulas for the steady state of an open queueing
network with two heterogeneous servers, each having its own queue. They assumed that
the arrival rate follows a Poisson distribution with mean 1 and the servers have exponential
services times. Later, Flatto [29] continued his previous work using the asymptotic results
to study the interdependence between the length of the server queues. He derived limit
laws for the expectation and distribution for either of the queue lengths conditioned on the
other.
Nelson et al. [78] obtained an expression for the mean response time in centralized parallel
processing systems with job splitting into independent tasks. They modeled the system as
a continuous time, discrete Markov process. In this work the response time T of a random
job was expressed as the sum of two terms:
E [T ] = E [W ]+E [S] , (2.1)
where W is the job waiting time and corresponds to the time that the job waits in the
queue before the first of its tasks is scheduled. This waiting time was analyzed by studying
the MX/M/K bulk arrival queueing system that represents the system under study, and
calculated by solving a set of recurrence relations. On the other hand, S is the job service
time and corresponds to the time required to process all the tasks associated to the job once
the first task is scheduled. The value of the mean job service time for a random job was
given by the following equation:
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E [S] =
HK
µ
, (2.2)
where HK is the harmonic series given by
HK =
K
∑
i=1
1
i . (2.3)
Nelson and Tantawi [77] considered a distributed parallel processing system, where the
jobs arrive with rate λ , Poisson distribution, and service times are independent and expo-
nentially distributed. They developed a new approximation technique called the scaling
approximation, which is applied to the analysis of two different computer systems models
consisting of homogeneous fork-join queuing systems with two or more servers. The nature
of the approximation arises from the observation that there exist upper and lower bounds
which grow at the same rate as a function of the number of servers (K) in the fork-join
system. From this observation they concluded that the mean time (TK) for K ≥ 2 is given
by
TK w SK (ρ)T2, (2.4)
where SK (ρ) = α (ρ)+ 1−α(ρ)H2 HK is a scaling factor, and T2 =
(
12−ρ
8
)(
1
µ−λ
)
is the mean
job response time for two homogeneous servers. Using simulation results, they found a
good approximation for α (ρ), leading to the following approximate expression for TK
TK =
[
HK
H2
+
4
11
(
1− HK
H2
)
ρ
]
T2. (2.5)
Baccelli et al. [4], studied the class acyclic fork-join system that takes place in applications
like parallel processing and flexible manufacturing. They derived the evolution equations
that rule the behavior of such systems, and developed upper and lower bounds on the net-
work response times. Kim and Agrawala [52] obtained the transient and steady-state solu-
tions of the fork-join queue in terms of virtual waiting times, which can be used to calculate
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the response time. The approximate solutions in the steady state are presented for the cases
where the interarrival time distributions are exponential and two-stage Erlangian.
For a fork-join network with K servers, Poisson arrival and general independent services
times, Thomasian and Tantawi [101] developed approximate techniques to calculate its
mean response time. This was expressed as the sum of the mean response time at one of
the queues and the mean synchronization delay. The mean response time for a fork-join
system with a server utilization ρ , is given by
RF/JK (ρ) = R1 (ρ)+FKα (ρ)σ1 (ρ) , (2.6)
where Fk is obtained from the previous equation at ρ = 0 (since αK (0) , 1), R1 (ρ) and
σ1 (ρ) are the mean and the standard deviation of response time at any one of the queues
respectively, and αK (ρ) is a low-degree service-time distribution dependent polynomial in
ρ , whose coefficients are determined from simulation results.
Varma and Makowski [107] proposed a family of heuristics approximations for the ex-
pected response time of K-dimensional symmetric Fork-Join systems in statistical equilib-
rium with general interarrival and service time distributions. They first developed approxi-
mations for the case K = 2, and for arbitrary K ≥ 2, with Poisson arrivals and exponential
service times. By observing agreement between the light traffic derivative and the heavy
traffic limit for this system under Markovian assumptions, they were able to developed an
approximation to the heavy traffic limit for K-dimensional systems with general interar-
rival and service distributions. They generated interpolation approximations by combining
heavy traffic limit with light traffic limits. They approached the non-Markovian cases for
a K-dimensional Fork-Join queue with Erlang-2 interarrival and service time distributions,
Erlang-2 arrivals and exponential services, Poisson arrivals and hyper-exponential services,
Poisson arrivals and Erlang-2 services, and hyper-exponential arrivals and exponential ser-
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vices. This research is distinct from that effort in that, it considers multiclass products,
and failures rates at the fork-join nodes, and the parallel processing modeled by fork-join
queues is only one part of the server assembly process.
Nguyen [79] presented a heavy traffic analysis of feedforward fork-join networks with
heterogeneous customers. They showed that the heavy traffic limit of certain processes
associated with heterogeneous fork-join networks can be expressed as a semimartingale
reflected Brownian motion with polyhedral state space. Kumar and Shorey [61] obtained
upper and lower bounds to the mean job response time in a model of parallel processing
system where each job, in a multicomputer system, forks into a random number of subtasks
that can be processed independently on any of the computers. Upper bounds are obtained
using the concept of associated random variables, and the lower bounds are obtained by
neglecting and including queueing delays.
Balsamo and Mura [6] proposed a new bounded approximate method, based on Markov
chain analysis, to evaluate response time distribution function in a fork-join system with
K ≥ 2 heterogeneous service centers, Poisson job arrival, and exponential service time
distribution. They defined two approximate models, based on the matrix-geometric tech-
nique, which provide an upper and lower bound on the response time distribution. In [7]
they extended their work to general service time distributions to obtain a bounded approx-
imation of the moments of any order for the number of jobs in the fork-join system. They
presented an algorithm to derive approximate solutions of the open fork-join queueing net-
works with Poisson arrivals and Coaxial service time distribution, which provide lower and
upper bounds on the queue length moments. Later, Balsamo et al. in [5] extended their
previous work by providing a method that allows controlling the spread of bounds to meet
a given accuracy.
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Varki [105] presented an exact analysis of mean response time of two identical parallel
queueing systems, consisting of a single server and an infinite capacity queue. In this
paper, a formal parallel wait time analysis, similar to the wait time analysis of non-parallel
systems is presented. The analysis is carried out using event/time sequence (ET-S) trees.
On the other hand, Narahari and Sundarrajan [76] studied the performability with respect to
average response time of three fork-join queueing models: the centralized splitting model,
the distributed splitting model with synchronization queue, and the distributed splitting
model without synchronization queue. They considered fork-join queueing systems with
K identical servers prone to fail, and followed the randomization approach to compute
the cumulative distribution of performability. Paik [82] presented throughput upper and
lower bounding methods for another fork-join network configuration. Under this fork-join
model the join server may initiate its service only when each of its upstream buffers is
occupied, and a server initiates the service until all downstream buffers are free, that is,
blocking before service. He developed an approximation method for the throughput, which
are based on decomposition/aggregation principles.
Chen [22] introduced a dynamic bubblesort technique that combines analysis and simula-
tion to obtain the mean response time (TK) in a homogeneous fork-join queueing system
of K ≥ 2, where jobs arrive with rate λ and a general arrival distribution, the service fol-
lows a general distribution, and the buffers have infinite capacity. This technique sorts the
branches of the queues based on the number of the tasks waiting for synchronization in
each branch. The response time TK is given by
TK = T1+
1
λ
K
∑
J=2
xJ,2 (t) |EJ(t)εAJ
J
, K ≥ 2 (2.7)
where xJ,2 (t) |EJ(t)εAJ is the average number of tasks waiting, in the synchronization queue
at branch number two, for their siblings tasks to complete. In addition, he presented an
upper bound expression for the K-queue fork-join system, which is given by
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Tk ≤ T1+2(T2−T1)(HK−1) . (2.8)
Varki et al. [106] presented simple pessimistic and optimistic mean response time bounds
and a mean response time approximation RKN for a homogeneous fork-join queue, and ex-
ponential service times. In contrast with other works, this paper analyzed the N-server
fork-join queues in which the jobs divide into K identical subtasks, where 1 ≤ K ≤ N ,
such as the problem object of this study. However, this research is distinct from that effort
in that, it considers multiclass products, and failures rates; and the parallel processing is
only one part of the whole network of queues that model the manufacturing system under
study.
The authors presented the response time bounds RKN of a N-server fork-join queue, where
each arriving job divides into 1≤ K ≤ N
1
µ
(
HN +ρ ∗SumK(K−ρ)
)≤ RKN ≤ HNµ
(
1+
ρ
1−ρ
)
, (2.9)
where ρ = λ∗k/N∗µ is the utilization of a server in the fork-join queue, HN is the harmonic
number, and SumK(K−ρ) = 11−ρ +
1
2
1
2−ρ +
1
3
1
3−ρ + ...+
1
K
1
K−ρ is the K
th partial sum of the
sequence
(
1
1−ρ +
1
2
1
2−ρ + ...+
1
K
1
K−ρ , ...
)
. Then, the authors used those bounds to compute
the response approximation
RKN =
1
µ
(
HN +
ρ
2(1−ρ)
(
SumK−ρ +(1−2ρ)∗SumK(K−ρ)
))
, (2.10)
where SumK−ρ = 11−ρ +
1
2−ρ +
1
3−ρ + ...+
1
K−ρ is the K
th partial sum of the sequence(
1
1−ρ +
1
2−ρ + ...+
1
K−ρ , ...
)
.
Ko and Serfoso [55] presented a closed-form formula for approximating the distribution
of the response time for a M/M/s fork-join in equilibrium. The response time formula is
based on a linear combination of bounds, where certain constants are obtained by auxiliary
network properties and simulation results. This is given by
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FW (t)≈ 1−
m
∑
i=1
ci [1−FW J (t)]
i−1
∏
j=1
FW J (t) , (2.11)
where
FW i (t) =
1
si (1−ρi)
(
[si (1−ρi)− (1−qi)]
[
1− e−µit]−qi [1− e−(siµi−λ )t]) (2.12)
cm+1 = 0, c1 = 1, c2 = 1− qi/4 , and
ci =
(
1− qi−2
8
)(
1− qi−1
4
)
, 3≤ i≤ m (2.13)
where
qi = P
{
Qi ≥ si
}
=
P
{
Qi = 0
}
(siρi)si
si!(1−ρi) (2.14)
and
P
{
Qi = 0
}
=
[
si−1
∑
n=0
(siρi)
n!
+
(siρi)si
si!(1−ρi)
]−1
. (2.15)
For the case of single-server nodes, the authors presented the following approximation for
the distribution of the response time
FW (t)≈ 1− e−γ1t−
m
∑
i=2
cie−γit
i−1
∏
j=1
(
1− e−γJt) . (2.16)
For the two-node network, this approximation is
Fw (t)≈ 1− e−γ1t−
(
1− ρ1
4
)[
e−γ2t− e−(γ1+γ2)t
]
(2.17)
and its mean is
EW ≈
1
γ1
+
(
1− ρ1
4
)( 1
γ2
− 1
γ1+ γ2
)
. (2.18)
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They also presented a formula for approximating the distribution of the number of jobs for
the M/M/1 fork-join network . This was obtained by relating the number of jobs in the
network (queue length) to the response time and applying the Little’s law for distributions.
Their approximation proposes:
FQ (n)≈ 1−ρn+11 −
m
∑
i=2
cigi (n) , (2.19)
where ci is calculated by equation 2.13, γ1 = µ1−λ , and
gi = ∑
k1∈{0,1}
... ∑
ki−1∈{0.1}
(−1)∑t−1j=1 kJ
(
λ
µi+∑i−1j=1 γJkJ
)n+1
. (2.20)
For the two-network,
FQ (n)≈ 1−ρn+11 −
(
1− ρ1
4
)[
ρn+12 −
(
λ
γ1+ γ2+λ
)n+1]
(2.21)
and its mean
EQ≈ λ
[
1
γ1
+
(
1− ρ1
4
)( 1
γ2
− 1
γ1+ γ2
)]
. (2.22)
Later, Ko [54] presented formulas for approximating the distribution of the cycle time of
a job in a two-stage fork-join network in equilibrium with two node server, in which jobs
arrive according to a Poisson process and the server times are exponentially distributed.
Basically, when the tasks for a job are completed, they are joined completing the fist stage;
then, they enter to the second stage that is the same as the first stage. A job will exit
the system when all tasks are completed in the last-stage. Additionally, they developed
approximations for m-stage networks. Their approximation proposes that the mean cycle
time in a m-stage fork-join network is calculated by
E [W1+ ...+Wm]≈
m
∑
j=1
(12− λ/µ j)
8
(
µ j−λ
) . (2.23)
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More complex fork-join systems, consisting of different types of execution stages and mul-
tiple interactions of this collection of stages, were analyzed by Squillante et al. [96]. They
presented an exact matrix-analytic analysis of generalized parallel-server fork-join queue-
ing systems, for small instances of the stochastic model, and presented an approximate
matrix-analytic analysis and fixed-point solution, for larger instances of the model.
Response time for fork-join queueing networks in closed systems have also been obtained.
Liu and Perros [71] presented an iterative approximation algorithm for analyzing a closed
system with a K-sibling fork-join queue. This iterative procedure is based on a combination
of nearly complete decomposability and the Gauss-Seidel method, and converge to the
exact solution in the case of the closed 3-sibling fork-join queue. Varki [102] presented
a technique for computing mean performance measures of closed single-class fork-join
networks with exponential service time distribution. The technique is based on the mean
value equation for fork-join networks which relates the response time of a network to the
mean service times at the service centers and the mean queue length of the system with
one customer less. This equation is an approximation and the technique computes lower
performance bound values for the fork-join network. Later, Varki [103] presented another
response time approximation in closed system with applications in parallel computer and
storage systems. This approximation was extended to cover cases when a job splits into an
arbitrary number of tasks upon arrival at the parallel system.
In the literature, fork-join synchronization stations have also been used to analyze kitting
systems where, in contrast with the problem under study, input streams differ in terms of
rates or predefined buffer limits. Furthermore, in this type of kitting systems most of the
manufacturing setting imposes specific limits on component inventories, such as kanban
control mechanisms, resulting in closed systems. Harrison [35] presented a queueing the-
oretic model of an assembly operation, which consist of some K different input processes
and a single server that assembles these input items into finished products. He provided im-
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portant conditions for the stability of synchronization stations. Lipper and Sengupta [69]
obtained upper and lower bounds for the mean sojourn time of an assembly-like queue,
and derived asymptotic solutions from the bounds. Sengupta [94] modeled the store of as-
sembly shop by means of an assembly queue, and showed how to obtain the transient and
steady state distribution of queue length and time spent in the system for this queue. On
the other hand, Takahashi et al. [99] and Krishnamurthy [58] considered synchronization
queues with two input streams different from Poisson distribution. More recently, Ramakr-
ishnan and Krishnamurthy [87] developed closed form approximations for key performance
measures of kitting systems with multiple input streams.
Fork-join stations also have been used to model paralleling processing in health care sys-
tems. Jiang and Giachetti [49] developed an open queueing network model using the two-
moment parametric decomposition approximation method to predict the patient flow time
in an urgent care center. They used fork-join queues without synchronization to represent
the parallelization of patient flow. In this work, the service time encountered by the patient
entering the fork-join subsystem was considered as the maximum of the service times that
patient spends in the sibling queues.
The preceding discussion reveals that most of the research done on the fork-join, under
the characteristic of the problem object of this study, has addressed parallel processing in
parallel computer and storage systems environments, and rarely has been considered with
multiple products. Varki et al. [106] and Varma and Makowski [107] analyzed parallel pro-
cessing with similar characteristics; however, multiclass products and failures rates were
not considered in those works. Although Pradhan and Damodaran [86, 85] addressed opto-
electronic manufacturing system with multiple product classes and job circulations due to
failure, this dissertation differs in that, the problem object of this study considers parallel
processing. Furthermore, from the literature review it can be concluded that performance
analysis of manufacturing systems considering simultaneously multiple product classes,
34
job circulation due to random part failures have not been widely studied in the context of
parallel processing.
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CHAPTER 3
FORMULATION OF THE ANALYTICAL MODEL FOR THE M/M/c SYSTEM
As stated earlier the web server assembly process arises a variety and complexity of differ-
ent issues such as, parallel processing with synchronization constraints, multiple product
classes, and job circulation due to random part failures, that make this type of systems
difficult to analyze. Although many researchers have proposed analytical formulations for
manufacturing systems with some similar characteristics, most of these previous efforts
have not dealt with all the issues that in this study are considered. Especially, prior work
on paralleling processing, with the same characteristics of the problem under study, has not
taken into account multiple products and failure rates at the fork point. In this research ex-
isting analytical formulations related to fork-join nodes are modified to incorporate the fact
that a node can be visited by different product classes, and appropriate correction terms via
regression analysis are added to the approximations in order to bridge the gap in the error
between the analytical approximation and the simulation models.
Exact analytical solutions have only been developed for parallel processing with two servers,
and for more complex systems, such as the problem under study, approximation or bound-
ing analysis has been used to predict performance measures. Parametric decomposition
approximation method, based on the Whitt’s approach [110], is used to analyze the server
manufacturing process. Under this method, the queueing network is decomposed into indi-
vidual queues that are analyzed separately after approximately characterizing the aggregate
arrival process. By using renewal approximation, the arrivals and the departures in the net-
work are characterized by the first two moments, namely mean and variance, and are based
on three network operations: flow through a queue (departure), which is the operation that
transforms an arrival process to a departure process [97]; splitting, in which a job splits
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itself along different arcs to multiple arcs; and superposition (merging), in which different
jobs merge along with different arcs to a node [86]. In this approach, when calculating the
performance measures for the network as a whole, the nodes are treated (approximately)
as being stochastically independent. However, the method seeks to capture the dependence
among nodes approximately through the calculation of internal flow parameters [110].
The formulations for the M/M/c system presented in this section are based on the work
done by Jackson [47], Whitt [110], the modifications done by Pradhan et al. [86] to incor-
porate the probabilistic flow of jobs between stations in the network system, and the work
done on fork-join queues with variable substasks by Varki [106]. The notation used is as
follows:
Notation
k product class index k ∈ K
nk total number of nodes visited by product class k
c j number of servers at node j
Jk set of nodes visited by product class k
Fk set of fork-join nodes visited by product class k
qi jk transition probability from node i to node j by product class k
Φk transition probability matrix
λ0 jk external arrival rate at node j by product class k
µ jk service rate at node j for product class k
τ jk mean service time at node j by product class k
NFJ j number of nodes at the fork-join j
µFJ jk service rate for product class k at the fork-join j
MFJ jk number of subtasks at the fork-join j by product class k
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Only limited information is required to analyze the queueing network. For each product
class it is necessary to specify the number of nodes visited by each product class (nk),
number of servers at each node (c j), external arrival rate to each node (λ0 jk), mean service
time at each node (τ jk) , and the transition probability matrix (Φk), which specifies the
sequence of operations for each product class through the network.
3.1 The Internal Flow Parameters
Following the Whitt’s approach [110] the first step to determine the performance measures
is to calculate the internal flow parameters. The traffic rates can be computed by solving
a system of linear equations. The system of linear equations are those used in Jackson
Networks, which has an unique solution. The traffic rate at node j by product class k is the
summation of the input that is received from outside (external to the system), λ0 jk, and any
output from the other stations routed to j [47].
λ jk = λ0 jk +∑
iεJk
qi jkλik ∀ j ∈ J, k ∈ K. (3.1)
Or in matrix notation
Λk = Λ0k (I−Φk)−1 , (3.2)
where Λ0k is the external arrival rate vector, Φk is the transition probability matrix, and I is
the identity matrix.
The problem under study deals with probabilistic flow of jobs due to random failures; thus,
a job may return more than once to the same station. Similarly, the mean number of visits
(υ jk) to each node j for product class k can be calculated by solving a system of linear
equations. The set of equations is given by
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υ jk = q0 jk +∑
iεJk
qi jkυik ∀ j ∈ J, k ∈ K. (3.3)
After the net arrival rate into each node is computed using 3.1, the proportion of arrivals to
node j that came from node i for product class k can be computed.
pi jk =
λi jk
λ jk
(3.4)
where λi jk = λikqi jk.
Given the arrival rates, it is possible to determine the traffic intensity ρ j at each node, which
is defined as the ratio of the arrival rate λ jk to the maximum service rate c jµ j [48]. Since
the problem object of this research considers different product classes, which can have
different service rates at a given node, an average of the service time need to be calculated.
The aggregate service time at node j (τ j) can be computed using Pradhan’s equation [86],
which is a modified version of its deterministic equivalent given by Whitt [110]
τ j =
∑k∈K λ0 jkτ jk +∑k∈K∑i∈Ik λi jkτ jkυ jk
∑k∈K λ0 jk +∑k∈K∑i∈Ik λi jkυ jk
∀ j ∈ J. (3.5)
The equation 3.5 calculates a weighted average of the service time taking into account the
external arrival rate to node j, and the inputs from the other stations routed to that node. In
the equation, the external arrival is not multiplied by the number of visits to the node υ jk,
since it equals one [86]. Later, the net traffic intensity at node j is calculated using
ρ j =
∑k∈K λ jkτ j
c j
. (3.6)
3.2 The Performance Measures
All the stations with the exception of the fork-join can be modeled as M/M/c queues since
all external arrivals are Poisson processes, each queue within the network has unlimited
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capacity, exponential service times, and independent transfer probabilities. Under these
conditions, the steady-state results are valid. Based on the Jackson’s work [46], each station
in the network can be analyzed independently using the formulas for a single queue; and
for the case of the fork-join subsystems, the N servers can be modeled as M/M/1 queues
with synchronized arrivals [106]. The performance measures for the network as a whole
are calculated by aggregating the individual performance measures.
One of the first measures of interest is the expected number of jobs in the system for product
class k, denoted by Lk. This is given by Vohra [108] as the summation of the expected
number of jobs at each node (L jk) for product class k. The formula is given by
Lk = ∑
j∈Jk
L jk ∀k ∈ K. (3.7)
The expected number of jobs at each node (L jk) for product class k is calculated by adding
the expected number of jobs in service for each product class (Ls jk) and the number of jobs
in queue for each product class (Lq jk). This is defined by
L jk = Ls jk +Lq jk ∀ j ∈ Jk, k ∈ K (3.8)
where
Ls jk =
λ jk
µ jk
∀ j ∈ Jk, k ∈ K, (3.9)
Lq jk =

(
λ jk
µ jk
)c j
ρ j
c j!
(
1−ρ j
)
pi0ik ∀ j ∈ Jk, k ∈ K, (3.10)
pi0 jk =
[(
c j−1
∑
n=0
(λ jk/µ jk)n
n!
)
+
(λ jk/µ jk)c j
c j!
(
1−ρ j
)]−1∀ j ∈ Jk, k ∈ K, (3.11)
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and λ jk is the net traffic rate in 3.1, ρ j is the net traffic intensity in 3.6, c j is the number of
servers, µ jk is service rate at node j for product class k, and pi0 jk is the probability of zero
jobs in the system.
Another important measure of interest is the expected flow time (Wk) through the network
of a job for product class k. This can be calculated by determining the mean time a job of
product class k spends at node j per visit, denoted by Wjk , and the number of times each
node is visited (υ jk) [48]. The formula is given by
Wk = ∑
j∈Jk
Wjkυ jk ∀k ∈ K, (3.12)
where
Wjk =Ws jk +Wq j ∀ j ∈ Jk, k ∈ K, (3.13)
Ws jk =
1
µ jk
, (3.14)
and
Wq jk =
Lq jk
λ jk
, (3.15)
where Ws jk is the expected time of a job in service and Wq jk is the expected time in queue.
Since the problem under study considers multiple product classes, an average waiting time
in queue at node j (Wq j) needs to be calculated [86]. According to Pradhan et al. [86] the
mean time a job for product class k spends at node j per visit is calculated by
Wjk =Ws jk +Wq j ∀ j ∈ Jk, k ∈ K, (3.16)
where
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Wq j =
∑k∈K Wq jk
∑k∈K Z jk
∀ j ∈ Jk, (3.17)
and Z jk is 1 if node j is visited by class k and 0 otherwise.
In the server manufacturing system, the operations (e.g., building) handled in parallel can
be modeled by using fork and join stations. Using parametric decomposition method we
can analyze single (non fork-join stations) and fork-join stations separately after the input
parameters to those subsystems are determined. The fork-join stations are modeled as
homogeneous N server fork-join queues with inputs to the individual buffers drawn from a
Poisson process. Each arriving job of product class k is divided into M sub-tasks (typically
M ≤ N), which are submitted to a unique server within the fork-join queue with service
rate µFJ jk.
The response time (R jk) for product class k in the fork-join subsystem j for a two server
fork-join queue can be computed by using the approximation developed by Nelson and
Tantawi [77], and for a N server fork-join queue by using the approximation developed by
Varki et al. [106]. Those approximations are modified to incorporate the fact that a node
can be visited by different product classes.
The response time for a two server fork-join queue is given by
R jk =
(
12−ρFJ j
8
)(
1
µFJ jk
(
1−ρFJ j
)) ∀ j ∈ Fk, k ∈ K, (3.18)
and for a N server fork-join queue is given by
R jk =
1
µFJ jk
(
HN +
ρFJ j
2
(
1−ρFJ j
) (SumMFJ jk−ρFJ j + (1−2ρFJ j)∗SumMFJ jk(MFJ jk−ρFJ j))
)
∀ j ∈ Fk, k ∈ K,
(3.19)
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where ρFJ j is the net traffic intensity at fork-join j given by
ρFJ j =
ρi
NFJ j
(
∑k∈K MFJ jk
|K|
)
, (3.20)
and
µFJ jk is the service rate for product class k at fork-join j, HN is the harmonic number
given by 2.3, SumMFJ jk−ρFJ j =
1
1−ρFJ j +
1
2−ρFJ j +
1
3−ρFJ j + ...+
1
MFJ jk−ρFJ j is the MFJ
th
jk
partial sum of the sequence
(
1
1−ρFJ j ,
1
2−ρFJ j , ...,
1
MFJ j−ρFJ j
)
, and SumMFJ jk(MFJ jk−ρFJ j) =
1
1−ρFJ j +
1
2
(
1
2−ρFJ j
)
+ 13
(
1
3−ρFJ j
)
+ ...+ 1MFJ jk
(
1
MFJ jk−ρFJ j
)
is the MFJthjk partial sum of
the sequence
(
1
1−ρFJ j ,
1
2
(
1
2−ρFJ j
)
, ..., 1MFJ jk
(
1
MFJ jk−ρFJ j
))
.
The net traffic intensity at fork-join j in 3.20 is determined by the product of the net traffic
intensity in 3.6, which considers different product classes, and the server access probability,
which is the probability that a sub-task is submitted to a server. If the allocation policy
assumed treats each server uniformly, according to Varki [106] server access probability=
number o f subtasks
number o f servers (i.e.,
MFJ jk
NFJ j
). Equation 3.2 differs from the original equation 2.10 with
respect to the traffic intensity, and the server access probability. In the modified version,
a net traffic intensity and an average of the server access probability are used to take into
account the fact that the nodes within the fork-join subsystem can be visited by different
products classes. By using these terms, it is possible to deal with different service times,
and different number of subtasks in the fork-join stations.
To obtain the total expected flow time of a job through the network, individual expected
flow times of single and fork-join stations are aggregated. The flow time for each product
class k is given by
Total Flow Timek = ∑
j∈Jk
(
Wq j +Ws jk
)
υ jk + ∑
i∈FJk
R jk. (3.21)
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3.3 Pseudocode
The high-level description of the computer programming algorithm used to calculated the
performance measures is as follows:
Algorithm 1 Performance measure calculation: Part I
for all products k do
Total Number of Nodes Nk
Transition Probability Matrix Φk
Server Array Ck
Service Rate Array µk
External Arrival Rate Array Λ0k
end for
for all products k do
Compute arrival rate to each node Λk with equation 3.1
Compute number of visits to each node with equation 3.3
end for
for all nodes j do
Compute aggregate service time τ j with equation 3.5
Compute net traffic intensity ρ j with equation 3.6
end for
for all products k do
for all nodes j except fork-join nodes do
Compute probability of zero jobs in the system, pi0 jk with equation 3.11
Compute expected number of jobs in queue for each product class, Lq jk with equa-
tion 3.10
Compute expected number of jobs in service for each product class, Ls jk with equa-
tion 3.9
Compute expected number of jobs at each node for product class, L jk with equation
3.8
Compute expected time in queue, Wq jk with equation 3.15
Compute expected time of a job in service, Ws jk with equation 3.14
end for
end for
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Algorithm 2 Performance measure calculation: Part II
for all nodes j do
for all products k do
Compute average time in queue for the different product classes Wq j with equation
3.17
end for
end for
for all products k do
Compute expected number of jobs in queue in the system for each product class with
equation Lqk = ∑ j∈Jk Lq jk
Compute expected number of jobs in service in the system for each product class with
equation Lsk = ∑ j∈Jk Ls jk
Compute expected number of jobs in the system for product class k with equation 3.7
Compute expected average time in queue in the system for product class k with equa-
tion Wqk = ∑ j∈Jk Wq jk
Compute expected time of a job in service in the system with equation Wsk =
∑ j∈Jk Ws jk
for all fork-join subsystems j do
Number of servers NFJ j
Service Rate Array µFJ jk
Number of subtasks MFJ jk
Compute internal arrival rate λFJ jk calculated by equation 3.1
Compute net traffic intensity ρFJ j with equation 3.20
Compute Harmonic number with equation 2.3
SumM−ρFJ jk =
1
1−ρFJ jk +
1
2−ρFJ jk +
1
3−ρFJ jk + ...+
1
M−ρFJ jk
SumM(M−ρFJ jk) =
1
1−ρFJ jk +
1
2
1
2−ρFJ jk +
1
3
1
3−ρFJ jk + ...+
1
M
1
M−ρFJ jk
if Number of servers NFJ j = 2 then
Compute response time for product class k with equation 3.18
else
Compute response time for product class k with equation 3.2
end if
end for
for all nodes j do
Compute mean time a job spends per visit at node j Wjk with equation 3.13
end for
Compute Total flow time for product class k , with equation 3.21
end for
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3.4 Simulation Models
To verify the accuracy of the results of the analytical approximations, the analytical results
were compared to simulation. The process of developing discrete event simulation models
for the problem under study, can be summarized by the following major steps: problem
analysis and information collection, model construction and verification, designing and
conducting simulation experiments, and output analysis. In the following sections, each
step is discussed.
3.4.1 Problem analysis and information collection
The first step in developing the simulation models was to analyze each operation of the
server manufacturing process in order to identify input parameters, relationships between
parameters and variables, and rules governing the operation of system components. In this
phase, the sequence of events that represents the behavior of the system, and the flows of
jobs through the system were identified. Based on the configuration of the web server,
some portions of the assembly process can be handled in parallel and some of them in
series. Therefore, in order to model the problem under study it was considered as events in
series: the customer order processing, kitting, assembly and testing operations. In contrast,
the building operation, where each rack is built, was thought as set of events with a parallel
processing structure, and a join point where all the racks wait for the remaining racks
associated to the order. In addition, job/server circulation due to job failures was considered
.
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3.4.2 Model construction, and verification
In this phase a discrete event simulation model was developed to represent the nature of the
problem under study. The model was developed and implemented in Arena 11 simulation
package, taking into account the portions of the assembly process that are handled in se-
ries and in parallel with synchronization queues. The Figure 3.1 shows a configuration of
parallel processing in the network which is modeled as a two server fork-join queue with
two products. The duplicate block was used to model when the job is divided at the fork
point into lidentical subtasks that are submitted to a unique server/resource/station within
the fork and join subsystem, and the group block to model the activity where the subtask
waits at the join point for its sibling subtask to complete service without preventing the
server from working on another subtask. In addition, the distribution functions assumed in
the simulation models correspond to the case analyzed in this research: Exponential (sec-
tion 3), Erlang-2, and hyper geometric with two phases (section 4). Since Arena does not
accommodate the hyper geometric distribution directly, the following expression was used
to create the distribution: DISC(p1,EXPO(m1), p2,EXPO(m2).
In order to verify and validate the model, the model code was compared to model speci-
fications, and analyzed if the model’s input and output relationships were reasonable. On
the other hand, by making test runs to observe the model’s animated evolution and using
variable trace values it was possible to track the flow of jobs in the system, and verify that a
proper flow of entities was maintained through selected model components. These methods
allowed determining if the logic was correct and the model was operating according to the
nature of the process.
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Figure 3.1: Simulation Model Example
3.4.3 Designing and conducting simulation experiments
Once the model was validated a set of simulation experiments was designed to estimate the
performance measures of interest. The data set used for evaluating the analytical model
was used in the simulation experiments. In order to determine the length of the warm-up
period to attain steady-state, the graphical procedure of Welch [109] was used. By using
this approach, it was possible to observe experimentally when the time variability of the
statistics is largely eliminated. According to Alexopoulos [2] this graphical procedure uses
n replications of the simulation each with run length m, producing the ith observation from
the jth replication, X ji. The averages over the replications is calculated by X¯i = ∑nj=1
X ji
n ,
for i = 1,2...m. Then, we define a moving average X¯i (w) to smooth out the high frequency
oscillations in X¯i (w) . By using a window (w) less than or equal to m/4, the moving averages
are calculated as follows:
X¯i (w) =

1
2w+1 ∑
w
s=−w X¯i+s w+1≤ i≤ m−w
1
2i−1 ∑
i−1
s=−(i−1) X¯i+s 1≤ i≤ w
(3.22)
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Later, the moving average X¯i (w) is plotted for i = 1,2, ...,m−w and the warm-up period
is set at that value of i beyond which X¯i (w) appears to be converged (variability of the
statistics is largely eliminated). Based on this, the length of the warm-up was set at 30,000
time units.
The guiding principle to set the replication length was the stabilization of the statistics of
interest. The replication length was set as 500,000 time units (roughly more than 30,000
jobs) when records of the statistics collected from several successive increments were suf-
ficiently close. In addition, the number of replications n was set as 10. It was calculated by
setting a specific tolerance for the average value of the measures of performance, h∗. This
desired half-width interval was determined by selecting a value no greater than 10% of the
numeric value of the average obtained by running the simulation model for m replications.
That value was then compared to h = tn−1,1−α/2 σ√n , which is the half width interval using
the initial number of replications m, if h∗ < h the number of replications is computed by
using
n∗ = Round
[
n
(
h
h∗
)2]
. (3.23)
Otherwise, the number of replications is n = m.
3.5 Computational Results
In order to design the problem instances that represent the problem under study, five sub-
processes of the web server assembly process were considered: the customer order process-
ing, kitting, building (parallel processing), assembly and testing operations. In web server
assembly lines server failures are typically noticed after the testing stage. A queueing net-
work with four single stations, one fork-join subsystem, and job circulation in the testing
station is a typical representation of the problem under study. However, different number of
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single and fork-join stations, and failures at any stage are considered so that the analytical
approximations are applicable to other manufacturing systems with different subprocesses,
and where failures can occur at any stage in the assembly. Ninety problem instances were
designed to test the accuracy of the analytical estimates. Each problem instance is defined
by the number of nodes in the network, number of servers at each node, number of product
classes, nodes that are shared by different product classes; and for each product class, its
arrival and service rates and the transition probability matrix. All the elements of the data
set were selected taking into account the nature and previous knowledge of the web server
assembly process.
The number of nodes for each problem instance was varied from five to eight, product
classes from one to six, and shared nodes from 43% to 100% of the total number of stations.
The number of fork and join subsystems considered was either one or two, the number of
servers in it two, three or four, and the number of subtasks two, three or four. The location
of the fork-join nodes in the network was varied from node one to last node -1, keeping the
nature of the server assembly process. The transition probability matrix for each product
class was randomly generated, varying failure rates from 0.01 to 0.2. Arrival and service
rates were selected in such way that the service rates at all stations were greater than the
arrival rates. All the equations stated in the analytical formulation were implemented in
Matlab 7.0. in order to determine the performance measures of interest.
Table 3.1 describes each problem instance in terms of the number of nodes, product classes,
shared nodes, and fork-join nodes along with their location in the network. Problem in-
stances 1-9 only deal with one product class, and failure rates between 0.01 and 0.12.
Instances 10-38 are for two product classes, with failures rates for instances 10-15 between
0.01 and 0.12 and for instances 15-38 between 0.1 and 0.2. Instances 39-51 are for three
product classes, 52-61 for four product classes, 62-71 for five product classes, and 72-78
for six product classes. Instances 79-90 consider product classes from three to six varying
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the number of subtasks in the fork and join node. In problem instances 39-90, fork-join
nodes were varied from one to two, and failures rates from 0.01 to 0.15. In addition, in-
stances 31-33, 44, 46, 49, 54-56, 59, 64-66, 69, 74-76, 79, 85 consider recirculation of jobs
at the fork point due to product failures. Instances 34-38, 82-90 arise the case where at the
fork-join node the number of subtasks is less than the number of servers. Table 3.2 presents
the configuration of the fork-join nodes for each problem instance in terms of number of
servers, and number of subtasks.
Table 3.1: Problem instances configuration
Instance Nod. Prod classes Shared nod. F/J nodes F/J location
1 7 1 1 node 4
2 6 1 1 node 4
3 7 1 2 node 2, node 5
4 7 1 2 node 2, node 5
5 7 1 1 node 2
6 7 1 1 node 2
7 6 1 1 node 4
8 6 1 1 node 4
9 8 1 1 node 3
10 7 2 5 1 node 4
11 5 2 3 1 node 4
12 7 2 5 2 node 2, node 4
13 7 2 7 2 node 2, node5
14 7 2 6 1 node 2
15 6 2 5 1 node 4
16 5 2 4 1 node 4
17 5 2 5 2 node 2, node 4
18 6 2 6 2 node 2, node 5
19 5 2 4 1 node 1
20 7 2 5 1 node 4
21 7 2 7 1 node 2
22 7 2 5 2 node 2, node 4
23 7 2 7 2 node 2, node 5
24 7 2 6 1 node 2
25 6 2 5 1 node 4
26 6 2 6 1 node 4
27 5 2 5 2 node 2, node 4
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Instance Nod. Prod classes Shared nod. F/J nodes F/J location
28 6 2 6 2 node 2, node 5
29 7 2 7 1 node 2
30 7 2 7 2 node 2, node 5
31 7 2 6 1 node 2
32 5 2 4 1 node 4
33 6 2 6 2 node 2, node 5
34 5 2 4 1 node 4
35 5 2 5 2 node 2, node 4
36 7 2 7 2 node 2, node 5
37 6 2 6 2 node 2, node 5
38 6 2 3 1 node 2
39 5 3 5 1 node 4
40 5 3 4 2 node 2, node 4
41 6 3 5 1 node 2
42 6 3 3 1 node 2
43 7 3 3 2 node 2, node 5
44 5 3 3 1 node 4
45 5 3 3 1 node 2
46 6 3 3 2 node 3, node 5
47 7 3 4 1 node 6
48 8 3 4 1 node 3
49 6 3 3 1 node 3
50 5 3 3 1 node 3
51 7 3 3 1 node 2
52 6 4 3 1 node 2
53 7 4 3, 7 2 node 2, node 5
54 5 4 3 1 node 4
55 5 4 3 1 node 2
56 6 4 3,4 2 node 3, node 5
57 8 4 4 1 node 6
58 8 4 4 1 node 3
59 6 4 3 1 node 3
60 5 4 3 1 node 3
61 7 4 3 1 node 2
62 6 5 3 1 node 2
63 7 5 3, 7 2 node 2, node 5
64 5 5 3 1 node 4
65 5 5 3 1 node 2
66 6 5 3 2 node 3, node 5
67 8 5 4 1 node 6
68 8 5 4 1 node 3
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Instance Nod. Prod classes Shared nod. F/J nodes F/J location
69 6 5 3 1 node 3
70 5 5 3 1 node 3
71 7 5 3 1 node 2
72 6 6 3 1 node 2
73 7 6 3, 4 2 node 2, node 5
74 5 6 3 1 node 4
75 7 6 3,4,7 1 node 2
76 6 6 3 2 node 3, node 5
77 7 6 4 1 node 6
78 8 6 4 1 node 3
79 6 4 3 1 node 3
80 5 4 3 1 node 3
81 7 4 3 1 node 2
82 6 3 3 1 node 2
83 6 3 3 2 node 3, node 5
84 5 4 3 1 node 4
85 8 4 4 1 node 3
86 5 5 3 1 node 4
87 8 4 4 1 node 3
88 5 5 3 1 node 3
89 5 6 3 1 node 4
90 8 6 4 1 node 3
Table 3.2: Fork-join node configuration
Instance Fork-join_1 Fork-Join_2 Instance Fork-join_1 Fork-Join_2
Servers Subt Servers Subt Servers Subt Servers Subt
1 3 3 - - 39 3 3 - -
2 3 3 - - 40 3 3 2 2
3 3 3 2 2 41 2 2 - -
4 3 3 2 2 42 3 3 - -
5 2 2 - - 43 2 2 - -
6 2 2 - - 44 3 3 - -
7 3 3 - - 45 3 3 - -
8 3 3 46 3 3 3 3
9 4 4 47 3 3 - -
10 3 3 - - 48 4 4 - -
11 2 2 - - 49 3 3 - -
12 3 3 3 3 50 3 3 - -
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Instance Fork-join_1 Fork-Join_2 Instance Fork-join_1 Fork-Join_2
Servers Subt Servers Subt Servers Subt Servers Subt
13 3 3 2 2 51 3 3 - -
14 2 2 - - 52 3 3 - -
15 3 3 - - 50 3 3 - -
16 3 3 - - 50 3 3 - -
17 3 3 3 3 51 3 3 - -
18 3 3 2 2 52 3 3 - -
19 3 3 - - 53 2 2 - -
20 3 3 - - 54 3 3 - -
21 2 2 - - 55 3 3 - -
22 3 3 3 3 56 3 3 3 3
23 3 3 2 2 57 3 3 - -
24 2 2 - - 58 4 4 - -
25 3 3 - - 59 3 3 - -
26 3 3 - - 60 3 3 - -
27 3 3 3 3 61 3 3 - -
28 3 3 2 2 62 3 3 - -
29 2 2 - - 63 2 2 - -
30 3 3 2 2 64 3 3 - -
31 2 2 - - 65 3 3 - -
32 3 3 - - 65 3 3 - -
33 3 3 2 2 66 3 3 3 3
34 3 2 - - 67 3 3 - -
35 3 2 3 2 68 4 4 - -
36 3 2 2 2 69 3 3 - -
37 3 2 2 2 70 3 3 - -
38 3 2 - - 71 3 3 - -
72 3 3 - - 82 3 2 - -
73 2 2 - - 83 3 2 3 2
74 3 3 - - 84 3 2 - -
75 3 3 - - 85 4 2 - -
76 3 3 3 3 86 3 2 - -
77 3 3 - - 87 4 3 - -
78 4 4 - - 88 3 2 - -
79 3 3 - - 89 3 2 - -
80 3 3 - - 90 4 3 - -
81 3 3 - -
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One of the first measures of interest is the product flow time in the system. The tightness
of the flow time approximations is verified by comparing with simulation results. The error
in the flow time approximation is calculated by using
Relative approx error =
Flow Timeapprox−Flow Timesimulation
Flow Timesimulation
∗100. (3.24)
In Appendix A is presented the approximate and simulated mean flow time values along
with the error in the approximation for one, two, three, four, five, and six product instances
respectively. Likewise, comparisons between results for instances where the number of
subtasks is less than the number of servers in the fork-join node, and where the number
of subtasks equals the number of servers in the fork-join node are also presented in the
appendix.
In order to show the nature of the distribution of the error for the flow time, and identify
what proportion of data points fall into each interval, a histogram of the errors was plotted
for all problem instances (see Figure 3.2). The graph shows that the error seems to be
distributed between zero and 85%. Figure 3.3 presents the trend of the simulation and
analytical flow times for all problem instances.
Detailed analysis was done by plotting the error for the different types of problem instances,
and a paired-t test was conducted to determine whether there was significant difference
between the flow time from the simulation models and the analytical formulations (see
Table 3.3). Figure 3.4 displays that the error for most of the one product problem instances
was between zero and 5%, and the maximum error was 8%. The data strongly suggests
that the means are the same at 0.05 level of significance. Figure 3.5 shows that the error
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Figure 3.2: Overall flow time error distribution.
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Figure 3.3: Simulation and analytical flow time trends.
for 86% of two product instances was between zero and 10%, and the maximum error was
17%. The data strongly suggests that at 0.05 level of significance the means are the same.
Table 3.3: Paired-t test results per product class
Product Class
1 2 3 4 5 6
t Stat -2.09 0.94 16.33 -8.43 -12.73 -16.82
t Critical two-tail 2.31 2.00 1.97 2.01 2.00 1.99
P(T<=t) two-tail 0.07 0.35 0.00 0.00 0.00 0.00
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Figure 3.4: Flow time distribution for one product.
0
2
4
6
8
10
12
14
16
18
0.1
 
2.5
 
4.9
 
7.3
 
9.7
 
12
.
2 
14
.
6 
<1
7.1
Flow Time Error (%)
Fr
eq
u
en
cy
0%
20%
40%
60%
80%
100%
120%
Frequency
Cumulative %
Figure 3.5: Flow time distribution for two products.
In the case of three product classes, Figure 3.6 displays that the error for 87% of the in-
stances was between 1% and 26%, and the maximum error was 39.43%. The data strongly
suggest that the means are different at 0.01 level of significance. Figure 3.7 shows that the
error was between 7% and 35% for 81% of the four product instances. The data strongly
suggest that the means are different at 0.01 level of significance. A maximum error of
40.88% was observed. In Figure 3.8, the error is shown for five product classes. The error
for 91% of the instances appears to be distributed between 7% and 73%, and the maximum
error was 82.36%. The data strongly suggest that the means are different at 0.01 level of
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Figure 3.6: Flow time distribution for three products.
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Figure 3.7: Flow time distribution for four products.
significance. Figure 3.9 displays that the flow time error for 94% of six product instances
was between 21% and 77%. The data strongly suggest that the means are different at 0.01
level of significance.
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Figure 3.8: Flow time distribution for five products.
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Figure 3.9: Flow time distribution for six products.
Figure 3.10 presents patterns of the flow time error for one, two, three, four, five, and six
product instances. In this graph, it is possible to identify that flow time error values for
five and six product instances are concentrated at the upper level of the graph, and for the
case of one and two products are concentrated at the lower end of the graph. Therefore,
it is apparent from the figure that the flow time error increased as the number of products
increased.
Figure 3.11 presents the error in flow time for problems where the number of subtasks was
less than the number of servers in the fork-join nodes. The flow time error was compared
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Figure 3.10: Flow time error by product.
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Figure 3.11: Flow time error for problems with less subtasks than number of servers at the fork-join
nodes.
with the results from the same examples with equal number of subtasks and servers. The
flow time error for 67.5% of the data points was greater in the cases where the number
of subtasks was less than the number of servers in the fork-join nodes. A paired-t test
was conducted to determine whether there was significant difference between the flow time
errors (see Table 3.4). The data strongly suggests that the flow time errors are not the same
at 0.01 level of significance. Based on these results, it can be inferred that the number of
subtasks in the fork-join nodes are affecting the error in flow time.
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Table 3.4: Paired-t test for problem instances where the number of subtasks was less than the number
of servers in the fork-join nodes
t Stat 3.89
t Critical two-tail 2.02
P(T<=t) two-tail 0.00
3.6 Correction Factors
The flow time was obtained from the analytical and simulation results, and the relative
percentage error was calculated between them. Based on the data set, the flow time error
from three to six products was roughly between 1% and 85%, and the data strongly suggest
that the means for those problem classes are different at 0.01 level of significance. In order
to improve the results for Markovian system instances with more than two products, efforts
were made to develop regression equations to predict the error between the analytical and
simulation results for single (no fork-join stations) and fork-join stations. Since the flow
time in the network is the aggregation of the flow time at each station, for simplicity one
station instances were considered to develop the correction factors. Therefore, the error in
the flow time was adjusted at each station with the correction factor.
3.6.1 The case of single stations
Thirty two problem instances (144 data points) for single stations were generated in order
to predict the flow time. The number of product classes were varied from three to six,
and failure rates from zero to 35%. After analyzing the data, it was identified that the
main error of the flow time came from the waiting time (see Figure 3.12) ; the variables
affecting the results most were the number of products in the network, and the net traffic
intensity at node i, and there was a nonlinearity in the parameters (see Figure 3.13). The
correction term was developed by analyzing the behavior of the error in the waiting time
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and using Microsoft Excel to determine the best regression equation. Figure 3.13 shows
the regression equation by products as a function of the net traffic intensity. Later, by using
those equations it was possible to determine the regression model in terms of the net traffic
intensity and the number of products (see Figure 3.14). The final regression equation is
given by
Eˆ j =
(−0.8329∗ p2+8.2267∗ p−8.3643)exp(0.0628∗p2−0.5157∗p+4.258)ρ j , (3.25)
where Eˆ j is the percentage of predicted error in the waiting time at node j, p is the number
of products in the network and ρ j is the the net traffic intensity at node j, which is calculated
by equation 3.6.
The approximation to determine the adjusted expected waiting time using the correction
factor is of the form
WqAd jk =
(
Lq jk
λ jk
)
(
1+ Eˆ j100
) , (3.26)
and the adjusted mean flow time (WAd j jk) of a job for product class k at node j per visit is
calculated by
WAd jk =Ws jk +WqAd jk ∀ j ∈ Jk, k ∈ K, (3.27)
where
WqAd j =
∑k∈K WqAd jk
∑k∈K Z jk
∀ j ∈ Jk, (3.28)
and Ws jk is computed using equation 3.14. Later the adjusted expected flow time through
the network of a job for product class k (WAd jk) is given by
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Figure 3.12: Service and waiting time average error
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Figure 3.13: Flow time error in the waiting time.
WAdk = ∑
j∈Jk
WAd jkυ jk ∀k ∈ K. (3.29)
Appendix B presents the predicted flow time error using the regression equation for the
thirty two problem instances. Figure 3.15 displays trends of the predicted and observed
errors. It is evident from this figure that the predicted values from the regression equation
follow the same trend as the observed values.
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Figure 3.14: Regression equation parameters in terms of the number of products.
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Figure 3.15: Predicted and observed flow time error.
3.6.2 The case of fork-join stations
For fork and join stations, seven hundred thirty five problem instances (2,547 data points)
were generated. In order to develop the regression equation, numerical examples with inter-
arrival and service times from exponential distributions and from general type distributions
were considered. The cases of interarrival times and service times with general distribu-
tions are analyzed in section 4. The objective was to try to have a single correction factor
that could be used in any case analyzed in this research.
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One hundred ninety five problem instances (657 data points) were generated for the Marko-
vian case. The number of product classes in the problem instances was varied from one to
six, failures rates from zero to 30%, and the number of servers and subtasks from two to
four.
Figure 3.16 presents the flow time error of fork-join nodes against net traffic intensity for
the problem instances generated. It is possible to identify a straight line relationship be-
tween both variables. The same relationship was observed with the variable failure rate (see
Figures 3.17, 3.18, 3.19, 3.20, 3.21, and 3.22). Since it was observed a straight relationship
between the variables, the Statistical Analysis Software (SAS) was used to determine the
parameters of the model, and the stepwise procedure was used to identify the significant
variables in the regression model. The regression equation with a R-squared of 0.5 for the
Markovian case is given by
ˆEFJ j = 7.0274−2.85∗ p−4.4∗NFJ j +2.62∗∑
kεK
MFJ jk
K
−1.08∗ f +10.95∗ρFJ j,
(3.30)
where ˆEFJ j is the predicted flow time error at the fork-join j, p the number of products at
the fork-join node j, NFJ j the number of nodes at the fork-join j, ∑kεK
MFJ jk
K an average
of the number of subtasks at the fork-join j, f is the failure rate at the fork point, and ρFJ j
is the net traffic intensity at the fork-join j. Based on this regression equation, the number
of products, the number of subtasks, the failure rate at the fork point, and the net traffic
intensity at the fork-join nodes are significantly affecting the flow time in the node.
The approximation to determine the adjusted flow time at the fork-join j of product class k
using the correction factor is given by
65
y = 234.46x - 64.61
R2 = 0.8496
y = 409.18x - 64.292
R2 = 0.918
y = 945.19x - 66.849
R2 = 0.9877
y = 1738.2x - 67.944
R2 = 0.9892
y = 168.96x - 63.791
R2 = 0.7332
y = 152.48x - 68.613
R2 = 0.7347
0.00
10.00
20.00
30.00
40.00
50.00
60.00
70.00
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Net Traffic Intensity 
Fl
o
w
 
Ti
m
e 
Er
ro
r
1 Product
2 Product
3 Product
4 Product
5 Product
6 Product
Figure 3.16: Flow time error of fork-join nodes against net traffic intensity.
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Figure 3.17: Flow time error from fork-join nodes against failure rate for one product instances.
RAd jk =
R jk(
1+ ˆEFJi100
) , (3.31)
where R jk is computed either using equation 3.18 for two-serverfork-join queue, or using
equation 3.2 for N server fork-join queue.
Appendix C presents the predicted error in flow time along with the observed values for one
hundred and fifty fork-join problem instances with Poisson arrivals and exponential service
times. Figure 3.23 displays the trend of the predicted error and the observed values. The
graph shows that the predicted values follow pretty much the same trend as the observed
values.
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Figure 3.18: Flow time error from fork-join nodes against failure rate for two product instances.
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Figure 3.19: Flow time error from fork-join nodes against failure rate for three product instances.
3.7 Numerical Comparisons
Numerical comparisons were conducted in order to evaluate the performance of the correc-
tion factors in the approximations. Appendix D presents the error in flow time using the
corrections factors for three, four, five and six product instances; and for problem instances
where the number of subtasks was less than the number of servers in the fork-join stations.
These values were compared with the results obtained using the analytical formulations
without the correction factors.
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Figure 3.20: Flow time error from fork-join nodes against failure rate for four product instances.
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Figure 3.21: Flow time error from fork-join nodes against failure rate for five product instances.
Figure 3.24 shows the distribution of the flow time error for the ninety problem instances
when the correction factors were used in the approximations. The histogram indicates that
the error seems to be distributed now between zero and 20%, and the error in 90% of the
problem instances (207 out of 229 data points) was between zero and 13%. Additionally,
in Figure 3.25 is shown the performance of the approximations by comparing the flow time
error with previous results where the correction terms are not used.
Detailed analysis by product is presented in Figures 3.26, 3.27, 3.28, and 3.29. These
figures show the trend of the flow time error when the correction terms are used in the ap-
proximations for three, four, five and six product instances respectively. In addition, these
results are compared with the flow time error when the correction terms are not used in the
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Figure 3.22: Flow time error from fork-join nodes against failure rate for six product instances.
0.00
10.00
20.00
30.00
40.00
50.00
60.00
1 40 79 118 157 196 235 274 313 352 391 430 469 508
Data Points
Fl
o
w
 
Ti
m
e 
Er
ro
r 
(%
)
Observed Error
Predicted Error
Figure 3.23: Trend of predicted values for fork and join stations.
approximations. The graphs clearly indicate that the flow time error for most of the prob-
lem instances was reduced when the correction terms were added to the approximations.
Additionally, in Table 3.5 is presented the results of the paired-t test by product, and in
Table 3.6 is presented comparisons of the average error by product class.
In the case of three product instances, the flow time error in 93% of the data points (42 out
of 45 data points) was between zero and 16%, and the maximum error was 19% (see Figure
3.30). The data strongly suggests that the means are the same at 0.01 level of significance.
On the other hand, for four product instances the error in 92% of the data points (44 out of
48 data points) was between zero and 17% (see Figure 3.31), and for five product instances
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Figure 3.24: Flow time error using the correction factors.
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Figure 3.25: Flow time error obtained using correction factors.
the error in 95% of the data points (61 out of 64 data points) was between zero and 18%
(see Figure 3.32). In the case of six products the error in 97% of the data points (70 out of
72) was between zero and 17%, and the maximum error was 19% (see Figure 3.33). The
data strongly suggests that at 0.01 level of significance the means are not the same for four
five, and six product problem instances.
Additional analysis was conducted to study the case when the number of subtasks was less
than the number of servers. Figure 3.34 shows the trend of the flow time error when the
correction terms are applied in the approximations. In addition, these results are compared
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Figure 3.26: Flow time error using correction factors for three product instances.
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Figure 3.27: Flow time error using correction factors for four product instances.
with the flow time error when the correction terms are not used in the approximations.The
trends indicate that the flow time error considerably reduced when the corrections term
were used, and for most of the problems the error was between zero and 10%. The nu-
merical comparisons show that the average flow time error was reduced about 85.8%. The
average error decreased from 39.03% to 5.54%.
In summary, the numerical comparisons show that the approximations perform remarkably
well when the corrections factors are used. The average flow time error for three prod-
uct instances reduced from 14.20% to 5.13%, for four product instances from 24.19% to
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Figure 3.28: Flow time error using correction factors for five product instances.
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Figure 3.29: Flow time error using correction factors for six product instances.
6.10%, for five product instances from 44.13% to 5.66%, and for six product instances from
57.23% to 5.47%. In general, the average flow time error was reduced about 85.36% from
38.19% to 5.59%.
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Table 3.5: Paired-t test results per product class when the correction factors were used in the ap-
proximations
Product Class
3 4 5 6
t Stat 2.88 3.85 3.81 3.84
t Critical two-tail 2.69 2.01 2.00 1.99
P(T<=t) two-tail 0.01 0.00 0.00 0.00
Table 3.6: Comparisons of average flow time error by product class
Product Class
(%) 3 4 5 6
Average Error (no corr. Fact.) 14.2 24.2 44.1 57.2
Average Error (using corr. Fact.) 5.1 6.1 5.7 5.5
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Figure 3.30: Flow time error for three product instances using the correction factors.
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Figure 3.31: Flow time error for four product instances using the correction factors.
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Figure 3.32: Flow time error for five product instances using the correction factors.
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Figure 3.33: Flow time error for six product instances using the correction factor.
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Figure 3.34: Flow time error using correction factors for problem instances where the number of
subtasks is less than servers.
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CHAPTER 4
FORMULATION OF THE ANALYTICAL MODEL FOR THE G/G/c SYSTEM
This chapter analyzes the case of the web server manufacturing process as an open queue-
ing network with independent G/G/c queues. The standard G/G/c system has a single
service facility with c identical servers, unlimited waiting room and the FCFS discipline.
The interarrival times are independent of the service times, and the service times are inde-
pendent and identically distributed with a general distribution.
The approximations presented in this chapter are similar to the Markovian case discussed
in chapter 3. The parametric decomposition approximation method, based on the Whitt’s
approach [110], is used to analyze the server manufacturing process. Under this method,
the queueing network is decomposed into individual G/G/c queues that are analyzed sep-
arately, after characterizing the interarrival and service times by their first two moments
(λ ,Ca,τ,Cs).
The formulations for the G/G/c system, presented in this chapter, are based on the work
done by Jackson [47], Whitt [110] [112], the modifications done by Pradhan et al. [86] to
incorporate the probabilistic flow of jobs between stations in the network system, and the
work done on fork-join queues with general distributions by Varma and Makowski [107].
The new notation used in this section is as follows (the remaining notation was presented
in chapter 3):
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Notation
Ca0 j squared coefficient of variation of the external arrival process to node j.
Ca jk squared coefficient of variation of the arrival process to node j for class k.
Cs jk squared coefficient of variation of the service time distribution at node j for class k.
4.1 The Internal Flow Parameters
In the case of G/G/c systems additional information is required to analyze the queueing
network for the web server manufacturing process. For each product class, it is necessary
to specify the squared coefficient of variation of the external arrival process Ca0 jk, and the
service time distribution Cs jk. The dependence among successive interarrival times, and
the actual properties of the arrival process at each queue is captured by the two arrival
parameters λ jk, and Ca jk [112].
The parameters for the internal flows such as traffic rates and coefficients of variation for
the arrival processes, are calculated by solving systems of linear equations. As stated in
chapter 3 the traffic rate (λ jk) at node j by product class k is calculated by equation 3.1, the
mean number of visits (υk) to each node for product class k by equation 3.3, the aggregate
service time (τ j) at node j by equation 3.5, and the traffic intensity at each node by equation
3.6.
The variability parameter of the service time distribution at the node j can be calculated us-
ing Pradhan’s equation [86], which incorporates the stochastic flow of jobs between nodes.
The formula is based on the work done by Whitt [110], in which the node variability pa-
rameters, Cs j is calculated using the property that “the second moment of a mixture of
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distributions is the mixture of the second moments”. The aggregate value of Cs j is calcu-
lated by using
τ2j (Cs j +1) =
∑k∈K λ0 jkτ2jk
(
Cs jk +1
)
+∑k∈K∑i∈Ik λi jkτ
2
jk
(
Cs jk +1
)
υ jk
∑k∈K λ0 jk +∑k∈K∑i∈Ik λi jkυ jk
∀ j ∈ J. (4.1)
In order to calculate the coefficients of variation for the arrival process for each product
class, the approximations developed by Whitt [110] were used. This set of simultaneous
equations are based on the asymptotic and the stationary interval methods, as well as hybrid
approximations for superposition of arrival processes. The equations are linear, of the form
Ca jk = a jk +∑
i∈Jk
Caikbi jk ∀ j ∈ Jk, k ∈ K, (4.2)
where a jk and bi jk are constants, depending on the input data
a jk = 1+w jk
{(
p0 jkCa0 j−1
)
+∑
i∈Jk
pi jk
[(
1−qi jk
)
+
(
1−νi jk
)
qi jkρ2i xi
]}
, (4.3)
and
bi jk = w jk pi jkqi jk
[
νi jk +
(
1−νi jk
)(
1−ρ2i
)]
. (4.4)
The variables xi and νi jk are used to specify the departure operation, and the variable w jk is
used to specify the superposition operation. The specific values of this variables according
to Whitt [110] are
xi = 1+
max(Csi,0.2)−1√
ci
, (4.5)
νi jk = 0, (4.6)
w jk =
1[
1+4
(
1−ρ j
)2 (ν¯ jk−1)] , (4.7)
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ν¯ jk =
[
Ik
∑
i=0
p2i jk
]−1
. (4.8)
The value of νi jk is chosen to satisfy 0≤ νi jk ≤ 1 and increasing in ρ j. However, according
to previous work done by Whitt [111] it has not yet been found that positive value of νi jk
helps; thus, it was set to zero. The variables xi, νi jk, and w jk depend on the data calculated
previously, e.g., ρ j is the net traffic intensity in 3.6, ci is the number of servers, and Cs j is
the variability parameter of the service time distribution at the node j in 4.1.
The variability parameters Ca0 j of the external arrival process is calculated by using a
hybrid approximation for superposition arrival processes [110] . If λ0 j = 0, then Ca0 j = 1.
Otherwise,
Ca0 j =
(
1− w¯ j
)
+ w¯ j
[
∑
k∈K
Ca0 jk
(
λ0 jk
∑k∈K λ0 jk
)]
, (4.9)
where
w¯ j =
1[
1+4
(
1−ρ j
)2 (ν¯ j−1)] , (4.10)
and
ν¯ j =
[
∑
k∈K
(
λ0 jk
∑k∈K λ0 jk
)2]−1
. (4.11)
4.2 The Performance Measures
As for the Markovian case each station in the network can be analyzed independently, and
the performance measures for the network as a whole are calculated by aggregating the
individual performance measures. In the case of single stations, the formulations for the
M/M/c system are used to construct the approximations for the G/G/c system [112] and
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for the fork-join stations the interpolations between heavy and light traffic limits are used
to predict the response time in those nodes [107].
4.2.1 The single stations
In the case of general distributions, the expected number of jobs at each node for prod-
uct class L(G/G/c) jk is calculated by adding the expected number of jobs in service for
each product class Ls(G/G/c) jk (see equation 3.9), and the number of jobs in queue for
each product class Lq(G/G/c) jk. The number of jobs in queue for each product class
Lq(G/G/c) jk is calculated by using the Little’s formula
Lq(G/G/c) jk = λ jkWq (G/G/c) jk , (4.12)
where λ jk is calculated using equation 3.1, and Wq (G/G/c) jk is the waiting time at node j
for product class k for general distributions. The waiting time at node j for product class
k is computed using the generic equations for a G/G/c system developed by Whitt [112],
based on previous work done by Cosmetatos [24], and Kraemer and Langenbach-Belz [57].
The approximation is of the form
Wq (G/G/c) jk = φ
(
ρ j,Ca jk,Cs j,c j
)(Ca jk +Cs j
2
)
Wq (M/M/c) jk , (4.13)
where
φ
(
ρ j,Ca jk,Cs j,c j
)
=

(
4(Ca jk−Cs j)
4Ca jk−3Cs j
)
φ1
(
c j,ρ j
)
+
(
Cs j
4Ca jk−3Cs j
)
ψ
(
Ca jk+Cs j
2 ,c j,ρ j
)
, Ca jk ≥Cs j(
Cs jk−Ca jk
2Ca jk−2Cs j
)
φ3
(
c j,ρ j
)
+
(
Cs jk+3Ca jk
2Ca jk−2Cs j
)
ψ
(
Ca jk+Cs j
2 ,c j,ρ j
)
, Ca jk ≤Cs j
(4.14)
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φ1
(
c j,ρ j
)
= 1+min
0.24,
(
1−ρ j
)(
c j−1
)((
4+5c j
)1/2−2)
16c jρ j
 , (4.15)
φ3
(
c j,ρ j
)
=
1−4min
0.24,
(
1−ρ j
)
(c−1)
((
4+5c j
)1/2−2)
16c jρ j

exp
(
−2(1−ρ j)
3ρ j
)
,
(4.16)
ψ
(
Ca jk +Cs j
2
,c j,ρ j
)
=

1, Ca jk+Cs j2 ≥ 1
φ4
(
c j,ρ j
)2(1−Ca jk+Cs jk2 ) 0≤ Ca jk+Cs j2 ≤ 1 ,
(4.17)
φ4
(
c j,ρ j
)
= min
{
1,
φ1
(
c j,ρ j
)
+φ3
(
c j,ρ j
)
2
}
, (4.18)
and the waiting time for the Markovian case Wq (M/M/c) jk is calculated by equation 3.26.
However, since the problem under study considers multiple products, the average of the
waiting time at a given node need to be calculated. The equation is given by
W¯q (G/G/c) jk =
∑k∈K Wq (G/G/c) jk
∑k∈K Z jk
∀ j ∈ Jk. (4.19)
Another congestion measure is the expected flow time of a job through the network. In the
case of singles stations, this is calculated by
W (G/G/c)k = ∑
j∈Jk
W (G/G/c) jkυ jk ∀k ∈ K, (4.20)
where
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W (G/G/c) jk =Ws jk +W¯q (G/G/c) jk ∀ j ∈ Jk, k ∈ K, (4.21)
the expected time of a job in service Ws jk is calculated by equation 3.14, and W¯q (G/G/c) jk
is computed with equation 4.13.
4.2.2 The fork-Join stations
The formulations to predict the response time at N homogeneous server fork-join queues for
the general case are based on the work done by Varma and Makowski [107]. They obtained
interpolation approximations for fork-join queues for general arrival and service times by
using an estimate of the heavy traffic limit in conjunction with light traffic information. In
contrast with the original formulas, in this research the net traffic intensity at fork-join j is
calculated by equation 3.20. This modified formula takes into account that a node can be
visited by different product classes, and the job at the fork point is divided into a number of
subtasks that could be less than the number of servers in the fork-join node. The following
cases were analyzed:
1. Erlang-2 arrivals and Erlang-2 service times.
2. Erlang-2 arrivals and exponential service times.
3. Poisson arrivals and hyper-exponential service times.
4. Poisson arrivals and Erlang-2 service times.
5. Hyper-exponential arrivals and exponential service times.
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4.2.2.1 The Erlang-2 arrivals and Erlang-2 service times case
The response time for product class k in the homogeneous N server fork-join subsystem j
with Erlang-2 interarrival and service time distributions is calculated as follows :
R jk =
[
FN +
(
VN
2
−FN
)
ρFJ j
]
1
µFJ jk
(
1−ρFJ j
) , (4.22)
where
FN =
N
∑
r=1
(
N
r
)
(−1)r−1
r
∑
m=0
(
r
m
)
m!
2rm+1
, (4.23)
VN =
N
∑
r=1
(
N
r
)
(−1)r−1
r
∑
m=1
(
r
m
)
(m−1)!
rm+1
, (4.24)
and ρFJ j is the net traffic intensity at fork-join j calculated by equation 3.20 [107].
4.2.2.2 The Erlang-2 arrivals and exponential service times case
The response time for product class k in the homogeneous N server fork-join subsystem
j with Erlang-2 interarrival and exponential service time distributions is calculated by the
equation
R jk =
[
HN +
(
2
3
VN− 56HN−
1
12
)
ρFJ jk
]
1
µFJ jk
(
1−ρFJ j
) , (4.25)
where HN is calculated by equation 2.3, FN by equation 4.23, and VN by equation 4.24
[107].
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4.2.2.3 The Poisson arrivals and hyper-exponential service times case
In the case of Poisson arrivals and hyper-exponential service times, a H2 service time dis-
tribution is assumed with mean µFJ jk = p1/µ1FJ jk + p2/µ2FJ jk, 0 < p1 < 1, p2 = 1− p1, and
µ1FJ jk > µ2FJ jk. In addition, it was considered balanced means, which produces an H2
distribution approximately in the middle of the range for given first two moments [112].
Balanced means considers, p1/µ1FJ jk = p2/µ2FJ jk = 12 so that µ1FJ jk +µ2FJ jk = 2.
The response time for product class k in the homogeneous N server fork-join subsystem j
with Poisson arrivals and H2 service time distributions is calculated by the equation
R jk =
(
µFJ jk
)
DN
µFJ jk
(
1−ρFJ j
) + [(µFJ jk)EN−DN] λFJ jkµFJ jk (1−ρFJ j)+[
hTra f f ic− (µFJ jk)2 EN] (ρFJ j)2µFJ jk (1−ρFJ j) ,
(4.26)
where
DN =
N
∑
r−1
(N
r
)
(−1)r+1
r
∑
m=0
( r
m
) pm1 pr−m2
m
(
µ1FJ jk
)
+(r−m)(µ2FJ jk) , (4.27)
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EN =
N
∑
r=1
(N
r
)
(−1)r+1
N−r
∑
m1=0
(−1)m1
m1
∑
m2=0
(m1
m2
)
pm21 p
m1−m2
2
×
r
∑
k1=0
( r
k1
)( p1 p2
µ1FJ jk−µ2FJ jk
)r−k1 k1
∑
k2=0
(k1
k2
)(
p21µ1FJ jk
)k2 (p22µ2FJ jk)k1−k2
×
r−k1
∑
k3=0
(r−k1
k3
)
(−1)r−k1−k3
r−k1
∑
k4=0
(r−k1
k4
)(
µ2FJ jk
)k4 (µ1FJ jk)r−k1−k4
× k1!(
µ1FJ jk (m2+ k2+ k3)+µ2FJ jk (m1−m2− k2+ r− k3)
)k1+1
× 1
µ1FJ jk (k2+ k4)+µ2FJ jk (r− k2− k4) ,
(4.28)
hTra f f ic =
[
HN +(4VN−3HN−1)β +2(1+HN−2VN)β 2
] σ2+σ20
2
µFJ2jk, (4.29)
σ2 = 2
[
p1(
µ1FJ jk
)2 + p2(µ2FJ jk)2
]
−
[
p1
µ1FJ jk
+
p2
µ2FJ jk
]2
, (4.30)
σ20 =
1(
µFJ jk
)2 , (4.31)
and
β =
σ20
σ20 +σ2
, (4.32)
where HN is calculated by equation 2.3, VN by equation 4.24, σ2 and σ20 are the variances
of the service time and interarrival distributions respectively, and β is a valued parameter
in the heavy traffic limit [107].
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4.2.2.4 The Poisson arrivals and Erlang-2 service times case
The response time approximation for product class k in the homogeneous N server fork-join
subsystem j with Poisson arrivals and Erlang-2 service times is given by
R jk =
[
FN +
(
1
6
− HN
12
+
2
3
VN−FN
)
ρFJ j
]
1
µFJ jk
(
1−ρFJ j
) , (4.33)
where HN is calculated by equation 2.3, FN by equation 4.23, VN by equation 4.24, and
ρFJ j is the net traffic intensity at fork-join j [107].
4.2.2.5 The hyper-exponential arrivals and exponential service times case
In this case, it is assumed a H2 arrival distribution with mean λFJ jk = p1/λ1FJ jk + p2/λ2FJ jk,
0 < p1 < 1, p2 = 1− p1, λ1FJ jk > λ2FJ jk, and variance calculated by equation 4.30. In
addition, the variance of the service time is calculated by equation 4.31. The response time
approximation is of the form
R jk =
[
HN +(hTra f f ic−HN)ρFJ j
] 1
µFJ jk
(
1−ρFJ j
) , (4.34)
where HN is calculated by equation 2.3, hTra f f ic by 4.29, and β by equation 4.32 [107].
To obtain the total expected flow time of a job through the network, individual expected
flow times of single and fork-join stations are aggregated. This calculated using formula
3.21 stated in section 3.
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4.3 Pseudocode
The high-level description of the computer programming algorithm used to calculated the
performance measures for the general case is as follows:
Algorithm 3 Performance measure calculation: Part I
for all products k do
Total Number of Nodes Nk
Transition Probability Matrix Φk
Server Array Ck
Service Rate Array µk
External Arrival Rate Array Λ0k
end for
for all products k do
Compute arrival rate to each node Λk with equation 3.1
Compute number of visits to each node with equation 3.3
end for
for all nodes j do
Compute aggregate service time τ j with equation 3.5
Compute net traffic intensity ρ j with equation ??
Compute the aggregate SCV of the service times Cs jk with equation 4.1
Compute aggregate SCV of the external arrival process to node j Ca0 j with equations
4.9, 4.10, and 4.11
end for
for all products k do
for all nodes j except fork-join nodes do
Compute the SCV of the arrival process to node j Ca jk with equations 4.2, 4.3, 4.4,
4.5, 4.6, 4.7, and 4.8
Compute expected time in queue Wq (M/M/c) jk with equation 3.15
Compute φ
(
ρ j,Ca jk,Cs jk,c j
)
with equations 4.14, 4.15, 4.16, 4.17, and 4.18
Compute expected time in queue Wq (G/G/c) jk with equation 4.13
Compute expected time of a job in service, Ws jk with equation 3.14
Compute expected number of jobs in queue for each product class, Lq(G/G/c) jk
with equation 4.12
end for
end for
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Algorithm 4 Performance measure calculation: Part II
for all nodes j do
for all products k do
Compute average time in queue for the different product classes Wq(G/G/c) j with
equation 4.19
end for
end for
for all products k do
for all fork-join subsystems j do
Number of servers NFJ j
Service Rate Array µFJ jk
Number of subtasks MFJ jk
Internal arrival rate λFJ jk calculated by equation 3.1
Compute net traffic intensity ρFJ j with equation 3.20
Compute Harmonic number HN with equation 2.3
Compute FN with equation 4.23
Compute VN with equation 4.24
if arrival distribution is Erlang-2 and service time distribution is Erlang-2 then
Compute Response time for product class k with equation 4.22
else if arrival distribution is Erlang-2 and service time distribution is exponential
then
Compute Response time for product class k with equation 4.25
else if arrival distribution is Poisson and service time distribution is H2 then
Compute DN with equation 4.27
Compute EN with equation 4.2.2.3
Compute heavy traffic estimate with equation 4.29
Compute variance of the arrival distribution with equation 4.30
Compute variance of the service time distribution with equation 4.31
Compute valued parameter β with equation 4.32
Compute response time for product class k with equation 4.2.2.3
else if arrival distribution is Poisson and service time distribution is E2 then
Compute response time for product class k with equation 4.33
else if arrival distribution is H2 and service time distribution is exponential then
Compute heavy traffic estimate with equation 4.29
Compute valued parameter β with equation 4.32
Calculate response time for product class k with equation 4.34
end if
end for
for all nodes j do
Compute mean time a job spends per visit at node Wjk with equation 3.13
end for
Calculate Total flow time for product class k , with equation 3.21
end for
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4.4 Computational Results
One hundred twenty problem instances were designed to test the accuracy of the analytical
estimates, and discrete event simulation models were developed to simulate the problem in-
stances. Based on previous formulations of fork-join nodes with general distributions[107],
interarrival and service times were assumed to be Erlang with two phases (Erlang-2), hyper-
exponential with two phases (H2), and/or exponential distribution. Five different scenarios
were analyzed:
1. Erlang-2 arrivals and Erlang-2 service times (E2−E2);
Ca0 jk = 0.5, Cs jk = 0.5.
2. Erlang-2 arrivals and exponential service times (E2−Exp);
Ca0 jk = 0.5, Cs jk = 1.
3. Poisson arrivals and hyper-exponential service times (Exp−H2);
Ca0 jk = 1, Cs jk = 1.5 and 2.
4. Poisson arrivals and Erlang-2 service times (Exp−E2);
Ca0 jk = 1, Cs jk = 0.5.
5. Hyper-exponential arrivals and exponential services (H2−Exp);
Ca0 jk = 1.5, and 2, Cs jk = 1.
Each problem instance is defined by the number of nodes in the network, number of servers
at each node, number of product classes, nodes that are shared by different product classes;
and for each product class, its arrival and service time distributions and the transition proba-
bility matrix. The number of nodes for each problem instance was varied from five to eight,
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product classes from one to six, and shared nodes from 50% to 67% of the total number of
nodes in the network. The number of fork and join subsystems considered was either one or
two, and the number of servers in it two, three or four. The location of the fork-join nodes
in the network was varied from node two to last node -1, keeping the nature of the server
assembly process. The transition probability matrix for each product class was randomly
generated, varying failure rates from 0.02 to 0.15. Arrival and service rates were selected
in such way that the service rates at all stations were greater than the arrival rates. All the
equations stated in the analytical formulation were implemented in Matlab 7.0 as for the
Markovian case, and the simulations models were developed following the same procedure
as described in section 3.4.
Tables 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6 describe the problem instances for one, two, three,
four, five and six product classes respectively in terms of the type of arrival and service
time distribution (I) along with its squared coefficient of variation (II), number of nodes
(III) , shared nodes (IV) and number of fork-join nodes (V) along with their location in the
network (VI).
Table 4.1: Problem instance configuration for single product class
(I) (II) (III) (IV) (V) (VI)
Inst. Arr. and SCV Nod. SN F/J nodes F/J
Serv. Distr. location
1 E2_E2 0.5-0.5 6 0 2 node 3, node 5
7 E2_E2 0.5-0.5 8 0 1 node 6
13 E2_E2 0.5-0.5 8 0 1 node 3
19 E2_E2 0.5-0.5 5 0 1 node 3
25 E2_Exp 0.5-1.0 6 0 2 node 3, node 5
31 E2_Exp 0.5-1.0 8 0 1 node 6
37 E2_Exp 0.5-1.0 8 0 1 node 3
43 E2_Exp 0.5-1.0 5 0 1 node 3
49 Exp_H2 0.5-1.5 6 0 2 node 3, node 5
55 Exp_H2 0.5-2.0 8 0 1 node 6
61 Exp_H2 0.5-2.0 8 0 1 node 3
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(I) (II) (III) (IV) (V) (VI)
Inst. Arr. and SCV Nod. SN F/J nodes F/J
Serv. Distr. location
67 Exp_H2 0.5-1.5 5 0 1 node 3
73 Exp_E2 1.0-0.5 6 0 2 node 3, node 5
79 Exp_E2 1.0-0.5 8 0 1 node 6
85 Exp_E2 1.0-0.5 8 0 1 node 3
91 Exp_E2 1.0-0.5 5 0 1 node 3
97 H2_Exp 1.5-1.0 6 0 2 node 3, node 5
103 H2_Exp 2.0-1.0 8 0 1 node 6
109 H2_Exp 1.5-1.0 8 0 1 node 3
115 H2_Exp 1.5-1.0 5 0 1 node 3
Table 4.2: Problem instance configuration for two product classes
(I) (II) (III) (IV) (V) (VI)
Inst. Arr. and SCV Nod. SN F/J nodes F/J
Serv. Distr. location
2 E2_E2 0.5-0.5 6 3 2 node 3, node 5
8 E2_E2 0.5-0.5 8 4 1 node 6
14 E2_E2 0.5-0.5 8 4 1 node 3
20 E2_E2 0.5-0.5 5 3 1 node 3
26 E2_Exp 0.5-1.0 6 3 2 node 3, node 5
32 E2_Exp 0.5-1.0 8 4 1 node 6
38 E2_Exp 0.5-1.0 8 4 1 node 3
44 E2_Exp 0.5-1.0 5 3 1 node 3
50 Exp_H2 0.5-1.5 6 3 2 node 3, node 5
56 Exp_H2 0.5-2.0 8 4 1 node 6
62 Exp_H2 0.5-2.0 8 4 1 node 3
68 Exp_H2 0.5-1.5 5 3 1 node 3
74 Exp_E2 1.0-0.5 6 3 2 node 3, node 5
80 Exp_E2 1.0-0.5 8 4 1 node 6
86 Exp_E2 1.0-0.5 8 4 1 node 3
92 Exp_E2 1.0-0.5 5 3 1 node 3
98 H2_Exp 1.5-1.0 6 3 2 node 3, node 5
104 H2_Exp 2.0-1.0 8 4 1 node 6
110 H2_Exp 1.5-1.0 8 4 1 node 3
116 H2_Exp 1.5-1.0 5 3 1 node 3
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Table 4.3: Problem instance configuration for three product classes
(I) (II) (III) (IV) (V) (VI)
Inst. Arr. and SCV Nod. SN F/J nodes F/J
Serv. Distr. location
3 E2_E2 0.5-0.5 6 3 2 node 3, node 5
9 E2_E2 0.5-0.5 8 4 1 node 6
15 E2_E2 0.5-0.5 8 4 1 node 3
21 E2_E2 0.5-0.5 5 3 1 node 3
27 E2_Exp 0.5-1.0 6 3 2 node 3, node 5
33 E2_Exp 0.5-1.0 8 4 1 node 6
39 E2_Exp 0.5-1.0 8 4 1 node 3
45 E2_Exp 0.5-1.0 5 3 1 node 3
51 Exp_H2 0.5-1.5 6 3 2 node 3, node 5
57 Exp_H2 0.5-2.0 8 4 1 node 6
63 Exp_H2 0.5-2.0 8 4 1 node 3
69 Exp_H2 0.5-1.5 5 3 1 node 3
75 Exp_E2 1.0-0.5 6 3 2 node 3, node 5
81 Exp_E2 1.0-0.5 8 4 1 node 6
87 Exp_E2 1.0-0.5 8 4 1 node 3
93 Exp_E2 1.0-0.5 5 3 1 node 3
99 H2_Exp 1.5-1.0 6 3 2 node 3, node 5
105 H2_Exp 2.0-1.0 8 4 1 node 6
111 H2_Exp 1.5-1.0 8 4 1 node 3
117 H2_Exp 1.5-1.0 5 3 1 node 3
Table 4.4: Problem instance configuration for four product classes
(I) (II) (III) (IV) (V) (VI)
Inst. Arr. and SCV Nod. SN F/J nodes F/J
Serv. Distr. location
4 E2_E2 0.5-0.5 6 3,4 2 node 3, node 5
10 E2_E2 0.5-0.5 8 4,8 1 node 6
16 E2_E2 0.5-0.5 8 4 1 node 3
22 E2_E2 0.5-0.5 5 3 1 node 3
28 E2_Exp 0.5-1.0 6 3,4 2 node 3, node 5
34 E2_Exp 0.5-1.0 8 4,8 1 node 6
40 E2_Exp 0.5-1.0 8 4 1 node 3
46 E2_Exp 0.5-1.0 5 3 1 node 3
52 Exp_H2 0.5-1.5 6 3,4 2 node 3, node 5
58 Exp_H2 0.5-2.0 8 4,8 1 node 6
64 Exp_H2 0.5-2.0 8 4 1 node 3
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(I) (II) (III) (IV) (V) (VI)
Inst. Arr. and SCV Nod. SN F/J nodes F/J
Serv. Distr. location
70 Exp_H2 0.5-1.5 5 3 1 node 3
76 Exp_E2 1.0-0.5 6 3,4 2 node 3, node 5
82 Exp_E2 1.0-0.5 8 4,8 1 node 6
88 Exp_E2 1.0-0.5 8 4 1 node 3
94 Exp_E2 1.0-0.5 5 3 1 node 3
100 H2_Exp 1.5-1.0 6 3,4 2 node 3, node 5
106 H2_Exp 2.0-1.0 8 4,8 1 node 6
112 H2_Exp 1.5-1.0 8 4 1 node 3
118 H2_Exp 1.5-1.0 5 3 1 node 3
Table 4.5: Problem instance configuration for five product classes
(I) (II) (III) (IV) (V) (VI)
Inst. Arr. and SCV Nod. SN F/J nodes F/J
Serv. Distr. location
5 E2_E2 0.5-0.5 6 3,4 2 node 3, node 5
11 E2_E2 0.5-0.5 8 4,8 1 node 6
17 E2_E2 0.5-0.5 8 4 1 node 3
23 E2_E2 0.5-0.5 5 3 1 node 3
29 E2_Exp 0.5-1.0 6 3,4 2 node 3, node 5
35 E2_Exp 0.5-1.0 8 4,8 1 node 6
41 E2_Exp 0.5-1.0 8 4 1 node 3
47 E2_Exp 0.5-1.0 5 3 1 node 3
53 Exp_H2 0.5-1.5 6 3,4 2 node 3, node 5
59 Exp_H2 0.5-2.0 8 4,8 1 node 6
65 Exp_H2 0.5-2.0 8 4 1 node 3
71 Exp_H2 0.5-1.5 5 3 1 node 3
77 Exp_E2 1.0-0.5 6 3,4 2 node 3, node 5
83 Exp_E2 1.0-0.5 8 4,8 1 node 6
89 Exp_E2 1.0-0.5 8 4 1 node 3
95 Exp_E2 1.0-0.5 5 3 1 node 3
101 H2_Exp 1.5-1.0 6 3,4 2 node 3, node 5
107 H2_Exp 2.0-1.0 8 4,8 1 node 6
113 H2_Exp 1.5-1.0 8 4 1 node 3
119 H2_Exp 1.5-1.0 5 3 1 node 3
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Table 4.6: Problem instance configuration for six product classes
(I) (II) (III) (IV) (V) (VI)
Inst. Arr. and SCV Nod. SN F/J nodes F/J
Serv. Distr. location
6 E2_E2 0.5-0.5 6 3,4 2 node 3, node 5
12 E2_E2 0.5-0.5 8 4,8 1 node 6
18 E2_E2 0.5-0.5 8 4 1 node 3
24 E2_E2 0.5-0.5 5 3 1 node 3
30 E2_Exp 0.5-1.0 6 3,4 2 node 3, node 5
36 E2_Exp 0.5-1.0 8 4,8 1 node 6
42 E2_Exp 0.5-1.0 8 4 1 node 3
48 E2_Exp 0.5-1.0 5 3 1 node 3
54 Exp_H2 0.5-1.5 6 3,4 2 node 3, node 5
60 Exp_H2 0.5-2.0 8 4,8 1 node 6
66 Exp_H2 0.5-2.0 8 4 1 node 3
72 Exp_H2 0.5-1.5 5 3 1 node 3
78 Exp_E2 1.0-0.5 6 3,4 2 node 3, node 5
84 Exp_E2 1.0-0.5 8 4,8 1 node 6
90 Exp_E2 1.0-0.5 8 4 1 node 3
96 Exp_E2 1.0-0.5 5 3 1 node 3
102 H2_Exp 1.5-1.0 6 3,4 2 node 3, node 5
108 H2_Exp 2.0-1.0 8 4,8 1 node 6
114 H2_Exp 1.5-1.0 8 4 1 node 3
120 H2_Exp 1.5-1.0 5 3 1 node 3
Results for flow times were obtained using the analytical formulations and the simulation
models. The tightness of the flow time approximations was computed using equation 3.24.
In Appendix E is presented the approximate and simulated mean flow time values along
with the error in the approximation for one, two, three, four, five, and six product instances
respectively.
The nature of the distribution of the error for the flow time in the case of general distri-
butions is shown in Figure 4.1. The graph shows that the error seems to be distributed
between zero and 63%, and the average error was 23.19%. Figure 4.2 presents the trend of
the simulation and analytical flow times for all problem instances. It is apparent from the
graph that the analytical values follow the same trend that the simulated values.
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Figure 4.1: Overall flow time distribution for the general type system.
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Figure 4.2: Analytical and simulated flow times for problem instances with general distribution.
Further analysis was done to analyze the error for the different problem instances. The
error in flow time was plotted by product class and later by product class and arrival and
service time distribution. In addition, a paired-t test was conducted to determine whether
there was significant difference between the flow time from the simulation models and the
analytical formulations (see Tables 4.7, 4.8, 4.9, 4.10, 4.11, 4.12, and 4.13).
Figure 4.3 displays the error distribution for one product class instances for all type of
distributions. The error for most of the problem instances was between zero and 10%, and
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Table 4.7: Paired-t test results per product class
Product Class
1 2 3 4 5 6
t Stat -1.48 -3.44 -9.29 -11.16 -14.78 -17.64
t Critical two-tail 1.73 2.02 2.00 1.99 1.98 1.98
P(T<=t) two-tail 1.6E-01 1.4E-03 3.8E-13 6.6E-18 8.4E-27 5.3E-35
Table 4.8: Paired-t test results for one product class
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat 3.32 1.95 -0.66 1.43 -0.96
t Critical two-tail 3.18 3.18 3.18 3.18 3.18
P(T<=t) two-tail 0.05 0.15 0.55 0.25 0.41
the maximum error was 13.4%. The data strongly suggests that the means are the same at
0.05 level of significance (see Table 4.7). Figure 4.4 shows the flow time error distribution
by each scenario analyzed. From the graph it is possible to identify that the maximum
error comes from the case E2−E2. On average the error for the E2−E2 case was 3%, for
E2−Exp was 1.8%, for Exp−H2 was 5.5%, for Exp−E2 was 4.3%, and for H2−Exp
was 3.1%. Table 4.14 presents the error distribution for each case. Based on the results of
the paired-t test (see Table 4.8), the data strongly suggests that at 0.04 level of significance
the means are the same for the E2−E2 case, and at 0.05 level of significance for the cases
E2−Exp, Exp−H2 , Exp−E2, and H2−Exp.
Figure 4.5 displays the error distribution for two product classes instances for all type of
distributions. The error for 95% of the instances was between zero and 12.4%, and the
maximum error was 14.8%. The data strongly suggests that the means, taking into account
Table 4.9: Paired-t test results for two product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -3.34 -3.50 0.82 -2.52 -0.16
t Critical two-tail 2.36 2.36 2.36 2.36 2.36
P(T<=t) two-tail 0.01 0.01 0.44 0.04 0.88
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Table 4.10: Paired-t test results for three product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -6.64 -6.55 -2.71 -6.66 -4.67
t Critical two-tail 2.20 2.20 2.20 2.20 2.20
P(T<=t) two-tail 0.00 0.00 0.02 0.00 0.00
Table 4.11: Paired-t test results for four product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -6.62 -7.56 -4.66 -6.03 -5.95
t Critical two-tail 2.13 2.13 2.13 2.13 2.13
P(T<=t) two-tail 0.00 0.00 0.00 0.00 0.00
all the distributions, are not the same at 0.01 level of significance (see Table 4.7). Figure
4.6 shows the flow time error distribution by each scenario analyzed. It is possible to
identify that the maximum error comes from the case Exp−E2. In Table 4.15 is presented
the error range of each case analyzed. On average the error was 3.79%, 4.33%, 4.14%,
5.35%, and 3.65% for the E2−E2 , E2−Exp, Exp−H2, Exp−E2, and H2−Exp cases,
respectively. Based on the results of the paired-t test (see Table 4.9), the data strongly
suggests that the means are the same for the Exp−H2 , and H2−Exp configurations at
0.05 level of significance, for Exp−E2 at 0.03 level of significance, and for E2−E2 at 0.01
level of significance. The means are not the same for the E2−Exp case at 0.01 level of
significance.
In the case of three product classes, Figure 4.7 displays that the error, taking into account all
the configurations, for 93% of the instances was between zero and 21%, and the maximum
error was 29.44%. The data strongly suggest that the means are different at 0.01 level of
Table 4.12: Paired-t test results for five product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -8.91 -9.09 -7.17 -10.43 -8.76
t Critical two-tail 2.09 2.09 2.09 2.09 2.09
P(T<=t) two-tail 0.00 0.00 0.00 0.00 0.00
96
Table 4.13: Paired-t test results for six product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -10.65 -11.10 -9.26 -13.36 -10.88
t Critical two-tail 2.07 2.07 2.07 2.07 2.07
P(T<=t) two-tail 0.00 0.00 0.00 0.00 0.00
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Figure 4.3: Flow time error distribution for one product class with general type distribution.
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Figure 4.4: Flow time error distribution for one product class by type of distribution.
Table 4.14: Flow time error range for one product class
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 1.4-5.0 0.3-4.3 4.2-7.7 0.3-13.4 0.2-9.7
Table 4.15: Flow time error range for two product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 0.3-10.6 0.8-13.2 1.2-7.3 2.3-14.9 0.5-8.1
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Figure 4.5: Flow time error distribution for two product classes with general type distribution.
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Figure 4.6: Flow time error distribution for two product classes by type of distribution.
significance (see Table 4.7). Figure 4.8 shows the trend error for each scenario analyzed.
The graph displays that the maximum error comes from the case E2−Exp. On average
the error for the E2−E2 case was 12.59%, for E2−Exp was 15.13%, for Exp−H2 was
7.75%, for Exp−E2 was 11.76%, and for H2−Exp was 7.97%. Table 4.16 presents the
error distribution for each case. Based on the results from the paired-t test (see Table 4.10),
the data strongly suggests that at 0.01 level of significance the means are not the same for
the E2−E2, E2−Exp, Exp−E2, and H2−Exp cases. In the case of Exp−H2, the data
strongly suggests that at 0.02 level of significance the means are the same.
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Figure 4.7: Flow time error distribution for three product classes with general type distribution.
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Figure 4.8: Flow time error distribution for three product classes by type of distribution.
Figure 4.9 displays the error distribution for four product instances for all type of distribu-
tions. The error for 95% of the instances was between 1% and 25.7%, and the maximum
error was 29.15%. The data strongly suggests that the means, taking into account all the
cases, are not the same at 0.01 level of significance (see Table 4.7). Figure 4.10 shows the
flow time error distribution for each scenario analyzed, and in Table 4.17 is presented the
Table 4.16: Flow time error range for three product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 4.5-24.4 4.8-29.5 0.7-19.7 4.6-16.8 1.7-17.5
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Figure 4.9: Flow time error distribution for four product classes with general type distribution.
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Figure 4.10: Flow time error distribution for four product classes by type of distribution.
range of the error. It is possible to identify that the maximum error comes from the case
Exp−H2. On average the flow time error was 16.13%, 19.81%, 10.63%, 15.44%, and
12.21% for the E2−E2 , E2−Exp, Exp−H2, Exp−E2, and H2−Exp cases, respectively.
The data strongly suggests that the means are not the same for any case at 0.01 level of
significance (see Table 4.11).
Table 4.17: Flow time error range for four product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 4.0-22.7 9.3-28.5 1.9-29.2 6.0-28.4 1.3-19.4
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Figure 4.11: Flow time error distribution for five product classes with general type distribution.
Table 4.18: Flow time error range for five product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 4.1-52.0 10.9-61.9 0.7-52.3 7.7-43.7 1.4-48.1
The error distribution for five product instances for all distribution types is shown in Figure
4.11. The error for 88% of the problem instances was between zero and 50%, and the
maximum error was 61.9%. The data strongly suggest that the means are different at 0.01
level of significance (see Table 4.7). Figure 4.12 shows the trend error for all distribution
types, and in Table 4.18 is presented the range of the error. The graph displays that the
maximum error comes from the case E2−Exp. The average error for the E2−E2 case was
31.27%, for E2−Exp was 39.02%, for Exp−H2 was 29.85%, for Exp−E2 was 29.59%,
and for H2−Exp was 29.4%. The data strongly suggests that at 0.01 level of significance
the means are not the same for any type of configuration (see Table 4.12).
For six product classes Figure 4.13 displays the error distribution for all configuration types.
The error for 88% of the instances was between 6% and 51%, and the maximum error was
62.71%. The data strongly suggest that the means are different at 0.01 level of significance
(see Table 4.7). Figure 4.14 shows the trend error for each scenario analyzed. The graph
displays that the maximum error comes from the case H2−Exp. In Table 4.19 is presented
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Figure 4.12: Flow time error distribution for five product classes by type of distribution.
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Figure 4.13: Flow time error distribution for six product classes with general type distribution.
the error distribution for each case. The average flow time error was 33.22%, 44%, 37.08%,
33.4%, and 38.34% for the E2−E2 , E2−Exp, Exp−H2, Exp−E2, and H2−Exp cases,
respectively. Based on the results from the paired-t test, the data strongly suggests that at
0.01 level of significance the means are not the same for any configuration analyzed (see
Table 4.13).
Figure 4.15 presents the average flow time error by type of distribution. The average error
for one and two product instances was between 1% and 5.3%, and for three and four prod-
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Figure 4.14: Flow time error distribution for six product classes by type of distribution.
Table 4.19: Flow time error range for six product classes
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 14.2-45.9 27.4-59.2 13.1-57.7 15.8-47.3 6.1-62.8
ucts was between 7.7% and 20%. In the case of five and six product classes the average
error in flow time was between 31.2% and 44%. It is evident from this graph that the flow
time error increased as the number of products increased. In addition, it is possible to iden-
tify that the average flow time error for three, four, five, and six product classes was greater
for the case E2−Exp.
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Figure 4.15: Average flow time error by type of distribution.
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4.5 Correction Factors
Based on the results, the flow time error for one and two product instances was between
zero and 12.4%, and from three to six product classes was roughly between zero and
62.71%. The data strongly suggest that the means for instances with three to six classes are
different at 0.01 level of significance. In order to develop regression equations to bridge
the gap between the analytical approximations and the simulation models for the general
case, the corrections factors for the Markovian case were used. The idea was to have cor-
rection terms that could work for both the Markovian and general type system under the
five scenarios analyzed.
4.5.1 The single stations in the general case
The single stations in the general case were analyzed following the same Markovian case
approach. It was identified that the main error of the flow time came from the waiting time,
and variables affecting the flow time were the number of products in the network, and the
net traffic intensity at node i (see Figure 4.16). Formula 4.13 in section 4.2.1 presents the
approximation of the expected waiting time at a given node for the general G/G/c model
developed by Whitt [112]. In this approximation, the waiting time for a M/M/c type of
system, the coefficients of variation of the arrival and service time, and some correction
factors to determine the expected waiting time are used. The regression equation (or the
correction term) developed for the Markovian case (see section 3.6.1) is used to determine
the waiting time. The adjusted expected waiting time for a M/M/c type of system is then
used in the Whitt’s formula to determine the adjusted expected waiting time for the general
case. The approximation is of the form
WqAd j (G/G/c) jk = φ
(
ρ,Ca jk,Cs jk,c
)(Ca jk +Cs jk
2
)
WqAd j (M/M/c) jk , (4.35)
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Figure 4.16: Flow time error vs. net traffic intensity of single stations for the general case.
where WqAd j (M/M/c) jk is calculated by equation 3.26.
4.5.2 The case of fork-join stations for the general case
As stated in section 3.6.2 the regression equation to predict the flow time error at the the
fork-join stations was developed using seven hundred thirty five problem instances (2,547
data points) with interarrival and service times from exponential distributions and from gen-
eral type distributions. In the general case, five hundred forty problem instances (1,890 data
points) were generated. The arrivals and service times were from Erlang with two phases
(Erlang-2), hyperexponential with two phases (H2), and/or exponential distributions. For
each scenario analyzed one hundred eight fork-join problem instances were generated. The
number of product classes in the problem instances varied from one to six, failures rates
from zero to 15%, and the number of servers from two to four. The regression equation
with a R-squared of 0.5 for the general case is given by
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ˆEFJ j = 0.406−2.85∗ p−4.4∗NFJ j +2.62∗∑
kεK
MFJ jk
K
−1.08∗ f+
10.95∗ρFJ j +5.02∗Ca jk +1.6∗Cs j,
(4.36)
where ˆEFJ j is the percentage of predicted flow time error at the fork-join j, p the number
of products at the fork-join node j, NFJ j the number of nodes at the fork-join j, ∑kεK
MFJ jk
K
an average of the number of subtasks at the fork-join j, f is the failure rate at the fork point,
ρFJ j is the net traffic intensity at the fork-join j, Ca jk is the coefficient of variation of the
arrival process for product class k, and Cs j is the aggregate coefficient of variation for
the service time distribution at node j. Based on this regression equation, the number of
products, the number of subtasks, the failure rate at the fork point, the net traffic intensity
at the fork-join nodes, the coefficient of variation of the arrival process, and the aggregate
coefficient of variation for the service time are significantly affecting the flow time in the
node. Note that when Ca jk and Cs j equal to 1 (Markovian case) equation 4.5.2 agrees with
equation 3.30.
The approximation to determine the adjusted flow time at the fork-join j of product class
k using the correction factor is calculated using equation 3.31, where R jk is computed
according to the case analyzed. In Appendix F is presented the predicted error in flow
time along with the observed values for the five scenarios analyzed. It should be noted that
the correction terms hold good for the Markovian case and for the general case under the
configurations analyzed in this research.
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Figure 4.17: Distribution of the flow time error when the correction factors are used in the approxi-
mations.
4.6 Numerical comparisons
The analytical approximations using the correction factors were used to predict the flow
time of the problem instances of section 4.4. In order to evaluate the performance of the
correction factors in the approximations, flow time results of section 4.4 were compared
with the values obtained by using the correction factors in the approximations. Appendix
G presents the results for three, four, five and six product instances. These numerical
comparisons show that using the correction factors in the approximation help to predict the
flow time more accurately.
Figure 4.17 shows the distribution of the flow time error for the one hundred twenty prob-
lem instances when the correction factors were used in the approximations. The histogram
indicates that the error seems to be distributed now between zero and 23%, and the error
in 95% of the problem instances (400 out of 420 data points) was between zero and 16%.
Figure 4.18 displays the performance of the approximations using the correction terms.
Detailed analysis by product class is presented in Figures 4.19, 4.20, 4.21, and 4.22. In
these figures is shown the trend of the flow time error when the correction factors are added
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Figure 4.18: Overall trend of the flow time error using the correction factors in the approximations.
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Figure 4.19: Flow time error for three product instances using correction factors in the approxima-
tions.
to the approximations for three, four, five and six product instances respectively. The results
are compared with previous results obtained in section 4.4. These graphs clearly indicate
that the error for most of the problem instances was reduced when the correction terms
were used .
Histograms for the flow time error were plotted in order to obtain the overall distribution
of the error by product classes. In Figure 4.23 is presented the flow time error distribution
for three product classes. The error in 95% of the data points (57 out of 60 data points)
was between zero and 11.8%, and the maximum error was 13.81%. Figure 4.24 shows the
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Figure 4.20: Flow time error for four product instances using correction factors in the approxima-
tions.
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Figure 4.21: Flow time error for five product instances using correction factors in the approxima-
tions.
flow time error distribution for four product classes. The error in 96% of the data points
(77 out of 80 data points) ranged between zero and 14.7%, and the maximum error was
16.8%. In the case of five product instances the error in 97% of the data points (97 out of
100 data points) was between zero and 15.3%, and the maximum error was 16.97% (see
Figure 4.25). In Figure 4.26 is presented the flow time error distribution for six product
classes. The error in 95% of the data points (114 out of 120 data points) was between zero
and 18.7%, and the maximum error was 23.15%
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Figure 4.22: Flow time error for six product instances using correction factors in the approximations.
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Figure 4.23: Flow time error distribution for three product classes with general type distribution
using the correction factors.
Additional analysis was done by conducting a paired-t test for three, four, five and six
product classes to determine whether there was significant difference between the flow time
from the simulation models and the analytical formulations using the correction factors (see
Table 4.20). Based on the paired-t test, the data strongly suggests that the means are the
same for four, five and six product classes at 0.05 level of significance, and for three product
classes at 0.02 level of significance taking into account all distribution types.
Further analysis were conducted by product class and arrival and service time distribution.
Figures 4.27, 4.28, 4.34, 4.30, and 4.31 present, for each case, comparisons of the flow time
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Figure 4.24: Flow time error distribution for four product classes with general type distribution
using the correction factors.
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Figure 4.25: Flow time error distribution for five product classes with general type distribution using
the correction factors.
error trend for three product instances. These figures clearly indicate that the error for most
of the problem instances was reduced by adding the correction terms in the approximations.
In Tables 4.21 and 4.22 are presented respectively the flow time error range, and the average
Table 4.20: Paired-t test results per product class using the correction factors
Product Class
3 4 5 6
t Stat -2.37 0.27 0.08 0.26
t Critical two-tail 2.00 1.99 1.98 1.98
P(T<=t) two-tail 0.02 0.79 0.94 0.79
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Figure 4.26: Flow time error distribution for six product classes with general type distribution using
the correction factors.
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Figure 4.27: Flow time error for three product instances using correction factors in the E2−E2 case.
error for each case. On average, the flow time error was reduced by 50%, from 11.04% to
5.55%. Based on the results of the paired-t test, the data strongly suggests that the means are
the same for the Exp−H2, Exp−E2, and H2−Exp configurations at 0.01, 0.04, and 0.03
level of significance respectively, and they are not the same for the E2−E2 and E2−Exp
cases at 0.01 level of significance (see Table 4.23).
In the case of four product instances, Figures 4.32, 4.33, 4.34, 4.35, and 4.36 present for
each configuration, comparisons of the trend of the flow time error when the correction
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Figure 4.28: Flow time error for three product instances using correction factors in the E2−Exp
case.
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Figure 4.29: Flow time error for three product instances using correction factors in the Exp−H2
case.
Table 4.21: Flow time error range for three product classes by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 4.5-24.4 4.8-29.5 0.7-19.7 4.6-16.8 1.7-17.5
Error-Correction Factor (%) 2.1-9.5 1.0-12.2 2.1-11.1 0.0-13.9 0.0-11.4
Table 4.22: Average flow time error for three product classes by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Average Error (%) 12.59 15.13 7.75 11.76 7.97
Average Error-Correction Factor (%) 6.68 7.38 6.05 4.1 3.53
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Figure 4.30: Flow time error for three product instances using correction factors in the Exp−E2
case.
0.00
2.00
4.00
6.00
8.00
10.00
12.00
14.00
16.00
18.00
20.00
1 2 3 4 5 6 7 8 9 10 11 12
Data Points
Fl
o
w
 
Ti
m
e 
Er
ro
r 
(%
)
Flow Time Error
Flow Time Error
(adjusted)
Figure 4.31: Flow time error for three product instances using correction factors in the H2−Exp
case.
terms are used in the approximations. It is apparent from the graphs that the correction
factors help to reduce the flow time error in the approximations. In addition, Tables 4.24
and 4.25 contain comparisons of the flow time error range, and the average error for each
case analyzed. Taking into account all data points for four product instances, the flow
time error was reduced by 57.4% (from 14.85% to 6.33%). From this perspective, the
approximations are quite satisfactory, even thought the paired-t test suggests that the means
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Table 4.23: Paired-t test results for three product classes using correction factors by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -10.89 -8.78 3.45 -2.33 2.48
t Critical two-tail 2.20 2.20 2.20 2.20 2.20
P(T<=t) two-tail 0.00 0.00 0.01 0.04 0.03
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Figure 4.32: Flow time error for four product instances using correction factors in the E2−E2 case.
are not the same for the E2−E2, E2−Exp, Exp−H2, and H2−Exp configurations at 0.01
level of significance respectively (see Table 4.26).
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Figure 4.33: Flow time error for four product instances using correction factors in the E2−Exp
case.
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Figure 4.34: Flow time error for four product instances using correction factors in the Exp−H2
case.
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Figure 4.35: Flow time error for four product instances using correction factors in the Exp−E2
case.
Table 4.24: Flow time error range for four product classes by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 4.0-22.7 9.3-28.5 1.9-29.2 6.0-28.4 1.3-19.4
Adjusted Error (%) 0.7-10.4 1.1-11.7 1.9-16.8 0.2-12.2 0.5-15.4
Table 4.25: Average flow time error for four product classes by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 16.13 19.81 10.63 15.44 12.21
Adjusted Error (%) 5.51 6.35 9.07 4.05 6.65
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Figure 4.36: Flow time error for four product instances using correction factors in the H2−Exp
case.
Table 4.26: Paired-t test results for four product classes using correction factors by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -7.21 -6.56 4.44 -1.17 3.91
t Critical two-tail 2.13 2.13 2.13 2.13 2.13
P(T<=t) two-tail 0.00 0.00 0.00 0.26 0.00
Figures 4.37, 4.38, 4.39, 4.40, and 4.41 show that the correction terms help to reduce re-
markably well the flow time error in the approximations for five product classes. Additional
analysis is presented in Tables 4.27 and 4.28, which contain comparisons of the flow time
error range, and the average error for each case analyzed. Although, the flow time error
was reduced by 77.19% (from 31.86% to 7.27%), the paired-t test suggests that the means
are the same for only the Exp−E2 case at 0.05 level of significance (see Table 4.29).
Comparisons of the trend of the flow time error for six product classes are displayed in
Figures 4.42, 4.43, 4.44, 4.45, 4.46. These graphs show that the approximations perform
Table 4.27: Flow time error range for five product classes by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 4.1-52.0 10.9-61.9 0.7-52.3 7.7-43.7 1.4-48.1
Adjusted Error (%) 0.1-12.4 0.0-14.9 2.7-17.0 0.5-13.8 0.2-15.6
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Figure 4.37: Flow time error for five product instances using correction factors in the E2−E2 case.
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Figure 4.38: Flow time error for five product instances using correction factors in the E2−Exp case.
Table 4.28: Average flow time error for five product classes by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 31.27 39.02 29.85 29.59 29.40
Adjusted Error (%) 5.93 8.20 9.76 3.90 7.22
Table 4.29: Paired-t test results for five product classes using correction factors by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -8.20 -10.78 5.92 -0.72 4.47
t Critical two-tail 2.09 2.09 2.09 2.09 2.09
P(T<=t) two-tail 0.00 0.00 0.00 0.48 0.00
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Figure 4.39: Flow time error for five product instances using correction factors in the Exp−H2
case.
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Figure 4.40: Flow time error for five product instances using correction factors in the Exp−E2 case.
quite well when correction factors are added. In Tables 4.30 and 4.31 is presented the
flow time error range, and the average error for each case analyzed. The average flow
time error was reduced from 37.21% (approximations without correction terms) to 8.65%.
From this perspective, the approximations are quite satisfactory, even thought the paired-t
test suggests that the means are same only for the Exp−E2 case at 0.05 level of significance
(see Table 4.32).
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Figure 4.41: Flow time error for five product instances using correction factors in the H2−Exp
case.
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Figure 4.42: Flow time error for six product instances using correction factors in the E2−E2 case.
Table 4.30: Flow time error range for six product classes by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 14.2-45.9 27.4-59.2 13.1-57.7 15.8-47.3 6.1-62.8
Adjusted Error (%) 1.0-14.2 1.7-17.6 0.7-22.3 0.9-16.9 2.3-23.2
Table 4.31: Average flow time error for six product classes by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
Error (%) 33.22 44.00 37.08 33.40 38.34
Adjusted Error (%) 5.77 9.75 10.76 6.31 10.65
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Figure 4.43: Flow time error for six product instances using correction factors in the E2−Exp case.
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Figure 4.44: Flow time error for six product instances using correction factors in the Exp−H2 case.
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Figure 4.45: Flow time error for six product instances using correction factors in the Exp−E2 case.
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Figure 4.46: Flow time error for six product instances using correction factors in the H2−Exp case.
Table 4.32: Paired-t test results for six product classes using correction factors by case
E2−E2 E2−Exp Exp−H2 Exp−E2 H2−Exp
t Stat -6.80 -12.17 7.08 -0.76 4.13
t Critical two-tail 2.07 2.07 2.07 2.07 2.07
P(T<=t) two-tail 0.00 0.00 0.00 0.45 0.00
In summary, when the analysis is conducted by product class (including all type of dis-
tributions) the data strongly suggests that the means are the same for four, five and six
product classes at 0.05 level of significance, and for three product classes at 0.02 level of
significance. The total average flow time error decreased from 26.39% (approximations
without correction terms) to 7.23%, and the maximum error found was 23.14%. Based on
this results, in the general type system the approximations perform much better when the
corrections factors were added to the approximations.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
In this research, new analytical formulations are proposed to deal with manufacturing sys-
tems where it simultaneously considers several issues of practical interest such as parallel
processing with synchronization queue, multiple product classes, and job circulation due
to random part failures. Section 5.1 summarizes the conclusions of this research and in
section 5.2 suggestions for future work are presented.
5.1 Conclusions
The nature of the web server assembly process is complex, which includes serial and par-
allel processing, multiple product classes and job circulation due to random failures. Al-
though manufacturing systems have been studied using analytical approaches, performance
analysis of manufacturing systems considering simultaneously multiple product classes,
and job circulation due to random part failures have not been widely studied in the context
of parallel processing. Pradhan et al. [86], and Pradhan and Damodaran [85] addressed a
similar problem in which was presented analytical approximations to estimate the perfor-
mance measures of an optoelectronic manufacturing system with multiple product classes,
job circulations due to failures, and some resources being shared among different products
classes. However, this dissertation differs in that, the problem object of this study considers
parallel processing.
The analytical formulations presented in this research, extend previous queueing models
used in assembly manufacturing systems. Existing analytical formulations related to fork-
join queues were modified to incorporate the fact that a node can be visited by different
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product classes, and that job can return more than once to the fork point due to job failures.
In addition, the methodology applied to develop the regression equation (correction factors)
could be generalized to other queueing network systems.
The queueing network model proposed improves previous formulations in two main ways.
First, it can handle serial and different configurations of paralleling processing in the same
framework, with multiple product classes, and job circulation due to random part failures.
Second, the analytical formulations have appropriate correction terms that minimize the
gap in the error between the analytical approximation and the simulation models. The
correction terms may have to be revised if the manufacturing system to be analyzed has
parameters that are very different from what was considered in this research.
In order to to test the accuracy of the analytical estimates, random problem instances were
generated to estimate the performance measures of the system. Discrete event simulation
models were developed to simulate the problem instances, and the results from the analyti-
cal approximations and simulation were compared to evaluate the accuracy of the analytical
approximations.
In the Markovian case, the approximations without correction terms performed quite well
for one and two product problem instances. The flow time error for one product problem
instances was between zero and 5%, and for two product instances was between zero and
10%. The data strongly suggested that at 0.05 level of significance the means are the same.
However, it was observed that the flow time error increased as the number of products
and net traffic intensity increased. Therefore, correction terms for single and fork-join
stations were developed via regression analysis to deal with three, four, five, and six product
instances.
Since the flow time in the network is the aggregation of the flow time at each station, for
simplicity one station instances were considered to develop the correction factors. For
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the case of non fork-join stations, thirty two problem instances (144 data points) were
generated in order to predict the flow time. The data analysis of single stations revealed that
the main error of the flow time was coming from the waiting time, the variables affecting
the results were the number of products in the network and the net traffic intensity, and
there was a nonlinear relationship in the parameters. The correction term for this case was
developed analyzing the behavior of the error in the waiting time and by using Microsoft
Excel the best regression equation was developed. The regression model was stated in
terms of the net traffic intensity and the number of products in the network.
In the case of fork-join stations, seven hundred thirty five problem instances (2547 data
points) were generated to develop the correction factor. A straight line relationship be-
tween the flow time error and the net traffic intensity, and between the flow time error and
failure rate was observed. Statistical Analysis Software (SAS) was used to determine the
parameters of the model, and the stepwise procedure was used to identify the significant
variables in the regression model. Based on the regression equation, the number of prod-
ucts, the number of subtasks, the failure rate at the fork point, the net traffic intensity at
the fork-join nodes, the coefficient of variation of the arrival process, and the aggregate
coefficient of variation for the service time were significantly affecting the flow time in the
node
The numerical comparisons in the Markovian case showed that the approximations perform
remarkably well when the corrections factors were used. The average flow time error for
three product instances was reduced from 14.20% to 5.13%, for four product instances from
24.19% to 6.10%, for five product instances from 44.13% to 5.66%, and for six product
instances from 57.23% to 5.47% (see Figure 5.1). In general, the average flow time error
was reduced from 38.12% to 5.59%, and for the problem instances where the number of
subtasks was less than the number of servers, the average error decreased from 39.03% to
5.54%.
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Figure 5.1: Comparisons of the average flow time error per class in the Markovian case
In the general case, the computational experiments showed that the flow time error in-
creased as the number of products and net traffic intensity increased coinciding with the
Markovian case. The approximations without correction terms performed quite well for
one and two product instances, where the error was between zero and 12.4%. However,
from three to six product classes the flow time error was roughly between zero and 62.71%,
and the data strongly suggest that the means for those problem classes are different at 0.01
level of significance.
When the correction terms via regression analysis were added to the approximations, the
flow time error was reduced by 50% (from 11.04% to 5.55%) for three product classes,
57.4% (from 14.85% to 6.33%) for four product classes, 77.19% (from 31.86% to 7.27%)
for five product classes, and 76.75% (from 37.21% to 8.65%) for six product classes. The
results indicate that the error seems to be distributed now between zero and 23%, and the
error in 95% of the problem instances (400 out of 420 data points) was between zero and
16%. In summary, the average flow time error decreased from 26.39% (approximations
without correction terms) to 7.23%, and the maximum error was 23.14%. Based on these
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Figure 5.2: Comparisons of the average flow time error per class in the general case
results, in the general type system the approximations perform much better when the cor-
rections factors were added to the approximations (see Figure 5.2).
All the equations stated in the analytical formulations were implemented as a set of Matlab
scripts. By using this set, operations managers of web server assembly lines, or other ser-
vice systems with similar characteristics can estimate different system performance mea-
sures. This can help managers to make judicious decisions - especially setting delivery due
dates, capacity planning, and bottleneck mitigation, among others.
5.2 Future work
Performance analysis of manufacturing systems with multiple product classes, probabilis-
tic job circulation, and parallel processing can be extended in different ways. In this study
the parallel processing with synchronization constraints was modeled by using fork-join
stations with homogeneous server fork-join queues. Future studies may use analytical ap-
proximations that assume heterogeneous server fork-join queues. In addition, in this re-
search it was assumed some types of arrival and service time distributions in the fork-join
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stations; therefore, future work with the characteristic of the problem object of this study
can approach other general distribution configurations.
For single stations, the correction factor developed is stated in terms of the number of
products in the network, and the net traffic intensity at a given node. Another potential area
for research is to analyze the impact of the coefficient of variation of the arrival process and
the aggregate coefficient of variation of the service time on the flow time error in single
stations.
In this research an open system with jobs being processed according to a first-in-first-out
(FIFO) discipline at each station was considered. Different contributions on queueing net-
works with priority service disciplines have been made [20, 119, 117, 43, 116]. However,
future studies may analyze this research problem under priority service disciplines at each
station. Another line of research is to use these analytical models in a capacity planning
model to optimize the resource allocation at various stages of production.
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APPENDIX A
Approximate and simulated flow times
for one product instances
Inst. Appr. Sim. Error (%)
1 0.1125 0.1148 2.00
2 0.0748 0.07854 4.76
3 0.1076 0.1141 5.77
4 0.1219 0.13202 7.67
5 0.0796 0.08006 0.57
6 0.0721 0.07354 1.96
7 0.0829 0.08281 0.11
8 0.0829 0.08292 0.02
9 0.1484 0.14704 0.92
Approximate and simulated flow times
for two product instances
Inst. Appr. Flow time Sim. Flow time Error (%)
Prod_1 Prod_2 Prod_1 Prod_2 Prod_1 Prod_2
10 0.1291 0.0900 0.1345 0.1015 4.01 11.32
11 0.2454 0.1097 0.2394 0.1060 23.64 22.55
12 0.0796 0.0559 0.0819 0.0590 2.82 5.29
13 0.2003 0.2026 0.2004 0.2030 0.60 0.78
14 0.1048 0.1090 0.1001 0.1085 9.71 1.46
15 0.0897 0.0916 0.0904 0.0930 0.71 1.55
16 0.1244 0.1024 0.1185 0.0957 4.95 7.03
17 0.0873 0.0864 0.0904 0.0903 3.43 4.32
18 0.0933 0.0903 0.0911 0.0897 2.46 0.72
19 0.1982 0.1713 0.2032 0.1772 2.46 3.33
20 0.1442 0.1058 0.1478 0.1161 2.48 8.90
21 0.3274 0.1535 0.3226 0.1565 23.09 22.73
22 0.0834 0.0581 0.0857 0.0612 2.69 5.01
23 0.2749 0.2733 0.2466 0.2439 11.48 12.05
24 0.1275 0.1145 0.1180 0.1163 8.06 1.57
25 0.1018 0.1056 0.1024 0.1084 0.60 2.62
26 0.1457 0.1190 0.1330 0.1063 9.52 11.92
27 0.1024 0.0986 0.1005 0.0984 1.81 0.26
28 0.1073 0.1040 0.1005 0.0991 6.77 4.96
29 0.2132 0.2123 0.1822 0.1824 17.01 16.41
30 0.2084 0.2123 0.2246 0.2249 7.22 5.59
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Inst. Appr. Flow time Sim. Flow time Error (%)
Prod_1 Prod_2 Prod_1 Prod_2 Prod_1 Prod_2
31 0.1122 0.1111 0.1056 0.1181 6.29 5.96
32 0.1262 0.1027 0.1214 0.0965 3.90 6.48
33 0.0963 0.0947 0.0973 0.0994 1.05 4.69
34 0.1222 0.0992 0.1141 0.0914 7.09 8.57
35 0.0838 0.0828 0.0840 0.0840 0.28 1.37
36 0.1928 0.1989 0.2315 0.2284 16.73 12.89
37 0.0891 0.0865 0.0822 0.0802 8.44 7.85
38 0.3688 0.1142 0.3535 0.1129 15.93 19.17
Approximate and simulated flow times
for three product instances
Inst. Approximate Simulated Error (%)
Prod_1 Prod_2 Prod_3 Prod_1 Prod_2 Prod_3 Prod_1 Prod_2 Prod_3
39 0.1899 0.1681 0.1681 0.1463 0.1239 0.1241 29.85 35.67 35.50
40 0.1175 0.1145 0.1135 0.1046 0.1033 0.1036 12.32 10.82 9.57
41 0.1816 0.1809 0.1809 0.1412 0.1519 0.1528 28.58 19.08 18.38
42 0.4171 0.1724 0.1833 0.38791 0.15846 0.16419 7.53 8.8 11.64
43 0.3636 0.0978 0.1 0.34926 0.08249 0.08492 4.11 18.57 17.76
44 0.2669 0.1312 0.1305 0.25188 0.11912 0.11849 5.95 10.17 10.12
45 0.2769 0.0992 0.1010 0.26922 0.08992 0.09106 2.84 10.35 10.88
46 0.3805 0.2077 0.2181 0.36413 0.19990 0.21028 4.50 3.90 3.72
47 0.3586 0.1702 0.1743 0.33878 0.14869 0.15081 5.85 14.44 15.59
48 1.0918 0.2544 0.2673 1.03883 0.22889 0.23372 5.10 11.14 14.38
49 0.5834 0.2204 0.2204 0.55213 0.17586 0.17583 5.67 25.35 25.38
50 0.2991 0.2177 0.2165 0.23848 0.15611 0.15529 25.44 39.43 39.43
51 0.5793 0.1398 0.1414 0.54999 0.11203 0.11379 5.34 24.79 24.26
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Approximate and simulated flow times
for four product instances
Inst. Prod Approx. Simulated Error (%)
52 1 0.9773 0.71068 37.52
52 2 0.2538 0.20629 23.03
52 3 0.2652 0.21131 25.51
52 4 1.0202 0.72416 40.88
53 1 0.609 0.48065 26.70
53 2 0.1183 0.09152 29.26
53 3 0.1204 0.09405 28.02
53 4 0.6091 0.47942 27.05
54 1 0.5042 0.37080 35.98
54 2 0.1754 0.14239 23.19
54 3 0.1746 0.14171 23.24
54 4 0.5113 0.37667 35.73
55 1 0.5410 0.42036 28.70
55 2 0.1372 0.11216 22.33
55 3 0.1389 0.11291 23.05
55 4 0.5416 0.42160 28.46
56 1 0.6660 0.51229 30.01
56 2 0.2326 0.21162 9.91
56 3 0.2430 0.22188 9.52
56 4 0.4765 0.34767 37.06
57 1 0.7440 0.57431 29.55
57 2 0.2577 0.19680 30.95
57 3 0.2619 0.19845 31.96
57 4 0.7653 0.57871 32.24
58 1 1.2592 1.16645 7.95
58 2 0.2830 0.25201 12.28
58 3 0.2993 0.25589 16.97
58 4 0.3791 0.33553 12.99
59 1 0.6924 0.61570 12.46
59 2 0.2302 0.18642 23.51
59 3 0.2302 0.18683 23.24
59 4 0.2667 0.22721 17.40
60 1 0.3496 0.26947 29.74
60 2 0.2229 0.16198 37.60
60 3 0.2217 0.16108 37.66
60 4 0.1607 0.14634 9.82
61 1 0.6165 0.57129 7.92
61 2 0.1518 0.12051 25.95
61 3 0.1532 0.12200 25.54
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Inst. Prod Approx. Simulated Error (%)
61 4 0.1426 0.12600 13.15
Approximate and simulated flow times
for five product instances
Inst. Prod Approximate Simulated Error (%)
62 1 1.0486 0.74751 40.28
62 2 0.3405 0.24887 36.82
62 3 0.3525 0.25295 39.36
62 4 1.0934 0.76084 43.71
62 5 0.349 0.24996 39.62
63 1 0.6851 0.51155 33.93
63 2 0.1954 0.12274 59.20
63 3 0.1973 0.12491 57.95
63 4 0.6852 0.51131 34.01
63 5 0.1974 0.12488 58.07
64 1 0.5976 0.41223 44.97
64 2 0.2689 0.18447 45.76
64 3 0.2681 0.18353 46.11
64 4 0.6047 0.41631 45.24
64 5 0.2684 0.18406 45.85
65 1 0.6142 0.45473 35.06
65 2 0.2121 0.14756 43.73
65 3 0.2138 0.14835 44.13
65 4 0.6148 0.45676 34.59
65 5 0.2125 0.14783 43.74
66 1 0.8420 0.61882 36.06
66 2 0.4122 0.31910 29.18
66 3 0.4227 0.32985 28.15
66 4 0.5086 0.36083 40.95
66 5 0.4180 0.32542 28.45
67 1 0.8975 0.63897 40.46
67 2 0.4097 0.26455 54.85
67 3 0.4138 0.26532 55.97
67 4 0.9247 0.64335 43.73
67 5 0.4204 0.27488 52.92
68 1 1.7226 1.34337 28.23
68 2 0.7672 0.45698 67.88
68 3 0.7906 0.45866 72.38
68 4 0.4502 0.38717 16.28
68 5 0.7672 0.45665 68.00
69 1 0.7761 0.65363 18.74
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Inst. Prod Approximate Simulated Error (%)
69 2 0.4017 0.25426 57.99
69 3 0.4017 0.25405 58.12
69 4 0.2789 0.24292 14.82
69 5 0.4017 0.25417 58.05
70 1 0.4983 0.31558 57.90
70 2 0.3659 0.20669 77.01
70 3 0.3647 0.20539 77.58
70 4 0.1652 0.15032 9.89
70 5 0.3679 0.20812 76.79
71 1 0.6732 0.59350 13.43
71 2 0.2085 0.14226 46.54
71 3 0.2096 0.14353 46.07
71 4 0.1549 0.13407 15.55
71 5 0.2124 0.14341 48.10
Approximate and simulated flow times
for six product instances
Inst. Prod Approximate Simulated Error (%)
72 1 1.1287 0.77136 46.33
72 2 0.4418 0.28561 54.69
72 3 0.4543 0.28938 56.99
72 4 1.1749 0.78331 49.10
72 5 0.4508 0.28556 57.86
72 6 0.4338 0.28673 51.29
73 1 0.8909 0.58338 52.71
73 2 0.2721 0.14689 85.25
73 3 0.2736 0.14906 83.55
73 4 0.8909 0.58254 52.93
73 5 0.2740 0.14936 83.45
73 6 0.4574 0.25482 79.50
74 1 0.7457 0.47743 56.20
74 2 0.3305 0.21729 52.09
74 3 0.3297 0.21684 52.06
74 4 0.7528 0.48213 56.14
74 5 0.3300 0.21708 52.03
74 6 0.3715 0.25040 48.36
75 1 0.7645 0.51519 48.39
75 2 0.3144 0.18765 67.53
75 3 0.3161 0.18772 68.39
75 4 0.7651 0.51633 48.18
75 5 0.3148 0.18756 67.82
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Inst. Prod Approximate Simulated Error (%)
75 6 0.4325 0.26089 65.78
76 1 1.1162 0.74627 49.57
76 2 0.5144 0.34808 47.78
76 3 0.5248 0.35930 46.06
76 4 0.7705 0.48809 57.86
76 5 0.5202 0.35414 46.89
76 6 0.5117 0.33537 52.58
77 1 1.0802 0.70681 52.83
77 2 0.5181 0.30783 68.29
77 3 0.5222 0.30858 69.23
77 4 1.1124 0.71139 56.38
77 5 0.5288 0.31819 66.18
77 6 0.5660 0.35128 61.14
78 1 2.0207 1.47202 37.27
78 2 0.8265 0.49554 66.79
78 3 0.8552 0.49721 71.20
78 4 0.7431 0.51951 43.04
78 5 0.8265 0.49611 66.60
78 6 0.7533 0.51889 45.18
79 1 1.0339 0.75650 36.67
79 2 0.4161 0.26964 54.30
79 3 0.4161 0.26941 54.43
79 4 0.5345 0.34570 54.62
79 5 0.4161 0.26921 54.55
79 6 0.5378 0.34800 54.55
80 1 0.6520 0.38443 69.59
80 2 0.3766 0.21719 73.41
80 3 0.3755 0.21569 74.08
80 4 0.3094 0.21668 42.80
80 5 0.3787 0.21873 73.13
80 6 0.3077 0.21455 43.42
81 1 0.7614 0.62892 21.07
81 2 0.2281 0.15262 49.47
81 3 0.2290 0.15437 48.35
81 4 0.2417 0.17355 39.27
81 5 0.2324 0.15368 51.20
81 6 0.2428 0.17665 37.43
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Approximate and simulated flow times for instances
with less number of subtasks than servers at fork-join nodes
Inst. Prod. Prod Approximate Simulated Error (%)
Classes
82 3 1 0.3965 0.3737 6.09
82 3 2 0.1494 0.1397 6.94
82 3 3 0.1593 0.1465 8.74
83 3 1 0.3314 0.3272 1.27
83 3 2 0.1759 0.1724 2.05
83 3 3 0.1863 0.1832 1.68
84 4 1 0.4825 0.3553 35.81
84 4 2 0.1537 0.1230 24.97
84 4 3 0.1530 0.1228 24.63
84 4 4 0.4896 0.3592 36.29
85 4 1 1.2154 1.1213 8.39
85 4 2 0.2480 0.2149 15.41
85 4 3 0.2556 0.2201 16.10
85 4 4 0.3441 0.2977 15.58
86 5 1 0.5656 0.3844 47.15
86 5 2 0.2369 0.1533 54.52
86 5 3 0.2361 0.1528 54.57
86 5 4 0.5726 0.3895 47.02
86 5 5 0.2364 0.1529 54.65
87 5 1 1.2353 1.1550 6.95
87 5 2 0.2638 0.2398 10.02
87 5 3 0.2754 0.2460 11.95
87 5 4 0.3600 0.3234 11.31
88 5 1 0.4840 0.2985 62.16
88 5 2 0.3459 0.1903 81.78
88 5 3 0.3447 0.1890 82.35
88 5 4 0.1416 0.1323 6.99
88 5 5 0.3479 0.1923 80.91
89 6 1 0.6995 0.4311 62.27
89 6 2 0.2843 0.1700 67.25
89 6 3 0.2835 0.1697 67.08
89 6 4 0.7066 0.4358 62.14
89 6 5 0.2838 0.1696 67.38
89 6 6 0.3253 0.2050 58.65
90 6 1 1.9568 1.4177 38.02
90 6 2 0.7754 0.4440 74.62
90 6 3 0.7913 0.4490 76.24
90 6 4 0.6920 0.4670 48.16
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Inst. Prod. Prod Approximate Simulated Error (%)
Classes
90 6 5 0.7754 0.4441 74.61
90 6 6 0.6965 0.4686 48.63
Comparison of flow time errors at fork-join nodes
Inst. Prod. Prod Error (%) Error (%)
Classes subtasks < servers subtasks = servers
82 3 1 6.09 7.53
82 3 2 6.94 8.79
82 3 3 8.74 11.64
83 3 1 1.27 4.49
83 3 2 2.05 3.90
83 3 3 1.68 3.72
84 4 1 35.81 35.98
84 4 2 24.97 23.19
84 4 3 24.63 23.24
84 4 4 36.29 35.73
85 4 1 8.39 7.95
85 4 2 15.41 12.28
85 4 3 16.10 16.97
85 4 4 15.58 12.99
86 5 1 47.15 44.97
86 5 2 54.52 45.76
86 5 3 54.57 46.11
86 5 4 47.02 45.24
86 5 5 54.65 45.85
87 5 1 6.95 7.95
87 5 2 10.02 12.28
87 5 3 11.95 16.97
87 5 4 11.31 12.99
88 5 1 62.16 57.90
88 5 2 81.78 77.01
88 5 3 82.35 77.58
88 5 4 6.99 9.89
88 5 5 80.91 76.79
89 6 1 62.27 56.20
89 6 2 67.25 52.09
89 6 3 67.08 52.06
89 6 4 62.14 56.14
89 6 5 67.38 52.03
89 6 6 58.65 48.36
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Inst. Prod. Prod Error (%) Error (%)
Classes subtasks < servers subtasks = servers
90 6 1 38.02 37.27
90 6 2 74.62 66.79
90 6 3 76.24 72.00
90 6 4 48.16 43.04
90 6 5 74.61 66.60
90 6 6 48.63 45.18
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APPENDIX B
Approximate and simulated mean flow time values
and error in the approximation
Instance Products Failure Net Rho Error Pred. Value
Rate sim-anal (%) (%)
1 3 0 0.3913 32.66 31.78
1 3 0 0.3913 32.17 31.78
1 3 0 0.3913 31.62 31.78
2 3 5 0.4119 33.75 34.00
2 3 5 0.4119 33.11 34.00
2 3 5 0.4119 35.06 34.00
3 3 10 0.43478 37.76 36.65
3 3 10 0.43478 35.77 36.65
3 3 10 0.43478 37.18 36.65
4 3 15 0.46036 42.72 39.85
4 3 15 0.46036 41.04 39.85
4 3 15 0.46036 41.27 39.85
5 3 20 0.48913 46.76 43.79
5 3 20 0.48913 43.98 43.79
5 3 20 0.48913 45.95 43.79
6 3 25 0.52174 51.63 48.73
6 3 25 0.52174 48.84 48.73
6 3 25 0.52174 49.26 48.73
7 3 30 0.55901 57.08 55.06
7 3 30 0.55901 54.24 55.06
7 3 30 0.55901 54.59 55.06
8 3 35 0.60201 66.44 63.39
8 3 35 0.60201 60.54 63.39
8 3 35 0.60201 62.62 63.39
9 4 0 0.44954 45.05 47.27
9 4 0 0.44954 45.97 47.27
9 4 0 0.44954 45.67 47.27
9 4 0 0.44954 44.61 47.27
10 4 5 0.4732 49.75 50.99
10 4 5 0.4732 48.80 50.99
10 4 5 0.4732 49.07 50.99
10 4 5 0.4732 49.64 50.99
11 4 10 0.49949 54.21 55.46
11 4 10 0.49949 52.85 55.46
11 4 10 0.49949 55.57 55.46
11 4 10 0.49949 54.62 55.46
12 4 15 0.52887 60.99 60.93
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Instance Products Failure Net Rho Error Pred. Value
Rate sim-anal (%) (%)
12 4 15 0.52887 57.95 60.93
12 4 15 0.52887 58.34 60.93
12 4 15 0.52887 59.93 60.93
13 4 20 0.56193 67.38 67.73
13 4 20 0.56193 63.90 67.73
13 4 20 0.56193 66.49 67.73
13 4 20 0.56193 67.31 67.73
14 4 25 0.59939 76.19 76.36
14 4 25 0.59939 72.60 76.36
14 4 25 0.59939 73.51 76.36
14 4 25 0.59939 76.34 76.36
15 4 30 0.6422 90.20 87.57
15 4 30 0.6422 85.66 87.57
15 4 30 0.6422 88.49 87.57
15 4 30 0.6422 91.18 87.57
16 4 35 0.6916 100.80 102.56
16 4 35 0.6916 98.57 102.56
16 4 35 0.6916 98.57 102.56
16 4 35 0.6916 100.55 102.56
17 5 0 0.522893 66.37 65.34
17 5 0 0.522893 67.42 65.34
17 5 0 0.522893 67.67 65.34
17 5 0 0.522893 66.82 65.34
17 5 0 0.522893 66.64 65.34
18 5 5 0.55676 73.72 72.94
18 5 5 0.55676 71.33 72.94
18 5 5 0.55676 72.85 72.94
18 5 5 0.55676 72.10 72.94
18 5 5 0.55676 71.66 72.94
19 5 10 0.5877 82.97 80.66
19 5 10 0.5877 83.00 80.66
19 5 10 0.5877 81.88 80.66
19 5 10 0.5877 82.36 80.66
19 5 10 0.5877 80.50 80.66
20 5 15 0.62227 92.43 90.24
20 5 15 0.62227 89.58 90.24
20 5 15 0.62227 90.18 90.24
20 5 15 0.62227 90.71 90.24
20 5 15 0.62227 88.68 90.24
21 5 20 0.66116 103.85 102.40
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Instance Products Failure Net Rho Error Pred. Value
Rate sim-anal (%) (%)
21 5 20 0.66116 100.56 102.40
21 5 20 0.66116 101.18 102.40
21 5 20 0.66116 104.35 102.40
21 5 20 0.66116 98.78 102.40
22 5 25 0.70523 122.78 118.17
22 5 25 0.70523 119.85 118.17
22 5 25 0.70523 121.09 118.17
22 5 25 0.70523 122.52 118.17
22 5 25 0.70523 115.33 118.17
23 5 30 0.75561 140.27 139.19
23 5 30 0.75561 136.48 139.19
23 5 30 0.75561 136.50 139.19
23 5 30 0.75561 138.58 139.19
23 5 30 0.75561 132.80 139.19
24 5 35 0.81373 168.01 168.12
24 5 35 0.81373 165.02 168.12
24 5 35 0.81373 164.63 168.12
24 5 35 0.81373 165.01 168.12
24 5 35 0.81373 161.70 168.12
25 6 0 0.54868 70.77 72.09
25 6 0 0.54868 71.69 72.09
25 6 0 0.54868 70.86 72.09
25 6 0 0.54868 71.72 72.09
25 6 0 0.54868 69.29 72.09
25 6 0 0.54868 71.87 72.09
26 6 5 0.57756 78.09 79.59
26 6 5 0.57756 76.85 79.59
26 6 5 0.57756 77.61 79.59
26 6 5 0.57756 78.34 79.59
26 6 5 0.57756 76.60 79.59
26 6 5 0.57756 80.99 79.59
27 6 10 0.60964 91.10 88.83
27 6 10 0.60964 89.56 88.83
27 6 10 0.60964 92.61 88.83
27 6 10 0.60964 91.66 88.83
27 6 10 0.60964 88.54 88.83
27 6 10 0.60964 90.87 88.83
28 6 15 0.6455 101.17 100.44
28 6 15 0.6455 99.49 100.44
28 6 15 0.6455 98.48 100.44
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Instance Products Failure Net Rho Error Pred. Value
Rate sim-anal (%) (%)
28 6 15 0.6455 100.43 100.44
28 6 15 0.6455 98.20 100.44
28 6 15 0.6455 101.80 100.44
29 6 20 0.68585 116.37 115.32
29 6 20 0.68585 113.40 115.32
29 6 20 0.68585 114.66 115.32
29 6 20 0.68585 115.76 115.32
29 6 20 0.68585 111.38 115.32
30 6 25 0.73157 118.01 115.32
30 6 25 0.73157 134.47 134.87
30 6 25 0.73157 134.35 134.87
30 6 25 0.73157 134.75 134.87
30 6 25 0.73157 134.94 134.87
30 6 25 0.73157 129.34 134.87
31 6 30 0.78383 136.42 134.87
31 6 30 0.78383 163.11 161.30
31 6 30 0.78383 159.92 161.30
31 6 30 0.78383 159.93 161.30
31 6 30 0.78383 161.49 161.30
31 6 30 0.78383 157.58 161.30
32 6 35 0.84412 163.86 161.30
32 6 35 0.84412 202.33 198.29
32 6 35 0.84412 197.69 198.29
32 6 35 0.84412 197.49 198.29
32 6 35 0.84412 198.45 198.29
32 6 35 0.84412 201.32 198.29
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APPENDIX C
Predicted flow time error at fork-join stations
Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
1 1 2 2 0 0.04 0.35 1.07
2 1 2 2 5 0.04 4.34 4.29
3 1 2 2 10 0.04 9.41 9.64
4 1 2 2 20 0.05 20.06 20.33
5 1 2 2 30 0.06 29.89 31.00
6 1 3 3 0 0.04 0.65 0.70
7 1 3 3 5 0.04 5.98 6.06
8 1 3 3 10 0.04 10.76 11.41
9 1 3 3 20 0.05 21.17 22.10
10 1 3 3 30 0.06 30.54 32.78
11 1 4 4 0 0.04 0.42 2.48
12 1 4 4 5 0.04 5.01 7.83
13 1 4 4 10 0.04 10.31 13.18
14 1 4 4 20 0.05 19.96 23.87
15 1 4 4 30 0.06 30.60 34.55
16 2 2 2 0 0.07 0.39 1.43
16 2 2 2 0 0.07 0.69 1.43
17 2 2 2 5 0.08 4.87 6.76
17 2 2 2 5 0.08 5.63 6.76
18 2 2 2 10 0.08 9.86 12.09
18 2 2 2 10 0.08 11.05 12.09
19 2 2 2 20 0.09 19.55 22.73
19 2 2 2 20 0.09 20.90 22.73
20 2 2 2 30 0.10 29.80 33.34
20 2 2 2 30 0.10 30.80 33.34
21 2 3 3 0 0.07 0.34 3.20
21 2 3 3 0 0.07 1.49 3.20
22 2 3 3 5 0.08 4.98 8.53
22 2 3 3 5 0.08 5.98 8.53
23 2 3 3 10 0.08 9.58 13.86
23 2 3 3 10 0.08 11.15 13.86
24 2 3 3 20 0.09 20.35 24.51
24 2 3 3 20 0.09 21.13 24.51
25 2 3 3 30 0.10 29.39 35.12
25 2 3 3 30 0.10 30.60 35.12
26 2 4 4 0 0.07 0.35 4.97
26 2 4 4 0 0.07 0.85 4.97
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
27 2 4 4 5 0.08 5.45 10.31
27 2 4 4 5 0.08 5.89 10.31
28 2 4 4 10 0.08 9.65 15.64
28 2 4 4 10 0.08 11.03 15.64
29 2 4 4 20 0.09 20.35 26.28
29 2 4 4 20 0.09 20.92 26.28
30 2 4 4 30 0.10 29.78 36.89
30 2 4 4 30 0.10 31.36 36.89
31 3 2 2 0 0.17 3.00 3.23
31 3 2 2 0 0.17 6.94 3.23
31 3 2 2 0 0.17 1.11 3.23
32 3 2 2 5 0.18 8.73 8.51
32 3 2 2 5 0.18 12.20 8.51
32 3 2 2 5 0.18 3.70 8.51
33 3 2 2 10 0.19 12.74 13.78
33 3 2 2 10 0.19 16.85 13.78
33 3 2 2 10 0.19 8.95 13.78
34 3 2 2 20 0.21 22.60 24.28
34 3 2 2 20 0.21 25.31 24.28
34 3 2 2 20 0.21 19.02 24.28
35 3 2 2 30 0.24 32.91 34.70
35 3 2 2 30 0.24 36.77 34.70
35 3 2 2 30 0.24 29.23 34.70
36 3 3 3 0 0.17 3.27 5.00
36 3 3 3 0 0.17 7.53 5.00
36 3 3 3 0 0.17 0.78 5.00
37 3 3 3 5 0.18 8.53 10.28
37 3 3 3 5 0.18 10.97 10.28
37 3 3 3 5 0.18 3.59 10.28
38 3 3 3 10 0.19 13.64 15.55
38 3 3 3 10 0.19 17.38 15.55
38 3 3 3 10 0.19 9.14 15.55
39 3 3 3 20 0.21 23.35 26.05
39 3 3 3 20 0.21 26.88 26.05
39 3 3 3 20 0.21 19.73 26.05
40 3 3 3 30 0.24 33.73 36.47
40 3 3 3 30 0.24 37.00 36.47
40 3 3 3 30 0.24 29.73 36.47
41 3 4 4 0 0.17 2.41 6.78
41 3 4 4 0 0.17 6.71 6.78
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
41 3 4 4 0 0.17 1.38 6.78
42 3 4 4 5 0.18 8.04 12.05
42 3 4 4 5 0.18 12.41 12.05
42 3 4 4 5 0.18 4.02 12.05
43 3 4 4 10 0.19 12.86 17.32
43 3 4 4 10 0.19 17.98 17.32
43 3 4 4 10 0.19 9.50 17.32
44 3 4 4 20 0.21 23.45 27.82
44 3 4 4 20 0.21 27.28 27.82
44 3 4 4 20 0.21 19.00 27.82
45 3 4 4 30 0.24 33.15 38.24
45 3 4 4 30 0.24 37.09 38.24
45 3 4 4 30 0.24 30.11 38.24
46 4 2 2 0 0.30 3.96 4.66
46 4 2 2 0 0.30 10.51 4.66
46 4 2 2 0 0.30 2.69 4.66
46 4 2 2 0 0.30 0.96 4.66
47 4 2 2 5 0.31 9.16 9.86
47 4 2 2 5 0.31 15.35 9.86
47 4 2 2 5 0.31 2.29 9.86
47 4 2 2 5 0.31 6.52 9.86
48 4 2 2 10 0.33 13.60 15.05
48 4 2 2 10 0.33 20.01 15.05
48 4 2 2 10 0.33 6.56 15.05
48 4 2 2 10 0.33 11.29 15.05
49 4 2 2 20 0.37 23.90 25.34
49 4 2 2 20 0.37 29.75 25.34
49 4 2 2 20 0.37 18.22 25.34
49 4 2 2 20 0.37 22.32 25.34
50 4 2 2 30 0.43 34.64 35.51
50 4 2 2 30 0.43 39.62 35.51
50 4 2 2 30 0.43 27.98 35.51
50 4 2 2 30 0.43 31.92 35.51
51 4 3 3 0 0.30 3.96 6.43
51 4 3 3 0 0.30 11.97 6.43
51 4 3 3 0 0.30 2.77 6.43
51 4 3 3 0 0.30 2.25 6.43
52 4 3 3 5 0.31 9.78 11.63
52 4 3 3 5 0.31 15.67 11.63
52 4 3 3 5 0.31 2.53 11.63
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
52 4 3 3 5 0.31 7.22 11.63
53 4 3 3 10 0.33 14.34 16.82
53 4 3 3 10 0.33 20.84 16.82
53 4 3 3 10 0.33 7.51 16.82
53 4 3 3 10 0.33 11.59 16.82
54 4 3 3 20 0.37 25.33 27.12
54 4 3 3 20 0.37 30.82 27.12
54 4 3 3 20 0.37 18.74 27.12
54 4 3 3 20 0.37 23.21 27.12
55 4 3 3 30 0.43 35.58 37.29
55 4 3 3 30 0.43 41.34 37.29
55 4 3 3 30 0.43 29.62 37.29
55 4 3 3 30 0.43 33.66 37.29
56 4 4 4 0 0.30 4.25 8.20
56 4 4 4 0 0.30 11.20 8.20
56 4 4 4 0 0.30 3.41 8.20
56 4 4 4 0 0.30 1.62 8.20
57 4 4 4 5 0.31 10.21 13.40
57 4 4 4 5 0.31 16.19 13.40
57 4 4 4 5 0.31 2.42 13.40
57 4 4 4 5 0.31 7.23 13.40
58 4 4 4 10 0.33 14.98 18.59
58 4 4 4 10 0.33 21.95 18.59
58 4 4 4 10 0.33 8.32 18.59
58 4 4 4 10 0.33 12.21 18.59
59 4 4 4 20 0.37 26.08 28.89
59 4 4 4 20 0.37 31.72 28.89
59 4 4 4 20 0.37 18.45 28.89
59 4 4 4 20 0.37 23.12 28.89
60 4 4 4 30 0.43 36.41 39.06
60 4 4 4 30 0.43 41.61 39.06
60 4 4 4 30 0.43 29.59 39.06
60 4 4 4 30 0.43 33.54 39.06
61 5 2 2 0 0.42 1.89 6.18
61 5 2 2 0 0.42 11.17 6.18
61 5 2 2 0 0.42 6.56 6.18
61 5 2 2 0 0.42 0.72 6.18
61 5 2 2 0 0.42 12.67 6.18
62 5 2 2 5 0.44 8.54 11.31
62 5 2 2 5 0.44 16.62 11.31
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
62 5 2 2 5 0.44 0.65 11.31
62 5 2 2 5 0.44 4.95 11.31
62 5 2 2 5 0.44 18.06 11.31
63 5 2 2 10 0.47 13.53 16.42
63 5 2 2 10 0.47 20.81 16.42
63 5 2 2 10 0.47 3.64 16.42
63 5 2 2 10 0.47 10.20 16.42
63 5 2 2 10 0.47 23.03 16.42
64 5 2 2 20 0.53 25.70 26.54
64 5 2 2 20 0.53 32.34 26.54
64 5 2 2 20 0.53 15.56 26.54
64 5 2 2 20 0.53 21.22 26.54
64 5 2 2 20 0.53 33.51 26.54
65 5 2 2 30 0.60 35.05 36.47
65 5 2 2 30 0.60 41.78 36.47
65 5 2 2 30 0.60 25.73 36.47
65 5 2 2 30 0.60 31.12 36.47
65 5 2 2 30 0.60 42.67 36.47
66 5 3 3 0 0.42 3.72 7.95
66 5 3 3 0 0.42 12.45 7.95
66 5 3 3 0 0.42 5.59 7.95
66 5 3 3 0 0.42 0.26 7.95
66 5 3 3 0 0.42 13.93 7.95
67 5 3 3 5 0.44 9.25 13.09
67 5 3 3 5 0.44 17.57 13.09
67 5 3 3 5 0.44 0.02 13.09
67 5 3 3 5 0.44 6.04 13.09
67 5 3 3 5 0.44 18.76 13.09
68 5 3 3 10 0.47 14.13 18.19
68 5 3 3 10 0.47 21.58 18.19
68 5 3 3 10 0.47 5.01 18.19
68 5 3 3 10 0.47 11.03 18.19
68 5 3 3 10 0.47 23.65 18.19
69 5 3 3 20 0.53 25.68 28.31
69 5 3 3 20 0.53 33.86 28.31
69 5 3 3 20 0.53 16.29 28.31
69 5 3 3 20 0.53 22.36 28.31
69 5 3 3 20 0.53 34.68 28.31
70 5 3 3 30 0.60 37.05 38.24
70 5 3 3 30 0.60 43.50 38.24
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
70 5 3 3 30 0.60 27.38 38.24
70 5 3 3 30 0.60 33.68 38.24
70 5 3 3 30 0.60 44.95 38.24
71 5 4 4 0 0.42 4.75 9.72
71 5 4 4 0 0.42 13.54 9.72
71 5 4 4 0 0.42 5.43 9.72
71 5 4 4 0 0.42 0.55 9.72
71 5 4 4 0 0.42 14.53 9.72
72 5 4 4 5 0.44 9.95 14.86
72 5 4 4 5 0.44 17.34 14.86
72 5 4 4 5 0.44 0.28 14.86
72 5 4 4 5 0.44 5.85 14.86
72 5 4 4 5 0.44 19.33 14.86
73 5 4 4 10 0.47 14.69 19.97
73 5 4 4 10 0.47 23.31 19.97
73 5 4 4 10 0.47 5.88 19.97
73 5 4 4 10 0.47 11.62 19.97
73 5 4 4 10 0.47 25.05 19.97
74 5 4 4 20 0.53 26.35 30.08
74 5 4 4 20 0.53 33.53 30.08
74 5 4 4 20 0.53 16.42 30.08
74 5 4 4 20 0.53 22.69 30.08
74 5 4 4 20 0.53 35.15 30.08
75 5 4 4 30 0.60 38.38 40.01
75 5 4 4 30 0.60 44.30 40.01
75 5 4 4 30 0.60 27.97 40.01
75 5 4 4 30 0.60 33.93 40.01
75 5 4 4 30 0.60 45.44 40.01
76 6 2 2 0 0.50 2.89 8.16
76 6 2 2 0 0.50 12.65 8.16
76 6 2 2 0 0.50 7.61 8.16
76 6 2 2 0 0.50 0.77 8.16
76 6 2 2 0 0.50 14.18 8.16
76 6 2 2 0 0.50 2.51 8.16
77 6 2 2 5 0.53 7.89 13.25
77 6 2 2 5 0.53 18.09 13.25
77 6 2 2 5 0.53 2.99 13.25
77 6 2 2 5 0.53 4.51 13.25
77 6 2 2 5 0.53 19.27 13.25
77 6 2 2 5 0.53 8.20 13.25
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
78 6 2 2 10 0.56 14.43 18.30
78 6 2 2 10 0.56 23.32 18.30
78 6 2 2 10 0.56 3.49 18.30
78 6 2 2 10 0.56 10.63 18.30
78 6 2 2 10 0.56 25.09 18.30
78 6 2 2 10 0.56 14.41 18.30
79 6 2 2 20 0.63 24.77 28.30
79 6 2 2 20 0.63 32.21 28.30
79 6 2 2 20 0.63 12.59 28.30
79 6 2 2 20 0.63 20.34 28.30
79 6 2 2 20 0.63 33.82 28.30
79 6 2 2 20 0.63 23.63 28.30
80 6 2 2 30 0.69 35.65 38.28
80 6 2 2 30 0.69 43.85 38.28
80 6 2 2 30 0.69 24.92 38.28
80 6 2 2 30 0.69 31.96 38.28
80 6 2 2 30 0.69 44.93 38.28
80 6 2 2 30 0.69 35.58 38.28
81 6 3 3 0 0.50 5.11 9.93
81 6 3 3 0 0.50 14.60 9.93
81 6 3 3 0 0.50 7.38 9.93
81 6 3 3 0 0.50 0.60 9.93
81 6 3 3 0 0.50 16.20 9.93
81 6 3 3 0 0.50 5.07 9.93
82 6 3 3 5 0.53 10.10 15.02
82 6 3 3 5 0.53 19.08 15.02
82 6 3 3 5 0.53 1.38 15.02
82 6 3 3 5 0.53 6.11 15.02
82 6 3 3 5 0.53 21.19 15.02
82 6 3 3 5 0.53 10.41 15.02
83 6 3 3 10 0.56 15.83 20.08
83 6 3 3 10 0.56 24.87 20.08
83 6 3 3 10 0.56 5.52 20.08
83 6 3 3 10 0.56 12.28 20.08
83 6 3 3 10 0.56 27.03 20.08
83 6 3 3 10 0.56 16.34 20.08
84 6 3 3 20 0.63 27.28 30.07
84 6 3 3 20 0.63 36.37 30.07
84 6 3 3 20 0.63 16.34 30.07
84 6 3 3 20 0.63 22.97 30.07
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
84 6 3 3 20 0.63 37.20 30.07
84 6 3 3 20 0.63 27.79 30.07
85 6 3 3 30 0.71 39.86 39.84
85 6 3 3 30 0.71 47.18 39.84
85 6 3 3 30 0.71 28.65 39.84
85 6 3 3 30 0.71 35.73 39.84
85 6 3 3 30 0.71 48.77 39.84
85 6 3 3 30 0.71 39.30 39.84
86 6 4 4 0 0.50 5.33 11.70
86 6 4 4 0 0.50 15.21 11.70
86 6 4 4 0 0.50 6.93 11.70
86 6 4 4 0 0.50 0.39 11.70
86 6 4 4 0 0.50 16.63 11.70
86 6 4 4 0 0.50 5.37 11.70
87 6 4 4 5 0.53 12.09 16.79
87 6 4 4 5 0.53 20.83 16.79
87 6 4 4 5 0.53 0.12 16.79
87 6 4 4 5 0.53 7.05 16.79
87 6 4 4 5 0.53 22.29 16.79
87 6 4 4 5 0.53 11.26 16.79
88 6 4 4 10 0.56 15.51 21.85
88 6 4 4 10 0.56 24.94 21.85
88 6 4 4 10 0.56 4.39 21.85
88 6 4 4 10 0.56 11.51 21.85
88 6 4 4 10 0.56 26.39 21.85
88 6 4 4 10 0.56 15.56 21.85
89 6 4 4 20 0.63 28.48 31.84
89 6 4 4 20 0.63 36.83 31.84
89 6 4 4 20 0.63 16.77 31.84
89 6 4 4 20 0.63 23.97 31.84
89 6 4 4 20 0.63 38.17 31.84
89 6 4 4 20 0.63 28.32 31.84
90 6 4 4 30 0.71 40.82 41.62
90 6 4 4 30 0.71 48.11 41.62
90 6 4 4 30 0.71 30.16 41.62
90 6 4 4 30 0.71 36.87 41.62
90 6 4 4 30 0.71 49.99 41.62
90 6 4 4 30 0.71 40.77 41.62
91 1 3 2 0 0.03 10.98 3.47
92 1 3 2 5 0.03 14.63 8.84
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
93 1 3 2 10 0.03 19.11 14.20
94 1 3 2 20 0.03 28.51 24.91
95 1 3 2 30 0.04 37.95 35.61
96 2 3 2 0 0.05 10.77 6.09
96 2 3 2 0 0.05 10.65 6.09
97 2 3 2 5 0.05 15.18 11.44
97 2 3 2 5 0.05 15.04 11.44
98 2 3 2 10 0.05 19.40 16.78
98 2 3 2 10 0.05 19.99 16.78
99 2 3 2 20 0.06 27.53 27.46
99 2 3 2 20 0.06 28.63 27.46
100 2 3 2 30 0.07 36.23 38.12
100 2 3 2 30 0.07 37.83 38.12
101 3 3 2 0 0.11 12.30 8.24
101 3 3 2 0 0.11 14.17 8.24
101 3 3 2 0 0.11 9.53 8.24
102 3 3 2 5 0.12 16.95 13.55
102 3 3 2 5 0.12 18.10 13.55
102 3 3 2 5 0.12 14.25 13.55
103 3 3 2 10 0.12 20.55 18.86
103 3 3 2 10 0.12 22.59 18.86
103 3 3 2 10 0.12 18.49 18.86
104 3 3 2 20 0.14 30.29 29.44
104 3 3 2 20 0.14 31.97 29.44
104 3 3 2 20 0.14 27.89 29.44
105 3 3 2 30 0.16 38.90 39.98
105 3 3 2 30 0.16 41.53 39.98
105 3 3 2 30 0.16 37.14 39.98
106 4 3 2 0 0.20 12.80 10.14
106 4 3 2 0 0.20 16.22 10.14
106 4 3 2 0 0.20 8.47 10.14
106 4 3 2 0 0.20 11.04 10.14
107 4 3 2 5 0.21 16.64 15.41
107 4 3 2 5 0.21 20.47 15.41
107 4 3 2 5 0.21 12.97 15.41
107 4 3 2 5 0.21 16.12 15.41
108 4 3 2 10 0.22 21.24 20.65
108 4 3 2 10 0.22 25.30 20.65
108 4 3 2 10 0.22 18.53 20.65
108 4 3 2 10 0.22 20.52 20.65
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Inst. Products Servers Subtasks Failure Net Traffic Error Predicted
Rate Intensity sim-anal (%) Error (%)
109 4 3 2 20 0.25 30.85 31.11
109 4 3 2 20 0.25 34.45 31.11
109 4 3 2 20 0.25 26.66 31.11
109 4 3 2 20 0.25 29.18 31.11
110 4 3 2 30 0.28 39.85 41.47
110 4 3 2 30 0.28 43.37 41.47
110 4 3 2 30 0.28 36.78 41.47
110 4 3 2 30 0.28 38.62 41.47
111 5 3 2 0 0.28 11.89 12.11
111 5 3 2 0 0.28 16.81 12.11
111 5 3 2 0 0.28 6.25 12.11
111 5 3 2 0 0.28 9.41 12.11
111 5 3 2 0 0.28 17.75 12.11
112 5 3 2 5 0.29 16.54 17.33
112 5 3 2 5 0.29 21.72 17.33
112 5 3 2 5 0.29 10.83 17.33
112 5 3 2 5 0.29 14.44 17.33
112 5 3 2 5 0.29 22.58 17.33
113 5 3 2 10 0.31 21.32 22.52
113 5 3 2 10 0.31 26.00 22.52
113 5 3 2 10 0.31 15.87 22.52
113 5 3 2 10 0.31 19.39 22.52
113 5 3 2 10 0.31 27.04 22.52
114 5 3 2 20 0.35 30.39 32.85
114 5 3 2 20 0.35 35.29 32.85
114 5 3 2 20 0.35 24.78 32.85
114 5 3 2 20 0.35 28.42 32.85
114 5 3 2 20 0.35 36.13 32.85
115 5 3 2 30 0.40 39.85 43.06
115 5 3 2 30 0.40 45.13 43.06
115 5 3 2 30 0.40 34.42 43.06
115 5 3 2 30 0.40 38.00 43.06
115 5 3 2 30 0.40 44.98 43.06
116 6 3 2 0 0.33 12.74 14.38
116 6 3 2 0 0.33 18.37 14.38
116 6 3 2 0 0.33 5.58 14.38
116 6 3 2 0 0.33 9.69 14.38
116 6 3 2 0 0.33 19.34 14.38
116 6 3 2 0 0.33 12.39 14.38
117 6 3 2 5 0.35 17.26 19.57
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Rate Intensity sim-anal (%) Error (%)
117 6 3 2 5 0.35 22.31 19.57
117 6 3 2 5 0.35 10.16 19.57
117 6 3 2 5 0.35 14.55 19.57
117 6 3 2 5 0.35 23.87 19.57
117 6 3 2 5 0.35 17.41 19.57
118 6 3 2 10 0.37 21.94 24.73
118 6 3 2 10 0.37 27.93 24.73
118 6 3 2 10 0.37 15.56 24.73
118 6 3 2 10 0.37 19.39 24.73
118 6 3 2 10 0.37 29.04 24.73
118 6 3 2 10 0.37 21.96 24.73
119 6 3 2 20 0.42 30.50 34.97
119 6 3 2 20 0.42 36.58 34.97
119 6 3 2 20 0.42 24.21 34.97
119 6 3 2 20 0.42 28.30 34.97
119 6 3 2 20 0.42 37.70 34.97
119 6 3 2 20 0.42 31.25 34.97
120 6 3 2 30 0.48 40.99 45.08
120 6 3 2 30 0.48 45.84 45.08
120 6 3 2 30 0.48 34.78 45.08
120 6 3 2 30 0.48 38.45 45.08
120 6 3 2 30 0.48 47.04 45.08
120 6 3 2 30 0.48 41.09 45.08
121 1 4 2 0 0.02 8.93 7.94
122 1 4 2 5 0.02 12.55 13.31
123 1 4 2 10 0.02 17.17 18.67
124 1 4 2 20 0.03 26.64 29.40
125 1 4 2 30 0.03 36.16 40.11
126 2 4 2 0 0.04 8.52 10.62
126 2 4 2 0 0.04 8.34 10.62
127 2 4 2 5 0.04 12.44 15.97
127 2 4 2 5 0.04 13.38 15.97
128 2 4 2 10 0.04 17.16 21.33
128 2 4 2 10 0.04 17.63 21.33
129 2 4 2 20 0.05 25.83 32.03
129 2 4 2 20 0.05 26.74 32.03
130 2 4 2 30 0.05 35.07 42.71
130 2 4 2 30 0.05 36.08 42.71
131 3 4 2 0 0.08 10.07 12.95
131 3 4 2 0 0.08 10.94 12.95
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Rate Intensity sim-anal (%) Error (%)
131 3 4 2 0 0.08 8.09 12.95
132 3 4 2 5 0.09 14.23 18.28
132 3 4 2 5 0.09 15.12 18.28
132 3 4 2 5 0.09 12.26 18.28
133 3 4 2 10 0.09 18.45 23.60
133 3 4 2 10 0.09 20.46 23.60
133 3 4 2 10 0.09 16.85 23.60
134 3 4 2 20 0.11 27.45 34.22
134 3 4 2 20 0.11 29.71 34.22
134 3 4 2 20 0.11 25.81 34.22
135 3 4 2 30 0.12 37.39 44.81
135 3 4 2 30 0.12 38.65 44.81
135 3 4 2 30 0.12 35.55 44.81
136 4 4 2 0 0.15 10.54 15.09
136 4 4 2 0 0.15 13.07 15.09
136 4 4 2 0 0.15 6.93 15.09
136 4 4 2 0 0.15 8.50 15.09
137 4 4 2 5 0.16 14.81 20.38
137 4 4 2 5 0.16 18.25 20.38
137 4 4 2 5 0.16 11.25 20.38
137 4 4 2 5 0.16 13.31 20.38
138 4 4 2 10 0.17 18.83 25.66
138 4 4 2 10 0.17 21.86 25.66
138 4 4 2 10 0.17 15.90 25.66
138 4 4 2 10 0.17 17.87 25.66
139 4 4 2 20 0.19 28.72 36.18
139 4 4 2 20 0.19 31.75 36.18
139 4 4 2 20 0.19 25.76 36.18
139 4 4 2 20 0.19 27.50 36.18
140 4 4 2 30 0.21 37.39 46.65
140 4 4 2 30 0.21 40.73 46.65
140 4 4 2 30 0.21 34.63 46.65
140 4 4 2 30 0.21 36.48 46.65
141 5 4 2 0 0.21 9.45 17.27
141 5 4 2 0 0.21 13.66 17.27
141 5 4 2 0 0.21 4.91 17.27
141 5 4 2 0 0.21 7.40 17.27
141 5 4 2 0 0.21 13.87 17.27
142 5 4 2 5 0.22 13.61 22.53
142 5 4 2 5 0.22 17.86 22.53
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142 5 4 2 5 0.22 9.43 22.53
142 5 4 2 5 0.22 12.68 22.53
142 5 4 2 5 0.22 18.89 22.53
143 5 4 2 10 0.23 18.47 27.77
143 5 4 2 10 0.23 22.55 27.77
143 5 4 2 10 0.23 14.80 27.77
143 5 4 2 10 0.23 16.82 27.77
143 5 4 2 10 0.23 23.41 27.77
144 5 4 2 20 0.26 27.89 38.21
144 5 4 2 20 0.26 32.09 38.21
144 5 4 2 20 0.26 23.84 38.21
144 5 4 2 20 0.26 26.55 38.21
144 5 4 2 20 0.26 32.81 38.21
145 5 4 2 30 0.30 37.70 48.55
145 5 4 2 30 0.30 42.05 48.55
145 5 4 2 30 0.30 33.61 48.55
145 5 4 2 30 0.30 36.39 48.55
145 5 4 2 30 0.30 41.79 48.55
146 6 4 2 0 0.25 10.11 19.69
146 6 4 2 0 0.25 14.18 19.69
146 6 4 2 0 0.25 4.88 19.69
146 6 4 2 0 0.25 8.03 19.69
146 6 4 2 0 0.25 15.77 19.69
146 6 4 2 0 0.25 9.13 19.69
147 6 4 2 5 0.26 14.13 24.92
147 6 4 2 5 0.26 18.56 24.92
147 6 4 2 5 0.26 9.39 24.92
147 6 4 2 5 0.26 12.21 24.92
147 6 4 2 5 0.26 19.97 24.92
147 6 4 2 5 0.26 14.59 24.92
148 6 4 2 10 0.28 19.50 30.14
148 6 4 2 10 0.28 24.04 30.14
148 6 4 2 10 0.28 13.86 30.14
148 6 4 2 10 0.28 17.22 30.14
148 6 4 2 10 0.28 24.25 30.14
148 6 4 2 10 0.28 19.08 30.14
149 6 4 2 20 0.31 28.56 40.51
149 6 4 2 20 0.31 32.31 40.51
149 6 4 2 20 0.31 24.40 40.51
149 6 4 2 20 0.31 26.95 40.51
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149 6 4 2 20 0.31 34.07 40.51
149 6 4 2 20 0.31 28.68 40.51
150 6 4 2 30 0.36 38.15 50.78
150 6 4 2 30 0.36 42.16 50.78
150 6 4 2 30 0.36 33.84 50.78
150 6 4 2 30 0.36 35.92 50.78
150 6 4 2 30 0.36 43.22 50.78
150 6 4 2 30 0.36 38.36 50.78
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APPENDIX D
Flow time error using correction factors for three product instances
Inst. Prod Anal. Sim. Error Adj. Anal. Adj. Error
Flow T. Flow T. (%) Flow T. (%)
39 1 0.190 0.146 29.85 0.139 4.89
39 2 0.168 0.124 35.67 0.118 5.08
39 3 0.168 0.124 35.50 0.118 5.21
40 1 0.118 0.105 12.32 0.097 7.18
40 2 0.115 0.103 10.82 0.094 8.92
40 3 0.114 0.104 9.57 0.094 9.16
41 1 0.182 0.141 28.58 0.127 9.79
41 2 0.181 0.152 19.08 0.132 12.85
41 3 0.181 0.153 18.38 0.132 13.36
42 1 0.417 0.388 7.53 0.365 5.92
42 2 0.172 0.158 8.79 0.155 1.91
42 3 0.183 0.164 11.64 0.166 1.35
43 1 0.364 0.349 4.11 0.323 7.44
43 2 0.098 0.082 18.56 0.085 3.16
43 3 0.100 0.085 17.76 0.087 2.86
44 1 0.267 0.252 5.95 0.236 6.32
44 2 0.131 0.119 10.17 0.121 1.75
44 3 0.130 0.118 10.12 0.120 1.66
45 1 0.277 0.269 2.84 0.252 6.55
45 2 0.099 0.090 10.35 0.093 3.32
45 3 0.101 0.091 10.88 0.095 3.93
46 1 0.381 0.364 4.49 0.364 0.08
46 2 0.208 0.200 3.90 0.196 1.86
46 3 0.218 0.210 3.72 0.207 1.75
47 1 0.359 0.339 5.85 0.317 6.41
47 2 0.170 0.149 14.44 0.151 1.44
47 3 0.174 0.151 15.59 0.155 2.78
48 1 1.092 1.039 5.10 0.869 16.38
48 2 0.254 0.229 11.14 0.227 0.78
48 3 0.267 0.234 14.38 0.241 3.03
49 1 0.583 0.552 5.67 0.450 18.58
49 2 0.220 0.176 25.35 0.174 0.86
49 3 0.220 0.176 25.38 0.174 0.84
50 1 0.299 0.238 25.44 0.230 3.59
50 2 0.218 0.156 39.43 0.159 1.56
50 3 0.217 0.155 39.43 0.157 1.35
51 1 0.579 0.550 5.34 0.445 19.04
51 2 0.140 0.112 24.79 0.114 1.45
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Flow time error using correction factors for three product instances
Inst. Prod Anal. Sim. Error Adj. Anal. Adj. Error
Flow T. Flow T. (%) Flow T. (%)
51 3 0.141 0.114 24.26 0.115 1.24
Flow time error using correction factors for four product instances
Inst. Prod Anal. Sim. Error Adj. Anal. Adj. Error
Flow T. Flow T. (%) Flow T. (%)
52 1 0.977 0.711 37.52 0.604 15.07
52 2 0.254 0.206 23.03 0.200 3.03
52 3 0.265 0.211 25.51 0.212 0.13
52 4 1.020 0.724 40.88 0.647 10.67
53 1 0.609 0.481 26.70 0.457 4.83
53 2 0.118 0.092 29.26 0.095 3.45
53 3 0.120 0.094 28.02 0.097 2.93
53 4 0.609 0.479 27.05 0.457 4.57
54 1 0.504 0.371 35.98 0.342 7.66
54 2 0.175 0.142 23.19 0.147 2.95
54 3 0.175 0.142 23.24 0.146 2.91
54 4 0.511 0.377 35.73 0.349 7.23
55 1 0.541 0.420 28.70 0.377 10.30
55 2 0.137 0.112 22.33 0.117 4.47
55 3 0.139 0.113 23.05 0.119 5.31
55 4 0.542 0.422 28.46 0.378 10.42
56 1 0.666 0.512 30.01 0.510 0.35
56 2 0.233 0.212 9.91 0.210 0.74
56 3 0.243 0.222 9.52 0.220 0.63
56 4 0.477 0.348 37.06 0.331 4.86
57 1 0.744 0.574 29.55 0.492 14.29
57 2 0.258 0.197 30.95 0.199 0.95
57 3 0.262 0.198 31.96 0.203 2.22
57 4 0.765 0.579 32.24 0.510 11.92
58 1 1.259 1.166 7.95 0.945 18.98
58 2 0.283 0.252 12.28 0.247 2.02
58 3 0.299 0.256 16.97 0.264 3.36
58 4 0.379 0.336 12.99 0.309 7.82
59 1 0.692 0.616 12.46 0.496 19.39
59 2 0.230 0.186 23.51 0.180 3.48
59 3 0.230 0.187 23.24 0.180 3.69
59 4 0.267 0.227 17.40 0.207 8.89
60 1 0.350 0.269 29.74 0.253 5.98
60 2 0.223 0.162 37.60 0.158 2.24
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Inst. Prod Anal. Sim. Error Adj. Anal. Adj. Error
Flow T. Flow T. (%) Flow T. (%)
60 3 0.222 0.161 37.66 0.157 2.40
60 4 0.161 0.146 9.82 0.135 7.68
61 1 0.617 0.571 7.92 0.453 20.71
61 2 0.152 0.121 25.95 0.120 0.40
61 3 0.153 0.122 25.54 0.121 0.56
61 4 0.143 0.126 13.15 0.120 4.62
Flow time error using correction factors for five product instances
Inst. Prod Anal. Sim. Error Adj. Anal. Adj. Error
Flow T. Flow T. sim-anal (%) Flow T. (%)
62 1 1.049 0.748 40.28 0.624 16.55
62 2 0.341 0.249 36.82 0.242 2.80
62 3 0.353 0.253 39.36 0.254 0.50
62 4 1.093 0.761 43.71 0.670 12.00
62 5 0.349 0.250 39.62 0.251 0.33
63 1 0.685 0.512 33.93 0.488 4.51
63 2 0.195 0.123 59.20 0.127 3.86
63 3 0.197 0.125 57.95 0.129 3.53
63 4 0.685 0.511 34.01 0.489 4.45
63 5 0.197 0.125 58.07 0.129 3.65
64 1 0.598 0.412 44.97 0.381 7.56
64 2 0.269 0.184 45.76 0.193 4.38
64 3 0.268 0.184 46.11 0.192 4.51
64 4 0.605 0.416 45.24 0.388 6.77
64 5 0.268 0.184 45.85 0.192 4.37
65 1 0.614 0.455 35.06 0.409 10.15
65 2 0.212 0.148 43.73 0.157 6.43
65 3 0.214 0.148 44.13 0.159 7.04
65 4 0.615 0.457 34.59 0.409 10.42
65 5 0.212 0.148 43.74 0.157 6.51
66 1 0.842 0.619 36.06 0.599 3.21
66 2 0.412 0.319 29.18 0.304 4.62
66 3 0.423 0.330 28.15 0.315 4.57
66 4 0.509 0.361 40.95 0.340 5.87
66 5 0.418 0.325 28.45 0.310 4.69
67 1 0.897 0.639 40.46 0.551 13.70
67 2 0.410 0.265 54.85 0.266 0.73
67 3 0.414 0.265 55.97 0.271 2.01
67 4 0.925 0.643 43.73 0.569 11.58
67 5 0.420 0.275 52.92 0.277 0.84
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68 1 1.723 1.343 28.23 1.127 16.12
68 2 0.767 0.457 67.88 0.445 2.58
68 3 0.791 0.459 72.38 0.471 2.61
68 4 0.450 0.387 16.28 0.356 8.17
68 5 0.767 0.457 68.00 0.445 2.51
69 1 0.776 0.654 18.74 0.528 19.24
69 2 0.402 0.254 57.99 0.251 1.34
69 3 0.402 0.254 58.12 0.251 1.26
69 4 0.279 0.243 14.82 0.218 10.32
69 5 0.402 0.254 58.05 0.251 1.31
70 1 0.498 0.316 57.90 0.306 2.92
70 2 0.366 0.207 77.01 0.211 1.96
70 3 0.365 0.205 77.58 0.210 2.05
70 4 0.165 0.150 9.89 0.139 7.24
70 5 0.368 0.208 76.79 0.213 2.25
71 1 0.673 0.594 13.43 0.471 20.65
71 2 0.208 0.142 46.54 0.145 1.59
71 3 0.210 0.144 46.07 0.146 1.40
71 4 0.155 0.134 15.55 0.128 4.34
71 5 0.212 0.143 48.10 0.149 3.63
Flow time error using correction factors for six product instances
Instance Prod Anal. Sim. Error Adj. Anal. Adj. Error
Flow T. Flow T. (%) Flow T. (%)
72 1 1.129 0.771 46.33 0.652 15.47
72 2 0.442 0.286 54.69 0.285 0.27
72 3 0.454 0.289 56.99 0.298 2.88
72 4 1.175 0.783 49.10 0.700 10.68
72 5 0.451 0.286 57.86 0.294 3.06
72 6 0.434 0.287 51.29 0.276 3.82
73 1 0.891 0.583 52.71 0.566 3.02
73 2 0.272 0.147 85.25 0.155 5.29
73 3 0.274 0.149 83.55 0.156 4.81
73 4 0.891 0.583 52.93 0.566 2.88
73 5 0.274 0.149 83.45 0.157 4.86
73 6 0.457 0.255 79.50 0.252 1.15
74 1 0.746 0.477 56.20 0.446 6.51
74 2 0.330 0.217 52.09 0.229 5.54
74 3 0.330 0.217 52.06 0.229 5.41
74 4 0.753 0.482 56.14 0.453 5.96
74 5 0.330 0.217 52.03 0.229 5.43
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74 6 0.372 0.250 48.36 0.249 0.53
75 1 0.765 0.515 48.39 0.471 8.58
75 2 0.314 0.188 67.53 0.204 8.86
75 3 0.316 0.188 68.39 0.206 9.75
75 4 0.765 0.516 48.18 0.472 8.67
75 5 0.315 0.188 67.82 0.205 9.13
75 6 0.433 0.261 65.78 0.273 4.76
76 1 1.116 0.746 49.57 0.730 2.23
76 2 0.514 0.348 47.78 0.340 2.30
76 3 0.525 0.359 46.06 0.351 2.45
76 4 0.771 0.488 57.86 0.454 6.98
76 5 0.520 0.354 46.89 0.346 2.33
76 6 0.512 0.335 52.58 0.326 2.80
77 1 1.080 0.707 52.83 0.623 11.85
77 2 0.518 0.308 68.29 0.315 2.41
77 3 0.522 0.309 69.23 0.319 3.51
77 4 1.112 0.711 56.38 0.639 10.22
77 5 0.529 0.318 66.18 0.326 2.44
77 6 0.566 0.351 61.14 0.347 1.09
78 1 2.021 1.472 37.27 1.250 15.11
78 2 0.827 0.496 66.79 0.478 3.52
78 3 0.855 0.497 71.20 0.510 2.56
78 4 0.743 0.520 43.04 0.481 7.33
78 5 0.827 0.496 66.60 0.478 3.63
78 6 0.753 0.519 45.18 0.493 4.98
79 1 1.034 0.757 36.67 0.628 16.97
79 2 0.416 0.270 54.30 0.265 1.66
79 3 0.416 0.269 54.43 0.265 1.58
79 4 0.535 0.346 54.62 0.318 7.87
79 5 0.416 0.269 54.55 0.265 1.51
79 6 0.538 0.348 54.55 0.322 7.53
80 1 0.652 0.384 69.59 0.369 4.09
80 2 0.377 0.217 73.41 0.220 1.42
80 3 0.375 0.216 74.08 0.219 1.60
80 4 0.309 0.217 42.80 0.201 7.31
80 5 0.379 0.219 73.13 0.222 1.65
80 6 0.308 0.215 43.42 0.199 7.18
81 1 0.761 0.629 21.07 0.508 19.21
81 2 0.228 0.153 49.47 0.157 2.73
81 3 0.229 0.154 48.35 0.157 1.99
81 4 0.242 0.174 39.27 0.167 3.52
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81 5 0.232 0.154 51.20 0.161 4.96
81 6 0.243 0.177 37.43 0.168 4.74
Flow time error using correction factor in fork-join
nodes with less number of subtasks than servers
Inst. # Prod Prod Anal. Sim. Error Adj. Anal. Adj. Error
Flow T. Flow T. sim-anal (%) Flow T. (%)
82 3 1 0.397 0.374 6.09 0.346 7.48
82 3 2 0.149 0.140 6.94 0.134 3.94
82 3 3 0.159 0.146 8.74 0.144 1.57
83 3 1 0.331 0.327 1.27 0.317 3.04
83 3 2 0.176 0.172 2.05 0.165 4.57
83 3 3 0.186 0.183 1.68 0.175 4.49
84 4 1 0.483 0.355 35.81 0.321 9.57
84 4 2 0.154 0.123 24.97 0.124 1.08
84 4 3 0.153 0.123 24.63 0.124 0.69
84 4 4 0.490 0.359 36.29 0.328 8.59
85 4 1 1.215 1.121 8.39 0.903 19.44
85 4 2 0.248 0.215 15.41 0.213 0.66
85 4 3 0.256 0.220 16.10 0.223 1.14
85 4 4 0.344 0.298 15.58 0.276 7.35
86 5 1 0.566 0.384 47.15 0.349 9.25
86 5 2 0.237 0.153 54.52 0.158 3.37
86 5 3 0.236 0.153 54.57 0.158 3.24
86 5 4 0.573 0.390 47.02 0.356 8.63
86 5 5 0.236 0.153 54.65 0.158 3.36
87 5 1 1.235 1.155 6.95 0.923 20.10
87 5 2 0.264 0.240 10.02 0.229 4.46
87 5 3 0.275 0.246 11.95 0.242 1.54
87 5 4 0.360 0.323 11.31 0.291 9.87
88 5 1 0.484 0.298 62.16 0.291 2.67
88 5 2 0.346 0.190 81.78 0.191 0.43
88 5 3 0.345 0.189 82.35 0.190 0.51
88 5 4 0.142 0.132 6.99 0.121 8.72
88 5 5 0.348 0.192 80.91 0.193 0.46
89 6 1 0.700 0.431 62.27 0.398 7.64
89 6 2 0.284 0.170 67.25 0.178 4.87
89 6 3 0.284 0.170 67.08 0.177 4.60
89 6 4 0.707 0.436 62.14 0.405 7.02
89 6 5 0.284 0.170 67.38 0.178 4.85
89 6 6 0.325 0.205 58.65 0.202 1.53
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Inst. # Prod Prod Anal. Sim. Error Adj. Anal. Adj. Error
Flow T. Flow T. sim-anal (%) Flow T. (%)
90 6 1 1.957 1.418 38.02 1.184 16.46
90 6 2 0.775 0.444 74.62 0.426 4.08
90 6 3 0.791 0.449 76.24 0.445 0.95
90 6 4 0.692 0.467 48.16 0.429 8.09
90 6 5 0.775 0.444 74.61 0.426 4.09
90 6 6 0.696 0.469 48.63 0.435 7.16
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APPENDIX E
Approximate and simulated flow times
for single product class with general distributions
Inst. Appr. Sim. Error
sim-anal (%)
1 30.39 28.95 4.98
7 30.22 29.81 1.35
13 34.24 33.04 3.62
19 22.44 21.99 2.04
25 34.06 32.67 4.25
31 32.64 32.54 0.33
37 36.78 35.94 2.33
43 24.09 23.99 0.42
49 17.11 15.90 7.59
55 19.02 20.15 5.61
61 20.56 21.49 4.31
67 12.70 13.27 4.28
73 17.59 15.51 13.38
79 16.30 16.03 1.66
85 17.86 17.55 1.77
91 11.64 11.60 0.32
97 15.40 15.63 1.48
103 18.90 18.71 1.00
109 19.40 19.35 0.29
115 12.39 13.71 9.68
Approximate and simulated flow times
for two product classes with general distributions
Inst. Appr. Sim. Error sim-anal (%)
Prod_1 Prod_2 Prod_1 Prod_2 Prod_1 Prod_2
2 31.42 10.72 29.98 10.77 4.81 0.47
8 31.63 12.41 30.90 12.26 2.36 1.16
14 36.09 15.88 34.78 15.83 3.76 0.30
20 25.63 15.48 23.96 14.00 6.98 10.52
26 35.90 12.51 34.29 12.40 4.71 0.91
32 34.90 14.07 34.26 13.81 1.86 1.84
38 40.03 18.43 38.79 18.20 3.20 1.25
44 29.20 18.09 27.11 15.98 7.70 13.15
50 18.16 6.32 16.92 6.50 7.28 2.79
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Inst. Appr. Sim. Error sim-anal (%)
Prod_1 Prod_2 Prod_1 Prod_2 Prod_1 Prod_2
56 20.48 8.18 21.87 8.53 6.35 4.03
62 23.24 11.27 24.25 11.65 4.20 3.25
68 15.51 9.78 15.68 9.39 1.11 4.14
74 18.50 6.17 16.11 5.73 14.84 7.65
80 17.08 6.77 16.60 6.48 2.87 4.49
86 19.16 8.75 18.58 8.54 3.09 2.39
92 13.23 8.03 12.81 7.71 3.27 4.17
98 16.39 6.14 16.48 6.20 0.55 0.85
104 20.10 8.00 19.67 7.40 2.18 8.09
110 21.50 10.24 21.04 9.82 2.19 4.23
116 14.69 9.18 15.81 9.57 7.11 3.99
Approximate and simulated flow times
for three product classes with general distributions
Inst. Appr. Sim. Error sim-anal (%)
Prod_1 Prod_2 Prod_3 Prod_1 Prod_2 Prod_3 Prod_1 Prod_2 Prod_3
3 33.08 13.04 12.88 31.35 12.13 11.98 5.53 7.50 7.52
9 33.44 14.80 13.64 31.98 13.31 12.59 4.57 11.21 8.28
15 40.55 21.94 22.25 37.62 18.77 18.81 7.81 16.88 18.25
21 30.45 20.37 18.96 26.41 16.39 15.30 15.30 24.34 23.90
27 38.98 16.22 16.06 36.59 14.69 14.51 6.52 10.45 10.70
33 37.92 17.65 16.49 36.17 15.69 15.03 4.83 12.50 9.72
39 47.57 27.52 27.82 43.43 23.06 23.05 9.53 19.34 20.68
45 37.07 25.64 24.22 31.18 19.81 18.79 18.89 29.44 28.93
51 19.86 8.00 7.92 18.40 7.93 7.86 7.96 0.84 0.80
57 22.57 10.24 9.65 23.66 10.37 9.99 4.60 1.32 3.41
63 29.66 18.08 18.23 28.89 16.36 16.34 2.64 10.49 11.56
69 20.61 14.63 13.93 18.70 12.25 11.64 10.20 19.47 19.67
75 19.75 7.21 7.13 16.92 6.54 6.46 16.75 10.28 10.45
81 18.08 7.77 7.18 17.28 7.11 6.72 4.67 9.29 6.96
87 22.08 11.82 11.97 20.32 10.34 10.33 8.68 14.33 15.83
93 15.98 10.80 10.09 14.42 9.28 8.65 10.82 16.31 16.69
99 17.96 7.56 7.48 17.65 7.35 7.26 1.78 2.94 3.14
105 21.69 9.30 8.71 20.78 8.50 8.09 4.42 9.36 7.70
111 26.25 14.88 15.03 23.88 12.79 12.80 9.89 16.30 17.42
117 19.00 13.40 12.70 18.52 12.22 11.50 2.62 9.65 10.43
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Approximate and simulated flow times
for four product classes with general distributions
Inst. Prod. Appr. Sim. Error
sim-anal (%)
4 1 44.35 37.65 17.79
4 2 13.99 12.60 11.01
4 3 13.83 12.46 11.06
4 4 33.95 27.69 22.60
10 1 47.73 39.19 21.79
10 2 17.13 14.67 16.75
10 3 15.96 14.07 13.43
10 4 46.29 38.81 19.27
16 1 46.75 40.57 15.23
16 2 23.10 19.82 16.59
16 3 23.41 19.84 18.01
16 4 21.07 19.28 9.29
22 1 35.37 30.25 16.90
22 2 20.91 17.11 22.26
22 3 19.50 16.00 21.88
22 4 19.23 18.45 4.22
28 1 57.26 47.20 21.31
28 2 17.60 15.54 13.26
28 3 17.44 15.42 13.12
28 4 43.19 34.89 23.77
34 1 59.76 48.72 22.65
34 2 21.88 18.31 19.49
34 3 20.71 17.77 16.57
34 4 58.32 48.45 20.37
40 1 57.01 48.04 18.67
40 2 30.03 24.77 21.26
40 3 30.33 24.78 22.41
40 4 26.54 23.25 14.18
46 1 46.14 37.20 24.03
46 2 27.02 21.03 28.49
46 3 25.61 20.00 28.04
46 4 24.30 22.22 9.36
52 1 31.89 25.86 23.29
52 2 9.12 8.60 6.05
52 3 9.04 8.52 6.07
52 4 25.63 19.84 29.15
58 1 40.31 36.32 10.96
58 2 13.48 12.92 4.36
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Inst. Prod. Appr. Sim. Error
sim-anal (%)
58 3 12.90 12.59 2.44
58 4 39.58 36.05 9.79
64 1 35.11 33.24 5.61
64 2 19.63 17.83 10.10
64 3 19.78 17.82 10.98
64 4 16.15 15.85 1.89
70 1 26.24 23.08 13.70
70 2 14.89 12.81 16.20
70 3 14.18 12.20 16.24
71 4 13.80 13.36 3.27
76 1 26.27 20.96 25.36
76 2 7.97 6.82 16.94
76 3 7.89 6.73 17.25
76 4 20.12 15.68 28.33
82 1 25.61 21.89 17.01
82 2 9.17 7.88 16.36
82 3 8.59 7.55 13.74
82 4 24.89 21.57 15.42
88 1 24.27 22.06 10.03
88 2 12.51 10.92 14.58
88 3 12.66 10.95 15.64
88 4 11.22 10.58 6.04
94 1 18.72 16.84 11.14
94 2 11.17 9.68 15.32
94 3 10.46 9.06 15.51
94 4 11.24 10.37 8.35
100 1 27.75 24.22 14.56
100 2 8.61 7.84 9.88
100 3 8.53 7.77 9.84
100 4 22.55 18.89 19.34
106 1 34.19 29.56 15.65
106 2 11.78 9.94 18.55
106 3 11.20 9.56 17.13
106 4 33.46 29.18 14.68
112 1 29.13 26.59 9.55
112 2 16.00 13.59 17.76
112 3 16.15 13.57 19.05
112 4 13.67 12.53 9.08
118 1 23.57 22.59 4.35
118 2 13.86 12.94 7.11
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Inst. Prod. Appr. Sim. Error
sim-anal (%)
118 3 13.15 12.23 7.52
118 4 13.86 13.67 1.38
Approximate and simulated flow times
for five product classes with general distributions
Inst. Prod. Appr. Sim. Error
sim-anal (%)
5 1 48.30 39.95 20.90
5 2 18.46 14.90 23.91
5 3 18.31 14.76 24.00
5 4 36.00 28.55 26.12
5 5 18.17 14.65 23.99
11 1 53.32 41.97 27.04
11 2 22.63 17.36 30.31
11 3 21.46 16.90 26.98
11 4 51.87 41.69 24.42
11 5 22.45 17.10 31.28
17 1 61.57 46.59 32.15
17 2 37.58 26.32 42.81
17 3 37.88 26.32 43.95
17 4 23.10 20.50 12.66
17 5 37.58 26.33 42.75
23 1 47.17 35.36 33.39
23 2 33.30 22.01 51.29
23 3 31.89 20.99 51.93
23 4 20.18 19.37 4.19
23 5 31.86 21.06 51.29
29 1 64.95 51.11 27.09
29 2 25.10 19.58 28.20
29 3 24.95 19.43 28.39
29 4 46.79 36.12 29.55
29 5 24.81 19.33 28.33
35 1 70.00 53.49 30.85
35 2 31.86 23.09 38.00
35 3 30.69 22.69 35.26
35 4 68.55 53.25 28.73
35 5 31.68 22.87 38.54
41 1 81.32 58.16 39.83
41 2 54.85 35.40 54.96
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Inst. Prod. Appr. Sim. Error
sim-anal (%)
41 3 55.16 35.47 55.52
41 4 30.80 25.79 19.40
41 5 54.85 35.39 55.00
47 1 66.93 45.61 46.73
47 2 46.99 29.03 61.84
47 3 45.57 28.15 61.87
47 4 26.51 23.91 10.90
47 5 45.54 28.21 61.43
53 1 36.43 28.32 28.66
53 2 13.37 11.07 20.82
53 3 13.30 10.98 21.10
53 4 28.28 20.91 35.26
53 5 13.23 10.91 21.19
59 1 48.46 40.75 18.91
59 2 21.37 17.42 22.71
59 3 20.79 17.18 21.04
59 4 47.74 40.58 17.64
59 5 21.29 17.26 23.32
65 1 55.01 42.92 28.15
65 2 41.24 27.99 47.34
65 3 41.39 27.96 48.04
65 4 18.76 18.01 4.12
65 5 41.24 27.99 47.33
71 1 40.49 29.28 38.30
71 2 28.33 18.72 51.32
71 3 27.62 18.14 52.24
71 4 14.05 14.16 0.79
71 5 27.60 18.17 51.89
77 1 28.76 22.40 28.36
77 2 10.78 8.26 30.62
77 3 10.71 8.17 30.99
77 4 21.38 16.31 31.09
77 5 10.64 8.11 31.21
83 1 28.58 23.50 21.59
83 2 12.19 9.49 28.52
83 3 11.61 9.22 25.83
83 4 27.86 23.26 19.78
83 5 12.10 9.35 29.48
89 1 32.28 25.94 24.42
89 2 20.80 15.07 38.04
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Inst. Prod. Appr. Sim. Error
sim-anal (%)
89 3 20.95 15.09 38.90
89 4 12.42 11.31 9.80
89 5 20.80 15.06 38.14
95 1 25.82 20.21 27.72
95 2 18.51 12.97 42.65
95 3 17.80 12.39 43.69
95 4 11.85 10.99 7.79
95 5 17.79 12.42 43.15
101 1 31.36 26.11 20.08
101 2 12.35 9.81 25.97
101 3 12.27 9.70 26.50
101 4 24.59 19.80 24.16
101 5 12.20 9.64 26.58
107 1 39.26 32.45 20.98
107 2 17.01 12.79 32.98
107 3 16.42 12.50 31.41
107 4 38.54 32.10 20.07
107 5 16.92 12.60 34.23
113 1 41.82 33.03 26.63
113 2 29.93 20.34 47.17
113 3 30.08 20.32 48.01
113 4 15.55 13.66 13.82
113 5 29.93 20.31 47.34
119 1 35.50 28.35 25.21
119 2 25.54 18.52 37.89
119 3 24.83 17.88 38.89
119 4 14.48 14.70 1.48
119 5 24.82 17.91 38.61
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Approximate and simulated flow times
for six product classes with general distributions
Inst. Prod. Appr. Sim. Error
sim-anal (%)
6 1 56.27 44.58 26.21
6 2 20.02 15.36 30.30
6 3 19.86 15.24 30.29
6 4 43.84 33.54 30.71
6 5 19.72 15.09 30.65
6 6 30.65 25.21 21.61
12 1 59.28 45.07 31.53
12 2 27.57 20.11 37.06
12 3 26.40 19.70 34.01
12 4 57.83 44.83 29.01
12 5 27.39 19.84 38.03
12 6 22.82 19.97 14.27
18 1 73.34 52.76 39.00
18 2 41.58 28.93 43.72
18 3 41.89 28.95 44.68
18 4 34.50 26.59 29.74
18 5 41.58 28.95 43.64
18 6 35.22 26.53 32.76
24 1 55.93 41.20 35.76
24 2 34.81 23.87 45.82
24 3 33.39 22.93 45.62
24 4 29.94 24.71 21.16
24 5 33.36 23.00 45.03
24 6 27.51 23.57 16.71
30 1 79.38 58.71 35.20
30 2 27.38 20.36 34.45
30 3 27.22 20.22 34.59
30 4 60.76 44.14 37.64
30 5 27.08 20.12 34.58
30 6 44.08 33.27 32.51
36 1 81.50 59.14 37.80
36 2 41.64 28.10 48.17
36 3 40.47 27.72 46.00
36 4 80.05 58.97 35.76
36 5 41.46 27.84 48.94
36 6 34.05 26.73 27.39
42 1 103.95 68.56 51.63
42 2 63.78 40.24 58.53
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Inst. Prod. Appr. Sim. Error
sim-anal (%)
42 3 64.09 40.26 59.19
42 4 52.61 36.09 45.80
42 5 63.78 40.33 58.14
42 6 54.04 35.99 50.16
48 1 84.44 55.63 51.79
48 2 50.83 32.48 56.51
48 3 49.42 31.58 56.49
48 4 43.10 32.94 30.85
48 5 49.39 31.63 56.15
48 6 40.67 31.87 27.63
54 1 47.32 32.29 46.54
54 2 15.20 11.68 30.16
54 3 15.12 11.62 30.21
54 4 39.12 24.91 57.05
54 5 15.05 11.52 30.64
54 6 25.67 16.28 57.67
60 1 57.13 45.42 25.78
60 2 28.89 21.75 32.85
60 3 28.31 21.52 31.54
60 4 56.40 45.32 24.45
60 5 28.80 21.58 33.48
60 6 23.50 19.72 19.20
66 1 72.88 51.66 41.09
66 2 46.84 31.11 50.57
66 3 46.99 31.16 50.80
66 4 36.11 26.74 35.04
66 5 46.84 31.14 50.40
66 6 35.96 26.67 34.83
72 1 50.49 35.23 43.33
72 2 28.66 19.76 45.01
72 3 27.95 19.19 45.68
72 4 22.98 19.92 15.35
72 5 27.94 19.24 45.17
72 6 21.76 19.23 13.17
78 1 34.57 25.31 36.59
78 2 11.98 8.53 40.51
78 3 11.91 8.44 41.05
78 4 27.15 19.37 40.13
78 5 11.84 8.38 41.24
78 6 21.00 14.26 47.26
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Inst. Prod. Appr. Sim. Error
sim-anal (%)
84 1 31.85 25.45 25.12
84 2 15.27 11.11 37.44
84 3 14.68 10.88 34.99
84 4 31.12 25.22 23.41
84 5 15.18 10.98 38.28
84 6 14.15 11.08 27.62
90 1 38.50 29.86 28.95
90 2 23.06 16.75 37.67
90 3 23.21 16.71 38.91
90 4 18.71 15.19 23.20
90 5 23.06 16.73 37.86
90 6 19.16 15.17 26.28
96 1 30.68 24.09 27.35
96 2 19.52 14.21 37.41
96 3 18.81 13.62 38.14
96 4 17.20 14.50 18.63
96 5 18.80 13.66 37.62
96 6 15.99 13.80 15.85
102 1 52.65 38.07 38.30
102 2 16.60 10.98 51.08
102 3 16.52 10.89 51.61
102 4 45.91 31.79 44.40
102 5 16.45 10.83 51.83
102 6 37.35 22.96 62.71
108 1 44.83 35.64 25.79
108 2 22.61 15.48 46.10
108 3 22.03 15.19 45.05
108 4 44.11 35.30 24.93
108 5 22.53 15.31 47.15
108 6 21.53 14.65 47.02
114 1 52.18 38.72 34.78
114 2 33.45 22.15 51.05
114 3 33.60 22.17 51.55
114 4 26.18 19.38 35.09
114 5 33.45 22.19 50.75
114 6 26.03 19.33 34.66
120 1 43.42 34.78 24.87
120 2 26.50 20.54 29.00
120 3 25.79 19.91 29.57
120 4 22.34 20.74 7.74
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Inst. Prod. Appr. Sim. Error
sim-anal (%)
120 5 25.78 19.98 28.99
120 6 21.13 19.91 6.10
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APPENDIX F
Approximate and simulated flow times for the E2−E2 case
Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
1 2 2 0.10 2.79 2.90 4.15 1.59
1 2 2 0.11 2.94 2.91 1.04 6.90
1 2 2 0.12 3.31 2.93 11.48 17.52
2 2 2 0.19 2.97 3.07 3.64 3.45
2 2 2 0.19 2.74 2.79 1.99 3.45
2 2 2 0.20 3.15 3.09 1.80 8.71
2 2 2 0.20 2.91 2.81 3.43 8.71
2 2 2 0.22 3.58 3.15 12.20 19.21
2 2 2 0.22 3.32 2.86 13.93 19.21
3 2 2 0.31 3.39 3.37 0.65 4.99
3 2 2 0.31 3.17 3.06 3.45 4.99
3 2 2 0.31 3.98 4.21 5.80 4.99
3 2 2 0.33 3.63 3.42 5.96 10.19
3 2 2 0.33 3.41 3.11 8.85 10.19
3 2 2 0.33 4.27 4.27 0.10 10.19
3 2 2 0.37 4.28 3.54 17.33 20.52
3 2 2 0.37 4.02 3.22 19.94 20.52
3 2 2 0.37 4.98 4.43 11.17 20.52
4 2 2 0.44 4.17 3.85 7.73 6.37
4 2 2 0.44 3.97 3.50 11.74 6.37
4 2 2 0.44 4.73 4.81 1.83 6.37
4 2 2 0.44 5.13 5.50 7.19 6.37
4 2 2 0.47 4.57 3.96 13.42 11.49
4 2 2 0.47 4.37 3.60 17.59 11.49
4 2 2 0.47 5.17 4.95 4.32 11.49
4 2 2 0.47 5.60 5.66 0.93 11.49
4 2 2 0.52 5.69 4.26 25.15 21.64
4 2 2 0.52 5.43 3.87 28.75 21.64
4 2 2 0.52 6.37 5.32 16.46 21.64
4 2 2 0.52 6.86 6.08 11.42 21.64
5 2 2 0.51 4.60 4.18 9.17 8.50
5 2 2 0.51 4.40 3.80 13.50 8.50
5 2 2 0.51 5.15 5.23 1.42 8.50
5 2 2 0.51 5.53 5.97 8.02 8.50
5 2 2 0.51 4.11 3.22 21.73 8.50
5 2 2 0.54 5.13 4.35 15.23 13.59
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
5 2 2 0.54 4.91 3.95 19.63 13.59
5 2 2 0.54 5.71 5.43 4.81 13.59
5 2 2 0.54 6.11 6.21 1.55 13.59
5 2 2 0.54 4.58 3.34 27.03 13.59
5 2 2 0.60 6.63 4.81 27.43 23.65
5 2 2 0.60 6.39 4.38 31.53 23.65
5 2 2 0.60 7.30 6.02 17.59 23.65
5 2 2 0.60 7.79 6.88 11.70 23.65
5 2 2 0.60 6.04 3.70 38.72 23.65
6 2 2 0.59 5.28 4.73 10.35 10.48
6 2 2 0.59 5.07 4.30 15.21 10.48
6 2 2 0.59 5.79 5.91 2.19 10.48
6 2 2 0.59 6.19 6.76 9.16 10.48
6 2 2 0.59 4.79 3.64 23.97 10.48
6 2 2 0.59 4.91 3.94 19.77 10.48
6 2 2 0.62 5.99 5.01 16.38 15.52
6 2 2 0.62 5.77 4.55 21.12 15.52
6 2 2 0.62 6.55 6.26 4.52 15.52
6 2 2 0.62 6.96 7.15 2.76 15.52
6 2 2 0.62 5.48 3.85 29.68 15.52
6 2 2 0.62 5.62 4.17 25.73 15.52
6 2 2 0.69 8.41 5.87 30.13 25.47
6 2 2 0.69 8.18 5.34 34.74 25.47
6 2 2 0.69 9.04 7.34 18.80 25.47
6 2 2 0.69 9.51 8.39 11.81 25.47
6 2 2 0.69 7.80 4.52 42.09 25.47
6 2 2 0.69 7.99 4.89 38.75 25.47
1 3 3 0.10 3.26 3.39 3.98 3.36
1 3 3 0.11 3.44 3.40 1.14 8.68
1 3 3 0.12 3.87 3.43 11.57 19.29
2 3 3 0.19 3.45 3.59 3.86 5.22
2 3 3 0.19 3.20 3.26 1.99 5.22
2 3 3 0.20 3.67 3.61 1.49 10.49
2 3 3 0.20 3.40 3.28 3.37 10.49
2 3 3 0.22 4.18 3.67 12.17 20.98
2 3 3 0.22 3.88 3.34 13.90 20.98
3 3 3 0.31 3.93 3.93 0.10 6.76
3 3 3 0.31 3.70 3.57 3.40 6.76
3 3 3 0.31 4.61 4.91 6.50 6.76
3 3 3 0.33 4.24 3.99 5.88 11.96
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
3 3 3 0.33 3.97 3.62 8.76 11.96
3 3 3 0.33 4.95 4.98 0.59 11.96
3 3 3 0.37 4.97 4.13 16.92 22.29
3 3 3 0.37 4.68 3.75 19.86 22.29
3 3 3 0.37 5.79 5.16 10.79 22.29
4 3 3 0.44 4.85 4.49 7.47 8.14
4 3 3 0.44 4.63 4.08 11.78 8.14
4 3 3 0.44 5.48 5.61 2.32 8.14
4 3 3 0.44 5.94 6.41 7.98 8.14
4 3 3 0.47 5.32 4.61 13.27 13.26
4 3 3 0.47 5.07 4.19 17.29 13.26
4 3 3 0.47 5.99 5.77 3.73 13.26
4 3 3 0.47 6.48 6.59 1.80 13.26
4 3 3 0.52 6.62 4.96 25.03 23.41
4 3 3 0.52 6.34 4.51 28.92 23.41
4 3 3 0.52 7.37 6.20 15.89 23.41
4 3 3 0.52 7.91 7.09 10.45 23.41
5 3 3 0.51 5.33 4.87 8.58 10.28
5 3 3 0.51 5.11 4.43 13.26 10.28
5 3 3 0.51 5.94 6.09 2.49 10.28
5 3 3 0.51 6.38 6.96 9.15 10.28
5 3 3 0.51 4.78 3.75 21.50 10.28
5 3 3 0.54 5.93 5.06 14.57 15.36
5 3 3 0.54 5.69 4.60 19.10 15.36
5 3 3 0.54 6.57 6.33 3.71 15.36
5 3 3 0.54 7.06 7.23 2.45 15.36
5 3 3 0.54 5.34 3.89 27.07 15.36
5 3 3 0.60 7.71 5.61 27.27 25.42
5 3 3 0.60 7.45 5.10 31.60 25.42
5 3 3 0.60 8.44 7.01 17.00 25.42
5 3 3 0.60 8.97 8.01 10.75 25.42
5 3 3 0.60 7.05 4.31 38.80 25.42
6 3 3 0.59 6.09 5.51 9.53 12.25
6 3 3 0.59 5.88 5.01 14.91 12.25
6 3 3 0.59 6.68 6.89 3.05 12.25
6 3 3 0.59 7.10 7.87 10.77 12.25
6 3 3 0.59 5.57 4.24 23.96 12.25
6 3 3 0.59 5.73 4.59 19.85 12.25
6 3 3 0.62 6.98 5.83 16.51 17.29
6 3 3 0.62 6.74 5.30 21.36 17.29
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
6 3 3 0.62 7.58 7.28 3.91 17.29
6 3 3 0.62 8.04 8.32 3.59 17.29
6 3 3 0.62 6.40 4.48 29.94 17.29
6 3 3 0.62 6.56 4.86 26.02 17.29
6 3 3 0.69 9.79 6.83 30.23 27.24
6 3 3 0.69 9.52 6.21 34.75 27.24
6 3 3 0.69 10.47 8.54 18.44 27.24
6 3 3 0.69 10.99 9.76 11.15 27.24
6 3 3 0.69 9.14 5.26 42.46 27.24
6 3 3 0.69 9.30 5.69 38.78 27.24
1 3 2 0.07 3.21 2.85 11.27 6.35
1 3 2 0.07 3.38 2.85 15.64 11.69
1 3 2 0.08 3.80 2.87 24.55 22.35
2 3 2 0.13 3.35 2.95 11.91 8.54
2 3 2 0.13 3.08 2.68 12.92 8.54
2 3 2 0.13 3.54 2.96 16.40 13.84
2 3 2 0.13 3.26 2.69 17.38 13.84
2 3 2 0.15 4.02 2.99 25.52 24.42
2 3 2 0.15 3.70 2.72 26.42 24.42
3 3 2 0.21 3.67 3.11 15.21 10.52
3 3 2 0.21 3.41 2.83 17.19 10.52
3 3 2 0.21 4.39 3.89 11.41 10.52
3 3 2 0.22 3.91 3.13 19.89 15.77
3 3 2 0.22 4.02 2.85 29.08 15.77
3 3 2 0.22 4.74 3.92 17.37 15.77
3 3 2 0.24 4.48 3.19 28.72 26.25
3 3 2 0.24 4.19 2.90 30.66 26.25
3 3 2 0.24 5.33 3.99 25.14 26.25
4 3 2 0.30 4.18 3.33 20.31 12.39
4 3 2 0.30 3.92 3.03 22.82 12.39
4 3 2 0.30 4.87 4.16 14.59 12.39
4 3 2 0.30 5.38 4.76 11.55 12.39
4 3 2 0.31 4.50 3.37 25.04 17.60
4 3 2 0.31 4.22 3.07 27.39 17.60
4 3 2 0.31 5.24 4.22 19.51 17.60
4 3 2 0.31 5.75 4.82 16.24 17.60
4 3 2 0.35 5.29 3.49 34.13 27.95
4 3 2 0.35 4.99 3.17 36.53 27.95
4 3 2 0.35 6.13 4.36 28.95 27.95
4 3 2 0.35 6.72 4.98 25.92 27.95
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
5 3 2 0.34 4.39 3.46 21.25 14.76
5 3 2 0.34 4.14 3.14 24.05 14.76
5 3 2 0.34 5.09 4.32 15.03 14.76
5 3 2 0.34 5.58 4.94 11.42 14.76
5 3 2 0.34 3.75 2.66 29.05 14.76
5 3 2 0.36 4.75 3.52 25.96 19.94
5 3 2 0.36 4.48 3.20 28.59 19.94
5 3 2 0.36 5.48 4.40 19.80 19.94
5 3 2 0.36 6.00 5.02 16.29 19.94
5 3 2 0.36 4.06 2.71 33.40 19.94
5 3 2 0.40 5.67 3.67 35.32 30.24
5 3 2 0.40 5.36 3.33 37.84 30.24
5 3 2 0.40 6.50 4.58 29.42 30.24
5 3 2 0.40 7.08 5.24 26.00 30.24
5 3 2 0.40 4.89 2.82 42.36 30.24
6 3 2 0.39 4.67 3.64 22.03 17.03
6 3 2 0.39 4.42 3.31 25.06 17.03
6 3 2 0.39 5.36 4.55 15.08 17.03
6 3 2 0.39 5.85 5.20 11.05 17.03
6 3 2 0.39 4.02 2.80 30.40 17.03
6 3 2 0.39 4.21 3.03 27.89 17.03
6 3 2 0.41 5.84 3.72 36.32 22.18
6 3 2 0.41 5.56 3.38 39.10 22.18
6 3 2 0.41 6.59 4.65 29.37 22.18
6 3 2 0.41 7.12 5.32 25.37 22.18
6 3 2 0.41 5.12 2.86 44.10 22.18
6 3 2 0.41 5.32 3.10 41.73 22.18
6 3 2 0.46 6.17 3.93 36.24 32.40
6 3 2 0.46 5.87 3.58 39.11 32.40
6 3 2 0.46 7.01 4.92 29.86 32.40
6 3 2 0.46 7.58 5.62 25.88 32.40
6 3 2 0.46 5.44 3.03 44.41 32.40
6 3 2 0.46 5.64 3.28 41.83 32.40
1 4 4 0.10 3.60 3.74 4.04 5.13
1 4 4 0.11 3.80 3.75 1.22 10.45
1 4 4 0.12 4.27 3.78 11.55 21.07
2 4 4 0.19 3.81 3.96 4.01 6.99
2 4 4 0.19 3.52 3.60 2.08 6.99
2 4 4 0.20 4.04 3.98 1.43 12.26
2 4 4 0.20 3.75 3.62 3.38 12.26
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
2 4 4 0.22 4.61 4.05 12.10 22.75
2 4 4 0.22 4.29 3.68 14.09 22.75
3 4 4 0.31 4.34 4.33 0.26 8.53
3 4 4 0.31 4.07 3.94 3.15 8.53
3 4 4 0.31 5.08 5.42 6.55 8.53
3 4 4 0.33 4.66 4.39 5.69 13.73
3 4 4 0.33 4.37 3.99 8.66 13.73
3 4 4 0.33 5.45 5.49 0.87 13.73
3 4 4 0.37 5.48 4.55 16.88 24.06
3 4 4 0.37 5.16 4.14 19.81 24.06
3 4 4 0.37 6.34 5.69 10.22 24.06
4 4 4 0.44 5.35 4.94 7.57 9.92
4 4 4 0.44 5.10 4.49 11.85 9.92
4 4 4 0.44 6.03 6.18 2.42 9.92
4 4 4 0.44 6.53 7.06 8.17 9.92
4 4 4 0.47 5.85 5.08 13.14 15.04
4 4 4 0.47 5.57 4.62 17.09 15.04
4 4 4 0.47 6.58 6.35 3.44 15.04
4 4 4 0.47 7.08 7.26 2.47 15.04
4 4 4 0.52 7.25 5.46 24.65 25.19
4 4 4 0.52 6.97 4.96 28.77 25.19
4 4 4 0.52 8.06 6.83 15.37 25.19
4 4 4 0.52 8.65 7.80 9.82 25.19
5 4 4 0.51 5.86 5.37 8.46 12.05
5 4 4 0.51 5.64 4.88 13.44 12.05
5 4 4 0.51 6.53 6.71 2.69 12.05
5 4 4 0.51 7.00 7.67 9.48 12.05
5 4 4 0.51 5.27 4.13 21.68 12.05
5 4 4 0.54 6.53 5.57 14.67 17.13
5 4 4 0.54 6.27 5.07 19.17 17.13
5 4 4 0.54 7.21 6.97 3.45 17.13
5 4 4 0.54 7.73 7.96 3.05 17.13
5 4 4 0.54 5.90 4.29 27.31 17.13
5 4 4 0.60 8.43 6.17 26.83 27.19
5 4 4 0.60 8.16 5.61 31.25 27.19
5 4 4 0.60 9.20 7.71 16.19 27.19
5 4 4 0.60 9.78 8.81 9.88 27.19
5 4 4 0.60 7.73 4.74 38.64 27.19
6 4 4 0.59 6.69 6.06 9.43 14.03
6 4 4 0.59 6.47 5.51 14.80 14.03
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
6 4 4 0.59 7.31 7.58 3.64 14.03
6 4 4 0.59 7.78 8.66 11.36 14.03
6 4 4 0.59 6.13 4.66 23.94 14.03
6 4 4 0.59 6.27 5.05 19.46 14.03
6 4 4 0.62 7.62 6.41 15.92 19.06
6 4 4 0.62 7.39 5.83 21.11 19.06
6 4 4 0.62 8.29 8.01 3.33 19.06
6 4 4 0.62 8.77 9.16 4.37 19.06
6 4 4 0.62 7.03 4.93 29.86 19.06
6 4 4 0.62 7.20 5.34 25.77 19.06
6 4 4 0.69 10.71 7.51 29.88 29.02
6 4 4 0.69 10.48 6.83 34.84 29.02
6 4 4 0.69 11.47 9.39 18.12 29.02
6 4 4 0.69 11.99 10.73 10.52 29.02
6 4 4 0.69 10.09 5.78 42.71 29.02
6 4 4 0.69 10.28 6.26 39.08 29.02
1 4 2 0.05 3.09 2.82 8.80 10.93
1 4 2 0.05 3.26 2.83 13.21 16.28
1 4 2 0.06 3.66 2.84 22.43 26.96
2 4 2 0.10 3.19 2.89 9.14 13.28
2 4 2 0.10 2.93 2.63 10.04 13.28
2 4 2 0.10 3.38 2.90 13.99 18.61
2 4 2 0.10 3.09 2.64 14.67 18.61
2 4 2 0.11 3.80 2.92 23.09 29.23
2 4 2 0.11 3.49 2.66 23.91 29.23
3 4 2 0.16 3.41 3.00 12.02 15.48
3 4 2 0.16 3.15 2.73 13.37 15.48
3 4 2 0.16 4.12 3.75 8.79 15.48
3 4 2 0.16 3.63 3.02 16.87 20.77
3 4 2 0.16 3.36 2.74 18.24 20.77
3 4 2 0.16 4.37 3.77 13.57 20.77
3 4 2 0.18 4.12 3.06 25.88 31.31
3 4 2 0.18 3.82 2.78 27.32 31.31
3 4 2 0.18 4.97 3.82 23.08 31.31
4 4 2 0.22 3.75 3.14 16.26 17.60
4 4 2 0.22 3.50 2.86 18.31 17.60
4 4 2 0.22 4.44 3.93 11.49 17.60
4 4 2 0.22 4.95 4.49 9.23 17.60
4 4 2 0.23 4.01 3.17 20.90 22.85
4 4 2 0.23 3.74 2.88 22.87 22.85
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
4 4 2 0.23 4.74 3.96 16.41 22.85
4 4 2 0.23 5.27 4.53 14.07 22.85
4 4 2 0.26 4.64 3.24 30.23 33.30
4 4 2 0.26 4.34 2.94 32.20 33.30
4 4 2 0.26 5.47 4.05 26.03 33.30
4 4 2 0.26 6.05 4.62 23.57 33.30
5 4 2 0.26 3.87 3.22 16.74 20.09
5 4 2 0.26 3.62 2.93 19.10 20.09
5 4 2 0.26 4.57 4.03 11.94 20.09
5 4 2 0.26 5.07 4.60 9.23 20.09
5 4 2 0.26 3.23 2.48 23.35 20.09
5 4 2 0.27 4.13 3.25 21.24 25.32
5 4 2 0.27 3.87 2.96 23.47 25.32
5 4 2 0.27 4.87 4.07 16.53 25.32
5 4 2 0.27 5.40 4.65 13.97 25.32
5 4 2 0.27 3.47 2.50 27.91 25.32
5 4 2 0.30 4.85 3.34 31.16 35.73
5 4 2 0.30 4.53 3.04 33.01 35.73
5 4 2 0.30 5.66 4.17 26.24 35.73
5 4 2 0.30 6.26 4.77 23.80 35.73
5 4 2 0.30 4.08 2.57 37.10 35.73
6 4 2 0.30 4.03 3.33 17.45 22.51
6 4 2 0.30 3.78 3.02 20.12 22.51
6 4 2 0.30 4.73 4.16 12.08 22.51
6 4 2 0.30 5.22 4.75 8.93 22.51
6 4 2 0.30 3.39 2.56 24.61 22.51
6 4 2 0.30 3.57 2.77 22.39 22.51
6 4 2 0.31 4.33 3.37 22.15 27.71
6 4 2 0.31 4.06 3.06 24.63 27.71
6 4 2 0.31 5.05 4.21 16.68 27.71
6 4 2 0.31 5.57 4.81 13.58 27.71
6 4 2 0.31 3.66 2.59 29.21 27.71
6 4 2 0.31 3.84 2.81 26.85 27.71
6 4 2 0.35 5.10 3.48 31.81 38.07
6 4 2 0.35 4.82 3.16 34.37 38.07
6 4 2 0.35 5.93 4.35 26.61 38.07
6 4 2 0.35 6.50 4.97 23.53 38.07
6 4 2 0.35 4.35 2.68 38.45 38.07
6 4 2 0.35 4.57 2.90 36.49 38.07
1 4 3 0.08 4.03 3.34 17.05 8.03
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
1 4 3 0.08 4.25 3.35 21.25 13.36
1 4 3 0.09 4.78 3.37 29.58 24.01
2 4 3 0.14 4.22 3.48 17.64 10.14
2 4 3 0.14 3.90 3.16 19.01 10.14
2 4 3 0.15 4.48 3.50 21.99 15.43
2 4 3 0.15 4.13 3.18 23.08 15.43
2 4 3 0.17 5.08 3.54 30.43 25.99
2 4 3 0.17 4.71 3.21 31.80 25.99
3 4 3 0.23 4.69 3.70 21.25 12.01
3 4 3 0.23 4.38 3.36 23.34 12.01
3 4 3 0.23 5.57 4.62 17.10 12.01
3 4 3 0.25 5.01 3.73 25.52 17.25
3 4 3 0.25 4.67 3.39 27.36 17.25
3 4 3 0.25 5.93 4.66 21.33 17.25
3 4 3 0.27 5.81 3.81 34.32 27.69
3 4 3 0.27 5.42 3.47 36.08 27.69
3 4 3 0.27 6.84 4.77 30.31 27.69
4 4 3 0.33 5.49 4.01 26.92 13.76
4 4 3 0.33 5.19 3.65 29.75 13.76
4 4 3 0.33 6.33 5.01 20.80 13.76
4 4 3 0.33 6.93 5.73 17.32 13.76
4 4 3 0.35 5.91 4.07 31.09 18.94
4 4 3 0.35 5.59 3.70 33.77 18.94
4 4 3 0.35 6.81 5.09 25.20 18.94
4 4 3 0.35 7.45 5.82 21.82 18.94
4 4 3 0.39 7.08 4.24 40.12 29.24
4 4 3 0.39 6.71 3.86 42.56 29.24
4 4 3 0.39 8.07 5.30 34.28 29.24
4 4 3 0.39 8.78 6.06 30.97 29.24
5 4 3 0.38 5.80 4.20 27.60 16.07
5 4 3 0.38 5.51 3.82 30.71 16.07
5 4 3 0.38 6.67 5.25 21.24 16.07
5 4 3 0.38 7.25 6.00 17.23 16.07
5 4 3 0.38 5.06 3.23 36.18 16.07
5 4 3 0.40 6.33 4.29 32.29 21.23
5 4 3 0.40 6.01 3.90 35.15 21.23
5 4 3 0.40 7.21 5.36 25.62 21.23
5 4 3 0.40 7.84 6.13 21.90 21.23
5 4 3 0.40 5.52 3.30 40.28 21.23
5 4 3 0.45 7.73 4.52 41.53 31.46
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Prod. Server Subtasks Net Traffic Anal. Sim Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
5 4 3 0.45 7.36 4.11 44.18 31.46
5 4 3 0.45 8.69 5.65 35.03 31.46
5 4 3 0.45 9.39 6.45 31.28 31.46
5 4 3 0.45 6.81 3.48 48.97 31.46
6 4 3 0.44 6.29 4.48 28.76 18.27
6 4 3 0.44 6.00 4.07 32.09 18.27
6 4 3 0.44 7.10 5.60 21.15 18.27
6 4 3 0.44 7.69 6.40 16.78 18.27
6 4 3 0.44 5.54 3.45 37.86 18.27
6 4 3 0.44 5.74 3.73 35.02 18.27
6 4 3 0.47 6.91 4.60 33.36 23.39
6 4 3 0.47 6.62 4.19 36.74 23.39
6 4 3 0.47 7.76 5.75 25.87 23.39
6 4 3 0.47 8.41 6.58 21.77 23.39
6 4 3 0.47 6.12 3.54 42.11 23.39
6 4 3 0.47 6.35 3.84 39.54 23.39
6 4 3 0.52 8.64 4.95 42.75 33.54
6 4 3 0.52 8.30 4.50 45.85 33.54
6 4 3 0.52 9.61 6.18 35.66 33.54
6 4 3 0.52 10.29 7.06 31.38 33.54
6 4 3 0.52 7.77 3.80 51.03 33.54
6 4 3 0.52 8.00 4.12 48.46 33.54
Approximate and simulated flow times for the E2−Exp case
Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
1 2 2 0.10 3.08 3.24 5.23 0.79
1 2 2 0.11 3.25 3.25 0.03 6.10
1 2 2 0.12 3.67 3.29 10.40 16.72
2 2 2 0.19 3.34 3.51 4.98 2.65
2 2 2 0.19 3.10 3.19 2.78 2.65
2 2 2 0.20 3.57 3.54 0.62 7.91
2 2 2 0.20 3.30 3.22 2.47 7.91
2 2 2 0.22 4.06 3.63 10.62 18.41
2 2 2 0.22 3.78 3.30 12.80 18.41
3 2 2 0.31 3.98 3.98 0.04 4.19
3 2 2 0.31 3.75 3.61 3.67 4.19
3 2 2 0.31 4.60 4.97 8.06 4.19
3 2 2 0.33 4.28 4.05 5.40 9.39
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Intensity Flow T. Flow sim-anal (%) Error (%)
3 2 2 0.33 4.04 3.68 8.83 9.39
3 2 2 0.33 4.95 5.06 2.27 9.39
3 2 2 0.37 5.06 4.25 16.04 19.72
3 2 2 0.37 4.77 3.86 19.02 19.72
3 2 2 0.37 5.79 5.31 8.38 19.72
4 2 2 0.44 5.16 4.73 8.21 5.57
4 2 2 0.44 4.95 4.30 13.02 5.57
4 2 2 0.44 5.75 5.92 2.88 5.57
4 2 2 0.44 6.16 6.76 9.69 5.57
4 2 2 0.47 5.67 4.90 13.43 10.69
4 2 2 0.47 5.45 4.46 18.16 10.69
4 2 2 0.47 6.30 6.13 2.68 10.69
4 2 2 0.47 6.74 7.01 4.02 10.69
4 2 2 0.52 7.05 5.37 23.77 20.84
4 2 2 0.52 6.80 4.89 28.17 20.84
4 2 2 0.52 7.76 6.72 13.42 20.84
4 2 2 0.52 8.26 7.68 7.08 20.84
5 2 2 0.51 5.79 5.26 9.18 7.70
5 2 2 0.51 5.59 4.78 14.52 7.70
5 2 2 0.51 6.36 6.57 3.40 7.70
5 2 2 0.51 6.75 7.51 11.19 7.70
5 2 2 0.51 5.27 4.04 23.28 7.70
5 2 2 0.54 6.48 5.51 14.97 12.79
5 2 2 0.54 6.25 5.01 19.86 12.79
5 2 2 0.54 7.07 6.89 2.53 12.79
5 2 2 0.54 7.54 7.88 4.51 12.79
5 2 2 0.54 5.92 4.24 28.34 12.79
5 2 2 0.60 8.50 6.25 26.42 22.85
5 2 2 0.60 8.25 5.68 31.08 22.85
5 2 2 0.60 9.17 7.82 14.76 22.85
5 2 2 0.60 9.67 8.93 7.66 22.85
5 2 2 0.60 7.83 4.81 38.59 22.85
6 2 2 0.59 6.80 6.12 9.94 9.68
6 2 2 0.59 6.58 5.56 15.40 9.68
6 2 2 0.59 7.33 7.65 4.34 9.68
6 2 2 0.59 7.73 8.74 13.14 9.68
6 2 2 0.59 6.29 4.71 25.19 9.68
6 2 2 0.59 6.42 5.10 20.61 9.68
6 2 2 0.62 7.81 6.55 16.06 14.72
6 2 2 0.62 7.59 5.96 21.52 14.72
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
6 2 2 0.62 8.42 8.19 2.71 14.72
6 2 2 0.62 8.83 9.36 6.07 14.72
6 2 2 0.62 7.29 5.04 30.80 14.72
6 2 2 0.62 7.43 5.46 26.51 14.72
6 2 2 0.69 11.00 7.92 27.99 24.67
6 2 2 0.69 10.79 7.20 33.27 24.67
6 2 2 0.69 11.68 9.90 15.22 24.67
6 2 2 0.69 12.16 11.32 6.91 24.67
6 2 2 0.69 10.40 6.09 41.38 24.67
6 2 2 0.69 10.57 6.60 37.56 24.67
1 3 3 0.10 3.77 3.95 4.87 2.56
1 3 3 0.11 3.97 3.97 0.13 7.88
1 3 3 0.12 4.49 4.01 10.75 18.49
2 3 3 0.19 4.06 4.27 5.22 4.42
2 3 3 0.19 3.78 3.88 2.72 4.42
2 3 3 0.20 4.32 4.31 0.25 9.69
2 3 3 0.20 4.02 3.92 2.60 9.69
2 3 3 0.22 4.95 4.41 11.02 20.18
2 3 3 0.22 4.62 4.01 13.15 20.18
3 3 3 0.31 4.82 4.82 0.09 5.96
3 3 3 0.31 4.56 4.38 3.82 5.96
3 3 3 0.31 5.56 6.03 8.46 5.96
3 3 3 0.33 5.17 4.91 5.01 11.16
3 3 3 0.33 4.89 4.47 8.67 11.16
3 3 3 0.33 5.96 6.14 3.08 11.16
3 3 3 0.37 6.09 5.14 15.49 21.49
3 3 3 0.37 5.80 4.68 19.41 21.49
3 3 3 0.37 6.97 6.43 7.75 21.49
4 3 3 0.44 6.24 5.72 8.25 7.34
4 3 3 0.44 5.98 5.20 12.97 7.34
4 3 3 0.44 6.91 7.15 3.51 7.34
4 3 3 0.44 7.43 8.18 10.08 7.34
4 3 3 0.47 6.83 5.93 13.29 12.46
4 3 3 0.47 6.59 5.39 18.20 12.46
4 3 3 0.47 7.56 7.41 2.02 12.46
4 3 3 0.47 8.12 8.47 4.32 12.46
4 3 3 0.52 8.58 6.48 24.44 22.62
4 3 3 0.52 8.26 5.89 28.63 22.62
4 3 3 0.52 9.39 8.10 13.70 22.62
4 3 3 0.52 9.99 9.26 7.33 22.62
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
5 3 3 0.51 6.97 6.34 9.00 9.48
5 3 3 0.51 6.75 5.77 14.50 9.48
5 3 3 0.51 7.64 7.93 3.77 9.48
5 3 3 0.51 8.11 9.06 11.73 9.48
5 3 3 0.51 6.39 4.88 23.61 9.48
5 3 3 0.54 7.80 6.65 14.79 14.56
5 3 3 0.54 7.55 6.04 19.99 14.56
5 3 3 0.54 8.50 8.31 2.20 14.56
5 3 3 0.54 9.01 9.50 5.44 14.56
5 3 3 0.54 7.17 5.11 28.67 14.56
5 3 3 0.60 10.22 7.53 26.37 24.62
5 3 3 0.60 9.95 6.84 31.26 24.62
5 3 3 0.60 11.01 9.41 14.57 24.62
5 3 3 0.60 11.57 10.75 7.11 24.62
5 3 3 0.60 9.52 5.79 39.21 24.62
6 3 3 0.59 8.19 7.37 10.06 11.45
6 3 3 0.59 7.96 6.70 15.88 11.45
6 3 3 0.59 8.82 9.21 4.42 11.45
6 3 3 0.59 9.27 10.52 13.55 11.45
6 3 3 0.59 7.63 5.67 25.71 11.45
6 3 3 0.59 7.79 6.14 21.17 11.45
6 3 3 0.62 9.36 7.88 15.82 16.49
6 3 3 0.62 9.14 7.17 21.64 16.49
6 3 3 0.62 10.03 9.85 1.74 16.49
6 3 3 0.62 10.53 11.26 6.93 16.49
6 3 3 0.62 8.80 6.06 31.07 16.49
6 3 3 0.62 8.94 6.57 26.56 16.49
6 3 3 0.69 13.25 9.50 28.27 26.44
6 3 3 0.69 12.97 8.64 33.37 26.44
6 3 3 0.69 14.00 11.88 15.13 26.44
6 3 3 0.69 14.51 13.58 6.44 26.44
6 3 3 0.69 12.58 7.31 41.91 26.44
6 3 3 0.69 12.78 7.92 38.03 26.44
1 3 2 0.07 3.41 3.15 7.40 5.55
1 3 2 0.07 3.59 3.16 11.88 10.89
1 3 2 0.08 4.03 3.18 21.05 21.55
2 3 2 0.13 3.59 3.32 7.59 7.74
2 3 2 0.13 3.31 3.01 8.92 7.74
2 3 2 0.13 3.80 3.33 12.33 13.04
2 3 2 0.13 3.51 3.03 13.66 13.04
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
2 3 2 0.15 4.30 3.38 21.35 23.62
2 3 2 0.15 3.98 3.07 22.76 23.62
3 3 2 0.21 4.01 3.57 11.11 9.72
3 3 2 0.21 3.73 3.24 13.13 9.72
3 3 2 0.21 4.75 4.46 6.18 9.72
3 3 2 0.22 4.27 3.60 15.66 14.98
3 3 2 0.22 3.98 3.28 17.79 14.98
3 3 2 0.22 5.05 4.50 10.89 14.98
3 3 2 0.24 4.91 3.70 24.67 25.45
3 3 2 0.24 4.58 3.36 26.67 25.45
3 3 2 0.24 5.79 4.62 20.15 25.45
4 3 2 0.30 4.69 3.91 16.53 11.59
4 3 2 0.30 4.42 3.56 19.51 11.59
4 3 2 0.30 5.42 4.89 9.72 11.59
4 3 2 0.30 5.94 5.59 5.93 11.59
4 3 2 0.31 5.04 3.98 21.07 16.80
4 3 2 0.31 4.76 3.62 24.02 16.80
4 3 2 0.31 5.81 4.98 14.34 16.80
4 3 2 0.31 6.37 5.69 10.65 16.80
4 3 2 0.35 5.97 4.16 30.29 27.15
4 3 2 0.35 5.65 3.78 33.07 27.15
4 3 2 0.35 6.82 5.20 23.77 27.15
4 3 2 0.35 7.44 5.94 20.11 27.15
5 3 2 0.34 4.96 4.12 16.94 13.96
5 3 2 0.34 4.69 3.74 20.19 13.96
5 3 2 0.34 5.68 5.15 9.42 13.96
5 3 2 0.34 6.19 5.88 5.04 13.96
5 3 2 0.34 4.29 3.17 26.14 13.96
5 3 2 0.36 5.38 4.21 21.74 19.15
5 3 2 0.36 5.11 3.83 25.12 19.15
5 3 2 0.36 6.14 5.26 14.35 19.15
5 3 2 0.36 6.68 6.01 10.03 19.15
5 3 2 0.36 4.67 3.24 30.63 19.15
5 3 2 0.40 6.46 4.45 31.15 29.44
5 3 2 0.40 6.12 4.04 34.02 29.44
5 3 2 0.40 7.30 5.56 23.92 29.44
5 3 2 0.40 7.94 6.35 20.05 29.44
5 3 2 0.40 5.66 3.42 39.58 29.44
6 3 2 0.39 5.34 4.41 17.52 16.23
6 3 2 0.39 5.08 4.00 21.17 16.23
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
6 3 2 0.39 6.06 5.51 9.11 16.23
6 3 2 0.39 6.57 6.29 4.15 16.23
6 3 2 0.39 4.68 3.39 27.63 16.23
6 3 2 0.39 4.87 3.67 24.69 16.23
6 3 2 0.41 5.81 4.53 21.99 21.38
6 3 2 0.41 5.55 4.12 25.75 21.38
6 3 2 0.41 6.56 5.66 13.68 21.38
6 3 2 0.41 7.11 6.47 8.90 21.38
6 3 2 0.41 5.10 3.49 31.61 21.38
6 3 2 0.41 5.32 3.78 29.06 21.38
6 3 2 0.46 14.84 4.87 67.21 31.60
6 3 2 0.46 14.53 4.42 69.56 31.60
6 3 2 0.46 15.58 6.08 60.95 31.60
6 3 2 0.46 16.19 6.95 57.05 31.60
6 3 2 0.46 14.18 3.74 73.60 31.60
6 3 2 0.46 14.32 4.06 71.68 31.60
1 4 4 0.10 4.28 4.48 4.86 4.33
1 4 4 0.11 4.51 4.50 0.23 9.65
1 4 4 0.12 5.09 4.55 10.71 20.27
2 4 4 0.19 4.60 4.84 5.25 6.19
2 4 4 0.19 4.28 4.40 2.79 6.19
2 4 4 0.20 4.90 4.88 0.30 11.46
2 4 4 0.20 4.56 4.44 2.64 11.46
2 4 4 0.22 5.60 4.99 10.83 21.95
2 4 4 0.22 5.22 4.54 13.02 21.95
3 4 4 0.31 5.44 5.45 0.23 7.73
3 4 4 0.31 5.14 4.96 3.61 7.73
3 4 4 0.31 6.26 6.81 8.91 7.73
3 4 4 0.33 5.86 5.55 5.22 12.93
3 4 4 0.33 5.54 5.05 8.92 12.93
3 4 4 0.33 6.73 6.94 3.15 12.93
3 4 4 0.37 6.93 5.81 16.22 23.26
3 4 4 0.37 6.57 5.28 19.58 23.26
3 4 4 0.37 7.89 7.26 8.00 23.26
4 4 4 0.44 7.04 6.45 8.33 9.12
4 4 4 0.44 6.77 5.86 13.38 9.12
4 4 4 0.44 7.81 8.06 3.24 9.12
4 4 4 0.44 8.35 9.22 10.36 9.12
4 4 4 0.47 7.73 6.68 13.58 14.24
4 4 4 0.47 7.42 6.07 18.21 14.24
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
4 4 4 0.47 8.52 8.35 2.03 14.24
4 4 4 0.47 9.09 9.54 4.90 14.24
4 4 4 0.52 9.66 7.30 24.51 24.39
4 4 4 0.52 9.33 6.63 28.93 24.39
4 4 4 0.52 10.53 9.12 13.43 24.39
4 4 4 0.52 11.22 10.42 7.07 24.39
5 4 4 0.51 7.85 7.14 9.06 11.25
5 4 4 0.51 7.61 6.49 14.70 11.25
5 4 4 0.51 8.58 8.93 4.04 11.25
5 4 4 0.51 9.11 10.20 11.96 11.25
5 4 4 0.51 7.20 5.49 23.70 11.25
5 4 4 0.54 8.77 7.48 14.69 16.33
5 4 4 0.54 8.50 6.80 20.00 16.33
5 4 4 0.54 9.53 9.35 1.90 16.33
5 4 4 0.54 10.09 10.68 5.89 16.33
5 4 4 0.54 8.10 5.75 28.96 16.33
5 4 4 0.60 11.56 8.45 26.88 26.39
5 4 4 0.60 11.25 7.69 31.71 26.39
5 4 4 0.60 12.43 10.57 14.97 26.39
5 4 4 0.60 13.01 12.08 7.17 26.39
5 4 4 0.60 10.79 6.50 39.75 26.39
6 4 4 0.59 9.19 8.28 9.96 13.23
6 4 4 0.59 8.94 7.53 15.82 13.23
6 4 4 0.59 9.87 10.35 4.82 13.23
6 4 4 0.59 10.35 11.83 14.21 13.23
6 4 4 0.59 8.58 6.37 25.81 13.23
6 4 4 0.59 8.75 6.90 21.12 13.23
6 4 4 0.62 10.57 8.85 16.29 18.26
6 4 4 0.62 10.07 8.05 20.10 18.26
6 4 4 0.62 10.43 11.06 6.05 18.26
6 4 4 0.62 10.62 12.64 19.00 18.26
6 4 4 0.62 9.94 6.81 31.51 18.26
6 4 4 0.62 10.01 7.37 26.30 18.26
6 4 4 0.69 14.84 10.65 28.23 28.22
6 4 4 0.69 14.53 9.68 33.37 28.22
6 4 4 0.69 15.58 13.32 14.54 28.22
6 4 4 0.69 16.19 15.22 6.00 28.22
6 4 4 0.69 14.18 8.19 42.22 28.22
6 4 4 0.69 14.32 8.88 38.03 28.22
1 4 2 0.10 3.30 3.11 5.76 9.58
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
1 4 2 0.11 3.48 3.12 10.22 14.90
1 4 2 0.12 3.91 3.14 19.73 25.52
2 4 2 0.19 3.43 3.23 5.78 11.44
2 4 2 0.19 3.15 2.93 6.81 11.44
2 4 2 0.20 3.62 3.24 10.48 16.71
2 4 2 0.20 3.33 2.95 11.58 16.71
2 4 2 0.22 4.10 3.27 20.15 27.20
2 4 2 0.22 3.77 2.98 21.13 27.20
3 4 2 0.31 3.73 3.40 8.91 12.98
3 4 2 0.31 3.45 3.09 10.52 12.98
3 4 2 0.31 4.47 4.25 4.96 12.98
3 4 2 0.33 3.95 3.42 13.41 18.18
3 4 2 0.33 3.67 3.11 15.26 18.18
3 4 2 0.33 4.74 4.28 9.82 18.18
3 4 2 0.37 4.52 3.48 22.95 28.51
3 4 2 0.37 4.20 3.17 24.55 28.51
3 4 2 0.37 5.41 4.35 19.44 28.51
4 4 2 0.44 4.18 3.62 13.35 14.37
4 4 2 0.44 3.91 3.29 15.92 14.37
4 4 2 0.44 4.91 4.52 7.83 14.37
4 4 2 0.44 5.42 5.17 4.63 14.37
4 4 2 0.47 4.47 3.66 18.05 19.49
4 4 2 0.47 4.19 3.33 20.59 19.49
4 4 2 0.47 5.23 4.58 12.53 19.49
4 4 2 0.47 5.80 5.23 9.85 19.49
4 4 2 0.52 5.18 3.77 27.33 29.64
4 4 2 0.52 4.86 3.42 29.57 29.64
4 4 2 0.52 6.05 4.71 22.13 29.64
4 4 2 0.52 6.66 5.38 19.25 29.64
5 4 2 0.51 4.34 3.74 13.70 16.50
5 4 2 0.51 4.08 3.40 16.59 16.50
5 4 2 0.51 5.07 4.68 7.78 16.50
5 4 2 0.51 5.60 5.35 4.46 16.50
5 4 2 0.51 3.66 2.88 21.43 16.50
5 4 2 0.54 4.66 3.80 18.53 21.58
5 4 2 0.54 4.37 3.45 20.99 21.58
5 4 2 0.54 5.42 4.74 12.52 21.58
5 4 2 0.54 5.96 5.42 9.04 21.58
5 4 2 0.54 3.95 2.92 26.11 21.58
5 4 2 0.60 5.46 3.93 27.99 31.64
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
5 4 2 0.60 5.12 3.57 30.29 31.64
5 4 2 0.60 6.31 4.91 22.21 31.64
5 4 2 0.60 6.94 5.61 19.10 31.64
5 4 2 0.60 4.65 3.02 34.99 31.64
6 4 2 0.59 4.55 3.91 14.10 18.48
6 4 2 0.59 4.28 3.55 16.95 18.48
6 4 2 0.59 5.26 4.88 7.10 18.48
6 4 2 0.59 5.79 5.58 3.57 18.48
6 4 2 0.59 3.88 3.01 22.54 18.48
6 4 2 0.59 4.04 3.26 19.50 18.48
6 4 2 0.62 4.89 3.98 18.65 23.51
6 4 2 0.62 4.60 3.61 21.46 23.51
6 4 2 0.62 5.64 4.97 11.93 23.51
6 4 2 0.62 6.19 5.68 8.20 23.51
6 4 2 0.62 4.19 3.06 27.00 23.51
6 4 2 0.62 4.39 3.31 24.50 23.51
6 4 2 0.69 5.79 4.15 28.33 33.47
6 4 2 0.69 5.49 3.77 31.29 33.47
6 4 2 0.69 6.65 5.19 22.00 33.47
6 4 2 0.69 7.26 5.93 18.29 33.47
6 4 2 0.69 5.01 3.19 36.24 33.47
6 4 2 0.69 5.23 3.46 33.79 33.47
1 4 3 0.08 4.38 3.88 11.50 7.23
1 4 3 0.08 4.62 3.89 15.95 12.56
1 4 3 0.09 5.20 3.92 24.76 23.21
2 4 3 0.14 4.65 4.09 11.92 9.34
2 4 3 0.14 4.28 3.72 13.09 9.34
2 4 3 0.15 4.92 4.12 16.20 14.63
2 4 3 0.15 4.55 3.75 17.62 14.63
2 4 3 0.17 5.60 4.19 25.20 25.19
2 4 3 0.17 5.17 3.81 26.41 25.19
3 4 3 0.23 5.26 4.45 15.52 11.21
3 4 3 0.23 4.91 4.04 17.74 11.21
3 4 3 0.23 6.18 5.56 10.13 11.21
3 4 3 0.25 5.61 4.50 19.83 16.45
3 4 3 0.25 5.26 4.09 22.15 16.45
3 4 3 0.25 6.59 5.63 14.69 16.45
3 4 3 0.27 6.52 4.64 28.88 26.89
3 4 3 0.27 6.12 4.21 31.19 26.89
3 4 3 0.27 7.63 5.79 24.01 26.89
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
4 4 3 0.33 6.28 4.95 21.09 12.96
4 4 3 0.33 5.96 4.50 24.47 12.96
4 4 3 0.33 7.19 6.19 13.89 12.96
4 4 3 0.33 7.82 7.07 9.52 12.96
4 4 3 0.35 6.80 5.06 25.67 18.14
4 4 3 0.35 6.49 4.60 29.16 18.14
4 4 3 0.35 7.77 6.32 18.69 18.14
4 4 3 0.35 8.45 7.22 14.57 18.14
4 4 3 0.39 8.18 5.32 34.93 28.44
4 4 3 0.39 7.81 4.84 37.99 28.44
4 4 3 0.39 9.22 6.66 27.81 28.44
4 4 3 0.39 10.01 7.61 23.97 28.44
5 4 3 0.38 6.73 5.26 21.88 15.27
5 4 3 0.38 6.42 4.78 25.58 15.27
5 4 3 0.38 7.62 6.57 13.71 15.27
5 4 3 0.38 8.26 7.51 8.98 15.27
5 4 3 0.38 5.93 4.05 31.82 15.27
5 4 3 0.40 7.33 5.40 26.34 20.43
5 4 3 0.40 6.99 4.91 29.72 20.43
5 4 3 0.40 8.27 6.75 18.35 20.43
5 4 3 0.40 8.93 7.71 13.62 20.43
5 4 3 0.40 6.49 4.15 36.04 20.43
5 4 3 0.45 9.00 5.77 35.87 30.66
5 4 3 0.45 8.60 5.25 38.99 30.66
5 4 3 0.45 9.99 7.21 27.81 30.66
5 4 3 0.45 10.76 8.24 23.39 30.66
5 4 3 0.45 8.03 4.44 44.71 30.66
6 4 3 0.44 7.37 5.71 22.58 17.47
6 4 3 0.44 7.06 5.19 26.45 17.47
6 4 3 0.44 8.22 7.13 13.20 17.47
6 4 3 0.44 8.84 8.15 7.77 17.47
6 4 3 0.44 6.57 4.39 33.16 17.47
6 4 3 0.44 6.78 4.76 29.83 17.47
6 4 3 0.47 8.09 5.91 27.00 22.59
6 4 3 0.47 7.79 5.37 31.09 22.59
6 4 3 0.47 9.00 7.39 17.96 22.59
6 4 3 0.47 9.65 8.44 12.54 22.59
6 4 3 0.47 7.27 4.55 37.49 22.59
6 4 3 0.47 7.49 4.92 34.27 22.59
6 4 3 0.52 10.18 6.46 36.53 32.74
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
6 4 3 0.52 9.82 5.87 40.18 32.74
6 4 3 0.52 11.19 8.07 27.84 32.74
6 4 3 0.52 11.91 9.23 22.50 32.74
6 4 3 0.52 9.24 4.97 46.25 32.74
6 4 3 0.52 9.52 5.38 43.44 32.74
Approximate and simulated flow times for the Exp−E2 case
Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
1 2 2 0.10 1.48 1.48 0.09 0.93
1 2 2 0.11 1.57 1.49 5.26 4.39
1 2 2 0.12 1.78 1.50 15.50 15.01
2 2 2 0.19 1.59 1.60 0.46 0.94
2 2 2 0.19 1.47 1.45 0.97 0.94
2 2 2 0.20 1.69 1.62 4.67 6.20
2 2 2 0.20 1.57 1.47 6.30 6.20
2 2 2 0.22 1.95 1.65 15.43 16.70
2 2 2 0.22 1.80 1.50 16.73 16.70
3 2 2 0.31 1.80 1.81 0.60 2.48
3 2 2 0.31 1.68 1.64 1.98 2.48
3 2 2 0.31 1.93 2.26 17.16 2.48
3 2 2 0.33 1.94 1.84 5.02 7.67
3 2 2 0.33 1.81 1.67 7.58 7.67
3 2 2 0.33 2.08 2.30 10.67 7.67
3 2 2 0.37 2.29 1.93 15.78 18.01
3 2 2 0.37 2.13 1.75 17.97 18.01
3 2 2 0.37 2.45 2.41 1.55 18.01
4 2 2 0.44 2.27 2.14 5.58 3.86
4 2 2 0.44 2.15 1.95 9.58 3.86
4 2 2 0.44 2.40 2.68 11.74 3.86
4 2 2 0.44 2.82 3.06 8.35 3.86
4 2 2 0.47 2.50 2.22 11.31 8.98
4 2 2 0.47 2.38 2.02 15.29 8.98
4 2 2 0.47 2.64 2.77 4.92 8.98
4 2 2 0.47 3.10 3.17 2.03 8.98
4 2 2 0.52 3.14 2.43 22.82 19.13
4 2 2 0.52 2.99 2.20 26.30 19.13
4 2 2 0.52 3.30 3.03 8.15 19.13
4 2 2 0.52 3.83 3.46 9.45 19.13
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
5 2 2 0.51 2.54 2.37 6.52 5.99
5 2 2 0.51 2.42 2.16 10.80 5.99
5 2 2 0.51 2.66 2.97 11.34 5.99
5 2 2 0.51 3.09 3.39 9.75 5.99
5 2 2 0.51 2.25 1.83 18.95 5.99
5 2 2 0.54 2.83 2.49 12.22 11.08
5 2 2 0.54 2.71 2.26 16.59 11.08
5 2 2 0.54 2.97 3.11 4.63 11.08
5 2 2 0.54 3.42 3.55 3.87 11.08
5 2 2 0.54 2.52 1.91 24.22 11.08
5 2 2 0.60 3.71 2.81 24.09 21.14
5 2 2 0.60 3.57 2.56 28.27 21.14
5 2 2 0.60 3.86 3.52 8.96 21.14
5 2 2 0.60 4.39 4.02 8.38 21.14
5 2 2 0.60 3.34 2.16 35.23 21.14
6 2 2 0.59 2.72 2.55 6.44 8.41
6 2 2 0.59 2.61 2.31 11.22 8.41
6 2 2 0.59 2.85 3.18 11.73 8.41
6 2 2 0.59 3.27 3.64 11.23 8.41
6 2 2 0.59 2.43 1.96 19.55 8.41
6 2 2 0.59 2.52 2.12 15.70 8.41
6 2 2 0.62 3.08 2.69 12.69 13.47
6 2 2 0.62 2.96 2.45 17.27 13.47
6 2 2 0.62 3.22 3.37 4.55 13.47
6 2 2 0.62 3.67 3.85 4.75 13.47
6 2 2 0.62 2.77 2.07 25.28 13.47
6 2 2 0.62 2.86 2.24 21.57 13.47
6 2 2 0.69 4.18 3.13 25.01 23.48
6 2 2 0.69 4.04 2.85 29.52 23.48
6 2 2 0.69 4.35 3.91 10.00 23.48
6 2 2 0.69 4.86 4.47 8.02 23.48
6 2 2 0.69 3.83 2.41 37.13 23.48
6 2 2 0.69 3.93 2.61 33.57 23.48
1 3 3 0.10 1.73 1.73 0.02 0.85
1 3 3 0.11 1.83 1.73 5.21 6.17
1 3 3 0.12 2.08 1.75 15.69 16.78
2 3 3 0.19 1.85 1.86 0.62 2.71
2 3 3 0.19 1.71 1.69 1.02 2.71
2 3 3 0.20 1.97 1.88 4.83 7.98
2 3 3 0.20 1.82 1.71 6.32 7.98
203
Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
2 3 3 0.22 2.27 1.92 15.43 18.47
2 3 3 0.22 2.09 1.74 16.76 18.47
3 3 3 0.31 2.15 2.09 2.62 4.25
3 3 3 0.31 2.01 1.90 5.63 4.25
3 3 3 0.31 2.53 2.61 3.24 4.25
3 3 3 0.33 2.32 2.13 8.06 9.45
3 3 3 0.33 2.17 1.94 10.96 9.45
3 3 3 0.33 2.72 2.66 2.20 9.45
3 3 3 0.37 2.75 2.23 19.18 19.78
3 3 3 0.37 2.59 2.02 21.83 19.78
3 3 3 0.37 3.21 2.78 13.24 19.78
4 3 3 0.44 2.73 2.47 9.60 5.63
4 3 3 0.44 2.60 2.24 13.67 5.63
4 3 3 0.44 3.09 3.08 0.33 5.63
4 3 3 0.44 3.36 3.53 5.07 5.63
4 3 3 0.47 3.02 2.55 15.43 10.75
4 3 3 0.47 2.87 2.32 19.21 10.75
4 3 3 0.47 3.40 3.19 6.23 10.75
4 3 3 0.47 3.68 3.65 0.98 10.75
4 3 3 0.52 3.79 2.79 26.54 20.90
4 3 3 0.52 3.64 2.53 30.42 20.90
4 3 3 0.52 4.24 3.48 17.84 20.90
4 3 3 0.52 4.57 3.98 12.83 20.90
5 3 3 0.51 3.06 2.73 10.91 7.77
5 3 3 0.51 2.93 2.48 15.41 7.77
5 3 3 0.51 3.42 3.41 0.20 7.77
5 3 3 0.51 3.67 3.90 6.26 7.77
5 3 3 0.51 2.74 2.10 23.41 7.77
5 3 3 0.54 3.43 2.86 16.63 12.85
5 3 3 0.54 3.29 2.60 21.06 12.85
5 3 3 0.54 3.81 3.57 6.32 12.85
5 3 3 0.54 4.08 4.08 0.14 12.85
5 3 3 0.54 3.09 2.20 28.85 12.85
5 3 3 0.60 4.53 3.22 28.85 22.91
5 3 3 0.60 4.37 2.93 32.96 22.91
5 3 3 0.60 4.95 4.03 18.66 22.91
5 3 3 0.60 5.28 4.60 12.80 22.91
5 3 3 0.60 4.13 2.48 39.92 22.91
6 3 3 0.59 3.29 2.92 11.15 10.18
6 3 3 0.59 3.16 2.66 15.90 10.18
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
6 3 3 0.59 3.64 3.65 0.49 10.18
6 3 3 0.59 3.90 4.17 7.12 10.18
6 3 3 0.59 2.98 2.25 24.53 10.18
6 3 3 0.59 3.06 2.44 20.38 10.18
6 3 3 0.62 3.73 3.09 17.27 15.24
6 3 3 0.62 3.61 2.81 22.21 15.24
6 3 3 0.62 4.11 3.86 6.07 15.24
6 3 3 0.62 4.39 4.41 0.47 15.24
6 3 3 0.62 3.39 2.37 30.04 15.24
6 3 3 0.62 3.49 2.57 26.29 15.24
6 3 3 0.69 5.11 3.58 29.93 25.25
6 3 3 0.69 4.97 3.25 34.53 25.25
6 3 3 0.69 5.54 4.48 19.27 25.25
6 3 3 0.69 5.86 5.11 12.68 25.25
6 3 3 0.69 4.73 2.75 41.76 25.25
6 3 3 0.69 4.85 2.98 38.43 25.25
1 3 2 0.07 1.67 1.44 13.50 3.84
1 3 2 0.07 1.77 1.45 18.04 9.17
1 3 2 0.08 1.99 1.46 26.71 19.84
2 3 2 0.13 1.75 1.51 13.44 6.03
2 3 2 0.13 1.61 1.38 14.48 6.03
2 3 2 0.13 1.86 1.52 18.07 11.33
2 3 2 0.13 1.71 1.38 18.87 11.33
2 3 2 0.15 2.11 1.54 26.73 21.91
2 3 2 0.15 1.94 1.40 27.75 21.91
3 3 2 0.21 1.93 1.63 15.64 8.01
3 3 2 0.21 1.79 1.48 17.41 8.01
3 3 2 0.21 2.32 2.03 12.31 8.01
3 3 2 0.22 2.06 1.64 20.28 13.26
3 3 2 0.22 1.92 1.49 22.21 13.26
3 3 2 0.22 2.47 2.05 17.01 13.26
3 3 2 0.24 2.38 1.68 29.31 23.74
3 3 2 0.24 2.22 1.53 30.95 23.74
3 3 2 0.24 2.84 2.10 26.03 23.74
4 3 2 0.30 2.22 1.78 19.96 9.88
4 3 2 0.30 2.08 1.62 22.40 9.88
4 3 2 0.30 2.60 2.22 14.61 9.88
4 3 2 0.30 2.88 2.54 11.74 9.88
4 3 2 0.31 2.40 1.81 24.63 15.09
4 3 2 0.31 2.25 1.64 26.94 15.09
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
4 3 2 0.31 2.80 2.26 19.17 15.09
4 3 2 0.31 3.10 2.58 16.52 15.09
4 3 2 0.35 2.85 1.89 33.65 25.44
4 3 2 0.35 2.67 1.72 35.75 25.44
4 3 2 0.35 3.30 2.36 28.49 25.44
4 3 2 0.35 3.63 2.70 25.70 25.44
5 3 2 0.34 2.35 1.87 20.34 12.25
5 3 2 0.34 2.21 1.70 23.05 12.25
5 3 2 0.34 2.72 2.34 14.26 12.25
5 3 2 0.34 3.00 2.67 10.87 12.25
5 3 2 0.34 2.00 1.44 28.03 12.25
5 3 2 0.36 2.54 1.91 24.74 17.43
5 3 2 0.36 2.39 1.74 27.41 17.43
5 3 2 0.36 2.94 2.39 18.93 17.43
5 3 2 0.36 3.24 2.73 15.72 17.43
5 3 2 0.36 2.17 1.47 32.39 17.43
5 3 2 0.40 3.05 2.01 33.94 27.73
5 3 2 0.40 2.89 1.83 36.60 27.73
5 3 2 0.40 3.51 2.52 28.29 27.73
5 3 2 0.40 3.84 2.88 24.98 27.73
5 3 2 0.40 2.63 1.55 41.17 27.73
6 3 2 0.39 2.43 1.93 20.46 14.82
6 3 2 0.39 2.29 1.75 23.25 14.82
6 3 2 0.39 2.80 2.41 14.00 14.82
6 3 2 0.39 3.08 2.76 10.41 14.82
6 3 2 0.39 2.08 1.48 28.50 14.82
6 3 2 0.39 2.17 1.61 25.99 14.82
6 3 2 0.41 2.64 1.98 25.00 19.98
6 3 2 0.41 2.49 1.80 27.70 19.98
6 3 2 0.41 3.04 2.47 18.66 19.98
6 3 2 0.41 3.32 2.82 15.03 19.98
6 3 2 0.41 2.27 1.52 32.91 19.98
6 3 2 0.41 2.37 1.65 30.49 19.98
6 3 2 0.46 3.20 2.10 34.26 30.24
6 3 2 0.46 3.04 1.91 37.16 30.24
6 3 2 0.46 3.66 2.63 28.29 30.24
6 3 2 0.46 3.99 3.00 24.69 30.24
6 3 2 0.46 2.78 1.62 41.91 30.24
6 3 2 0.46 2.90 1.75 39.51 30.24
1 4 4 0.10 1.90 1.90 0.15 2.62
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
1 4 4 0.11 2.01 1.91 5.19 7.94
1 4 4 0.12 2.28 1.93 15.39 18.56
2 4 4 0.19 2.04 2.05 0.46 4.48
2 4 4 0.19 1.88 1.86 1.08 4.48
2 4 4 0.20 2.16 2.06 4.62 9.75
2 4 4 0.20 2.00 1.88 6.22 9.75
2 4 4 0.22 2.49 2.11 15.18 20.24
2 4 4 0.22 2.30 1.92 16.78 20.24
3 4 4 0.31 2.36 2.29 2.79 6.02
3 4 4 0.31 2.21 2.09 5.74 6.02
3 4 4 0.31 2.77 2.87 3.38 6.02
3 4 4 0.33 2.55 2.33 8.34 11.22
3 4 4 0.33 2.39 2.12 11.08 11.22
3 4 4 0.33 2.99 2.92 2.44 11.22
3 4 4 0.37 3.03 2.44 19.42 21.55
3 4 4 0.37 2.85 2.22 22.10 21.55
3 4 4 0.37 3.52 3.05 13.48 21.55
4 4 4 0.44 3.00 2.70 10.12 7.40
4 4 4 0.44 2.86 2.45 14.22 7.40
4 4 4 0.44 3.39 3.37 0.57 7.40
4 4 4 0.44 3.68 3.86 4.88 7.40
4 4 4 0.47 3.31 2.79 15.65 12.53
4 4 4 0.47 3.16 2.54 19.60 12.53
4 4 4 0.47 3.72 3.49 6.32 12.53
4 4 4 0.47 4.03 3.99 1.03 12.53
4 4 4 0.52 4.17 3.04 27.04 22.68
4 4 4 0.52 4.00 2.76 30.81 22.68
4 4 4 0.52 4.63 3.80 17.84 22.68
4 4 4 0.52 4.98 4.34 12.82 22.68
5 4 4 0.51 3.35 2.98 11.18 9.54
5 4 4 0.51 3.22 2.71 15.80 9.54
5 4 4 0.51 3.74 3.72 0.51 9.54
5 4 4 0.51 4.01 4.26 6.00 9.54
5 4 4 0.51 3.01 2.29 23.98 9.54
5 4 4 0.54 3.75 3.12 17.02 14.62
5 4 4 0.54 3.61 2.83 21.51 14.62
5 4 4 0.54 4.15 3.89 6.23 14.62
5 4 4 0.54 4.45 4.45 0.02 14.62
5 4 4 0.54 3.38 2.40 29.14 14.62
5 4 4 0.60 4.96 3.51 29.18 24.68
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
5 4 4 0.60 4.80 3.19 33.46 24.68
5 4 4 0.60 5.42 4.39 18.99 24.68
5 4 4 0.60 5.76 5.02 13.00 24.68
5 4 4 0.60 4.55 2.70 40.61 24.68
6 4 4 0.59 3.59 3.19 11.21 11.95
6 4 4 0.59 3.46 2.90 16.18 11.95
6 4 4 0.59 3.97 3.98 0.36 11.95
6 4 4 0.59 4.24 4.55 7.42 11.95
6 4 4 0.59 3.26 2.45 24.70 11.95
6 4 4 0.59 3.35 2.66 20.77 11.95
6 4 4 0.62 4.08 3.36 17.53 17.01
6 4 4 0.62 3.94 3.06 22.36 17.01
6 4 4 0.62 4.48 4.21 6.06 17.01
6 4 4 0.62 4.78 4.81 0.61 17.01
6 4 4 0.62 3.73 2.59 30.53 17.01
6 4 4 0.62 3.83 2.80 26.73 17.01
6 4 4 0.69 5.59 3.89 30.31 27.02
6 4 4 0.69 5.43 3.54 34.81 27.02
6 4 4 0.69 6.04 4.87 19.39 27.02
6 4 4 0.69 6.38 5.56 12.80 27.02
6 4 4 0.69 5.19 3.00 42.23 27.02
6 4 4 0.69 5.31 3.25 38.83 27.02
1 4 2 0.05 1.59 1.43 10.56 8.42
1 4 2 0.05 1.68 1.43 15.23 13.76
1 4 2 0.06 1.89 1.43 24.02 24.45
2 4 2 0.10 1.65 1.48 10.57 10.77
2 4 2 0.10 1.51 1.34 11.25 10.77
2 4 2 0.10 1.75 1.48 15.19 16.10
2 4 2 0.10 1.60 1.35 15.96 16.10
2 4 2 0.11 1.97 1.50 24.10 26.72
2 4 2 0.11 1.81 1.36 24.88 26.72
3 4 2 0.16 1.77 1.55 12.41 12.97
3 4 2 0.16 1.63 1.41 13.70 12.97
3 4 2 0.16 2.15 1.94 9.67 12.97
3 4 2 0.16 1.88 1.56 17.07 18.26
3 4 2 0.16 1.74 1.42 18.40 18.26
3 4 2 0.16 2.28 1.95 14.19 18.26
3 4 2 0.18 2.15 1.59 26.20 28.80
3 4 2 0.18 1.99 1.44 27.30 28.80
3 4 2 0.18 2.60 1.99 23.67 28.80
208
Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
4 4 2 0.22 1.95 1.65 15.63 15.09
4 4 2 0.22 1.82 1.50 17.73 15.09
4 4 2 0.22 2.33 2.06 11.45 15.09
4 4 2 0.22 2.60 2.36 9.30 15.09
4 4 2 0.23 2.10 1.67 20.41 20.34
4 4 2 0.23 1.95 1.52 22.25 20.34
4 4 2 0.23 2.49 2.08 16.26 20.34
4 4 2 0.23 2.77 2.38 13.96 20.34
4 4 2 0.26 2.44 1.71 29.65 30.79
4 4 2 0.26 2.28 1.56 31.57 30.79
4 4 2 0.26 2.88 2.14 25.51 30.79
4 4 2 0.26 3.20 2.45 23.37 30.79
5 4 2 0.26 2.03 1.70 16.00 17.58
5 4 2 0.26 1.89 1.55 18.14 17.58
5 4 2 0.26 2.39 2.13 11.10 17.58
5 4 2 0.26 2.66 2.43 8.46 17.58
5 4 2 0.26 1.68 1.31 22.11 17.58
5 4 2 0.27 2.17 1.73 20.59 22.81
5 4 2 0.27 2.03 1.57 22.60 22.81
5 4 2 0.27 2.57 2.16 15.85 22.81
5 4 2 0.27 2.85 2.47 13.35 22.81
5 4 2 0.27 1.81 1.33 26.77 22.81
5 4 2 0.30 2.54 1.79 29.82 33.22
5 4 2 0.30 2.38 1.62 31.89 33.22
5 4 2 0.30 2.99 2.23 25.25 33.22
5 4 2 0.30 3.31 2.55 22.84 33.22
5 4 2 0.30 2.14 1.37 35.82 33.22
6 4 2 0.30 2.07 1.74 15.87 20.22
6 4 2 0.30 1.93 1.58 18.18 20.22
6 4 2 0.30 2.44 2.17 10.85 20.22
6 4 2 0.30 2.70 2.48 8.04 20.22
6 4 2 0.30 1.73 1.34 22.78 20.22
6 4 2 0.30 1.82 1.45 20.43 20.22
6 4 2 0.31 2.22 1.77 20.56 25.43
6 4 2 0.31 2.08 1.60 22.80 25.43
6 4 2 0.31 2.61 2.21 15.57 25.43
6 4 2 0.31 2.89 2.52 12.78 25.43
6 4 2 0.31 1.86 1.36 27.11 25.43
6 4 2 0.31 1.96 1.47 25.00 25.43
6 4 2 0.35 2.62 1.83 30.03 35.81
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
6 4 2 0.35 2.45 1.67 32.06 35.81
6 4 2 0.35 3.06 2.29 25.05 35.81
6 4 2 0.35 3.37 2.62 22.30 35.81
6 4 2 0.35 2.21 1.41 36.19 35.81
6 4 2 0.35 2.33 1.53 34.34 35.81
1 4 3 0.08 2.11 1.69 19.57 5.52
1 4 3 0.08 2.23 1.70 23.65 10.85
1 4 3 0.09 2.51 1.71 31.83 21.50
2 4 3 0.14 2.22 1.79 19.65 7.63
2 4 3 0.14 2.04 1.62 20.59 7.63
2 4 3 0.15 2.35 1.80 23.66 12.92
2 4 3 0.15 2.17 1.63 24.70 12.92
2 4 3 0.17 2.68 1.82 32.07 23.48
2 4 3 0.17 2.47 1.66 32.96 23.48
3 4 3 0.23 2.49 1.93 22.31 9.50
3 4 3 0.23 2.32 1.76 24.20 9.50
3 4 3 0.23 2.97 2.42 18.57 9.50
3 4 3 0.25 2.66 1.96 26.53 14.74
3 4 3 0.25 2.48 1.78 28.34 14.74
3 4 3 0.25 3.17 2.44 22.82 14.74
3 4 3 0.27 3.09 2.01 34.93 25.18
3 4 3 0.27 2.89 1.83 36.76 25.18
3 4 3 0.27 3.66 2.52 31.27 25.18
4 4 3 0.33 2.94 2.14 27.14 11.25
4 4 3 0.33 2.77 1.95 29.69 11.25
4 4 3 0.33 3.41 2.68 21.38 11.25
4 4 3 0.33 3.74 3.06 18.05 11.25
4 4 3 0.35 3.19 2.19 31.36 16.43
4 4 3 0.35 3.01 1.99 33.99 16.43
4 4 3 0.35 3.68 2.74 25.75 16.43
4 4 3 0.35 4.04 3.13 22.55 16.43
4 4 3 0.39 3.83 2.30 39.89 26.73
4 4 3 0.39 3.63 2.09 42.40 26.73
4 4 3 0.39 4.37 2.88 34.24 26.73
4 4 3 0.39 4.78 3.29 31.25 26.73
5 4 3 0.38 3.14 2.27 27.59 13.56
5 4 3 0.38 2.98 2.07 30.56 13.56
5 4 3 0.38 3.60 2.84 20.96 13.56
5 4 3 0.38 3.93 3.25 17.27 13.56
5 4 3 0.38 2.73 1.75 35.83 13.56
210
Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow sim-anal (%) Error (%)
5 4 3 0.40 3.43 2.33 31.94 18.72
5 4 3 0.40 3.25 2.12 34.85 18.72
5 4 3 0.40 3.91 2.92 25.45 18.72
5 4 3 0.40 4.26 3.33 21.86 18.72
5 4 3 0.40 2.99 1.79 39.93 18.72
5 4 3 0.45 4.20 2.49 40.71 28.95
5 4 3 0.45 4.00 2.26 43.47 28.95
5 4 3 0.45 4.74 3.11 34.42 28.95
5 4 3 0.45 5.14 3.55 30.90 28.95
5 4 3 0.45 3.69 1.91 48.16 28.95
6 4 3 0.44 3.27 2.36 27.84 16.09
6 4 3 0.44 3.11 2.15 30.85 16.09
6 4 3 0.44 3.72 2.95 20.72 16.09
6 4 3 0.44 4.05 3.37 16.69 16.09
6 4 3 0.44 2.86 1.82 36.41 16.09
6 4 3 0.44 2.98 1.97 33.83 16.09
6 4 3 0.47 3.59 2.43 32.23 21.22
6 4 3 0.47 3.42 2.21 35.31 21.22
6 4 3 0.47 4.07 3.04 25.35 21.22
6 4 3 0.47 4.41 3.48 21.28 21.22
6 4 3 0.47 3.15 1.87 40.66 21.22
6 4 3 0.47 3.27 2.03 38.01 21.22
6 4 3 0.52 4.44 2.62 40.94 31.42
6 4 3 0.52 4.25 2.38 43.90 31.42
6 4 3 0.52 4.99 3.28 34.32 31.42
6 4 3 0.52 5.39 3.75 30.47 31.42
6 4 3 0.52 3.94 2.02 48.84 31.42
6 4 3 0.52 4.08 2.18 46.49 31.42
Approximate and simulated flow times for the H2−Exp case
Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. sim-anal (%) Error (%)
1 2 2 0.10 1.73 1.68 2.64 4.24
1 2 2 0.11 1.84 1.69 7.98 1.08
1 2 2 0.12 2.10 1.72 18.09 11.70
2 2 2 0.19 1.95 1.91 1.90 2.48
2 2 2 0.19 1.95 1.91 1.69 2.48
2 2 2 0.20 2.09 1.94 7.01 2.78
2 2 2 0.20 2.09 1.94 7.03 2.78
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. sim-anal (%) Error (%)
2 2 2 0.22 2.42 2.01 17.18 13.26
2 2 2 0.22 2.42 2.01 17.07 13.26
3 2 2 0.31 2.22 2.21 0.69 0.72
3 2 2 0.31 2.22 2.21 0.64 0.72
3 2 2 0.31 2.23 2.21 0.88 0.72
3 2 2 0.33 2.41 2.26 6.27 4.48
3 2 2 0.33 2.42 2.26 6.35 4.48
3 2 2 0.33 2.41 2.26 6.31 4.48
3 2 2 0.37 2.88 2.40 16.72 14.83
3 2 2 0.37 2.88 2.40 16.53 14.83
3 2 2 0.37 2.88 2.40 16.60 14.83
4 2 2 0.44 2.61 2.60 0.25 1.04
4 2 2 0.44 2.61 2.60 0.28 1.04
4 2 2 0.44 2.61 2.60 0.46 1.04
4 2 2 0.44 2.61 2.60 0.48 1.04
4 2 2 0.47 2.87 2.70 5.83 6.18
4 2 2 0.47 2.86 2.70 5.76 6.18
4 2 2 0.47 2.86 2.70 5.56 6.18
4 2 2 0.47 2.87 2.70 5.76 6.18
4 2 2 0.52 3.56 2.97 16.55 16.39
4 2 2 0.52 3.55 2.97 16.54 16.39
4 2 2 0.52 3.56 2.97 16.61 16.39
4 2 2 0.52 3.55 2.97 16.40 16.39
5 2 2 0.51 2.86 2.85 0.35 3.34
5 2 2 0.51 2.87 2.85 0.72 3.34
5 2 2 0.51 2.87 2.85 0.58 3.34
5 2 2 0.51 2.86 2.85 0.30 3.34
5 2 2 0.51 2.94 3.07 4.50 0.83
5 2 2 0.54 3.16 2.98 5.61 8.46
5 2 2 0.54 3.18 2.98 6.08 8.46
5 2 2 0.54 3.17 2.98 5.75 8.46
5 2 2 0.54 3.17 2.98 5.79 8.46
5 2 2 0.54 3.24 3.23 0.50 5.95
5 2 2 0.60 4.00 3.36 16.16 18.60
5 2 2 0.60 4.01 3.36 16.23 18.60
5 2 2 0.60 4.01 3.36 16.40 18.60
5 2 2 0.60 4.00 3.36 16.05 18.60
5 2 2 0.60 4.12 3.66 11.19 16.09
6 2 2 0.59 3.17 3.15 0.55 5.65
6 2 2 0.59 3.16 3.15 0.47 5.65
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. sim-anal (%) Error (%)
6 2 2 0.59 3.17 3.15 0.65 5.65
6 2 2 0.59 3.16 3.15 0.45 5.65
6 2 2 0.59 3.23 3.42 5.78 3.14
6 2 2 0.59 3.23 3.42 5.82 3.14
6 2 2 0.62 3.55 3.33 6.12 10.74
6 2 2 0.62 3.56 3.33 6.29 10.74
6 2 2 0.62 3.56 3.33 6.34 10.74
6 2 2 0.62 3.56 3.33 6.24 10.74
6 2 2 0.62 3.64 3.63 0.26 8.22
6 2 2 0.62 3.65 3.63 0.45 8.22
6 2 2 0.69 4.66 3.86 17.22 20.81
6 2 2 0.69 4.65 3.86 17.09 20.81
6 2 2 0.69 4.66 3.86 17.23 20.81
6 2 2 0.69 4.66 3.86 17.23 20.81
6 2 2 0.69 4.78 4.24 11.25 18.30
6 2 2 0.69 4.79 4.24 11.57 18.30
1 3 3 0.10 2.10 2.04 2.83 2.46
1 3 3 0.11 2.23 2.05 7.83 2.85
1 3 3 0.12 2.54 2.08 17.96 13.47
2 3 3 0.19 2.36 2.30 2.23 0.71
2 3 3 0.19 2.36 2.30 2.25 0.71
2 3 3 0.20 2.52 2.33 7.30 4.55
2 3 3 0.20 2.52 2.33 7.29 4.55
2 3 3 0.22 2.92 2.41 17.55 15.04
2 3 3 0.22 2.92 2.41 17.48 15.04
3 3 3 0.31 2.68 2.64 1.58 1.05
3 3 3 0.31 2.69 2.64 1.76 1.05
3 3 3 0.31 2.69 2.64 1.77 1.05
3 3 3 0.33 2.89 2.70 6.64 6.25
3 3 3 0.33 2.90 2.70 6.74 6.25
3 3 3 0.33 2.89 2.70 6.59 6.25
3 3 3 0.37 3.44 2.86 16.97 16.60
3 3 3 0.37 3.45 2.86 17.12 16.60
3 3 3 0.37 3.46 2.86 17.28 16.60
4 3 3 0.44 3.13 3.09 1.27 2.81
4 3 3 0.44 3.12 3.09 1.16 2.81
4 3 3 0.44 3.13 3.09 1.24 2.81
4 3 3 0.44 3.12 3.09 1.17 2.81
4 3 3 0.47 3.43 3.20 6.62 7.95
4 3 3 0.47 3.43 3.20 6.75 7.95
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. sim-anal (%) Error (%)
4 3 3 0.47 3.43 3.20 6.70 7.95
4 3 3 0.47 3.43 3.20 6.59 7.95
4 3 3 0.52 4.22 3.50 16.88 18.17
4 3 3 0.52 4.22 3.50 16.99 18.17
4 3 3 0.52 4.22 3.50 17.01 18.17
4 3 3 0.52 4.22 3.50 17.03 18.17
5 3 3 0.51 3.42 3.37 1.41 5.11
5 3 3 0.51 3.41 3.37 1.26 5.11
5 3 3 0.51 3.42 3.37 1.31 5.11
5 3 3 0.51 3.42 3.37 1.44 5.11
5 3 3 0.51 3.48 3.60 3.32 2.60
5 3 3 0.54 3.77 3.52 6.54 10.23
5 3 3 0.54 3.77 3.52 6.41 10.23
5 3 3 0.54 3.77 3.52 6.41 10.23
5 3 3 0.54 3.77 3.52 6.51 10.23
5 3 3 0.54 3.85 3.77 2.05 7.72
5 3 3 0.60 4.77 3.95 17.19 20.37
5 3 3 0.60 4.76 3.95 17.12 20.37
5 3 3 0.60 4.77 3.95 17.28 20.37
5 3 3 0.60 4.77 3.95 17.18 20.37
5 3 3 0.60 4.88 4.26 12.73 17.86
6 3 3 0.59 3.77 3.71 1.56 7.42
6 3 3 0.59 3.77 3.71 1.61 7.42
6 3 3 0.59 3.77 3.71 1.45 7.42
6 3 3 0.59 3.77 3.71 1.40 7.42
6 3 3 0.59 3.85 3.99 3.44 4.91
6 3 3 0.59 3.86 3.99 3.21 4.91
6 3 3 0.62 4.20 3.92 6.68 12.51
6 3 3 0.62 4.20 3.92 6.66 12.51
6 3 3 0.62 4.20 3.92 6.64 12.51
6 3 3 0.62 4.20 3.92 6.57 12.51
6 3 3 0.62 4.30 4.23 1.73 10.00
6 3 3 0.62 4.30 4.23 1.65 10.00
6 3 3 0.69 5.47 4.52 17.34 22.58
6 3 3 0.69 5.47 4.52 17.37 22.58
6 3 3 0.69 5.47 4.52 17.35 22.58
6 3 3 0.69 5.47 4.52 17.45 22.58
6 3 3 0.69 5.62 4.91 12.68 20.07
6 3 3 0.69 5.61 4.91 12.55 20.07
1 3 2 0.07 1.83 1.62 11.81 0.53
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Intensity Flow T. sim-anal (%) Error (%)
1 3 2 0.07 1.94 1.62 16.12 5.86
1 3 2 0.08 2.20 1.64 25.31 16.53
2 3 2 0.13 1.97 1.75 11.09 2.65
2 3 2 0.13 1.97 1.75 11.15 2.65
2 3 2 0.13 2.09 1.77 15.47 7.95
2 3 2 0.13 2.10 1.77 15.59 7.95
2 3 2 0.15 2.40 1.81 24.78 18.52
2 3 2 0.15 2.40 1.81 24.56 18.52
3 3 2 0.21 2.13 1.91 10.23 4.77
3 3 2 0.21 2.13 1.91 10.25 4.77
3 3 2 0.21 2.13 1.91 10.38 4.77
3 3 2 0.22 2.28 1.94 14.74 10.03
3 3 2 0.22 2.28 1.94 14.88 10.03
3 3 2 0.22 2.27 1.94 14.69 10.03
3 3 2 0.24 2.64 2.01 24.09 20.51
3 3 2 0.24 2.65 2.01 24.14 20.51
3 3 2 0.24 2.64 2.01 23.97 20.51
4 3 2 0.30 2.32 2.10 9.61 6.89
4 3 2 0.30 2.32 2.10 9.61 6.89
4 3 2 0.30 2.32 2.10 9.54 6.89
4 3 2 0.30 2.32 2.10 9.48 6.89
4 3 2 0.31 2.50 2.14 14.11 12.12
4 3 2 0.31 2.50 2.14 14.15 12.12
4 3 2 0.31 2.50 2.14 14.19 12.12
4 3 2 0.31 2.49 2.14 14.03 12.12
4 3 2 0.35 2.95 2.25 23.48 22.51
4 3 2 0.35 2.94 2.25 23.43 22.51
4 3 2 0.35 2.94 2.25 23.34 22.51
4 3 2 0.35 2.94 2.25 23.30 22.51
5 3 2 0.34 2.44 2.21 9.41 9.38
5 3 2 0.34 2.43 2.21 9.28 9.38
5 3 2 0.34 2.44 2.21 9.52 9.38
5 3 2 0.34 2.43 2.21 9.32 9.38
5 3 2 0.34 2.45 2.32 5.29 6.87
5 3 2 0.36 2.63 2.26 13.88 14.59
5 3 2 0.36 2.63 2.26 13.89 14.59
5 3 2 0.36 2.63 2.26 13.92 14.59
5 3 2 0.36 2.63 2.26 14.01 14.59
5 3 2 0.36 2.66 2.38 10.21 12.07
5 3 2 0.40 3.12 2.40 23.11 24.93
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. sim-anal (%) Error (%)
5 3 2 0.40 3.12 2.40 23.19 24.93
5 3 2 0.40 3.13 2.40 23.21 24.93
5 3 2 0.40 3.12 2.40 23.01 24.93
5 3 2 0.40 3.16 2.55 19.39 22.42
6 3 2 0.39 2.56 2.32 9.16 11.87
6 3 2 0.39 2.56 2.32 9.02 11.87
6 3 2 0.39 2.56 2.32 9.08 11.87
6 3 2 0.39 2.55 2.32 8.93 11.87
6 3 2 0.39 2.59 2.46 4.96 9.36
6 3 2 0.39 2.59 2.46 5.07 9.36
6 3 2 0.41 2.77 2.39 13.80 17.05
6 3 2 0.41 2.78 2.39 13.93 17.05
6 3 2 0.41 2.78 2.39 13.98 17.05
6 3 2 0.41 2.78 2.39 14.03 17.05
6 3 2 0.41 2.81 2.54 9.86 14.54
6 3 2 0.41 2.82 2.54 10.04 14.54
6 3 2 0.46 3.33 2.56 22.97 27.35
6 3 2 0.46 3.33 2.56 23.05 27.35
6 3 2 0.46 3.33 2.56 22.89 27.35
6 3 2 0.46 3.33 2.56 22.93 27.35
6 3 2 0.46 3.38 2.74 18.96 24.84
6 3 2 0.46 3.38 2.74 19.11 24.84
1 4 4 0.10 2.38 2.31 3.02 0.69
1 4 4 0.11 2.52 2.32 7.96 4.63
1 4 4 0.12 2.87 2.35 17.97 15.24
2 4 4 0.19 2.65 2.59 2.30 1.07
2 4 4 0.19 2.66 2.59 2.40 1.07
2 4 4 0.20 2.84 2.63 7.46 6.33
2 4 4 0.20 2.84 2.63 7.43 6.33
2 4 4 0.22 3.28 2.71 17.47 16.81
2 4 4 0.22 3.29 2.71 17.63 16.81
3 4 4 0.31 3.01 2.96 1.91 2.82
3 4 4 0.31 3.01 2.96 1.66 2.82
3 4 4 0.31 3.01 2.96 1.74 2.82
3 4 4 0.33 3.25 3.02 6.98 8.03
3 4 4 0.33 3.26 3.02 7.17 8.03
3 4 4 0.33 3.25 3.02 6.97 8.03
3 4 4 0.37 3.87 3.19 17.51 18.37
3 4 4 0.37 3.87 3.19 17.40 18.37
3 4 4 0.37 3.88 3.19 17.58 18.37
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. sim-anal (%) Error (%)
4 4 4 0.44 3.50 3.44 1.62 4.58
4 4 4 0.44 3.50 3.44 1.57 4.58
4 4 4 0.44 3.50 3.44 1.81 4.58
4 4 4 0.44 3.50 3.44 1.55 4.58
4 4 4 0.47 3.83 3.56 6.90 9.73
4 4 4 0.47 3.83 3.56 6.92 9.73
4 4 4 0.47 3.83 3.56 6.86 9.73
4 4 4 0.47 3.83 3.56 6.95 9.73
4 4 4 0.52 4.71 3.89 17.35 19.94
4 4 4 0.52 4.71 3.89 17.34 19.94
4 4 4 0.52 4.71 3.89 17.35 19.94
4 4 4 0.52 4.72 3.89 17.43 19.94
5 4 4 0.51 3.82 3.75 1.77 6.89
5 4 4 0.51 3.81 3.75 1.61 6.89
5 4 4 0.51 3.81 3.75 1.65 6.89
5 4 4 0.51 3.81 3.75 1.63 6.89
5 4 4 0.51 3.89 3.98 2.27 4.37
5 4 4 0.54 4.21 3.92 7.03 12.00
5 4 4 0.54 4.22 3.92 7.11 12.00
5 4 4 0.54 4.22 3.92 7.15 12.00
5 4 4 0.54 4.22 3.92 7.11 12.00
5 4 4 0.54 4.31 4.17 3.26 9.49
5 4 4 0.60 5.33 4.37 17.94 22.15
5 4 4 0.60 5.32 4.37 17.79 22.15
5 4 4 0.60 5.32 4.37 17.83 22.15
5 4 4 0.60 5.34 4.37 18.06 22.15
5 4 4 0.60 5.48 4.69 14.41 19.63
6 4 4 0.59 4.20 4.12 1.92 9.19
6 4 4 0.59 4.20 4.12 1.98 9.19
6 4 4 0.59 4.20 4.12 1.82 9.19
6 4 4 0.59 4.21 4.12 2.13 9.19
6 4 4 0.59 4.30 4.40 2.24 6.68
6 4 4 0.59 4.29 4.40 2.60 6.68
6 4 4 0.62 4.68 4.35 7.14 14.28
6 4 4 0.62 4.68 4.35 7.12 14.28
6 4 4 0.62 4.67 4.35 7.00 14.28
6 4 4 0.62 4.69 4.35 7.30 14.28
6 4 4 0.62 4.78 4.65 2.61 11.77
6 4 4 0.62 4.78 4.65 2.63 11.77
6 4 4 0.69 6.09 4.99 18.04 24.35
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. sim-anal (%) Error (%)
6 4 4 0.69 6.09 4.99 18.06 24.35
6 4 4 0.69 6.08 4.99 17.91 24.35
6 4 4 0.69 6.09 4.99 17.99 24.35
6 4 4 0.69 6.23 5.39 13.53 21.84
6 4 4 0.69 6.23 5.39 13.45 21.84
1 4 2 0.05 1.75 1.59 9.15 5.11
1 4 2 0.05 1.85 1.59 13.77 10.45
1 4 2 0.06 2.08 1.60 22.97 21.14
2 4 2 0.10 1.84 1.68 8.62 7.41
2 4 2 0.10 1.84 1.68 8.65 7.41
2 4 2 0.10 1.95 1.69 13.26 12.73
2 4 2 0.10 1.95 1.69 13.22 12.73
2 4 2 0.11 2.22 1.72 22.54 23.35
2 4 2 0.11 2.22 1.72 22.38 23.35
3 4 2 0.16 1.95 1.79 7.92 9.72
3 4 2 0.16 1.95 1.79 7.96 9.72
3 4 2 0.16 1.95 1.79 7.96 9.72
3 4 2 0.16 2.07 1.81 12.68 15.01
3 4 2 0.16 2.07 1.81 12.59 15.01
3 4 2 0.16 2.08 1.81 12.93 15.01
3 4 2 0.18 2.38 1.85 22.05 25.56
3 4 2 0.18 2.38 1.85 22.02 25.56
3 4 2 0.18 2.38 1.85 22.02 25.56
4 4 2 0.22 2.07 1.91 7.47 12.02
4 4 2 0.22 2.07 1.91 7.59 12.02
4 4 2 0.22 2.07 1.91 7.45 12.02
4 4 2 0.22 2.07 1.91 7.70 12.02
4 4 2 0.23 2.21 1.94 12.27 17.28
4 4 2 0.23 2.21 1.94 12.22 17.28
4 4 2 0.23 2.21 1.94 12.23 17.28
4 4 2 0.23 2.21 1.94 12.14 17.28
4 4 2 0.26 2.56 2.01 21.53 27.76
4 4 2 0.26 2.55 2.01 21.30 27.76
4 4 2 0.26 2.56 2.01 21.65 27.76
4 4 2 0.26 2.56 2.01 21.59 27.76
5 4 2 0.26 2.14 1.98 7.47 14.60
5 4 2 0.26 2.14 1.98 7.32 14.60
5 4 2 0.26 2.13 1.98 7.27 14.60
5 4 2 0.26 2.14 1.98 7.43 14.60
5 4 2 0.26 2.15 2.05 4.73 12.09
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. sim-anal (%) Error (%)
5 4 2 0.27 2.28 2.01 11.90 19.85
5 4 2 0.27 2.29 2.01 12.03 19.85
5 4 2 0.27 2.29 2.01 11.98 19.85
5 4 2 0.27 2.29 2.01 11.98 19.85
5 4 2 0.27 2.30 2.09 9.11 17.34
5 4 2 0.30 2.66 2.09 21.19 30.30
5 4 2 0.30 2.66 2.09 21.13 30.30
5 4 2 0.30 2.66 2.09 21.26 30.30
5 4 2 0.30 2.66 2.09 21.18 30.30
5 4 2 0.30 2.68 2.06 23.40 27.78
6 4 2 0.30 2.21 2.05 7.18 17.18
6 4 2 0.30 2.21 2.05 7.15 17.18
6 4 2 0.30 2.21 2.05 7.19 17.18
6 4 2 0.30 2.21 2.05 7.28 17.18
6 4 2 0.30 2.22 2.09 5.74 14.67
6 4 2 0.30 2.22 2.14 3.65 14.67
6 4 2 0.31 2.37 2.09 11.99 22.41
6 4 2 0.31 2.37 2.09 11.88 22.41
6 4 2 0.31 2.37 2.09 11.77 22.41
6 4 2 0.31 2.37 2.09 11.75 22.41
6 4 2 0.31 2.39 2.19 8.19 19.90
6 4 2 0.31 2.39 2.19 8.40 19.90
6 4 2 0.35 2.78 2.19 21.21 32.83
6 4 2 0.35 2.77 2.19 21.03 32.83
6 4 2 0.35 2.78 2.19 21.19 32.83
6 4 2 0.35 2.76 2.19 20.77 32.83
6 4 2 0.35 2.79 2.14 23.45 30.31
6 4 2 0.35 2.80 2.14 23.50 30.31
1 4 3 0.08 2.37 1.99 16.20 2.21
1 4 3 0.08 2.51 1.99 20.59 7.54
1 4 3 0.09 2.84 2.02 29.12 18.19
2 4 3 0.14 2.57 2.17 15.66 4.24
2 4 3 0.14 2.57 2.17 15.63 4.24
2 4 3 0.15 2.73 2.19 19.88 9.53
2 4 3 0.15 2.74 2.19 20.10 9.53
2 4 3 0.17 3.13 2.24 28.66 20.08
2 4 3 0.17 3.13 2.24 28.60 20.08
3 4 3 0.23 2.80 2.38 15.12 6.27
3 4 3 0.23 2.81 2.38 15.23 6.27
3 4 3 0.23 2.80 2.38 15.13 6.27
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Intensity Flow T. sim-anal (%) Error (%)
3 4 3 0.25 3.00 2.42 19.53 11.52
3 4 3 0.25 3.00 2.42 19.52 11.52
3 4 3 0.25 3.01 2.42 19.62 11.52
3 4 3 0.27 3.50 2.51 28.22 21.96
3 4 3 0.27 3.50 2.51 28.36 21.96
3 4 3 0.27 3.50 2.51 28.28 21.96
4 4 3 0.33 3.10 2.64 14.91 8.30
4 4 3 0.33 3.10 2.64 14.76 8.30
4 4 3 0.33 3.09 2.64 14.71 8.30
4 4 3 0.33 3.10 2.64 14.84 8.30
4 4 3 0.35 3.35 2.70 19.35 13.50
4 4 3 0.35 3.35 2.70 19.27 13.50
4 4 3 0.35 3.34 2.70 19.21 13.50
4 4 3 0.35 3.35 2.70 19.34 13.50
4 4 3 0.39 3.97 2.86 27.93 23.85
4 4 3 0.39 3.97 2.86 27.95 23.85
4 4 3 0.39 3.97 2.86 28.08 23.85
4 4 3 0.39 3.98 2.86 28.09 23.85
5 4 3 0.38 3.27 2.79 14.73 10.74
5 4 3 0.38 3.27 2.79 14.61 10.74
5 4 3 0.38 3.27 2.79 14.52 10.74
5 4 3 0.38 3.27 2.79 14.54 10.74
5 4 3 0.38 3.31 2.79 15.61 8.23
5 4 3 0.40 3.54 2.87 19.01 15.93
5 4 3 0.40 3.55 2.87 19.12 15.93
5 4 3 0.40 3.54 2.87 18.99 15.93
5 4 3 0.40 3.55 2.87 19.14 15.93
5 4 3 0.40 3.60 2.87 20.23 13.41
5 4 3 0.45 4.25 3.07 27.80 26.22
5 4 3 0.45 4.26 3.07 27.83 26.22
5 4 3 0.45 4.26 3.07 27.92 26.22
5 4 3 0.45 4.26 3.07 27.94 26.22
5 4 3 0.45 4.31 3.07 28.72 23.71
6 4 3 0.44 3.47 2.96 14.64 13.19
6 4 3 0.44 3.47 2.96 14.57 13.19
6 4 3 0.44 3.47 2.96 14.68 13.19
6 4 3 0.44 3.47 2.96 14.64 13.19
6 4 3 0.44 3.51 2.96 15.68 10.67
6 4 3 0.44 3.51 2.96 15.67 10.67
6 4 3 0.47 3.78 3.06 19.00 18.35
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Intensity Flow T. sim-anal (%) Error (%)
6 4 3 0.47 3.78 3.06 19.03 18.35
6 4 3 0.47 3.79 3.06 19.23 18.35
6 4 3 0.47 3.78 3.06 19.04 18.35
6 4 3 0.47 3.83 3.06 20.13 15.83
6 4 3 0.47 3.84 3.06 20.26 15.83
6 4 3 0.52 4.58 3.32 27.65 28.59
6 4 3 0.52 4.59 3.32 27.78 28.59
6 4 3 0.52 4.60 3.32 27.94 28.59
6 4 3 0.52 4.60 3.32 27.93 28.59
6 4 3 0.52 4.68 3.32 29.10 26.08
6 4 3 0.52 4.67 3.32 29.01 26.08
Approximate and simulated flow times for the Exp−H2 case
Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
1 2 2 0.10 1.76 1.76 0.23 2.52
1 2 2 0.11 1.86 1.77 5.01 2.79
1 2 2 0.12 2.11 1.80 14.87 13.41
2 2 2 0.19 2.01 1.97 1.83 0.77
2 2 2 0.19 2.02 1.97 2.34 0.77
2 2 2 0.20 2.14 2.00 6.71 4.49
2 2 2 0.20 2.14 2.00 6.69 4.49
2 2 2 0.22 2.48 2.07 16.54 14.98
2 2 2 0.22 2.48 2.07 16.73 14.98
3 2 2 0.31 2.34 2.25 3.84 0.99
3 2 2 0.31 2.34 2.25 3.76 0.99
3 2 2 0.31 2.34 2.25 3.86 0.99
3 2 2 0.33 2.51 2.30 8.49 6.19
3 2 2 0.33 2.52 2.30 8.80 6.19
3 2 2 0.33 2.52 2.30 8.57 6.19
3 2 2 0.37 2.98 2.44 18.30 16.54
3 2 2 0.37 2.98 2.44 18.40 16.54
3 2 2 0.37 2.98 2.44 18.27 16.54
4 2 2 0.44 2.77 2.61 5.70 2.75
4 2 2 0.44 2.78 2.61 6.03 2.75
4 2 2 0.44 2.78 2.61 5.89 2.75
4 2 2 0.44 2.77 2.61 5.83 2.75
4 2 2 0.47 3.02 2.71 10.40 7.89
4 2 2 0.47 3.02 2.71 10.38 7.89
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
4 2 2 0.47 3.02 2.71 10.37 7.89
4 2 2 0.47 3.02 2.71 10.32 7.89
4 2 2 0.52 3.70 2.96 20.00 18.10
4 2 2 0.52 3.71 2.96 20.10 18.10
4 2 2 0.52 3.70 2.96 20.01 18.10
4 2 2 0.52 3.71 2.96 20.08 18.10
5 2 2 0.51 3.38 3.12 7.61 4.51
5 2 2 0.51 3.37 3.12 7.26 4.51
5 2 2 0.51 3.37 3.12 7.44 4.51
5 2 2 0.51 3.36 3.12 7.24 4.51
5 2 2 0.51 3.37 3.12 7.34 4.51
5 2 2 0.54 3.76 3.29 12.40 9.59
5 2 2 0.54 3.75 3.29 12.27 9.59
5 2 2 0.54 3.77 3.29 12.61 9.59
5 2 2 0.54 3.75 3.29 12.14 9.59
5 2 2 0.54 3.76 3.29 12.53 9.59
5 2 2 0.60 4.83 3.78 21.62 19.67
5 2 2 0.60 4.82 3.78 21.52 19.67
5 2 2 0.60 4.82 3.78 21.56 19.67
5 2 2 0.60 4.82 3.78 21.49 19.67
5 2 2 0.60 4.82 3.78 21.53 19.67
6 2 2 0.59 3.76 3.46 8.00 6.81
6 2 2 0.59 3.76 3.46 8.02 6.81
6 2 2 0.59 3.77 3.46 8.36 6.81
6 2 2 0.59 3.77 3.46 8.26 6.81
6 2 2 0.59 3.77 3.46 8.23 6.81
6 2 2 0.59 3.77 3.42 9.06 6.81
6 2 2 0.62 4.25 3.69 13.09 11.87
6 2 2 0.62 4.26 3.69 13.24 11.87
6 2 2 0.62 4.26 3.69 13.27 11.87
6 2 2 0.62 4.25 3.69 13.01 11.87
6 2 2 0.62 4.25 3.69 13.06 11.87
6 2 2 0.62 4.25 3.66 14.05 11.87
6 2 2 0.69 5.70 4.40 22.88 21.88
6 2 2 0.69 5.71 4.40 23.01 21.88
6 2 2 0.69 5.70 4.40 22.91 21.88
6 2 2 0.69 5.69 4.40 22.78 21.88
6 2 2 0.69 5.70 4.40 22.89 21.88
6 2 2 0.69 5.70 4.35 23.80 21.88
1 3 3 0.10 2.19 2.27 3.54 0.75
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
1 3 3 0.11 2.32 2.29 1.35 4.57
1 3 3 0.12 2.63 2.33 11.37 15.18
2 3 3 0.19 2.50 2.52 0.63 1.00
2 3 3 0.19 2.50 2.52 0.61 1.00
2 3 3 0.20 2.67 2.55 4.23 0.89
2 3 3 0.20 2.67 2.55 4.35 0.89
2 3 3 0.22 3.08 2.64 14.28 0.62
2 3 3 0.22 3.08 2.64 14.41 0.62
3 3 3 0.31 2.89 2.81 2.95 2.76
3 3 3 0.31 2.89 2.81 2.87 2.76
3 3 3 0.31 2.89 2.81 2.87 2.76
3 3 3 0.33 3.12 2.87 8.10 7.97
3 3 3 0.33 3.12 2.87 7.99 7.97
3 3 3 0.33 3.12 2.87 8.08 7.97
3 3 3 0.37 3.69 3.02 18.30 18.31
3 3 3 0.37 3.69 3.02 18.25 18.31
3 3 3 0.37 3.69 3.02 18.29 18.31
4 3 3 0.44 3.41 3.16 7.31 4.52
4 3 3 0.44 3.42 3.16 7.40 4.52
4 3 3 0.44 3.42 3.16 7.44 4.52
4 3 3 0.44 3.42 3.16 7.38 4.52
4 3 3 0.47 3.72 3.26 12.47 9.67
4 3 3 0.47 3.73 3.26 12.63 9.67
4 3 3 0.47 3.73 3.26 12.52 9.67
4 3 3 0.47 3.73 3.26 12.69 9.67
4 3 3 0.52 4.55 3.51 22.85 19.88
4 3 3 0.52 4.55 3.51 22.92 19.88
4 3 3 0.52 4.55 3.51 22.86 19.88
4 3 3 0.52 4.55 3.51 22.84 19.88
5 3 3 0.51 4.13 3.62 12.28 6.28
5 3 3 0.51 4.14 3.62 12.40 6.28
5 3 3 0.51 4.14 3.62 12.52 6.28
5 3 3 0.51 4.13 3.62 12.23 6.28
5 3 3 0.51 4.14 3.62 12.39 6.28
5 3 3 0.54 4.60 3.78 17.73 11.37
5 3 3 0.54 4.61 3.78 18.00 11.37
5 3 3 0.54 4.60 3.78 17.86 11.37
5 3 3 0.54 4.60 3.78 17.75 11.37
5 3 3 0.54 4.60 3.78 17.85 11.37
5 3 3 0.60 5.93 4.22 28.74 21.44
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
5 3 3 0.60 5.92 4.22 28.71 21.44
5 3 3 0.60 5.93 4.22 28.76 21.44
5 3 3 0.60 5.93 4.22 28.79 21.44
5 3 3 0.60 5.94 4.22 28.90 21.44
6 3 3 0.59 4.60 3.91 14.86 8.58
6 3 3 0.59 4.60 3.91 14.92 8.58
6 3 3 0.59 4.60 3.91 14.87 8.58
6 3 3 0.59 4.61 3.91 15.03 8.58
6 3 3 0.59 4.61 3.91 15.02 8.58
6 3 3 0.59 4.61 3.79 17.79 8.58
6 3 3 0.62 5.19 4.12 20.62 13.64
6 3 3 0.62 5.19 4.12 20.56 13.64
6 3 3 0.62 5.19 4.12 20.52 13.64
6 3 3 0.62 5.17 4.12 20.34 13.64
6 3 3 0.62 5.19 4.12 20.60 13.64
6 3 3 0.62 5.19 3.98 23.32 13.64
6 3 3 0.69 6.94 4.73 31.89 23.65
6 3 3 0.69 6.94 4.73 31.87 23.65
6 3 3 0.69 6.93 4.73 31.76 23.65
6 3 3 0.69 6.95 4.73 31.96 23.65
6 3 3 0.69 6.94 4.73 31.90 23.65
6 3 3 0.69 6.94 4.54 34.55 23.65
1 3 2 0.07 1.84 1.69 7.89 2.24
1 3 2 0.07 1.94 1.70 12.37 7.58
1 3 2 0.08 2.19 1.72 21.53 18.24
2 3 2 0.13 1.99 1.82 8.66 4.36
2 3 2 0.13 2.00 1.82 8.75 4.36
2 3 2 0.13 2.13 1.84 13.55 4.28
2 3 2 0.13 2.12 1.84 13.40 4.28
2 3 2 0.15 2.42 1.88 22.41 4.10
2 3 2 0.15 2.42 1.88 22.48 4.10
3 3 2 0.21 2.19 1.97 9.79 6.48
3 3 2 0.21 2.19 1.97 9.82 6.48
3 3 2 0.21 2.19 1.97 10.08 6.48
3 3 2 0.22 2.34 2.00 14.39 11.74
3 3 2 0.22 2.34 2.00 14.40 11.74
3 3 2 0.22 2.33 2.00 14.32 11.74
3 3 2 0.24 2.69 2.07 23.22 22.23
3 3 2 0.24 2.70 2.07 23.37 22.23
3 3 2 0.24 2.69 2.07 23.20 22.23
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
4 3 2 0.30 2.40 2.15 10.70 8.61
4 3 2 0.30 2.41 2.15 10.81 8.61
4 3 2 0.30 2.41 2.15 10.91 8.61
4 3 2 0.30 2.41 2.15 10.88 8.61
4 3 2 0.31 2.58 2.19 15.25 13.83
4 3 2 0.31 2.59 2.19 15.54 13.83
4 3 2 0.31 2.58 2.19 15.21 13.83
4 3 2 0.31 2.58 2.19 15.11 13.83
4 3 2 0.35 3.04 2.30 24.28 24.22
4 3 2 0.35 3.04 2.30 24.28 24.22
4 3 2 0.35 3.04 2.30 24.24 24.22
4 3 2 0.35 3.03 2.30 24.12 24.22
5 3 2 0.34 2.66 2.36 11.47 10.73
5 3 2 0.34 2.66 2.36 11.46 10.73
5 3 2 0.34 2.66 2.36 11.48 10.73
5 3 2 0.34 2.67 2.36 11.61 10.73
5 3 2 0.34 2.66 2.36 11.53 10.73
5 3 2 0.36 2.89 2.42 16.13 15.91
5 3 2 0.36 2.90 2.42 16.35 15.91
5 3 2 0.36 2.89 2.42 16.05 15.91
5 3 2 0.36 2.89 2.42 16.32 15.91
5 3 2 0.36 2.89 2.42 16.17 15.91
5 3 2 0.40 3.45 2.59 24.98 26.21
5 3 2 0.40 3.47 2.59 25.30 26.21
5 3 2 0.40 3.46 2.59 25.12 26.21
5 3 2 0.40 3.47 2.59 25.30 26.21
5 3 2 0.40 3.47 2.59 25.37 26.21
6 3 2 0.39 2.81 2.48 11.78 13.22
6 3 2 0.39 2.82 2.48 12.05 13.22
6 3 2 0.39 2.82 2.48 12.00 13.22
6 3 2 0.39 2.82 2.48 12.16 13.22
6 3 2 0.39 2.82 2.48 12.02 13.22
6 3 2 0.39 2.82 2.45 12.90 13.22
6 3 2 0.41 3.07 2.56 16.72 18.38
6 3 2 0.41 3.07 2.56 16.72 18.38
6 3 2 0.41 3.07 2.56 16.59 18.38
6 3 2 0.41 3.07 2.56 16.61 18.38
6 3 2 0.41 3.07 2.56 16.73 18.38
6 3 2 0.41 3.08 2.53 17.81 18.38
6 3 2 0.46 3.72 2.76 25.81 28.64
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
6 3 2 0.46 3.72 2.76 25.76 28.64
6 3 2 0.46 3.72 2.76 25.68 28.64
6 3 2 0.46 3.73 2.76 25.92 28.64
6 3 2 0.46 3.72 2.76 25.75 28.64
6 3 2 0.46 3.73 2.73 26.69 28.64
1 4 4 0.10 2.53 2.63 4.24 1.02
1 4 4 0.11 2.68 2.66 1.01 6.34
1 4 4 0.12 3.04 2.71 10.94 16.96
2 4 4 0.19 2.88 2.92 1.33 2.78
2 4 4 0.19 2.88 2.92 1.09 2.78
2 4 4 0.20 3.07 2.96 3.77 2.66
2 4 4 0.20 3.08 2.96 3.91 2.66
2 4 4 0.22 3.56 3.05 14.07 2.39
2 4 4 0.22 3.55 3.05 14.05 2.39
3 4 4 0.31 3.32 3.24 2.47 4.53
3 4 4 0.31 3.32 3.24 2.36 4.53
3 4 4 0.31 3.33 3.24 2.68 4.53
3 4 4 0.33 3.58 3.31 7.75 9.74
3 4 4 0.33 3.58 3.31 7.62 9.74
3 4 4 0.33 3.57 3.31 7.53 9.74
3 4 4 0.37 4.25 3.47 18.31 20.08
3 4 4 0.37 4.24 3.47 18.20 20.08
3 4 4 0.37 4.25 3.47 18.35 20.08
4 4 4 0.44 3.90 3.63 7.10 6.29
4 4 4 0.44 3.91 3.63 7.18 6.29
4 4 4 0.44 3.91 3.63 7.18 6.29
4 4 4 0.44 3.91 3.63 7.18 6.29
4 4 4 0.47 4.27 3.73 12.51 11.44
4 4 4 0.47 4.27 3.73 12.59 11.44
4 4 4 0.47 4.27 3.73 12.56 11.44
4 4 4 0.47 4.27 3.73 12.59 11.44
4 4 4 0.52 5.21 4.01 23.15 21.65
4 4 4 0.52 5.22 4.01 23.26 21.65
4 4 4 0.52 5.22 4.01 23.28 21.65
4 4 4 0.52 5.23 4.01 23.48 21.65
5 4 4 0.51 4.72 4.12 12.74 8.05
5 4 4 0.51 4.72 4.12 12.76 8.05
5 4 4 0.51 4.72 4.12 12.81 8.05
5 4 4 0.51 4.72 4.12 12.72 8.05
5 4 4 0.51 4.73 4.12 12.84 8.05
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
5 4 4 0.54 5.26 4.29 18.40 13.14
5 4 4 0.54 5.26 4.29 18.39 13.14
5 4 4 0.54 5.26 4.29 18.44 13.14
5 4 4 0.54 5.26 4.29 18.39 13.14
5 4 4 0.54 5.26 4.29 18.46 13.14
5 4 4 0.60 6.73 4.76 29.30 23.21
5 4 4 0.60 6.73 4.76 29.31 23.21
5 4 4 0.60 6.74 4.76 29.41 23.21
5 4 4 0.60 6.74 4.76 29.36 23.21
5 4 4 0.60 6.73 4.76 29.29 23.21
6 4 4 0.59 5.25 4.43 15.74 10.36
6 4 4 0.59 5.25 4.43 15.78 10.36
6 4 4 0.59 5.26 4.43 15.83 10.36
6 4 4 0.59 5.26 4.43 15.93 10.36
6 4 4 0.59 5.24 4.43 15.58 10.36
6 4 4 0.59 5.25 4.27 18.50 10.36
6 4 4 0.62 5.89 4.65 21.09 15.41
6 4 4 0.62 5.89 4.65 21.11 15.41
6 4 4 0.62 5.90 4.65 21.19 15.41
6 4 4 0.62 5.90 4.65 21.22 15.41
6 4 4 0.62 5.90 4.65 21.19 15.41
6 4 4 0.62 5.91 4.48 24.23 15.41
6 4 4 0.69 7.89 5.28 33.06 25.42
6 4 4 0.69 7.87 5.28 32.88 25.42
6 4 4 0.69 7.89 5.28 33.04 25.42
6 4 4 0.69 7.88 5.28 32.93 25.42
6 4 4 0.69 7.89 5.28 33.06 25.42
6 4 4 0.69 7.86 5.06 35.69 25.42
1 4 2 0.05 1.77 1.66 5.79 6.82
1 4 2 0.05 1.86 1.67 10.43 12.16
1 4 2 0.06 2.10 1.68 19.70 22.85
2 4 2 0.10 1.88 1.76 6.56 9.12
2 4 2 0.10 1.88 1.76 6.70 9.12
2 4 2 0.10 1.99 1.77 11.32 9.06
2 4 2 0.10 2.00 1.77 11.54 9.06
2 4 2 0.11 2.26 1.80 20.56 8.93
2 4 2 0.11 2.26 1.80 20.55 8.93
3 4 2 0.16 2.01 1.86 7.72 11.43
3 4 2 0.16 2.01 1.86 7.51 11.43
3 4 2 0.16 2.01 1.86 7.50 11.43
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
3 4 2 0.16 2.13 1.88 12.09 16.72
3 4 2 0.16 2.13 1.88 11.83 16.72
3 4 2 0.16 2.13 1.88 11.89 16.72
3 4 2 0.18 2.44 1.92 21.34 27.27
3 4 2 0.18 2.44 1.92 21.22 27.27
3 4 2 0.18 2.45 1.92 21.36 27.27
4 4 2 0.22 2.15 1.97 8.37 13.73
4 4 2 0.22 2.15 1.97 8.40 13.73
4 4 2 0.22 2.15 1.97 8.49 13.73
4 4 2 0.22 2.15 1.97 8.46 13.73
4 4 2 0.23 2.29 2.00 12.86 18.99
4 4 2 0.23 2.30 2.00 12.92 18.99
4 4 2 0.23 2.29 2.00 12.81 18.99
4 4 2 0.23 2.30 2.00 12.98 18.99
4 4 2 0.26 2.66 2.07 22.16 29.48
4 4 2 0.26 2.66 2.07 22.32 29.48
4 4 2 0.26 2.66 2.07 22.11 29.48
4 4 2 0.26 2.66 2.07 22.19 29.48
5 4 2 0.26 2.32 2.10 9.31 16.04
5 4 2 0.26 2.31 2.10 9.21 16.04
5 4 2 0.26 2.32 2.10 9.32 16.04
5 4 2 0.26 2.32 2.10 9.33 16.04
5 4 2 0.26 2.32 2.10 9.30 16.04
5 4 2 0.27 2.48 2.14 13.65 21.27
5 4 2 0.27 2.47 2.14 13.49 21.27
5 4 2 0.27 2.47 2.14 13.47 21.27
5 4 2 0.27 2.48 2.14 13.65 21.27
5 4 2 0.27 2.47 2.14 13.51 21.27
5 4 2 0.30 2.91 2.24 23.12 31.68
5 4 2 0.30 2.91 2.24 23.01 31.68
5 4 2 0.30 2.90 2.24 22.98 31.68
5 4 2 0.30 2.90 2.24 22.92 31.68
5 4 2 0.30 2.90 2.24 22.93 31.68
6 4 2 0.30 2.40 2.17 9.49 18.62
6 4 2 0.30 2.41 2.17 9.71 18.62
6 4 2 0.30 2.40 2.17 9.51 18.62
6 4 2 0.30 2.40 2.17 9.40 18.62
6 4 2 0.30 2.41 2.17 9.73 18.62
6 4 2 0.30 2.40 2.15 10.42 18.62
6 4 2 0.31 2.59 2.22 14.30 23.84
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
6 4 2 0.31 2.58 2.22 14.19 23.84
6 4 2 0.31 2.58 2.22 14.12 23.84
6 4 2 0.31 2.58 2.22 14.22 23.84
6 4 2 0.31 2.58 2.22 14.20 23.84
6 4 2 0.31 2.58 2.19 14.99 23.84
6 4 2 0.35 3.05 2.33 23.63 34.22
6 4 2 0.35 3.05 2.33 23.48 34.22
6 4 2 0.35 3.04 2.33 23.28 34.22
6 4 2 0.35 3.05 2.33 23.59 34.22
6 4 2 0.35 3.05 2.33 23.56 34.22
6 4 2 0.35 3.05 2.31 24.41 34.22
1 4 3 0.08 2.41 2.21 8.17 3.92
1 4 3 0.08 2.56 2.23 12.95 9.25
1 4 3 0.09 2.88 2.26 21.37 19.90
2 4 3 0.14 2.64 2.39 9.45 5.95
2 4 3 0.14 2.64 2.39 9.69 5.95
2 4 3 0.15 2.81 2.41 14.17 5.86
2 4 3 0.15 2.80 2.41 13.82 5.86
2 4 3 0.17 3.22 2.48 23.09 5.66
2 4 3 0.17 3.21 2.48 22.83 5.66
3 4 3 0.23 2.91 2.58 11.21 7.98
3 4 3 0.23 2.92 2.58 11.43 7.98
3 4 3 0.23 2.92 2.58 11.41 7.98
3 4 3 0.25 3.12 2.63 15.92 13.23
3 4 3 0.25 3.12 2.63 15.98 13.23
3 4 3 0.25 3.13 2.63 15.99 13.23
3 4 3 0.27 3.63 2.73 24.86 23.68
3 4 3 0.27 3.63 2.73 24.98 23.68
3 4 3 0.27 3.63 2.73 25.02 23.68
4 4 3 0.33 3.25 2.81 13.54 10.01
4 4 3 0.33 3.24 2.81 13.46 10.01
4 4 3 0.33 3.25 2.81 13.62 10.01
4 4 3 0.33 3.25 2.81 13.69 10.01
4 4 3 0.35 3.50 2.87 18.06 15.22
4 4 3 0.35 3.51 2.87 18.41 15.22
4 4 3 0.35 3.50 2.87 18.10 15.22
4 4 3 0.35 3.50 2.87 18.14 15.22
4 4 3 0.39 4.16 3.02 27.49 25.56
4 4 3 0.39 4.16 3.02 27.44 25.56
4 4 3 0.39 4.16 3.02 27.56 25.56
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Prod. Server Subtasks Net Traffic Anal. Sim. Error Predicted
Intensity Flow T. Flow T. sim-anal (%) Error (%)
4 4 3 0.39 4.16 3.02 27.51 25.56
5 4 3 0.38 3.66 3.07 16.14 12.04
5 4 3 0.38 3.66 3.07 16.15 12.04
5 4 3 0.38 3.67 3.07 16.38 12.04
5 4 3 0.38 3.66 3.07 16.32 12.04
5 4 3 0.38 3.66 3.07 16.15 12.04
5 4 3 0.40 3.98 3.15 20.84 17.20
5 4 3 0.40 3.98 3.15 20.86 17.20
5 4 3 0.40 3.98 3.15 20.88 17.20
5 4 3 0.40 3.98 3.15 20.87 17.20
5 4 3 0.40 3.98 3.15 20.82 17.20
5 4 3 0.45 4.85 3.37 30.47 27.45
5 4 3 0.45 4.85 3.37 30.41 27.45
5 4 3 0.45 4.84 3.37 30.31 27.45
5 4 3 0.45 4.85 3.37 30.43 27.45
5 4 3 0.45 4.85 3.37 30.51 27.45
6 4 3 0.44 3.90 3.21 17.56 14.49
6 4 3 0.44 3.89 3.21 17.42 14.49
6 4 3 0.44 3.91 3.21 17.70 14.49
6 4 3 0.44 3.90 3.21 17.65 14.49
6 4 3 0.44 3.90 3.21 17.66 14.49
6 4 3 0.44 3.91 3.12 20.15 14.49
6 4 3 0.47 4.27 3.32 22.39 19.63
6 4 3 0.47 4.27 3.32 22.37 19.63
6 4 3 0.47 4.26 3.32 22.24 19.63
6 4 3 0.47 4.27 3.32 22.29 19.63
6 4 3 0.47 4.27 3.32 22.34 19.63
6 4 3 0.47 4.27 3.21 24.77 19.63
6 4 3 0.52 5.27 3.58 32.00 29.82
6 4 3 0.52 5.26 3.58 31.84 29.82
6 4 3 0.52 5.27 3.58 32.00 29.82
6 4 3 0.52 5.27 3.58 31.94 29.82
6 4 3 0.52 5.27 3.58 31.96 29.82
6 4 3 0.52 5.26 3.46 34.29 29.82
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APPENDIX G
Flow time error using correction factors for three product instances
Prod # Ca Cs Analitical Sim. Error Adj.
Anali.
Adj Error
Flow T. Flow T. (%) Flow T. (%)
1 0.5 0.5 33.08 31.35 5.53 33.44 6.67
2 0.5 0.5 13.04 12.13 7.50 13.26 9.39
3 0.5 0.5 12.88 11.98 7.52 13.11 9.43
1 0.5 0.5 33.44 31.98 4.57 32.65 2.11
2 0.5 0.5 14.80 13.31 11.21 14.46 8.66
3 0.5 0.5 13.64 12.59 8.28 13.30 5.59
1 0.5 0.5 40.55 37.62 7.81 38.52 2.42
2 0.5 0.5 21.94 18.77 16.88 19.89 5.96
3 0.5 0.5 22.25 18.81 18.25 20.20 7.35
1 0.5 0.5 30.45 26.41 15.30 27.83 5.39
2 0.5 0.5 20.37 16.39 24.34 17.92 9.35
3 0.5 0.5 18.96 15.30 23.90 16.50 7.85
1 0.5 1 38.98 36.59 6.52 39.14 6.97
2 0.5 1 16.22 14.69 10.45 16.43 11.88
3 0.5 1 16.06 14.51 10.70 16.27 12.15
1 0.5 1 37.92 36.17 4.83 36.56 1.08
2 0.5 1 17.65 15.69 12.50 17.06 8.75
3 0.5 1 16.49 15.03 9.72 15.90 5.80
1 0.5 1 47.57 43.43 9.53 44.30 1.99
2 0.5 1 27.52 23.06 19.34 24.40 5.83
3 0.5 1 27.82 23.05 20.68 24.70 7.16
1 0.5 1 37.07 31.18 18.89 33.07 6.08
2 0.5 1 25.64 19.81 29.44 22.02 11.15
3 0.5 1 24.22 18.79 28.93 20.60 9.66
1 1 1.5 19.86 18.40 7.96 18.88 2.62
2 1 1.5 8.00 7.93 0.84 7.72 2.65
3 1 1.5 7.92 7.86 0.80 7.64 2.73
1 1 2 22.57 23.66 4.60 21.05 11.01
2 1 2 10.24 10.37 1.32 9.52 8.19
3 1 2 9.65 9.99 3.41 8.94 10.54
1 1 2 29.66 28.89 2.64 26.28 9.04
2 1 2 18.08 16.36 10.49 15.08 7.86
3 1 2 18.23 16.34 11.56 15.23 6.82
1 1 1.5 20.61 18.70 10.20 17.62 5.80
2 1 1.5 14.63 12.25 19.47 11.98 2.19
3 1 1.5 13.93 11.64 19.67 11.27 3.13
1 1 0.5 19.75 16.92 16.75 19.26 13.81
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Flow time error using correction factors for three product instances
Prod # Ca Cs Analitical Sim. Error Adj.
Anali.
Adj Error
Flow T. Flow T. (%) Flow T. (%)
2 1 0.5 7.21 6.54 10.28 7.16 9.48
3 1 0.5 7.13 6.46 10.45 7.08 9.64
1 1 0.5 18.08 17.28 4.67 17.39 0.69
2 1 0.5 7.77 7.11 9.29 7.50 5.46
3 1 0.5 7.18 6.72 6.96 6.91 2.92
1 1 0.5 22.08 20.32 8.68 20.56 1.19
2 1 0.5 11.82 10.34 14.33 10.52 1.76
3 1 0.5 11.97 10.33 15.83 10.67 3.25
1 1 0.5 15.98 14.42 10.82 14.43 0.07
2 1 0.5 10.80 9.28 16.31 9.36 0.84
3 1 0.5 10.09 8.65 16.69 8.65 0.08
1 1.5 1 17.96 17.65 1.78 17.13 2.90
2 1.5 1 7.56 7.35 2.94 7.28 0.92
3 1.5 1 7.48 7.26 3.14 7.20 0.77
1 2 1 21.69 20.78 4.42 20.28 2.38
2 2 1 9.30 8.50 9.36 8.70 2.29
3 2 1 8.71 8.09 7.70 8.11 0.27
1 1.5 1 26.25 23.88 9.89 23.57 1.30
2 1.5 1 14.88 12.79 16.30 12.65 1.15
3 1.5 1 15.03 12.80 17.42 12.80 0.03
1 1.5 1 19.00 18.52 2.62 16.42 11.32
2 1.5 1 13.40 12.22 9.65 11.09 9.29
3 1.5 1 12.70 11.50 10.43 10.38 9.72
Flow time error using correction factors for four product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
1 0.5 0.5 44.35 37.65 17.79 40.27 6.97
2 0.5 0.5 13.99 12.60 11.01 13.90 10.31
3 0.5 0.5 13.83 12.46 11.06 13.75 10.35
4 0.5 0.5 33.95 27.69 22.60 29.27 5.69
1 0.5 0.5 47.73 39.19 21.79 40.90 4.36
2 0.5 0.5 17.13 14.67 16.75 16.03 9.24
3 0.5 0.5 15.96 14.07 13.43 14.86 5.60
4 0.5 0.5 46.29 38.81 19.27 39.45 1.66
1 0.5 0.5 46.75 40.57 15.23 42.66 5.15
2 0.5 0.5 23.10 19.82 16.59 20.64 4.14
3 0.5 0.5 23.41 19.84 18.01 20.94 5.58
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Flow time error using correction factors for four product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
4 0.5 0.5 21.07 19.28 9.29 20.12 4.36
1 0.5 0.5 35.37 30.25 16.90 30.88 2.08
2 0.5 0.5 20.91 17.11 22.26 18.25 6.71
3 0.5 0.5 19.50 16.00 21.88 16.84 5.25
4 0.5 0.5 19.23 18.45 4.22 18.31 0.77
1 0.5 1 57.26 47.20 21.31 50.66 7.33
2 0.5 1 17.60 15.54 13.26 17.35 11.66
3 0.5 1 17.44 15.42 13.12 17.19 11.51
4 0.5 1 43.19 34.89 23.77 36.03 3.26
1 0.5 1 59.76 48.72 22.65 49.25 1.09
2 0.5 1 21.88 18.31 19.49 20.02 9.35
3 0.5 1 20.71 17.77 16.57 18.86 6.12
4 0.5 1 58.32 48.45 20.37 47.81 1.32
1 0.5 1 57.01 48.04 18.67 50.72 5.58
2 0.5 1 30.03 24.77 21.26 26.18 5.71
3 0.5 1 30.33 24.78 22.41 26.48 6.88
4 0.5 1 26.54 23.25 14.18 24.92 7.19
1 0.5 1 46.14 37.20 24.03 38.92 4.62
2 0.5 1 27.02 21.03 28.49 23.06 9.66
3 0.5 1 25.61 20.00 28.04 21.65 8.24
4 0.5 1 24.30 22.22 9.36 22.69 2.08
1 1 1.5 31.89 25.86 23.29 25.35 1.96
2 1 1.5 9.12 8.60 6.05 8.37 2.65
3 1 1.5 9.04 8.52 6.07 8.29 2.70
4 1 1.5 25.63 19.84 29.15 19.25 3.00
1 1 2 40.31 36.32 10.96 30.74 15.38
2 1 2 13.48 12.92 4.36 11.51 10.92
3 1 2 12.90 12.59 2.44 10.92 13.24
4 1 2 39.58 36.05 9.79 30.01 16.75
1 1 2 35.11 33.24 5.61 29.53 11.18
2 1 2 19.63 17.83 10.10 15.81 11.31
3 1 2 19.78 17.82 10.98 15.96 10.44
4 1 2 16.15 15.85 1.89 14.27 9.95
1 1 1.5 26.24 23.08 13.70 20.84 9.72
2 1 1.5 14.89 12.81 16.20 11.92 7.01
3 1 1.5 14.18 12.20 16.24 11.21 8.13
4 1 1.5 13.80 13.36 3.27 11.92 10.76
1 1 0.5 26.27 20.96 25.36 22.81 8.84
2 1 0.5 7.97 6.82 16.94 7.63 11.92
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Flow time error using correction factors for four product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
3 1 0.5 7.89 6.73 17.25 7.55 12.17
4 1 0.5 20.12 15.68 28.33 16.48 5.10
1 1 0.5 25.61 21.89 17.01 21.52 1.67
2 1 0.5 9.17 7.88 16.36 8.45 7.19
3 1 0.5 8.59 7.55 13.74 7.86 4.17
4 1 0.5 24.89 21.57 15.42 20.80 3.54
1 1 0.5 24.27 22.06 10.03 21.96 0.45
2 1 0.5 12.51 10.92 14.58 10.96 0.40
3 1 0.5 12.66 10.95 15.64 11.12 1.50
4 1 0.5 11.22 10.58 6.04 10.56 0.23
1 1 0.5 18.72 16.84 11.14 16.14 4.16
2 1 0.5 11.17 9.68 15.32 9.61 0.75
3 1 0.5 10.46 9.06 15.51 8.90 1.68
4 1 0.5 11.24 10.37 8.35 10.27 1.03
1 1.5 1 27.75 24.22 14.56 22.38 7.59
2 1.5 1 8.61 7.84 9.88 7.89 0.65
3 1.5 1 8.53 7.77 9.84 7.81 0.54
4 1.5 1 22.55 18.89 19.34 17.29 8.47
1 2 1 34.19 29.56 15.65 26.86 9.12
2 2 1 11.78 9.94 18.55 10.30 3.67
3 2 1 11.20 9.56 17.13 9.72 1.66
4 2 1 33.46 29.18 14.68 26.14 10.42
1 1.5 1 29.13 26.59 9.55 25.25 5.04
2 1.5 1 16.00 13.59 17.76 13.26 2.40
3 1.5 1 16.15 13.57 19.05 13.41 1.13
4 1.5 1 13.67 12.53 9.08 12.32 1.66
1 1.5 1 23.57 22.59 4.35 19.12 15.35
2 1.5 1 13.86 12.94 7.11 11.29 12.73
3 1.5 1 13.15 12.23 7.52 10.59 13.46
4 1.5 1 13.86 13.67 1.38 11.96 12.49
Flow time error using correction factors for five product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
1 0.5 0.5 48.30 39.95 20.90 42.88 7.31
2 0.5 0.5 18.46 14.90 23.91 16.74 12.35
3 0.5 0.5 18.31 14.76 24.00 16.58 12.33
4 0.5 0.5 36.00 28.55 26.12 30.15 5.61
5 0.5 0.5 18.17 14.65 23.99 16.44 12.24
234
Flow time error using correction factors for five product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
1 0.5 0.5 53.32 41.97 27.04 43.68 4.09
2 0.5 0.5 22.63 17.36 30.31 19.13 10.15
3 0.5 0.5 21.46 16.90 26.98 17.96 6.27
4 0.5 0.5 51.87 41.69 24.42 42.24 1.32
5 0.5 0.5 22.45 17.10 31.28 18.95 10.81
1 0.5 0.5 61.57 46.59 32.15 48.94 5.03
2 0.5 0.5 37.58 26.32 42.81 26.91 2.25
3 0.5 0.5 37.88 26.32 43.95 27.21 3.39
4 0.5 0.5 23.10 20.50 12.66 21.67 5.70
5 0.5 0.5 37.58 26.33 42.75 26.91 2.20
1 0.5 0.5 47.17 35.36 33.39 35.72 1.00
2 0.5 0.5 33.30 22.01 51.29 23.47 6.63
3 0.5 0.5 31.89 20.99 51.93 22.06 5.09
4 0.5 0.5 20.18 19.37 4.19 19.39 0.14
5 0.5 0.5 31.86 21.06 51.29 22.03 4.60
1 0.5 1 64.95 51.11 27.09 55.75 9.08
2 0.5 1 25.10 19.58 28.20 22.48 14.80
3 0.5 1 24.95 19.43 28.39 22.32 14.88
4 0.5 1 46.79 36.12 29.55 37.53 3.92
5 0.5 1 24.81 19.33 28.33 22.18 14.75
1 0.5 1 70.00 53.49 30.85 54.65 2.16
2 0.5 1 31.86 23.09 38.00 25.83 11.89
3 0.5 1 30.69 22.69 35.26 24.66 8.70
4 0.5 1 68.55 53.25 28.73 53.20 0.10
5 0.5 1 31.68 22.87 38.54 25.65 12.18
1 0.5 1 81.32 58.16 39.83 61.74 6.16
2 0.5 1 54.85 35.40 54.96 37.44 5.76
3 0.5 1 55.16 35.47 55.52 37.74 6.42
4 0.5 1 30.80 25.79 19.40 28.27 9.60
5 0.5 1 54.85 35.39 55.00 37.44 5.79
1 0.5 1 66.93 45.61 46.73 48.21 5.70
2 0.5 1 46.99 29.03 61.84 32.00 10.21
3 0.5 1 45.57 28.15 61.87 30.58 8.62
4 0.5 1 26.51 23.91 10.90 25.08 4.92
5 0.5 1 45.54 28.21 61.43 30.55 8.29
1 1 1.5 36.43 28.32 28.66 27.52 2.80
2 1 1.5 13.37 11.07 20.82 10.67 3.59
3 1 1.5 13.30 10.98 21.10 10.59 3.51
4 1 1.5 28.28 20.91 35.26 20.16 3.57
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Flow time error using correction factors for five product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
5 1 1.5 13.23 10.91 21.19 10.52 3.57
1 1 2 48.46 40.75 18.91 34.41 15.55
2 1 2 21.37 17.42 22.71 15.47 11.21
3 1 2 20.79 17.18 21.04 14.88 13.35
4 1 2 47.74 40.58 17.64 33.69 16.98
5 1 2 21.29 17.26 23.32 15.38 10.90
1 1 2 55.01 42.92 28.15 37.78 11.98
2 1 2 41.24 27.99 47.34 24.73 11.63
3 1 2 41.39 27.96 48.04 24.89 10.99
4 1 2 18.76 18.01 4.12 15.81 12.24
5 1 2 41.24 27.99 47.33 24.73 11.63
1 1 1.5 40.49 29.28 38.30 26.35 10.01
2 1 1.5 28.33 18.72 51.32 17.16 8.33
3 1 1.5 27.62 18.14 52.24 16.45 9.31
4 1 1.5 14.05 14.16 0.79 12.12 14.43
5 1 1.5 27.60 18.17 51.89 16.44 9.55
1 1 0.5 28.76 22.40 28.36 24.37 8.79
2 1 0.5 10.78 8.26 30.62 9.37 13.52
3 1 0.5 10.71 8.17 30.99 9.29 13.71
4 1 0.5 21.38 16.31 31.09 16.96 3.96
5 1 0.5 10.64 8.11 31.21 9.22 13.79
1 1 0.5 28.58 23.50 21.59 23.04 1.97
2 1 0.5 12.19 9.49 28.52 10.18 7.27
3 1 0.5 11.61 9.22 25.83 9.59 3.98
4 1 0.5 27.86 23.26 19.78 22.32 4.03
5 1 0.5 12.10 9.35 29.48 10.09 7.92
1 1 0.5 32.28 25.94 24.42 25.40 2.10
2 1 0.5 20.80 15.07 38.04 14.58 3.28
3 1 0.5 20.95 15.09 38.90 14.73 2.37
4 1 0.5 12.42 11.31 9.80 11.48 1.52
5 1 0.5 20.80 15.06 38.14 14.58 3.21
1 1 0.5 25.82 20.21 27.72 19.13 5.36
2 1 0.5 18.51 12.97 42.65 12.76 1.63
3 1 0.5 17.80 12.39 43.69 12.05 2.69
4 1 0.5 11.85 10.99 7.79 10.93 0.57
5 1 0.5 17.79 12.42 43.15 12.04 3.09
1 1.5 1 31.36 26.11 20.08 24.22 7.27
2 1.5 1 12.35 9.81 25.97 9.98 1.75
3 1.5 1 12.27 9.70 26.50 9.90 2.02
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Flow time error using correction factors for five product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
4 1.5 1 24.59 19.80 24.16 17.98 9.19
5 1.5 1 12.20 9.64 26.58 9.83 1.94
1 2 1 39.26 32.45 20.98 29.31 9.69
2 2 1 17.01 12.79 32.98 13.11 2.49
3 2 1 16.42 12.50 31.41 12.52 0.21
4 2 1 38.54 32.10 20.07 28.59 10.94
5 2 1 16.92 12.60 34.23 13.02 3.30
1 1.5 1 41.82 33.03 26.63 30.58 7.42
2 1.5 1 29.93 20.34 47.17 19.14 5.89
3 1.5 1 30.08 20.32 48.01 19.29 5.09
4 1.5 1 15.55 13.66 13.82 13.60 0.47
5 1.5 1 29.93 20.31 47.34 19.14 5.79
1 1.5 1 35.50 28.35 25.21 23.94 15.56
2 1.5 1 25.54 18.52 37.89 16.12 12.99
3 1.5 1 24.83 17.88 38.89 15.41 13.82
4 1.5 1 14.48 14.70 1.48 12.57 14.49
5 1.5 1 24.82 17.91 38.61 15.40 14.02
Flow time error using correction factors for six product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
1 0.5 0.5 56.27 44.58 26.21 47.37 6.24
2 0.5 0.5 20.02 15.36 30.30 17.53 14.09
3 0.5 0.5 19.86 15.24 30.29 17.37 13.96
4 0.5 0.5 43.84 33.54 30.71 34.18 1.91
5 0.5 0.5 19.72 15.09 30.65 17.23 14.15
6 0.5 0.5 30.65 25.21 21.61 26.89 6.66
1 0.5 0.5 59.28 45.07 31.53 47.19 4.71
2 0.5 0.5 27.57 20.11 37.06 22.10 9.88
3 0.5 0.5 26.40 19.70 34.01 20.93 6.25
4 0.5 0.5 57.83 44.83 29.01 45.74 2.04
5 0.5 0.5 27.39 19.84 38.03 21.92 10.48
6 0.5 0.5 22.82 19.97 14.27 20.20 1.13
1 0.5 0.5 73.34 52.76 39.00 55.31 4.83
2 0.5 0.5 41.58 28.93 43.72 29.70 2.64
3 0.5 0.5 41.89 28.95 44.68 30.00 3.62
4 0.5 0.5 34.50 26.59 29.74 27.98 5.20
5 0.5 0.5 41.58 28.95 43.64 29.70 2.58
6 0.5 0.5 35.22 26.53 32.76 28.85 8.73
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Flow time error using correction factors for six product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
1 0.5 0.5 55.93 41.20 35.76 40.75 1.09
2 0.5 0.5 34.81 23.87 45.82 25.23 5.69
3 0.5 0.5 33.39 22.93 45.62 23.81 3.84
4 0.5 0.5 29.94 24.71 21.16 25.16 1.82
5 0.5 0.5 33.36 23.00 45.03 23.78 3.39
6 0.5 0.5 27.51 23.57 16.71 22.74 3.56
1 0.5 1 79.38 58.71 35.20 64.04 9.07
2 0.5 1 27.38 20.36 34.45 23.67 16.22
3 0.5 1 27.22 20.22 34.59 23.51 16.24
4 0.5 1 60.76 44.14 37.64 44.92 1.76
5 0.5 1 27.08 20.12 34.58 23.37 16.13
6 0.5 1 44.08 33.27 32.51 36.90 10.92
1 0.5 1 81.50 59.14 37.80 61.66 4.25
2 0.5 1 41.64 28.10 48.17 31.98 13.78
3 0.5 1 40.47 27.72 46.00 30.81 11.13
4 0.5 1 80.05 58.97 35.76 60.21 2.10
5 0.5 1 41.46 27.84 48.94 31.80 14.22
6 0.5 1 34.05 26.73 27.39 28.76 7.60
1 0.5 1 103.95 68.56 51.63 74.30 8.37
2 0.5 1 63.78 40.24 58.53 43.65 8.48
3 0.5 1 64.09 40.26 59.19 43.95 9.17
4 0.5 1 52.61 36.09 45.80 40.63 12.60
5 0.5 1 63.78 40.33 58.14 43.65 8.22
6 0.5 1 54.04 35.99 50.16 42.30 17.53
1 0.5 1 84.44 55.63 51.79 58.46 5.09
2 0.5 1 50.83 32.48 56.51 36.08 11.10
3 0.5 1 49.42 31.58 56.49 34.67 9.79
4 0.5 1 43.10 32.94 30.85 35.37 7.38
5 0.5 1 49.39 31.63 56.15 34.64 9.52
6 0.5 1 40.67 31.87 27.63 32.94 3.37
1 1 1.5 47.32 32.29 46.54 32.04 0.79
2 1 1.5 15.20 11.68 30.16 11.46 1.85
3 1 1.5 15.12 11.62 30.21 11.38 1.98
4 1 1.5 39.12 24.91 57.05 24.53 1.53
5 1 1.5 15.05 11.52 30.64 11.31 1.80
6 1 1.5 25.67 16.28 57.67 16.04 1.51
1 1 2 57.13 45.42 25.78 38.62 14.96
2 1 2 28.89 21.75 32.85 19.07 12.29
3 1 2 28.31 21.52 31.54 18.49 14.08
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Flow time error using correction factors for six product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
4 1 2 56.40 45.32 24.45 37.90 16.38
5 1 2 28.80 21.58 33.48 18.99 12.01
6 1 2 23.50 19.72 19.20 16.89 14.34
1 1 2 72.88 51.66 41.09 45.79 11.36
2 1 2 46.84 31.11 50.57 27.17 12.67
3 1 2 46.99 31.16 50.80 27.32 12.33
4 1 2 36.11 26.74 35.04 23.87 10.73
5 1 2 46.84 31.14 50.40 27.17 12.77
6 1 2 35.96 26.67 34.83 23.72 11.06
1 1 1.5 50.49 35.23 43.33 30.60 13.15
2 1 1.5 28.66 19.76 45.01 17.31 12.42
3 1 1.5 27.95 19.19 45.68 16.60 13.47
4 1 1.5 22.98 19.92 15.35 16.17 18.79
5 1 1.5 27.94 19.24 45.17 16.59 13.81
6 1 1.5 21.76 19.23 13.17 14.96 22.20
1 1 0.5 34.57 25.31 36.59 27.35 8.05
2 1 0.5 11.98 8.53 40.51 9.94 16.53
3 1 0.5 11.91 8.44 41.05 9.86 16.81
4 1 0.5 27.15 19.37 40.13 19.69 1.63
5 1 0.5 11.84 8.38 41.24 9.79 16.83
6 1 0.5 21.00 14.26 47.26 16.29 14.20
1 1 0.5 31.85 25.45 25.12 25.05 1.57
2 1 0.5 15.27 11.11 37.44 12.06 8.58
3 1 0.5 14.68 10.88 34.99 11.48 5.51
4 1 0.5 31.12 25.22 23.41 24.33 3.53
5 1 0.5 15.18 10.98 38.28 11.97 9.07
6 1 0.5 14.15 11.08 27.62 11.86 7.05
1 1 0.5 38.50 29.86 28.95 28.90 3.23
2 1 0.5 23.06 16.75 37.67 16.23 3.15
3 1 0.5 23.21 16.71 38.91 16.38 2.01
4 1 0.5 18.71 15.19 23.20 15.04 0.99
5 1 0.5 23.06 16.73 37.86 16.23 3.01
6 1 0.5 19.16 15.17 26.28 15.56 2.52
1 1 0.5 30.68 24.09 27.35 22.02 8.61
2 1 0.5 19.52 14.21 37.41 13.91 2.06
3 1 0.5 18.81 13.62 38.14 13.21 3.03
4 1 0.5 17.20 14.50 18.63 14.06 3.05
5 1 0.5 18.80 13.66 37.62 13.19 3.43
6 1 0.5 15.99 13.80 15.85 12.84 6.93
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Flow time error using correction factors for six product instances
Prod # Ca Cs Anal. Sim. Error Adj. Anal. Adj Error
Flow T. Flow T. (%) Flow T. (%)
1 1.5 1 52.65 38.07 38.30 31.77 16.55
2 1.5 1 16.60 10.98 51.08 11.58 5.44
3 1.5 1 16.52 10.89 51.61 11.50 5.59
4 1.5 1 45.91 31.79 44.40 25.44 19.98
5 1.5 1 16.45 10.83 51.83 11.43 5.54
6 1.5 1 37.35 22.96 62.71 19.19 16.39
1 2 1 44.83 35.64 25.79 32.41 9.05
2 2 1 22.61 15.48 46.10 16.17 4.45
3 2 1 22.03 15.19 45.05 15.58 2.60
4 2 1 44.11 35.30 24.93 31.69 10.23
5 2 1 22.53 15.31 47.15 16.08 5.03
6 2 1 21.53 14.65 47.02 16.23 10.79
1 1.5 1 52.18 38.72 34.78 35.62 7.99
2 1.5 1 33.45 22.15 51.05 21.09 4.77
3 1.5 1 33.60 22.17 51.55 21.24 4.20
4 1.5 1 26.18 19.38 35.09 18.91 2.42
5 1.5 1 33.45 22.19 50.75 21.09 4.96
6 1.5 1 26.03 19.33 34.66 18.76 2.95
1 1.5 1 43.42 34.78 24.87 27.80 20.06
2 1.5 1 26.50 20.54 29.00 17.05 17.01
3 1.5 1 25.79 19.91 29.57 16.34 17.91
4 1.5 1 22.34 20.74 7.74 16.52 20.35
5 1.5 1 25.78 19.98 28.99 16.33 18.30
6 1.5 1 21.13 19.91 6.10 15.30 23.15
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