It is shown that the action for Hamiltonian equations of motion can be presented in the invariant symplectic form. The main part of the article is devoted to the analysis of variational principle for systems with non-exact symplectic forms.
Introduction
The Hamiltonian mechanics is defined by a smooth function (Hamiltonian) on even-dimensional manifold M 2n equipped with symplectic structure, i.e. closed non-degenerate differential form,
Using Darboux transformation these coordinates may be devided into two groups, x = (q 1 , ..., q n , p 1 , ..., p n ) with q i and p i being generalized coordinates and momenta respectively, but this transformation is not unique and in general can be performed only locally.
The equations of motion are given by the Poisson brackeṫ
which can be regarded as a contraction of the Poisson bivector (dual to ω) with a differential form dH; in local coordinates the bivector is represented by ω µν , the matrix inverse to ω µν . In the case of the standard symplectic structure, i.e.
where E n and O n are the unit and the zero matrices respectively, a simple variational principle exists for these equations of motion [1] :
with the boundary conditions q(t 1 ) = q 1 , q(t 2 ) = q 2 . But the expression (4) does not seem satisfactory from the geometric point of view because this form of action is suitable only in Darboux coordinates and does not use the symplectic form explicitly. So, we would like to have an invariant geometric form of the action. In Section 2 we discuss the standard symplectic structure in R 2n [2, 3] and the problem of boundary conditions. After that we explore nontrivial symplectic forms (see also [4] for the case of Kähler manifolds as phase spaces, which are unitary phase spaces in the terminology of [4] ). To the best of our knowledge there is no covariant variational principle in the literature for the general case of nontrivial symplectic forms (the approach of [2] (discussed in Section 3) is suitable for exact forms only). This problem is quite important. For example, systems with gyroscopic forces can not be presented in a straight-forward way as Hamiltonian systems with one-valued symplectic forms [5] . The problem can be solved [5, 6] by some nontrivial symplectic structure. In sections 4 -6 we establish the covariant variational principle for arbitrary Hamiltonian systems.
2 Variational principle for standard symplectic form
As it was mentioned above one uses the variational principle with the action (4) and corresponding boundary conditions to obtain the equations of motion (2) with standard symplectic form in R 2n . But this formulation is not geometric because it makes an important difference between coordinates and momenta.
The following symplectic form of the action was considered in [2, 3] :
µ, ν = 1, . . . , 2n, α = 1, . . . , n, where the summation over repeated indices is assumed. Let us suppose here that the Hamiltonian is nondegenerate in momenta:
and the Lagrange function for this Hamiltonian can be defined as follows
it differs from the Lagrangian L ′ in (5) only by the total time derivative:
The Lagrangians L and L ′ would be equivalent if we use the Dirichlet boundary conditions (δq(t 1 ) = δq(t 2 ) = δp(t 1 ) = δp(t 2 ) =0) for both the coordinates and momenta variations:
This is two times as much as the number of possible independent boundary conditions on the values of coordinates and momenta themselves for Cauchy problem. If we use only coordinate boundary conditions, these Lagrangians are not equivalent. So, we have a mismatch between the number of required boundary conditions and the number of independent solutions of equations of motion. One of us is preparing an article devoted to more detailed analysis of the problems related to the boundary conditions (L.V. Prokhorov, A.S. Ushakov, in preparation).
In any case the theorem states that the physical trajectory extremizes the action in the class of trajectories with fixed boundary points in the phase space. But an important fact about the variational principles is that one would probably wish to use the relevant principle in order to get the equations of motion or to apply it instead of the equations if it can make the mathematics easier. At this point we encounter with a kind of problem: the number of boundary conditions required is greater than the number of Hamiltonian equations of motion. And for every initial point at t 1 there is only one final point at t 2 for which the extremizing trajectory exists. To get the physical trajectory one needs to guess the unique final point from the continuum of all the phase space points. But this problem can't lead to a false trajectory because if the final point is chosen wrong the equations of motion can not be satisfied and the action has no extremum in our class of variations. Pragmatically it is not a problem at all because one can choose arbitrary initial point and fix the final point formally without any idea of where it is fixed; it will allow him to get the equations of motion and find the location of the final point after that.
So, our variational principle differs in this sense seriously from the Lagrangian one. But it can be formulated in a more usual way by fixing the values of the functions φ i = arctan
at the boundary points. Variations of φ-s equal
and δφ i at t = t 0 and t = t 1 are exactly the expressions which have to be equal zero in the variation (6) . Equations φ i = const define n-dimensional manifold in 2n-dimensional phase space. It would be curious to introduce new pairs of coordinates in the following way:
With the definition P i = r 2 i /2 it is easy to get 1 2 (p iqi − q iṗi ) = P iφi and
In spite of our success in this formulation we should stress once more that there is no invariant recipe to fix only a half of boundary conditions without sticking to some coordinate choice, because what we have done here is just the canonical transformation to new variables, P i and φ i . But these variables are nothing more than a particular choice of Darboux coordinates. We could well have started with the action (5) for these canonical variables and considered other prefered functions of the formφ i = arctan
3 Variational principle in the case of exact symplectic form
Here we study the case in which the symplectic form is exact: ω = dγ, where γ is some 1-form. Even if the symplectic form is not exact, its restriction to any star domain of the phase space is always exact. In this case the simple answer exists [2] .
The possibility of having an exact symplectic form depends on the topological properties of the phase space. All k-forms on M compose a vector space, with the subspaces of closed and exact forms. And the factor spaces
are called de Rham cohomology groups of manifold M [7] . Any element of these groups is a class of closed forms which differ from each other only by some exact form. If 2-form ω is not exact it means that H 2 (M , R) = 0. The well-known examples are the sphere S 2 and the torus T 2 . Moreover, at any compact symplectic manifold (without boundary) ω-form is not exact [8] . The simplest example of phase space with exact symplectic form is the linear symplectic space R 2n with standard symplectic structure (3). The matrix ω µν in the case of exact symplectic form (ω = dγ) can be expressed in terms of the components of some 1-form γ = A µ dx µ :
Then the action can be written as follows [2] :
The variation of the action (7) yields the Hamiltonain equations of motion if one imposes the Dirichlet boundary conditions as it was done above for the standard symplectic form with the same problems persisting. In principle, provided that we know an explicit form of A µ we can introduce an analogue of the functions φ.
Actually, action (7) is just a special case of Birkhoff theory (Pfaff-Birkhoff variational principle) [4, 9, 10]
with B staying for Hamiltonian. The equations of motion should be derived from the variational principle with Dirichlet boundary conditions. This formalism is valid also for non-conservative systems with time-dependent symplectic structure.
Invariant variational principle
In general case one should use the symplectic matrix ω µν (1) explicitly. It means that the surface of integration should be 2-dimensional. Looking at the formula (5) one can expect that the action should have the following form:
We consider a trivial bundle over M 2n :
with fixed ends δx(ε, t 1 ) = δx(ε, t 2 ) = 0, ∀ǫ (Fig. 1) . It is important that the initial and final curves (γ 1 and γ 2 ) should be transversal to the physical trajectories for the surface σ to be well-defined. One possible way to ensure it is to choose the curves transversal to the hypersurfaces of constant Hamiltonian. In this case the parameter ǫ gains also a possible interpretation as a value of the Hamiltonian function. So that one consideres a family of trajectories with different amounts of energy.
In the following calculation we vary the action in a somewhat formal way. We vary coordinates even under the differential symbols in differential forms as if they were just ordinary functions. It can be justified if we take into account that for the small variations of the surface there is a natural oneto-one correspondence between points of the initial and the final surfaces. It allows us to vary the integrand instead of the domain of integration. It is also important to mention that we consider only continuous variations of the surface σ so that all the surfaces are homotopically equivalent to each other and the Stokes' theorem is applicable.
Then the variation of the action (8) is equal to
We notice that the second and third terms under the integral are equal, and integration by parts gives
Using the Jacobi identify
we get
It means that at lines ε = E and ε = 0 we have the standard equations of motion (2) . In the space of all possible one-parameter families of curves we have an infinite-dimensional stationary manifold for the action (8) . The intermediate trajectories do not influence the stationarity condition (δS (ωσ) = 0) because any variation with the whole boundary ∂σ fixed is subject to the Stokes' theorem and the form under the integral is closed. It's worth to mention that before the last step of the calculation all x and δx could be regarded as functions of point in F 2n+1 . Only at the last step we restrict ourselves to the boundary lines and consider these functions as well-defined functions of time. It means that we could vary the time in (8) independently. It is easy to see that the consequence of such variations is that the Hamiltonian does not change with time (along the physical trajectory). It follows also from the equations of motion. It's not surprising that we have got nothing new because the variation of time is equivalent to some variation of dynamical functions x(t).
After this somewhat formal derivation we would like to add a nice geometric picture of this theorem. As it was already mentioned, those variations which do not change boundary trajectories are irrelevant due to the Stokes' theorem. Let us consider a variation of the surface σ which is not trivial only in a small vicinity of a part of one boundary trajectory. Then the variation is just the difference between two integrals over small peaces of σ and σ = σ + δσ. And due to the Stokes' theorem again this difference is equal to the integral over some surface which connects the initial trajectory and its image after the variation. So, it means that the integral of ω − dH ∧ dt over arbitrary thin stripe along the physical boundary trajectory should be of order O((δx)
2 ) with no regard to the orientation of the stripe. (Note also that we can take a not too long part of the trajectory and use the Darboux coordinates on the stripe if we like.) It means that (ω − dH ∧ dt)(l, a) = 0 for any vector a and the vector l tangent to the trajectory. It is precisely the equations of motion.
One more remark is that we could define a "superextended" phase space with two new coordinates, H and t. In this case we should perform the variations only on a hypersurface H = H(x). And we may define the parameter ǫ as a coordinate along the H-axis (Fig. 2) .
Curiously enough, the idea of some 2-form integration over 2-dimensional surface between two trajectories appeared recently in [11] which goes in a direction somewhat opposit to the lines of our work. Systems with velocity dependent forces, generally admiting neither Hamiltonian nor Lagrangian formulation (see, however, [12] and [13] ), are considered in this reference in the language of positions and velocities (we would like to remind here that, on the contrary, our main goal is the treatment of Hamiltonian systems for which it is generally impossible to separate coordinates and momenta). For these (generally dissipative) systems a variational principle is obtained which yields the equations of motion and some more equation on the bulk of the integration surface with unclear dynamical meaning. So that a difficult problem of joint solvability arises, see [11] for details. In spite of certain similarity, the intersection of this principle with ours is rather trivial. In the case of conservative systems it reduces to the Lagrangian version of the action (8) , but the relevant systems are those for which the coordinates and momenta are clearly separated, and much simpler action principle of the form (4) or (7) exists.
Purely dynamical version
Now we want to formulate the variational principle invariantly but without dealing too much with geometry. All we need is to integrate over dt and dε without differential forms on M 2n or F 2n+1 . We have dx µ =ẋ µ dt + x ′µ dε which easily yields:
The Hamiltonian equations of motion can be obtained directly from this action:
The second term under the integral equals
and the third term is
Finally the variation of action can be written as follows:
Only the last two terms under the integral survive and the result
dt coincides with one obtained in the previous section.
Some additional remarks on the new variational principle
First of all we would like to stress that our new variational principle does not necessarily assume that the topological structure of the considered patch of the phase space is trivial. For example, for a Hamiltonian system living on a 2-dimensional symplectic torus one can consider a surface of integration which exits between two trajectories twisting around one of the cycles of the torus. And it is very important that, due to the additional coordinate t, our principle does not make any difference between periodic and non-periodic orbits, as the periodic orbits are getting open in the extended phase space F 2n+1 .
Then we have to mention the problem of boundary conditions again. It may seem to be even more intricate in the case of non-exact forms because, if the initial points in the phase space are given, one has to guess properly the final points at least for two trajectories (at ǫ = 0 and ǫ = E) for the stationary surfaces to exist. But we can easily reformulate our principle: choose in F 2n+1 only one physical trajectory and one auxiliary line with the same initial and final points such that a nonsingular surface in the phase space exists with the boundary equal to these two curves. Then we can take our action integral (8) along the surfaces of that kind with the auxiliary line fixed and the physical trajectory free to change (except the boundary points, of course). By literally the same calculations as in the section 4 it can be easily verified that all surfaces for which the equations of motion are valid on the trajectory would compose the stationary manifold for the action considered.
And a final remark deals with Maupertius principle. Suppose we consider only the first term in the action (8) but vary this action only in the class of surfaces which lie on a hypersurface of constant Hamiltonian. The result, as it can be easily seen, is that for every vector l ν tangent to the H = const hypersurface in M 2n the equation ω µ,νẋ µ l ν = 0 should be held true on the boundary trajectories. In the phase space M 2n this equation uniquely defines a curve which is compatible with the equations of motion ω(ẋ, .) = −dH(.) because dH(l) = 0 for the vectors considered. But the time coordinate may be chosen arbitrarily because the equation is reparametrization invariant. So we get the invariant form of the Maupertius principle.
Conclusion
The invariant form of the action principle in Hamiltonian mechanics has been presented. It is quite different from the basic action principles known in physics before. It considers a one-parameter family of trajectories but yields the equations of motion only for the boundary members of the family. The Authors admit that the new principle raises many questions and suggests many work to be further done in the lines marked above. The Authors hope to touch upon the relevant topics in their forthcoming articles.
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