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Relay Control Design using Attractive Ellipsoids Method
Andrey Polyakov, Laurentiu Hetel and Christophe Fiter
Abstract— Based on the attractive ellipsoids method the prob-
lem of rejection of both matched and mismatched exogenous
disturbances is studied for a linear plants controlled by the
generalized relays. Some existing results about local stabiliz-
ability as well as matching condition are refined for the system
under consideration. The procedure of robust control design
for optimal rejection of bounded exogenous disturbances is
proposed. The theoretical results are supported with numerical
simulations.
I. INTRODUCTION
Stabilization (or set-point tracking) is the classical control
problem. Attractive Ellipsoids Method (AEM) has been
developed for solving this problem for plants operating
under uncertainty conditions (e.g. unknown but bounded
exogenous disturbances) [1], [2], [3], [4], [5]. It is based
on minimization of a simple set-theoretic criterion. Namely,
it minimizes the attractive (and/or invariant) ellipsoid, which
describes the stabilization error of the closed-loop system in
the steady state. AEM is well developed for both linear [1],
[2] and nonlinear control systems [3], [4], which allow the
control input to vary continuously. However, to the best of
our knowledge, attractive ellipsoids method has never been
presented before for a class of the so-called (generalized)
relay control systems [6], [7], [8], [9], [10], which allow the
control input to take discrete values from a given admissible
set. Such models appears in power electronics [11], in control
of the separated airflow [12], in process control [13], etc.
Sliding mode is the main operation mode of variable
structure (in particular, relay) control systems [8], [14]. The
main advantage of the sliding mode control is its (at least
theoretical) robustness with respect to the so-called matched
disturbance. The matching (or invariance) condition [15], [8]
specifies the case when the control may completely reject
exogenous disturbances, so it guarantees robust asymptotic
stability of the origin (set-point) of the closed-loop system.
This condition is not well established for the relay control
system. Indeed, in this paper we show that the conventional
matching condition may be just necessary for existence of
the relay control rejecting the disturbances, for example, if
all admissible values of the relay control belongs to a certain
subspace or a half space. So we need to refine slightly the
matching condition in order to take into account the fact that
the relay control may take only predefined set of values.
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In this paper we follow the convex embedding method-
ology proposed in [10]. It assumes the existence of a sta-
bilizing controller, which locally (around the origin) can be
embedded into a convex hull of all admissible values of the
relay control. In [10], [16] to guarantee this property it was
assumed that zero belongs to the interior of the mentioned
convex hull. This paper is aimed at relaxation of this assump-
tion, in particular zero may belong to a relative interior of
the convex hull. The corresponding sufficient stabilizability
condition is presented by Linear Matrix Inequalities (LMIs)
using the fact that the convex hall of the finite set of vectors
is, in fact, a convex polyhedron.
Finally, we develop Attractive Ellipsoids Method in order
to propose a procedure of robust control design, which
optimally rejects both matched and mismatched bounded
exogenous disturbances. The corresponding design procedure
is formalized as a parametrized Semi-Definite Programming
(SDP) problem. It allows us both to reduce the disturbances
effects and to maximize the domain of attraction. A possible
way of solving this optimization problem is briefly discussed.
It needs to combine an SDP solver with a gradient-free
optimization procedure applied for two scalar parameters.
The paper is organized as follows: The next section
presents problem statement and basic assumptions. Section
III studies with the local stabilizability of linear plant by
means of generalized relay control in the disturbance-free
case. Section IV refines the matching condition and presents
the control law that allows us to reject (completely) the
matched exogenous disturbance. Section V develops AEM
for generalized relay systems. Finally, the numerical exam-
ples and concluding remarks are given.
Notation:
• R is the field of real numbers, R+ = {x ∈ R : x ≥ 0};
N is the set of natural numbers;
• B(ε)={x ∈ Rn :‖x‖<ε} is the ball of the radius ε>0;
• int(Ω) denotes the interior of the set Ω ⊂ Rn;
• span{Ω} denotes the linear hull of the set Ω ⊂ Rn, but
the notation co{Ω} is utilized for its convex hull;
• range(M) denotes the column space of the matrix M ∈
Rn×m (i.e. the span of column vectors of M );
• rank(M) denotes the rank of the matrix M ∈ Rn×m;
• In ∈ Rn×n is the identity matrix;
• B+ ∈ Rm×n denotes the left pseudo inverse matrix to
B∈Rn×m with rank(B)=m, i.e. B+ =(BTB)−1BT ;
• the inequality P > 0 for P ∈ Rn×n means that P is
positive definite symmetric matrix.
II. PROBLEM STATEMENT
Let us consider the model of a control system described
by the ordinary differential equation (ODE):
ẋ(t) = Ax(t) +Bu(t) +Dd(t), t ∈ R+, (1)
where
• x(t) ∈ Rn is the state vector,
• u(t) ∈ Rm is the vector of control inputs,
• A ∈ Rn×n is the system matrix,
• B ∈ Rn×m is the matrix of control gains,
• the locally measurable function d : R → Rr describes
the exogenous disturbances and D ∈ Rn×r.
We study the considered system under assumptions given
below. First, we specify plant model.
Assumption 1:
• The matrices A, B and D are assumed to be known.
• The matrix B is of full column rank, i.e. rank(B) =
m ≤ n.
• The pair (A,B) is controllable (or at least stabilizable).
• The whole state vector x can be measured and utilized
for control purposes.
Next, we describe the relay nature of the control.
Assumption 2:
• The control input u is assumed to be a generalized relay
taking values from a given discrete set:
u(t) ∈ U := {v1, v2, ..., vN} , vi ∈ Rm, t ∈ R+, (2)
where N is a natural number.
• In addition, we assume that
0 ∈ co{U} ⊂ Rm. (3)
Finally, we restrict the class of the exogenous disturbances.
Assumption 3: The disturbance function d is assumed to
be locally measurable and uniformly bounded as follows
d>(t)Qd(t) ≤ 1, t ∈ R+, (4)
where 0 < Q = Q> ∈ Rr×r.
It is worth stressing that in Assumption 2 we relax the
usual assumption 0 ∈ int{co{U}} (see e.g. [10], [16] for
the details). This relaxation is useful in many practical
applications as well as for the case of switched systems,
when the admissible control values are the vertexes of the
unit simplex [17].
All claims given below assume by default that the pre-
sented assumptions hold.
The control aim is to stabilize (at least locally) the
origin of the system (1) and to minimize the effect of
disturbances.
Attractive Ellipsoids Method [1], [3], [2], [4] is supposed
to be utilized for this purpose.
Being motivated by [10] in this paper we study the
problem of robust stabilization via admissible relay switching
law of the form
u(t) ∈ ur(x(t)) = argmin
v∈U
Γ>(x(t))v, (5)
where Γ : Rn → Rm is a continuous vector-valued function.
The inclusion in (5) indicates that argmin is not unique in
general case. In particular, if m = 1 and U = {−1, 1} then
ur(x) = −sign[Γ(x)] similarly to the sliding mode control
[18], where
sign[ρ] =
 1 if ρ > 0,−1 if ρ < 0,{−1, 1} if ρ = 0.
As we will see further, this configuration includes as a
particular case the classical sliding control generated by sign
functions. This control configuration may also be related to
the simplex method in [19], [20] and to the stabilization of
switched affine systems [21], [11].
Filippov theory of differential equations with discontin-
uous right-hand sides [22] is utilized in order to take into
account the discontinuity of the control law, namely, for
stability analysis of the closed-loop system we consider the
differential inclusion
ẋ(t) ∈ Ax(t) +Bco{argmin
v∈U
Γ>(x(t))v}+Dd(t). (6)
Since the function Γ is continuous on Rn then
co{argminv∈U Γ(·)v} is upper semicontinuous. The set-
valued function in the right-hand side of the latter system
satisfies the sufficient conditions of existence of Filippov
solutions [22], namely, it is nonempty, compact, convex-
valued and upper semicontinuous.
Remark 1: Note that in order to define the control input
according to the formula (5) we just need to find a minimum
of Γ>(x(t))v over finite set values v ∈ U . This operation
does not need applying any complicated optimization pro-
cedure. Just N scalar products Γ>(x(t))vi, i = 1, . . . , N
must be calculated and compared at each instant of time.
III. LOCAL STABILIZABILITY OF GENERALIZED RELAY
CONTROL SYSTEM
In [10], [16] the inclusion 0 ∈ int{co(U)} was neces-
sary for the proof of existence of some locally stabilizing
feedback. The next theorem slightly relaxes this condition
showing (implicitly) that 0 may belong just to the relative
interior of co(U).
Theorem 1: Let 0 ∈ co{U} and the LMI
AX +XA> +BY + Y >B> < 0, X > 0,
X=X>∈Rn×n, Y ∈Rm×n (7)
has a solution with respect to the variable X,Y such that
range(Y ) ⊂ Π, (8)
where Π is the positive convex cone defined as follows
Π := {ρz : ρ > 0, z∈co(U)}. (9)
Then the disturbance-free (d = 0) system (1) is locally
asymptotically stabilizable by means of the feedback (5) with
Γ(x) = B>X−1x. (10)
Proof.
On the one hand, since 0 ∈ co(U) then due to convexity
we have
0 ∈ ρ1 co(U) ⊂ ρ2 co(U)
provided that 0 < ρ1 ≤ ρ2. Hence, ρ co(U) becomes Π as
ρ→ +∞.
On the other hand, for any ε > 0 we have
Y B(ε) ⊂ range(Y ),
where B(ε) = {x ∈ Rn : ‖x‖ < ε} is the ball of the
radius ε > 0. Since the set Y B(ε) is bounded then (8), (9)
imply that there exists ρ > 0 such that Y B(ε) ⊂ ρ co(U) or
equivalently
Y B(ε/ρ) ⊂ co(U).
The feasibility of LMI (7) implies existence of the con-
tinuous linear feedback uc(x) = Y X−1x, which stabilizes
globally the system (1) (see, e.g. [23] for the details) and
2x>X−1(Ax+Buc(x)) < 0.
The inclusion
uc(x) = Y X
−1x ∈ co(U) if X−1x ∈ B(ε/ρ).
implies local stabilizability. Indeed, let the relay control law




αi(x)vi ∈ co{U} if X−1x∈B(ε/ρ),













2x>X−1B (z − uc(x))
along the trajectories of the closed-loop system (1), (5), (10)
(with d = 0). Since for any z0 ∈ argminv∈U Γ>(x(t))v one
has x>X−1Bz0 ≤ x>X−1Bvi for all i ∈ {1, ...N} then
x>X−1Bz ≤ x>X−1Bvi
for all z ∈ co{argminv∈U Γ>(x(t))v}. Taking into account∑N
i=1 αi(x) = 1 we obtain
x>X−1 (Bz −Buc(x)) =
N∑
i=1
x>X−1Bαi(x)(z − vi) ≤ 0











< 0 along the trajectories of the
closed-loop system (1), (5), (10) (with d = 0) and
V : Rn → R+ defined as V (x) = x>X−1x is the Lyapunov
function.
Remark 2: It is worth stressing that the sufficient con-
dition (7), (8) may become necessary in some particular
cases, for example, if m = 1 and the matrix A has only
one eigenvalue in the right complex half plane, but all other
eigenvalues are placed in the left one. Indeed, this claim
becomes obvious if we transform the original system to the
real Jordan form.
The next corollary uses the fact that the convex hull of
U is, in fact, a convex polyhedron in Rm, which can be
degenerated (i.e. dim(span{U}) ≤ m) in the general case.
Corollary 1: Let X∈Rn×n, Y ∈Rn×m satisfy (7) and
co(U) = {ξ ∈ Rm : h>i ξ ≤ qi, i = 1, 2, ..., Ñ}, (11)
where the hyperplanes h>i ξ = qi, hi ∈ Rm, qi ∈ R+, i =






≥ 0, α ∈ R+, i = 1, 2, ..., Ñ , (12)
are feasible then the origin of the closed-loop system (1),
(5), (10) (with d = 0) is locally asymptotically stable and
the ellipsoid
E(X,α−1) = {x ∈ Rn : x>X−1x ≤ α−1} (13)
belongs to its domain of attraction.
Proof. If qi = 0 then the LMI (12) hold only if hTi Y = 0
this immediately means hTi Y X
−1x ≤ qi = 0.








Hence, hTi Y X
−1x ≤ qi and Y X−1x ∈ co(U) if x ∈
E(X,α−1). The latter obviously implies (8). Finally, since
xTX−1x defines the Lyapunov function (xTX−1x > 0 and
d
dt (x
TX−1x) < 0 for x 6= 0) to the closed-loop system (see
the proof of Theorem 1) then its level set E(X,α−1) belongs
to the domain of attraction.
IV. REJECTION OF MATCHED DISTURBANCES
This section refines the invariance condition [15] (match-
ing condition [8]) known for sliding mode control systems.
Theorem 2: If the conditions (7), (8) hold and
range(D) ⊂ range(BY ), (14)
then the origin of the closed-loop system (1), (4), (5), (10)
is locally asymptotically stable provided that the disturbance
function d is sufficiently small (or, equivalently, λmin(Q) is
sufficiently large).
Proof. The condition (14) implies that
Dd(t) = BY γ(t),
for some measurable bounded function γ : R+ → R with
sup ‖γ‖ proportional to sup ‖d‖. In this case the feedback
control
ũc(t, x) = Y (X
−1x− γ(t))
globally stabilizes the system (1). Repeating the considera-
tion of Theorem 1 for sufficiently small γ we can show that
ũc(t, x) ∈ co{U} if X−1x ∈ B(ε/ρ−δ), where δ ∈ (0, ε/ρ)
is proportional to sup ‖γ‖, so the closed-loop system (1), (4),
(5), (10) is locally asymptotically stable.
The conventional matching condition range(D) ⊂
range(B) obviously necessary but not sufficient for (14).
Let B+ ∈ Rm×n be pseudo inverse matrix to B ∈ Rn×m
such that B+B = Im. Under Assumption 1 such a matrix
always exists and it can be defines as B+ = (BTB)−1BT .
Corollary 2: Let
• co{U} be defined by (11),
• 0 ∈ co{U},
• the LMI (7) is fulfilled,
• range(D) ⊂ range(B).









i − (1− τi)−1h>i B+DQ−1D>(B+)>hi
then the origin of the closed-loop system (1), (4), (5), (10) is
locally asymptotically stable and the ellipsoid (13) belongs
to its domain of attraction.
Proof. The conventional matching condition range(D) ⊂
range(B) implies
Bu(t) +Dd(t) = B(u(t) +B+Dd(t))

































Applying once more the Schur complement to the latter
inequality (15) we concludeX−1x
−d(t)








Hence, Assumption 3 implies (h>i (Y X
−1x−B+Dd(t)))2≤
1 if x ∈ E(X,α−1) and ũc(t, x)∈co{U}.
It is worth stressing that for qi 6= 0 the LMI (15) is
always feasible if the matrix Q is sufficiently large (i.e. the
disturbance function d is sufficiently small). For qi = 0 it is




V. ATTRACTIVE ELLIPSOIDS METHOD
Optimization of an attractive ellipsoids is useful if
range(D) /∈ range(B), i.e. disturbances can be partly
rejected. The next theorem adapts the attractive ellipsoids
technique [1], [3] to the case of generalized relay system.
Theorem 3: Let the system of LMIs
AX +XA>+BY + Y >B>+ βX + DQ
−1D>
β ≤ 0,
0 < X = X>∈ Rn×n, Y ∈ Rm×n, β ∈ R+,
(16)
and (15) be feasible for some β ∈ R+ and α, τi ∈ (0, 1).
Then the origin of the closed-loop system (1), (5), (10)
is locally practically stable with the domain of attraction
E(X,α−1) and the attractive set E(X, 1), i.e.
x(0) ∈ E(X,α−1) ⇒ x(t)→ E(X, 1) as t→∞.
Proof. Let us consider the Lyapunov function defined as
V (x) = xTX−1x. Its derivative along the trajectories of the
closed-loop system admits the representation






Since Y X−1x ∈ co{U} for x ∈ E(X,α) due to (12) then
repeating the last part of the proof of Theorem 1 we show














x>X−1x− x>X−1x+ d>(t)Qd(t)− d>(t)Qd(t)
)
.
The LMI (16) and Assumption 3 imply
V̇ (x) ≤ −βV (x) + β
if x ∈ E(X,α−1). Hence, if x(0) ∈ E(X,α−1) then
V (x(t))=x>(t)X−1x(t)≤e−βtV (x(0))+1−e−βt→1
as t→+∞.
To improve the control precision the attractive ellipsoid
E(X, 1) must be minimized, but to increase the guaranteed
attraction domain E(X,α−1) we need to minimize the pa-
rameter α. These goals can be achieved by means of solving
the optimization problem like
J(X,Y, α, β, τ) := α+ trace(X)→ min
α,β,τ,X,Y
(17)
subject to (16), (15) and α ∈ (0, 1), τi = τ ∈ (0, 1).
For any fixed β and τ the latter problem becomes SDP
(Semidefinite Programming Problem) [23], which can be
solved using one of many existing toolboxes.
Let us introduce a functional
J̃(β, τ) = min
X,Y,α
J(X,Y, α, β, τ).
To optimize the latter functional with respect to parameters
α and τ we need to use some derivative free optimization
algorithm (e.g. fminsearch command of MATLAB).
It is worth stressing that the functional J̃ is convex with
respect to parameter β ∈ R+ (see, [1]), so optimum with
respected to β can always be guaranteed. Result about
convexity or non-convexity of J̃ with respect to the parameter
τ is not established yet. So, it may have local minimum with
respect to τ ∈ (0, 1) and the search from different initial
values of τ may need to be done in order to find a solution
of the considered optimization problem.













Fig. 1. Evolution of the system state of the closed-loop system (1), (5),
(10) in the disturbance-free case
VI. NUMERICAL EXAMPLE
Let us consider the system (1), (2) with
A =
 0 1 00 −0.1 0.1
0.2 0 0.1
 , B =



















Obviously, 0 /∈ int{co{U}}, but 0 ∈ co{U}. The set co{U}


















, q3 = 1.
A. Disturbance-free Case
Applying the LMI solver to the system of matrix inequal-
ities (7), (12) we derive
X=





Due to Corollary 1 the closed-loop generalized relay system
(1), (5), (10) is locally asymptotically stable and the ellipsoid
(13) belongs to the domain of attraction of the origin.
Fig. 1 depicts the results of simulation of the closed-
loop relay system in the disturbance-free case with x(0) =
(0.7, 0, 0)T . The simulation have been done using the explicit
Euler method with step size 0.001.
The numerical simulations also confirms the well-known
fact that the sliding mode is the main operation regime of the












Fig. 2. Evolution of the system state of the closed-loop system (1), (5),
(10) in the case of the matched disturbance (d(t) = 0.5sin(t))
relay control system. The sliding (high frequency switching)
mode in this system starts from the initial instant of time
despite of the fact we do not define explicitly the sliding
surface.
B. Rejection of the matched disturbance





and the disturbance function d is bounded as
d2(t) ≤ 0.25 (i.e.Q = 4).
The system of LMIs (7), (15) is feasible with τ = τi = 0.7,
X =





Therefore, from Corollary 2 we deduce that the matrix D
satisfies the matching condition to the generalized relay
system (1), (2), the closed-loop system (1), (5), (10) is
locally asymptotically stable for all disturbances satisfying
the condition (4) and the ellipsoid (13) belong to the domain
of attraction of the origin.
Fig. 2 shows the simulation results for the case of the
matched disturbances with d(t) = 0.5sin(t). They confirm
the theoretically proven claim that the matched disturbances
can be rejected completely. Similarly to the classical sliding
mode control system, our closed-loop generalized relay con-
trol system is almost nonsensitive with respect to the matched
perturbations.












Fig. 3. Evolution of the system state of the closed-loop system (1), (5),
(10) in the case of mismatched disturbances
C. Reduction of mismatched disturbances





makes infeasible the system of LMIs (7), (15), despise of
the fact that the classical matching(invariance) condition
range(D) ⊂ range(B) remains true. Therefore, specific
restrictions to the admissible values of the control inputs
do not allow such disturbances to be rejected completely.
We should use the method of attractive ellipsoid in order
to minimize the effects of disturbance d to the closed-loop
system.
Solving the optimization problem (17) we derive (for τ =
τi = 0.7)
X =




α = 0.9872, β = 1.81.
The simulation results for the mismatched case are given
at Fig. 3. They confirm practical stability of the closed-loop
system.
VII. CONCLUSIONS
In this paper the three new results are presented:
• the sufficient condition of local stabilizability of relay
control systems is revised;
• the matching (invariance) condition for relay control
systems is revised;
• the attractive ellipsoids method is extended to the class
of generalized relay control systems.
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