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Neutron stars are astrophysical laboratories of many extremes of physics. Their rich phe-
nomenology provides insights into the state and composition of matter at densities which
cannot be reached in terrestrial experiments. Since the core of a mature neutron star is
expected to be dominated by superfluid and superconducting components, observations
also probe the dynamics of large-scale quantum condensates. The testing and under-
standing of the relevant theory tends to focus on the interface between the astrophysics
phenomenology and nuclear physics. The connections with low-temperature experiments
tend to be ignored. However, there has been dramatic progress in understanding labo-
ratory condensates (from the different phases of superfluid helium to the entire range of
superconductors and cold atom condensates). In this review, we provide an overview of
these developments, compare and contrast the mathematical descriptions of laboratory
condensates and neutron stars and summarise the current experimental state-of-the-art.
This discussion suggests novel ways that we may make progress in understanding neutron
star physics using low-temperature laboratory experiments.
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1. Neutron Stars and Fundamental Physics
A neutron star is born in the collapsing core of a supernova explosion – a violent
cosmic furnace that reaches a temperature more than 10,000 times that of the Sun’s
core – that signals the end of a heavy star’s life. The object that emerges as the dust
settles challenges our understanding of many extremes of physics, since matter has
been compressed to densities and pressures far beyond our everyday experience,
a super-strong magnetic field has organised itself and the star’s core has started
cooling towards exotic superfluid and superconducting states.
Neutron stars provide a unique exploration space for fundamental physics. The
stabilising effect of gravity permits long-timescale weak interactions (such as elec-
tron captures) to reach equilibrium, generating matter that is neutron-rich and
which may have net strangeness. In effect, neutron stars allow us to probe unique
states of matter that cannot be created on Earth: nuclear superfluids and strange
matter states such as hyperons, deconfined quarks, and possible colour supercon-
ducting phases (see Fig. 1 for a schematic illustration). For these hands-off labo-
ratories progress is made by matching observational data to quantitative theory.
Given the variety of observed phenomena and the fact that neutron stars come in
many guises, our current understanding is limited by small-number statistics and
uncertain systematics. However, breakthroughs are anticipated as a new generation
of revolutionary telescopes – e.g. Advanced LIGO for gravitational waves and the
Square Kilometer Array (SKA) for radio observations – comes into operation and
reaches design sensitivity. This is tremendously exciting but, if we want to realise
the full potential of these instruments, we need to make urgent progress on the
corresponding theory. Given the scope of the physics involved, this is challenging.
One of the main challenges involves the composition and state of matter at
densities that can not be reached in terrestrial experiments. The fundamental inter-
actions that govern matter at extreme densities remain poorly constrained by first
principles quantum calculations (see Drischler et al.1 for the state-of-the-art). Each
theoretical model leads to a distinct pressure-density-temperature relation for bulk
matter (the so-called equation of state), which in turn generates a unique neutron
star mass-radius relation, predicting a characteristic radius for a range of masses and
a maximum mass above which a neutron star collapses to a black hole. The equation
of state also uniquely predicts quantities like the maximum spin rate and moment
of inertia. Thus, observational constraints on the equation of state can be used to
infer key aspects of microphysics (see recent discussions concerning the expected ca-
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pability of LOFT2 and SKA3), such as the nature of the three-nucleon interaction
or the presence of free quarks at high densities. Determining the equation of state
at supranuclear densities is one of the major challenges for fundamental physics.
This information is also key for astrophysics, as the equation of state affects binary
merger dynamics, the timescale for black-hole formation, precise gravitational-wave
and neutrino signals, potential gamma-ray burst signatures, any associated mass
loss and r-process nucleosynthesis.
These different aspects ensure that nuclear physicists keep a keen eye on develop-
ments in neutron-star astrophysics. Basically, neutron stars represent a regime that
can never be tested by laboratory experiments. Collider experiments like the LHC
at CERN and RHIC at Brookhaven probe matter at extremely high temperatures
but relatively low densities, while neutron star physics relies on the complementary
low-temperature, high-density regime for highly asymmetric matter, cf. Fig. 1.
The most accurately measured neutron star parameter (by some margin) is the
spin. We have accurate timing solutions for over 2,300 (mainly radio) pulsars, pro-
viding a handle on the strength of the exterior magnetic field, and the star’s moment
of inertia, through the observed spin-down rate. However, the fastest observed spin
(716 Hz) does not significantly constrain the equation of state other than ruling
out unrealistically soft models. The strongest current constraints on nuclear physics
come from binary systems, where orbital parameters may allow an accurate deter-
mination of the neutron star mass.4 The currently observed maximum mass (just
over two solar masses) constrains the stiffness of the equation of state, and provides
a hint that hyperons (which would have a softening effect) may not dominate the
star’s core. The neutron star radius is much more difficult to infer from observations.
The most promising results are associated with X-ray emission from the surface of
accreting neutron stars in binary systems and associated burst phenomena, involv-
ing explosive burning of accreting material. Although complex systematics need to
be understood (including the composition of the neutron star atmosphere), these
mass-radius results are beginning to constrain the theory (essentially limiting the
value of the nuclear symmetry energy and its derivative at the saturation density).5
While nuclear two-body interactions are well constrained by laboratory experi-
ments, three-body forces represent the frontier of nuclear physics. At low energies,
effective field theory models provide a systematic expansion of the forces involved.
Complementary efforts using lattice approaches to the nuclear forces remain affected
by large uncertainties. For example, the appearance of shell closure in neutron-rich
isotopes and the position of the neutron drip-line are sensitive to three-body forces.
Exotic neutron-rich nuclei, the focus of present and upcoming experiments, provide
interesting constraints on effective interactions for many-body systems. Nonetheless,
the scope of these laboratory systems is limited. While nuclear masses and their
charge radii probe symmetric nuclear matter, the neutron skin thickness of lead
tests neutron-rich matter, and giant dipole resonances and dipole polarisabilities
of nuclei also concern largely symmetric matter, all of these laboratory techniques
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Fig. 1. Inset: Sketch of the QCD phase diagram. While colliders like the LHC at CERN and
RHIC at Brookhaven probe matter at extremely high temperatures but relatively low densities,
neutron star physics relies on the complementary low-temperature, high-density regime for highly
asymmetric matter; a regime that can not be tested by terrestrial experiments. Main image:
Schematics of the neutron star interior. The outer layers consist of an elastic lattice of neutron-
rich nuclei. Beyond the ‘neutron drip’ free neutrons form a superfluid that coexists with the
lattice. Above about half the nuclear saturation density, the protons form a liquid and should be
in a superconducting state. The composition and state of matter in the deep core are not well
constrained. The stabilising effect of gravitational confinement permits (slow) weak interactions
(such as electron captures) to reach equilibrium, generating matter that is neutron-rich and may
have net strangeness. Hyperons are likely to be present, ultimately giving way to deconfined quarks
and a possible colour superconductor. Processes in the pair plasma in the star’s magnetosphere give
rise to the lighthouse effect observed by radio telescopes. X-rays associated with explosive nuclear
burning on - and thermal emission from - the star’s surface can be used to infer the properties
of the outer layers as well as the internal temperature, which is governed by a range of neutrino
processes. Hotspots on the surface of the star star can lead to observable pulsations. Large-scale
fluid motion in the dense interior may generate detectable gravitational waves.
probe only matter at densities lower than 3× 1014 g cm−3. Neutron stars can reach
densities several times higher. For recent discussions of laboratory constraints on
the nuclear symmetry energy, which is known to govern the stiffness of the equation
of state at high densities, see Hebeler et al.6 and Lattimer.7
At the present time, the state-of-the-art equations of state used in astrophysical
models are to a large extent phenomenological. Different approaches include nuclear
potentials (e.g. the Urbana/Illinois or Argonne forces) that fit two-body scattering
data and light nuclei properties, phenomenological forces like the Skyrme interaction
and microscopic nuclear Hamiltonians that include two- and three-body forces from
chiral effective field theories (see Drischler et al.1 for recent progress). The challenge
for astrophysics modelling in this area is to i) incorporate as much of the predicted
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Fig. 2. Schematic illustration of the critical temperatures for superfluidity of neutrons in both
singlet (red, crust) and triplet (red, core) pairing states and superconducting protons in the sin-
glet state (blue, core). Since neutron stars are well below the Fermi temperatures for the involved
constituents, their cores are expected to be dominated by superfluid and superconducting com-
ponents. The density-dependent critical temperatures can be constrained by neutron star cooling
data. They also impact on restlessness in the star’s spin-down and the enigmatic spin-glitches that
are seen in (predominantly) young pulsars. The glitches provide information on the mobility of
superfluid components (the so-called entrainment effect) and the potential pinning of vortices to
nuclei in the star’s crust.
microphysics as possible, and ii) use observations to constrain the unknown aspects.
The state of matter adds more dimensions to the problem. Mature neutron stars
tend to be cold (far below the Fermi temperature of the involved constituents), mak-
ing the formation of various superfluid or superconducting phases likely throughout
the star’s core. The respective parameters (e.g. the energy gaps for Cooper pair for-
mation) have a key influence on the star’s long-term dynamics (see Fig. 2), making
it much more difficult to track its evolution. For example, the braking index (essen-
tially the second derivative of the spin-frequency) has only been measured in about
a dozen systems and it is not yet clear whether the diverse results can be explained
by magnetic field evolution, the decoupling of an interior superfluid component or
other factors. The problem is complicated by the fact that the spin-evolution is
intimately linked to the gradual cooling and the evolution of the magnetic field.
In essence, neutron stars involve a rich palate of exciting physics. In the context
of testing and understanding the involved theory, the discussion usually concerns the
interface between the astrophysics phenomenology and nuclear physics. The con-
nections with low-temperature experiments tend to be ignored. This is somewhat
surprising given the dramatic progress in understanding laboratory condensates
(from the different phases of superfluid helium to the entire range of superconduc-
tors and cold atom condensates). This apparent gap in the literature provides the
motivation for this review. Our aim is to introduce the key problems, describe the
current state-of-the-art and suggest various ways that we may make progress in
understanding neutron star physics using laboratory experiments.
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2. Historical Context: Low-temperature Physics
As superfluid and superconducting components are expected to be present in a
neutron star’s interior, we need to understand these states of matter and how their
presence may impact on observations. The former characterises matter behaving
like a fluid with zero viscosity, while the latter describes a state of vanishing electri-
cal resistance accompanied by the expulsion of magnetic flux. Similarities between
these two phases are evident, since both are capable of maintaining particle currents
at constant velocities without any forces being applied. These currents involve large
numbers of particles condensed into the same quantum state. Therefore, superflu-
idity and superconductivity are characterised as macroscopic quantum phenomena,
closely related to the concept of Bose-Einstein condensation. Understanding their
formation and properties is crucial for developing more realistic neutron star models.
Before addressing the mathematical treatment of laboratory condensates in more
detail, we present a brief overview of the research in low-temperature condensed
matter physics to provide a historical context for the discussion.
2.1. Superconductivity
Superconductivity was discovered by Heike Kamerlingh Onnes in Leiden in 1911,8
only three years after he had succeeded in liquefying helium. Cooling several metals
such as mercury to low temperatures, Onnes observed that their electrical resistance
disappeared completely. For his ground-breaking work on low-temperature physics
and condensed matter he was awarded the Nobel Prize in Physics in 1913. Two
decades later in 1933, Walther Meissner and Robert Ochsenfeld showed that super-
conductivity was a unique new thermodynamical state and not just a manifestation
of infinite conductivity. Cooling lead samples in the presence of a magnetic field
below their superconducting transition temperature, they expelled the magnetic
field and exhibited perfect diamagnetism.9 This mechanism is now known as the
Meissner-Ochsenfeld effect and the associated phenomenology was first described
by the London brothers in 1935.10 Fritz London himself developed a semi-classical
explanation for the so-called London equations several years later11 and was the
first one to point out that the quantum nature of particles could play an important
role in the superconducting phase transition.
Developed in the 1920s, quantum mechanics has significantly influenced the way
scientists interpret the world. This is most apparent in the definition of an abstract
wave function that allows a probabilistic interpretation of physical quantities such
as the momentum and the position of a particle. This wave function is a complex
quantity and it was the success of microscopic theories to relate its properties to
the quantum mechanical condensate; the amplitude of the wave function is directly
related to the density of the superconducting particles and the phase is proportional
to the superconducting current. The first microscopic description of superconduc-
tivity was developed by John Bardeen, Leon Cooper and John Robert Schrieffer in
1957.12 Their BCS theory is based on the concept of pairing that results from an
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attractive potential. Below a critical temperature, the weak attractive interactions
between electrons and the lattice in an ordinary metal are strong enough to overcome
the repulsive Coulomb force. This causes the electrons to form Cooper pairs that
obey Bose-Einstein statistics and can condense into a quantum mechanical ground
state. BCS theory explained the existence of a temperature-dependent energy gap
(half the energy necessary to break a Cooper pair) and hence the presence of crit-
ical quantities above which superconductivity is destroyed. For their theory, which
has also been successfully applied to anisotropic superfluids (see below), Bardeen,
Cooper and Schrieffer obtained the Nobel Prize in 1972.
A second approach to superconductivity that has proven successful to describe
the properties of the condensate close to the transition is the Ginzburg-Landau
theory. Formulated in 1950 by Vitaly Ginzburg and Lev Landau,13 it phenomeno-
logically describes a second-order phase transition by means of an order parameter.
In the case of superconductivity, this quantity can be identified with the microscopic
electron Cooper pair density. The phase transition itself is then interpreted as a sym-
metry breaking, because the density of superconducting pairs changes drastically at
the transition point. Ginzburg and Landau postulated that close to the critical tem-
perature the free energy of the system could be written as an expansion of the order
parameter. Minimising the energy with respect to the order parameter and the elec-
tromagnetic vector potential, one arrives at the Ginzburg-Landau equations. These
introduce two typical lengthscales for superconductivity; the penetration depth, λ,
characterising the scale for magnetic field suppression and the coherence length, ξ,
representing the distance over which the order parameter changes in space (in BCS
theory this is equivalent to the dimension of a Cooper pair). The ratio of these two is
commonly referred to as the Ginzburg-Landau parameter, κGL ≡ λ/ξ. Although the
approach of the Russian physicists was purely phenomenological and not based on an
analysis of the microscopic features of a superconductor, Lev Gor’kov showed in 1959
that close to the critical temperature it is possible to derive the Ginzburg-Landau
theory from the microscopic BCS theory.14 In 1957, Alexei Abrikosov further in-
vestigated the order-parameter approach and predicted the existence of two classes
of superconductors.15 He found that matter characterised by κGL > 1/
√
2 would
be penetrated by magnetic fluxtubes, if the applied magnetic field were to exceed
a critical field strength. These fluxtubes contain normal matter that is screened by
circular currents from the surrounding superconducting material. Up to that point,
this state had been considered unphysical, since only κGL < 1/
√
2 superconductors
were known. Abrikosov gave this new phase the name type-II superconductor and
calculated that the fluxtubes would arrange themselves in a regular lattice struc-
ture (see Sec. 4.4.6 for more details). Abrikosov and Landau were two of the three
physicists who obtained the Nobel Prize in Physics in 2003 for their contributions
to the modelling of superconductors.
In the last four decades, superconductors have found increasing commercial suc-
cess ranging from sensitive magnetometers based on the Josephson effect16 (the
quantum mechanical tunnelling of Cooper pairs across a normal barrier between
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two superconducting wires) to high-field electromagnets. Especially, the discovery
of high-temperature superconductivity in ceramics at around 100 K has fuelled new
research efforts.17 For their findings in 1986, Georg Bednorz and Alexander Mu¨ller
were given the Nobel Prize in Physics one year later. This type of superconductivity
is still not fully understood, but it is an ongoing research area that has led to revo-
lutionary ideas. One example is the theory of holographic superconductors based on
the duality between gravity and a quantum field theory (AdS/CFT correspondence)
that might give new insight into the behaviour of experimental condensed matter.18
2.2. Superfluidity
Superfluidity was first observed in liquid helium-4 by Pyotr Kapitsa in Russia19
and John Allen and Don Misener in the United Kingdom in 1937.20 The Soviet
physicist was awarded the Nobel Prize in Physics in 1978 for his experimental
findings. Helium forms two stable isotopes, helium-4 and helium-3, that have a
relative abundance of 106:1 in the Earth’s atmosphere and boiling points at 4.21 K
and 3.19 K, respectively. Right below these temperatures, both isotopes behave like
ordinary liquids with small viscosities. However, instead of solidifying, at 2.171 K
helium-4 undergoes a transition into a new fluid phase, first detected by Kapitsa,
Allen and Misener as a characteristic change in the specific heat capacity. The
observed behaviour resembled the Greek letter λ and the transition temperature
was therefore called the Lambda point (see Fig. 3). Above 2.171 K, helium-4 is
named helium I, whereas the superfluid phase is usually referred to as helium II.
As predicted by Lev Pitaevskii,21 helium-3 also undergoes a superfluid transition
at a much lower temperature, in the mK-regime. To reach such low temperatures,
the cooling techniques available in the first half of the twentieth century were not
sufficient and new methods had to be developed. In 1971, more than thirty years
after the discovery of helium II, Douglas Osheroff, Robert Coleman Richardson and
David Lee detected two superfluid phases of helium-3.22,23
The discovery of superfluid helium-4 stimulated the development of many new
experiments and resulted in a lot of theoretical work analysing the new phase. The
first model that was able to explain several observed phenomena was developed by
La´zlo´ Tisza in 1938.24 Experiments measuring the viscous drag on a body moving
in the superfluid had shown non-viscous behaviour,25 while rotation viscometers
had revealed viscous characteristics.26 Tisza resolved this seemingly inconsistent
behaviour by introducing a two-fluid interpretation. He assumed that helium II is
a mixture of two physically inseparable fluids, one exhibiting frictionless flow and
the other having ordinary viscosity. This phenomenological approach provided for
example an interpretation for the fountain effect first observed by Allen Jones in
193827 and predicted the existence of second sound28,29 (the wave-like transport of
heat).
The two-fluid model was further improved by Lev Landau in the 1940s.30 He put
the phenomenological idea on more solid ground by providing a semi-microphysical
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Fig. 3. Sketch of the specific heat capacity of helium-4 as a function of temperature. At 2.171 K,
the specific heat changes drastically, marking the superfluid phase transition. Above the Lambda
point, helium-4 is usually referred to as helium I, whereas the superfluid phase is called helium II.
explanation that earned him the Nobel Prize in Physics in 1962. He proposed that
a fluid at absolute zero would be in a perfect, frictionless state. Increasing the tem-
perature would then result in the local excitation of phonons, quantised collisionless
sound waves, and additional quasi-particles of higher momentum and energy that
Landau called rotons. Such excitations should behave like an ordinary gas (responsi-
ble for the transport of heat) and form the viscous fluid component, hence providing
a basis for the two-fluid model of superfluidity. His ideas also led Landau to suggest
the classic experiment, performed by Elepter Andronikashvili in 1946, that mea-
sured the superfluid fraction of rotating helium II as a function of temperature. It
was shown that below 1 K almost the entire sample is in a superfluid state.31
Whereas Landau had thought that vorticity entered helium II in sheet-like struc-
tures, Lars Onsager and, later independently, Richard Feynman showed that vor-
ticity enters rotating superfluids in the form of quantised vortices.32,33 Their ideas
are summarised in the Onsager-Feynman quantisation conditions that play a crucial
role in deriving the multi-fluid formalism used to model a neutron star’s interior.34
The problem of rotating superfluid helium discussed by Onsager and Feynman is
equivalent to that of type-II superconductivity in a strong field considered by Alexei
Abrikosov several years later .15 The first measurement of quantised vortices in ro-
tating helium II was performed by Henry Hall and William Vinen in 1956.35
As implied in Landau’s interpretation of the two-fluid model, at absolute zero
helium II is completely superfluid and carries no entropy, marking the ground state
of the system. Fritz London was the first one to suggest that bosonic helium-4 atoms
could become superfluid by Bose-Einstein condensation.36 This concept had been
introduced by Satyendra Bose and Albert Einstein in 1924 and 1925.37 Governed
by Bose-Einstein statistics, identical particles with integer spin such as photons or
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helium-4 atoms are allowed to share the same quantum state with each other. At
very low temperatures, they tend to occupy the lowest accessible quantum state,
resulting in a new phase that is referred to as a Bose-Einstein condensate (BEC). In
the case of superfluid helium II, the Lambda point would then reflect the onset of
this condensation. The original idea of Bose and Einstein was improved by Eugene
Gross38 and Lev Pitaevskii39 by including interactions of the ground-state bosons.
Their work led to the Gross-Pitaevskii equation that determines the wave function
of the condensate and is similar in form to one of the Ginzburg-Landau equations.
London’s original proposition gained significant support in 1995, when Carl Wieman
and Eric Cornell created the first atomic Bose-Einstein condensate by cooling a
dilute gas of Rubidium-87 atoms to 170 nK.40 Together with Wolfgang Ketterle,
whose group created a BEC only a few months later,41 Cornell and Wieman won
the Nobel Prize in Physics in 2001. In 1999, the first superfluid transition and the
formation of vortices was observed in a Rubidium-87 boson gas,42,43 opening the
possibility to study vortex dynamics in such systems.
For helium-3 however, the story is somewhat different, because it is a fermionic
particle subject to Pauli’s exclusion principle. Pairing into Cooper pairs is required
before any condensation can take place; a mechanism that is similar to the electron
pairing in BCS theory. This explains why fermionic condensates generally appear
at lower temperatures than bosonic ones. In contrast to ordinary superconductivity,
the Cooper pairs in helium-3 form in states of non-zero spin and angular momentum
so-called spin-triplet, p-wave pairing opposed to spin-singlet, s-wave pairing with
zero spin and zero angular momentum. This gives helium-3 an intrinsic anisotropy,
resulting in the formation of three different superfluid phases, which are stable under
specific external conditions (see Sec. 8.1). The first Fermi gas analogue of rotating
superfluid helium-3 was observed in 2005 by Zwierlein and collaborators.44
3. Modelling Superfluid Flow
Much of the discussion of the dynamics of superfluid systems is based on the ap-
proach taken by Landau to explain the behaviour of superfluid helium.30 In his orig-
inal work, Landau assumed that in order to spontaneously excite sound waves such
as phonons or rotons, helium-4 required a flow velocity above a critical value. Lan-
dau then showed that these quasi-particles could move separately from the ground-
state particles, which motivated him to combine the excitations to form the normal,
viscous fluid. The normal fluid density vanishes at T = 0 and increases with temper-
ature, ultimately leading to the destruction of superfluidity; at the Lambda point,
the normal fluid density equals the total density and helium is no longer superfluid.
In deriving the two-fluid equations, we start from Landau’s model and consider
the quantum mechanical condensate at absolute zero with no viscous counterpart
present. Thereafter, the description is extended to account for the second component
and other effects such as vortex formation, mutual friction and turbulence. Finally,
the close connection between superfluid helium and ultra-cold gases is discussed.
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3.1. Wave function and potential flow
In order to understand the behaviour of the inviscid ground-state component, we
draw on the well-known formalism of quantum mechanics. The condensate at T =
0 is completely characterised by a single macroscopic wave function. Instead of
representing a specific particle, this wave function is a coherent superposition of all
individual superfluid states. The most general case is time- and space-dependent,
Ψ(r, t) = Ψ0(r, t) exp [iϕ(r, t)] , (1)
where Ψ0(r, t) and ϕ(r, t) are the real amplitude and phase, respectively, and bold
symbols denote three dimensional vectors. The complex wave function, Ψ(r, t), is
the solution to a Schro¨dinger equation of the form,
i~
∂Ψ(r, t)
∂t
+
~2
2mc
∇2Ψ(r, t)− µ(r)Ψ(r, t) = 0, (2)
with the reduced Planck constant ~, the fluid’s chemical potential µ(r) and the mass
mc of one bosonic particle that has condensed into the quantum state. For helium
II, mc represents the mass of a helium atom, while it equals the mass of a Cooper
pair in the case of a fermionic condensate. The absolute value of the wave function
is defined by |Ψ|2 ≡ ΨΨ∗, with ∗ denoting the complex conjugate. Whereas for a
single particle wave function, |Ψ|2 denotes the probability of finding this particle
at the point r at time t, the amplitude of the condensate wave function is related
to the number density of bosons constituting the quantum state, i.e. |Ψ(r, t)|2 =
|Ψ0(r, t)|2 = nc(r, t). Integrating over the volume of the entire condensate, one thus
obtains the total number of indistinguishable particles present in the superfluid
ground state at a specific time, t.
A connection between the quantum mechanical description and a hydrodynami-
cal formalism is obtained by substituting the definition of the wave function (1) into
the Schro¨dinger equation (2) and separating the resulting equation into its real and
imaginary part. This Madelung transformation45 results in two coupled equations
of motion for the amplitude, Ψ0, and phase, ϕ,
~
∂ϕ
∂t
+
~2
2mc
(∇ϕ)2 + µ− ~
2
2mcΨ0
∇2Ψ0 = 0, (3)
∂Ψ0
∂t
+
~
2mc
(
2∇Ψ0 · ∇ϕ+ Ψ0∇2ϕ
)
= 0. (4)
Multiplying the second equation with Ψ0 and using the chain rule, we arrive at
∂|Ψ0|2
∂t
+
~
mc
∇ · (|Ψ0|2∇ϕ) = 0. (5)
This is equivalent to the continuity equation of fluid mechanics, i.e.
∂ρS
∂t
+∇ · jS = 0, (6)
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if we substitute the superfluid mass density, ρS ≡ mcnc, and take advantage of the
standard definition of the quantum mechanical momentum density,
jS =
i~
2
[Ψ∇Ψ∗ −Ψ∗∇Ψ] = ~|Ψ0|2∇ϕ, (7)
where Eqn. (1) has been used to obtain the last equality. We can further identify the
momentum density as the product of the superfluid mass density and a superfluid
velocity, i.e. jS ≡ ρSvS,29 which allows us to define the latter as
vS ≡ ~
mc
∇ϕ. (8)
Note that in addition to this approach of identifying velocities with momenta, it is
also possible to treat both variables independently. While both formalisms are math-
ematically equivalent and have been employed in the context of neutron star hydro-
dynamics,46–50 caution is specifically needed when entrainment, the non-dissipative
coupling of neutron and proton components in a neutron star’s interior, is included
(see Sec. 6.1).
Taking the curl of Eqn. (8), one finds
∇× vS = 0. (9)
Hence, the condensate is characterised by irrotational, potential flow and the phase
of the wave function plays the role of a scalar velocity potential. As we will see later
on, this fundamental property is responsible for the formation of quantised vortex
lines in a rotating superfluid sample.
Moreover, by taking the gradient of Eqn. (3), substituting the superfluid velocity,
vS, and condensate number density, nc, and taking the irrotationality into account,
we arrive at
∂vS
∂t
+ (vS · ∇) vS = −∇µ˜+∇
(
~2
2m2c
√
nc
∇2√nc
)
, (10)
where µ˜ ≡ µ/mc is the fluid’s specific chemical potential. This equation of motion
for the quantum condensate at T = 0 resembles the Euler equation of an ideal fluid;
the only difference being the second term on the right-hand side. This contribution
reflects the quantum nature of the system and is referred to as the quantum pres-
sure. As it captures forces that depend on the curvature of the amplitude of the
wave function, the term is negligible if the spatial variations of Ψ0 occur on large
scales, specifically larger than the coherence length, ξ.51,52 One is then left with the
momentum equation for a perfect fluid;
∂vS
∂t
+ (vS · ∇) vS +∇µ˜ = 0. (11)
3.2. Two-fluid equations
For temperatures T > 0, the condensate coexists with excitations that constitute the
viscous component. Following Landau’s model, it is convenient to continue labelling
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the hydrodynamical properties of the superfluid component with ‘S’, while the index
‘N’ refers to the normal part. Any quantities without labels describe parameters of
the entire fluid. Assigning a local velocity and density to each of the constituents of
the two-fluid system, the total mass density and mass current density are given by
ρ = ρN + ρS, (12)
j = ρNvN + ρSvS. (13)
Based on these two relations, the simplest form of the hydrodynamical equations
can be derived from conservation laws and the assumption that the fluid velocities
are sufficiently small (for details see for example Roberts and Donnelly53 or Hills
and Roberts54). This ensures that dissipation introduced by the viscosity, η, of the
normal fluid and the formation of vortices in the superfluid counterpart is negligible.
Implicitly excluding turbulence makes it possible to treat the fluids individually and
neglect any coupling between them. First of all, the total mass of the sample has to
be conserved, leading to the continuity equation
∂ρ
∂t
+∇ · j = 0. (14)
Additionally assuming that the dissipation mechanisms are weak, every process in
the two-fluid system is reversible. This implies that the entropy per unit mass, s, is
conserved and results in a second continuity equation. Since entropy and heat are
transported by the normal fluid, we have
∂(ρs)
∂t
+∇ · (ρsvN) = 0, (15)
where ρs is the entropy density and ρsvN represents the entropy current density.
In the case of incompressible fluid flow, ∇ · vS = ∇ · vN = 0, the conservation of
momentum in the entire system provides a two-fluid Navier-Stokes equation. It can
be separated into momentum conservation equations for each individual component
by taking advantage of the Euler equation (11). In the absence of dissipation, the
system is in local thermodynamic equilibrium and a small change in the specific
chemical potential is related to changes in the pressure, p, and the temperature, T ,
via the Gibbs-Duhem equation, dµ˜ = ρ−1dp− sdT . Using this relation, one finds:53
ρS
[
∂vS
∂t
+ (vS · ∇) vS
]
+
ρS
ρ
∇p− ρSs∇T = 0, (16)
ρN
[
∂vN
∂t
+ (vN · ∇) vN
]
+
ρN
ρ
∇p+ ρSs∇T − η∇2vN = 0. (17)
The former is the Euler equation characterising the fluid fraction condensed into the
ground state. At low temperatures, due to existence of discrete quantum levels, this
component cannot exchange energy with the environment and is responsible for the
inviscid, frictionless behaviour of the fluid. For ρ = ρS at absolute zero, Eqn. (16) is
equivalent to Eqn. (11). Finally, Eqn. (17) is the equation of motion for the normal
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constituent. It is composed of all elementary excitations and has properties similar
to that of a classical Navier-Stokes fluid with viscosity η.
Before turning to the more complicated dynamics of rotating condensates, we
clarify that the two-fluid model is a mathematical idealisation. In reality, the two
components are physically inseparable and atoms cannot be designated as belonging
to either one of them.
3.3. Characteristics of a rotating superfluid
Considering a normal fluid inside a rotating vessel, the motion is characterised by
rigid-body behaviour, where the velocity, v, in the inertial frame is given by
v = Ω× r. (18)
Here, Ω is the container’s angular velocity vector and r the position vector. As a
consequence of shearing, vorticity is created when the fluid is flowing past container
walls. The vorticity is defined by
ω ≡ ∇× v = 2Ω. (19)
The second identity is satisfied in the case of rigid-body rotation. Taking the curl
of the Navier-Stokes equation and neglecting external forces, it is possible to show
that vorticity transport is described by a diffusion equation.
Although the concept of vorticity had been familiar from viscous hydrodynamics,
condensed matter physicists were initially not sure whether it would be possible to
spin up the frictionless component inside a superfluid or not; the main problem
being the property of potential flow as given in Eqn. (9). For a smooth, irrotational
velocity field, vS, the circulation around an arbitrary contour L vanishes, i.e.
Γ =
∮
L
vS · dl =
∫
A
(∇× vS) · dS = 0, (20)
because Stokes’ theorem can be used to rewrite the expression as an integral over
the surface A enclosed by the contour L. This makes it impossible for an inviscid su-
perfluid to develop circulation in a classical manner. The state, where no superfluid
rotation is present, is generally referred to as the Landau state.55
However contrary to this discussion, several experiments in the 1960s showed
that both components in rotating helium II move with the same angular velocity,
implying that the superfluid component also exhibits rigid-body rotation (see for ex-
ample Osborne56). The contradiction between theory and observations is resolved by
recalling that the quantum mechanical wave function Ψ is invariant under changes
in the phase, ϕ, that are multiples of 2pi. Taking this and Eqn. (8) into account, the
circulation is given by
Γ =
∮
L
vS · dl = ~
mc
∮
L
∇ϕ · dl = h
mc
n ≡ κn, n ∈ Z. (21)
The discrete set of phase values introduces a quantisation to the problem and results
in the formation of vortices, singularities at which the circulation is non-zero. h =
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2pi~ denotes the Planck constant and the quantity κ is defined as the quantum
of circulation carried by a single vortex. Each individual vortex has a rotational
velocity profile that is inversely proportional to the distance, r, from its centre and
additionally a core that is normal and not superfluid. Using cylindrical coordinates
{r, θ, z}, one obtains for the superfluid velocity
vS(r) =
Γ
2pir
θˆ, (22)
where θˆ is the unit vector in θ-direction. The idea of quantisation was pioneered by
Onsager32 and Feynman.33 The latter was the first to suggest that vortices could be
formed in a regular array, so that the circulation of all vortices mimics the rotation
on macroscopic lengthscales as illustrated in Fig. 4. By forming vortices, the super-
fluid appears to be moving as a rigid body on macroscopic scales, having a classical
moment of inertia. In this picture, any change in angular momentum is accompa-
nied by the creation (spin-up) or destruction (spin-down) of vortices. Therefore, the
vortex area density, Nv, is directly proportional to the total circulation within a
unit area, leading to the definition of an averaged vorticity,
ω ≡ Nvκ, (23)
where κ ≡ κ κˆ with the unit vector κˆ pointing along the direction of the vortices.
This quantisation of the circulation in the form of vortices also serves as the basis
for the description of the multi-fluid system in the interior of the neutron stars (see
Sec. 6.1). For straight vortex lines, this direction coincides with the rotation axis of
the cylindrical container, Ωˆ = κˆ. With Eqns. (19) and (23), one finds
Nv = 2Ω
κ
. (24)
For example, helium II rotating at 1 rad s−1 has an average vortex density of
Nv ≈ 104 cm−2. The exact shape of the vortex array minimising the energy of the
condensate was first calculated by Abrikosov.15 He considered the case of a strong
type-II superconductor (a problem equivalent to that of a rotating superfluid) and
found that the quantised structures form a triangular lattice (see Sec. 4.4.6). Using
Eqn. (24), one can determine an average distance, dv, between individual vortices,
dv ' N−1/2v =
(
~pi
Ωmc
)1/2
. (25)
For the rotating helium II sample discussed above, one obtains an intervortex spac-
ing of dv ≈ 0.1 mm.
3.4. Mutual friction and HVBK equations
The previous derivation of the two-fluid equations relies on the fact that the two
fluid velocities, vN and vS, are small and dissipation can be neglected. If this is
however no longer the case, additional terms have to be included into the equations
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Fig. 4. Illustration of superfluid rotation. Different to a viscous fluid, a superfluid minimises its
energy by forming a regular vortex array. Each vortex is aligned with the rotation axis and carries
a quantum of circulation, adding up to mimic solid-body rotation on macroscopic scales.
of motion. This is especially necessary if the individual fluid velocities are large or
the superfluid is rotating and vortices are present, since additional forces couple the
two components. Based on an improved understanding of the underlying physical
processes, several extensions to the original two-fluid model have been suggested. In
particular the Hall-Vinen-Bekarevich-Khalatnikov (HVBK) equations35,57 provide
a more complete model of superfluid hydrodynamics.
Including dissipation leads to the coupling of the momentum equations, because
the Gibbs-Duhem relation used in Sec. 3.2 is no longer sufficient to capture changes
in the specific chemical potential. Considering non-linear effects, one instead has to
substitute dµ˜ = ρ−1dp− sdT − ρN(2ρ)−1dw2NS, where wNS ≡ vN−vS is the relative
velocity difference between the two fluids (for details see Roberts and Donnelly53).
By incorporating these changes into Eqns. (16) and (17), one arrives at two coupled
partial differential equations,
ρS
[
∂vS
∂t
+ (vS · ∇) vS
]
+
ρS
ρ
∇p− ρSs∇T − ρSρN
2ρ
∇w2NS = 0, (26)
ρN
[
∂vN
∂t
+ (vN · ∇) vN
]
+
ρN
ρ
∇p+ ρSs∇T + ρSρN
2ρ
∇w2NS − η∇2vN = 0. (27)
These relations can be further improved to capture the dynamics of a rotating
superfluid. The presence of vortices has an effect on the hydrodynamical equations,
because they interact with the normal fluid component and cause dissipation. This
coupling mechanism is generally referred to as mutual friction. It is for example
responsible for spinning up the superfluid as it communicates the changes in the
normal component (coupled viscously to the rotating container) to the frictionless
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counterpart. Many advances in understanding the mutual friction force in helium II
are based on research performed by Hall and Vinen in the 1960s. They realised that
the main mechanism for the dissipative interaction is the collision of excitations with
the normal cores of the vortex lines. For a helium II sample rotating at constant
angular velocity, Ω = Ω Ωˆ, Hall and Vinen suggested the following form of the
mutual friction force,35
Fmf = BHe ρSρN
ρ
Ωˆ× [Ω× (vS − vN)] + B′He
ρSρN
ρ
Ω× (vS − vN) . (28)
The two parameters BHe and B′He reflect the strength of the mutual friction coupling
and can be experimentally determined (see Sec. 8.3 for details). Additionally, the
fluid velocities vN and vS are no longer mesoscopic quantities but instead obtained
by averaging over regions that contain a large number of vortices. Therefore, this
form of the mutual friction between individual vortices and the viscous fluid im-
plicitly relies on an averaging procedure. This way, the discrete behaviour of the
vorticity is smoothed out and the dynamics on small lengthscales are neglected.
This process is often called coarse-graining. Hence, accounting for the presence of
vortices, other quantities in the hydrodynamical equations also have to be replaced
with their averaged equivalents.
In addition to quasi particle collisions, there is another force acting on the helium
vortices that is particularly important for the study of highly dissipative or turbulent
behaviour in superfluids. The original mutual friction force given in Eqn. (28) as-
sumes that vortices are straight and form a regular array. This condition however is
not necessarily satisfied, as vortices could be bent or even form tangled structures,58
making it important to include the vortex tension, T. Postulated as an explanation
for experimental results in superfluid helium-4, the mutual friction force in the case
of curved vortices, which are sufficiently far apart so that no reconnections can take
place, has the form59
Fmf = −BHe ρSρN
2ρ
ωˆ ×
(
ω ×wNS + T
ρS
)
− B′He
ρSρN
2ρ
(
ω ×wNS + T
ρS
)
, (29)
where Eqn. (19) was used to substitute the averaged vorticity ω ≡ ω ωˆ with ωˆ = Ωˆ.
Due to its large self-energy (comparable to the tension of a guitar string) a vortex
resists bending, which generates a restoring force trying to bring the vortex back
into its equilibrium position. The tension is thus dependent on the vortex curvature:
T = −ρSνS ω × (∇× ωˆ) = ρSνS (ω · ∇) ωˆ. (30)
The parameter νS, which has the dimensions of a kinematic viscosity, is defined by
νS ≡ κ
4pi
ln
(
dv
a
)
, (31)
where dv denotes the intervortex spacing and a the radius of a vortex core. Note that
for the temperature range generally studied in helium II experiments, νS is of similar
order or larger than the normal component’s kinematic viscosity, νN = η/ρN.
60
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Combining the momentum conservation equations (26) and (27) with the ex-
tended version of the mutual friction (29) and the tension force (30), one finally
arrives at the HVBK equations that describe the hydrodynamics of a rotating two-
component superfluid in the presence of averaged vorticity,35,57,59
ρS
[
∂vS
∂t
+ (vS · ∇) vS
]
+
ρS
ρ
∇p− ρSs∇T − ρSρN
2ρ
∇w2NS = T + Fmf , (32)
ρN
[
∂vN
∂t
+ (vN · ∇) vN
]
+
ρN
ρ
∇p+ ρSs∇T + ρSρN
2ρ
∇w2NS − η∇2vN = −Fmf . (33)
As addressed in Sec. 6.1, an equivalent set of equations can also be used to study
the multi-fluid mixture in the interior of neutron stars and much of what we know
about the manifestation of astrophysical condensates is rooted in the close analogy
between these two mathematical formalisms.
3.5. Vortex dynamics and turbulence
While the hydrodynamical model provides information about the averaged dynamics
of superfluids on macroscopic scales, several phenomena cannot easily be studied
within this framework. In particular, when vortices are no longer straight and very
close to each other, the standard averaging procedure introduced in Sec. 3.3 can no
longer be performed, because vortices start to interact and reconnect, which leads to
a turbulent state. The analysis of this new regime of fluid dynamics has significantly
advanced in recent decades due to increasing computational resources.
The modern models of the chaotic flow in superfluids are based on the concept
of following individual vortices on mesoscopic scales. In these filament approaches,
which were pioneered by Schwarz,61 the vortices are reduced to infinitesimally thin
three-dimensional curves s(ξ, t) (parametrised by the length ξ along the line and the
time t) of circulation κ. A description of the corresponding dynamics is obtained
by first assuming that the vortices are only slightly bent and no reconnections take
place. Due to this curvature, the mesoscopic velocity field generated at a specific
point on a line also influences the rest of the vortex. Hence, each point on a vortex
moves according to the total superfluid velocity induced at this point plus any
additionally forces present. More precisely, the induced velocity of the superfluid
component is given by62
vS(r, t) =
κ
4pi
∫
L
(s− r)× ds
|s− r|3 , (34)
with the integral being evaluated over the full vortex length, L. Note that this
is of the same form as the Biot-Savart law known from electromagnetism, which
is used to calculate the magnetic field induced by a steady current. Eqn. (34) is
singular at any point s on the vortex line and only well-defined outside the vortex.
The singularity can be avoided by introducing a cut-off to regularise the integral.
Ignoring the detailed core structure, a suitable choice would be to cut off the integral
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at the distance a ' ξ. The self-induced contribution to the superfluid flow (caused
by the vortex curvature) is responsible for the modification of the mutual friction
as given in Eqn. (29). By introducing an additional cut-off at large distances from
the vortex (a reasonable estimate is the intervortex spacing dv), Eqn. (34) can be
evaluated and related to the tension, T, that enters the vortex-averaged force, Fmf .
On mesoscopic scales, the motion of a single vortex filament is obtained by
balancing the individual forces acting on it. While a more detailed discussion of the
respective forces is postponed to Secs. 6.2 and 8.3, a balance of the Magnus force
and a dissipative drag leads to an equation for the mesoscopic vortex velocity, uv;
uv = vS + αHe sˆ
′ × (vN − vS)− α′He sˆ′ × [sˆ′ × (vN − vS)] , (35)
where vS is given by Eqn. (34) and a prime denotes a partial derivative with respect
to the arc length ξ, implying that sˆ′ is the unit tangent of the vortex line. Moreover,
αHe and α
′
He form a second set of mutual friction coefficients, whose connection to
the parameters BHe and B′He is also explained in Sec. 8.3. While Eqn. (35) allows an
analysis of the dynamics of curved vortices, the filament model does not automati-
cally account for vortex interactions and reconnections, which eventually drive the
superfluid towards a turbulent state. This non-equilibrium behaviour can however
be incorporated by introducing an additional algorithmic procedure that ensures
the immediate separation and subsequent reconnection of vortex lines if they get
too close to each other or the surface of the sample. More details of this reconnect-
ing vortex-filament model, which has been successfully applied to capture various
features of quantum turbulence (see Ha¨nninen and Baggaley62 for a review), are
provided by Schwarz.61
The mesoscopic approach is providing new insight into the so-called counterflow
behaviour, which results from the relative motion of the inviscid and normal fluid
component. The first studies of quantum turbulence focused on this chaotic flow
regime and were pioneered by Vinen in the 1950s.63–66 By applying a thermal gra-
dient to non-rotating superfluid helium (only affecting the viscous fluid and hence
causing a velocity difference between the normal and the superfluid component),
Vinen showed that the energy was dissipated as a result of the interactions between
a turbulent vortex tangle and the excitations. In such a turbulent state the mutual
friction force (29) is no longer suitable to describe the dissipation and an alterna-
tive expression needs to be used. The main challenge remains the calculation of an
appropriate average as one cannot simply count the vortices per unit area in the
tangle. To circumvent this problem, Vinen used a phenomenological approach to
determine the form of the mutual friction. More precisely, he postulated that for
the case of isotropic turbulence, where vortices do not exhibit a preferred direction,
the force per unit volume is65
Fmf =
2
3
LρSκαHe (vS − vN) . (36)
Here, L is the total length of vortices per unit volume. In order to obtain an estimate
for this quantity, one can balance the effects that increase and suppress turbulence
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and therefore alter the parameter L. Whereas its growth can be attributed to the
Magnus effect, the decay of quantum turbulence on large scales satisfies the same
Kolmogorov scaling67 as observed in classical fluids.68 If both mechanisms are in
equilibrium, the following steady-state solution for L is found,65
L =
(
2pi
κ
)2(
χ1
χ2
)2
α2He (vS − vN)2 , (37)
where χ1 and χ2 are dimensionless parameters of order unity. For an isotropic vortex
tangle, the mutual friction force is thus proportional to the cube of the relative
velocity, as had previously been suggested by Gorter and Mellink.69 Note that by
averaging the filament model of Schwarz61 over all vortex segments inside a sample,
a qualitatively similar result is obtained for the macroscopic mutual friction force.70
The mesoscopic framework can further help improve our understanding of the
stability of superfluid vortices.71 Whereas Vinen’s early experiments were performed
with non-rotating helium, subsequent studies also examined the counterflow be-
haviour in rotating samples which similarly exhibited turbulent characteristics.72 It
has been suggested by Glaberson et al.73 that this could be the result of a hydro-
dynamical vortex array instability. As soon as the counterflow (applied along the
vortex tangent) exceeds a critical velocity, the vortex lines become unstable to the
excitation of Kelvin waves, helical displacements named after Lord Kelvin.74 Using
a simple plane-wave analysis, the dispersion relation associated with the excitation
of a Kelvin mode of wave number k is73 (see also Sidery et al.75)
ω(k) = 2Ω + νSk
2, (38)
where Ω denotes the macroscopic angular velocity and the parameter νS has been
defined in Eqn. (31). Eqn. (38) displays critical behaviour that can be quantified by
minimising ω(k)/k. One obtains the critical wave number, kc =
√
2Ω/νS, at which
the vortex line instability (often referred to as the Donnelly-Glaberson instability)
is triggered. The corresponding critical counterflow is
wNS,c =
ω(kc)
kc
= 2
√
2ΩνS. (39)
By exceeding this value, an initially regular vortex array can be destabilised and
transformed into a turbulent tangle of vortices, which drastically changes the rota-
tional dynamics.
We return to the problem of superfluid turbulence in Secs. 8.4 and 9.2 to compare
the characteristics of laboratory systems and neutron stars.
3.6. Ultra-cold gases
The close analogy between superfluid helium and a bosonic gas at low temperatures
is illustrated by the presence of a quantum mechanical condensate which exhibits
macroscopic properties. Since all particles in the BEC occupy the same minimum
energy state, a mean-field description can be employed to obtain the macroscopic
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wave function as the symmetrised product of the single-particle wave functions. This
does however not account for the interactions between individual bosons. In the limit
T → 0, the scattering length in a BEC is typically of the order of a few nm, whereas
the particle separation is about 100 nm, implying that ultra-cold gases are dilute and
two-body scattering is the dominant interaction mechanism. While such processes
are strong, they only come into play if two atoms are very close to each other. This
can be easily captured by including an effective interaction (an additional source
term proportional to |Ψ|2Ψ) into Eqn. (2). The resulting non-linear Schro¨dinger
equation, referred to as the time-dependent Gross-Pitaevskii (GP) equation,38,39
generally applied to model the properties of a Bose-Einstein condensate in the low
temperature limit, then reads
i~
∂Ψ(r, t)
∂t
+
~2
2mc
∇2Ψ(r, t)− V (r)Ψ(r, t)− U0|Ψ(r, t)|2Ψ(r, t) = 0. (40)
As before, Ψ(r, t) denotes the complex macroscopic wave function and mc the boson
mass. Furthermore, V (r) represents the external potential confining the BEC and
the effective interaction parameter, U0, is related to the scattering length, a, via
U0 =
4pi~2a
mc
. (41)
The time-independent version of Eqn. (40) is similar to the first Ginzburg-Landau
equation, which will be given in Sec. 4.4.
The time-dependent GP equation is particularly useful for studying the dynam-
ics of a BEC, the reason being the close connection between the quantum mechanical
and the hydrodynamical picture. As illustrated for helium II, a Madelung transfor-
mation can be applied to express the non-linear Schro¨dinger equation in terms of
two new degrees of freedom, i.e. the amplitude, Ψ0, and phase, ϕ, of the wave func-
tion. By substituting the condensate’s density, nc, and the gradient of the phase
(which is proportional to the condensate’s velocity, vS, as defined in Eqn. (8)), the
behaviour of the wave function can be mapped to the equations of motion for a fluid.
Since the non-linear interaction term in Eqn. (40) is real and does not contribute
to the imaginary part, the Madelung transformation results in the same continu-
ity equation as the linear Schro¨dinger equation (see Eqn. (6)). On the other hand,
the second equation of motion can be adjusted by replacing the chemical potential
µ→ V (r) + U0|Ψ(r, t)|2. This leads to the following momentum equation:
∂vS
∂t
+ (vS · ∇) vS + 1
mc
∇
(
V + U0nc − ~
2
2mc
√
nc
∇2√nc
)
= 0. (42)
The quantum pressure term is again negligible if the typical lengthscale for varia-
tions of the macroscopic wave function is much larger than the coherence length,
ξ,52 so we are left with
∂vS
∂t
+ (vS · ∇) vS + 1
mc
∇ (V + U0nc) = 0. (43)
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This is equivalent to the Euler equation of hydrodynamics in the presence of an
external potential and a modified chemical potential. In the context of neutron star
modelling, the former could be identified with the gravitational potential, while the
quantity U0nc has taken the place of the chemical potential. As this term originated
from the addition of an effective interaction in the Schro¨dinger equation, we see
that two-body scattering processes in a BEC produce a pressure-like term in the
momentum equation similar to what we would expected from normal fluid dynamics.
Note that for a boson gas of uniform density, U0nc is indeed equal to the chemical
potential.52 This analogy will form the basis for the discussion in Sec. 9.
4. Modelling Superconductors
Following Onnes’ discovery,8 the first three decades were dominated by experimen-
tal studies aimed at determining the basic properties of the superconducting phase.
In addition to the disappearance of the electrical resistivity below a critical tem-
perature, the complete expulsion of magnetic flux in the presence of an external
field was found to be the main characteristic of a superconducting sample. We will
discuss the Meissner effect, the theoretical work of the London brothers and a quan-
tum mechanical description that forms the justification for their phenomenological
approach. This will be succeeded by a discussion of the differences between type-
I and type-II superconductors and the quantisation of magnetic flux. Finally, we
will conclude with an introduction to the Ginzburg-Landau theory. It provides the
possibility to calculate the critical quantities of the phase transitions in a supercon-
ductor and lays the foundation for several analyses of a neutron star’s fluid interior.
Gaussian units will be employed throughout.
4.1. Meissner effect and London equations
In order to determine the behaviour of matter condensing into a superconducting
state below a critical temperature, Tc, one can study its response to external mag-
netic fields. The simplest reaction would be the generation of surface currents that
flow in a small sheet of order λ (see below) provoking the expulsion of the interior
magnetic field. For the purpose of a theoretical description, a distinction between an
external current density, jext, that generates a macroscopic, averaged field, H, and
so-called magnetisation currents affecting only the mesoscopic magnetic induction,
B¯, is beneficial. The electronic supercurrent density, jS, present inside a supercon-
ductor is of mesoscopic origin and therefore attributed to the second class. Hence,
the exterior field, H, is unaffected by the presence of the superconductor. Moreover,
a macroscopic average of the magnetic induction is defined by B. For a supercon-
ducting sample, this quantity could vary smoothly over macroscopic lengthscales,
while in the case of vacuum or a normal metal (where no magnetisation currents
are present) one finds H = B¯ = B.
Based on experimental observations, Fritz and Heinz London suggested that the
mesoscopic electric field, E¯, and the mesoscopic magnetic induction, B¯, inside a
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superconductor are governed by the following two equations,10
E¯ =
mc
ncq2
∂jS
∂t
, B¯ = −mcc
ncq2
∇× jS, (44)
where mc and q are the mass and charge, respectively, and nc is the number density
of the charged particles responsible for the superconducting behaviour. The first
London equation captures the perfect conductivity feature, whereas the second one
describes the Meissner effect. This can be seen by combining the second equation
from (44) with Ampe`re’s law, which locally reads
∇× B¯ = 4pi
c
jS. (45)
In this relation displacement currents have been neglected. This is possible because
in an equilibrium or steady-state superconductor, the supercurrent density is no
longer time-dependent.76 Hence, the electric field vanishes in those cases (see first
Eqn. (44)), allowing one to neglect the displacement current that is proportional to
∂E¯/∂t. Moreover, no magnetic monopoles are present and the Maxwell equation
∇ · B¯ = 0 (46)
is satisfied. One then arrives at an equation for the mesoscopic magnetic induction,
λ2∇2 B¯ = B¯, (47)
where we define the penetration depth as
λ ≡
(
mcc
2
4pincq2
)1/2
. (48)
Considering a flat boundary between a superconducting surface and free space that
lies in the z-direction and a constant external field, H = B = B0zˆ, applied parallel
to the boundary, the solution for the magnetic field inside the superconductor is
B¯(x) = B0 exp(−x/λ) zˆ. (49)
The x-direction is perpendicular to the boundary and Eqn. (49) thus implies that
the magnetic field decays exponentially inside the superconductor. The London pen-
etration depth, λ, describes how far the field reaches into the sample and determines
the thickness of the surface sheet in which the supercurrents are generated.
The origin of the phenomenological London equation (47) can be enlightened by
considering a quantum mechanical picture, in which the wave function represents
the superposition of all superconducting states in the condensate. As first pointed
out by Fritz London,11 this relies on the usage of a vector potential, A, defined by
B¯ ≡ ∇×A. (50)
Following an approach similar to that used in Sec. 3.1 for a superfluid, a quantum
mechanical charge current density can be derived for the charged superconducting
condensate. Using the standard formula for minimal coupling, one replaces
∇ → ∇− iq
~c
A, (51)
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in order to obtain
jS =
iq~
2mc
[
Ψ
(
∇+ iq
~c
A
)
Ψ∗ −Ψ∗
(
∇− iq
~c
A
)
Ψ
]
. (52)
Here, mc ≡ 2me and q ≡ −2e, where me denotes the mass of an electron and e ≡ |e|
is the elementary charge. Substituting the macroscopic wave function, Ψ, given in
Eqn. (1) leads to an expression for the charge current density in a superconductor,
jS =
q~
mc
nc∇ϕ− q
2
mcc
nc A, (53)
where nc = |Ψ|2 represents the number density of electron Cooper pairs. The first
term in Eqn. (53) is equivalent to the result of the superfluid case, while the second
term reflects the charge of the condensate. Defining the supercurrent density as
jS ≡ qncvS, one finds a relation for the velocity of the superconducting particles,
vS =
~
mc
∇ϕ− q
mcc
A. (54)
Moreover, the quantum mechanical wave function is invariant under specific changes
in the phase. Since it can be set to zero in an appropriate gauge, it is possible to
eliminate the term proportional to∇ϕ in Eqn. (53). Hence, the supercurrent density,
jS, is proportional to the vector potential, A,
jS = − q
2
mcc
nc A. (55)
Taking the curl of this relation and eliminating the current with the help of Ampe`re’s
law (45), one finds the following equation valid inside the superconductor,
λ2∇2 B¯ = B¯. (56)
This is exactly the phenomenological London result given in Eqn. (47) that describes
the Meissner effect as the exponential decay of the mesoscopic magnetic induction.
4.2. London field in rotating superconductors
In contrast to a superfluid, a superconducting sample is able to rotate without
quantising its circulation, i.e. forming vortices. The quantised fluxtubes themselves
are not related to the macroscopic rotation, as these dynamics induce an additional
characteristic magnetic field inside the superconductor, whose axis is parallel to
the rotation axis. The so-called London field, bL, is a fundamental property of the
superconducting state and can be calculated by combining the definition of the
superconducting velocity (54) and the condition for rigid-body rotation given in
Eqn. (18). For vanishing phase gradients, ∇ϕ = 0, the energy of a rigidly rotating
superconductor is minimised by a vector potential of the form
AL = −mcc
q
Ω× r, (57)
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Fig. 5. Magnetisation curves for a type-I (left) and type-II (right) superconductor with the same
thermodynamical critical field, Hc. The areas below the curves are equal in both cases and given
by the condensation energy, Econd.
which according to Eqn. (55) has to be supported by additional surface currents.
For a cylindrical geometry and rotation about the z-axis, i.e. Ω = Ωzˆ, this potential
corresponds to the following magnetic field,
bL =
2mcc
q
Ω. (58)
As discussed in more detail later on, the London field is also present in the neutron
star interior. Although small in magnitude (see Eqn. (154)), it will have important
consequences for the electrodynamical properties of a rotating star (see Sec. 6.3).
4.3. Two types of superconductors and flux quantisation
The first experiments analysing superconductivity did not provide access to the
mesoscopic magnetic induction, B¯, because they measured the total magnetic flux
present in a sample. Hence, one rather obtained information about the spatially
averaged magnetic induction, B. This macroscopic induction is connected to the
external field, H, and the average magnetisation, M, via
B = H + 4piM. (59)
The magnetisation, M, is a function of H and its behaviour strongly depends on
the properties of the medium. In vacuum or a normal conducting metal, i.e. in a
superconductor above the transition temperature, Tc, the average induction and the
external field are equivalent, so the average magnetisation has to vanish. Measure-
ments of M in superconductors have revealed features that allow a separation into
two distinct classes (type-I and type-II media) as shown in Fig. 5.
For type-I systems, the magnetisation increases linearly with the external field.
In this Meissner state, no magnetic flux is present in the interior of the supercon-
ductor, i.e. B = 0, and the magnetisation generated by the supercurrents in the
surface layer balances the external field. As soon as H ≡ |H| reaches the critical
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value, Hc, the magnetisation drops to zero. The superconducting quantum state is
destroyed and the material turns normal in a first-order phase transition. The crit-
ical magnetic field, Hc, is thermodynamically related to the condensation energy,
Econd. This is the temperature-dependent difference in the free energy densities of
the normal and the superconducting state in the absence of external fields, fN0 and
fS0, respectively. It is given by
Econd(T ) = fN0(T )− fS0(T ) = Hc(T )
2
8pi
. (60)
Depending on the geometry of a type-I superconductor, characterised by the so-
called demagnetisation factor, it is possible to create an intermediate state for ex-
ternal fields close to Hc. Considering for example a superconducting sphere, its
averaged surface field, B ≡ |B|, is not constant. It exceeds the applied field, H, in
the equatorial plane and is smaller than H close to the poles.77 Therefore, certain
regions could have B > Hc, while others could not, creating a state where supercon-
ducting and normal regions coexist. The size of the corresponding domains depends
crucially on the surface energy, δ, of the interfaces, which will be considered below.
For a type-II superconductor, the Meissner state does not break down abruptly.
Instead, above a critical field,Hc1, it is energetically favourable for the medium to let
magnetic flux continuously enter in the form of fluxtubes. The quantity responsible
for this behaviour is again the surface energy. It also dictates that the interfluxtube
interaction is repulsive and the resulting magnetic structures are ordered in a tri-
angular array. This was first investigated by Abrikosov.15 Inside the fluxtubes, the
material is in a normal state, which is screened from the superconducting region
by additional, circulating supercurrents. As discussed in Sec. 3.3 for the quantised
circulation of a rotating superfluid, the quantum mechanical wave function, Ψ, is
invariant under changes in the phase, ϕ, that are multiples of 2pi. Taking account
of this invariance, one can integrate Eqn. (54) around a closed contour L located
inside the sample to obtain
c~
q
∮
L
∇ϕ = c
q
∮
L
(
mcvS +
q
c
A
)
· dl = ch
2e
n, n ∈ Z. (61)
In contrast to the superfluid vortex, the velocity profile of a superconducting flux-
tube does not have a 1/r-dependence but decays exponentially for large distances,
r, from the core, i.e. |vS| ∼ exp(−r/λ). Choosing a contour sufficiently far away
from the centres of individual fluxtubes, the integral over vS vanishes. Moreover,
Stokes’ theorem can be applied to rewrite the contour integral into a surface integral
over the surface, A, enclosed by L. By using the definition of the vector potential
given in Eqn. (50), a quantisation condition for the total magnetic flux, φ, inside a
superconductor is found,
φ =
∮
L
A · dl =
∫
A
(∇×A) · dS =
∫
A
B¯ · dS = ch
2e
n ≡ φ0n, (62)
where φ0 is the magnetic flux quantum. The flux quanta of all individual fluxtubes
have to add up to the total flux inside the superconductor. Thus, one can define the
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magnitude of the averaged magnetic induction inside a superconducting sample by
B ≡ Nftφ0, (63)
with the fluxtube surface density Nft. As in the case of helium II, where the vortex
density could be determined from the angular velocity of the solid-body equivalent,
it is possible to determine the number of fluxtubes per unit area in a superconductor
for a given magnetic induction. This again provides the possibility to estimate an
average distance, dft, between individual fluxtubes,
dft ' N−1/2ft =
(
φ0
B
)1/2
. (64)
At the upper critical field, Hc2, the fluxtubes become so densely packed that their
cores start to touch. This destroys the superconducting properties and the entire
sample is turned into a normal conductor in a second-order phase transition. Hc2
can be much greater than the thermodynamical critical field, Hc, a fact exploited in
high-field superconducting magnets. If a type-I and type-II superconductor have the
same Hc, then the magnetisation depends on the external field as shown in Fig. 5.
However, the area under both curves is the same, because it equals the condensation
energy, Econd.
4.4. Ginzburg-Landau theory in a nutshell
One approach to superconductivity that allows the reproduction of many observed
phenomena is based on the theory of phase transitions. It represents a generalisation
of the theory developed by the London brothers and was pioneered by Ginzburg
and Landau in 1950.13 The basic idea is that a second-order phase transition can be
characterised by a change in an order parameter. In the case of a superconductor,
this role is taken over by the macroscopic wave function, |Ψ|2, i.e. the Cooper pair
density. The temperature is the quantity governing the transition. Above the su-
perconducting transition temperature, Tc, no Cooper pairs are present, whereas the
number of paired states increases drastically below Tc. Hence, the phase transition
can be interpreted as a symmetry breaking in |Ψ|2. Some of the major successes
of the phenomenological Ginzburg-Landau theory are the derivation of the critical
fields of a type-II superconductor and the inclusion of interaction effects depending
non-linearly on the order parameter. Although not obtained from microscopic prin-
ciples but rather from physical intuition, the theory is particularly useful for the
description of phenomena that are observable on macroscopic scales. Thus, it can
also be valuable in determining the characteristics of the superconducting neutron
star interior.78,79
4.4.1. Free energy densities and Ginzburg-Landau equations
Close to Tc, Ginzburg and Landau assumed that the order parameter would be
small and vary only slowly in the spatial coordinate, r. This led to the postulate
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that close to the transition the Helmholtz free energy of a system could be written
as an expansion in the order parameter. For matter turning superconducting in
a second-order phase transition, the free energy density, fS0, in the absence of an
external field is given by
fS0(r) = fN0(r) + α |Ψ(r)|2 + β
2
|Ψ(r)|4 + ~
2
2mc
∣∣∣∣(∇− iq~c A(r)
)
Ψ(r)
∣∣∣∣2 +
∣∣B¯(r)∣∣2
8pi
,
(65)
where the phenomenological parameters α and β depend on the temperature and
fN0 is the free energy density of the normal phase in the absence of fields. All other
parameters have been defined in the previous subsections. The total free energy,
FS0, is found by integrating fS0 over the volume considered. For a vanishing order
parameter, i.e. the normal state above Tc, the free energy density reduces to the
expected value fN0 + B¯
2/8pi with B¯ ≡ |B¯|. Note that the free energy density is not
only related to the order parameter, |Ψ|2, but also to the vector potential, A. This
dependence was also found in BCS theory, where the supercurrent is proportional
to the potential (see Eqn. (55)), illustrating the similarities between the two models,
i.e. the fact that the Ginzburg-Landau theory can be deduced from the microscopic
framework for T → Tc.14
In the presence of an external field H, fS0 has to be modified, because the energy
density of the normal phase contains an additional contribution corresponding to
H2/8pi (H ≡ |H|), generated by the external currents. Hence, to calculate the free
superconducting energy density, this term has to be subtracted and one obtains
fS = fN + α |Ψ|2 + β
2
|Ψ|4 + ~
2
2mc
∣∣∣∣(∇− iq~c A
)
Ψ
∣∣∣∣2 + B¯28pi − H28pi , (66)
where fS and fN represent the free energy densities of the superconducting and
normal phase in the presence of an external field H, respectively. The spatial de-
pendences have been omitted for clarity. The need for paying attention to the energy
density generated by the external currents becomes superfluous when another ther-
modynamical potential is considered. In situations where the external field, H, is
held constant, it is more convenient to consider Gibbs free energy densities, gS,N,
related to the Helmholtz free energy densities, fS,N, via a Legendre transformation:
gS,N = fS,N − B¯H
4pi
. (67)
The difference between the two potentials is illustrated by taking into account the
definition of the thermodynamical critical field, Hc, given in Eqn. (60). Applying
the external field, H = Hc, one obtains for the difference in the Helmholtz energy
densities of the normal and the superconducting state,
fN − fS = fN0 + H
2
c
8pi
− fS0 = H
2
c
4pi
. (68)
The difference in the Gibbs energy densities on the other hand reduces to
gN − gS = fN0 + H
2
c
8pi
− H
2
c
4pi
− fS0 = 0. (69)
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In contrast to the Helmholtz energy, the Gibbs energy density remains constant dur-
ing the phase change of a superconducting medium. The latter is therefore examined
later on in order to calculate the critical fields of superconductivity.
Using the standard Euler-Lagrange equations, it is further possible to minimise
gS with respect to the complex conjugate wave function, Ψ
∗, and the vector poten-
tial, A, to arrive at the two Ginzburg-Landau equations,77
∂gS
∂Ψ∗
−
3∑
j=1
∂
∂xj
∂gS
∂ (∇jΨ∗) = αΨ + β |Ψ|
2 Ψ− ~
2
2mc
(
∇− iq
~c
A
)2
Ψ = 0, (70)
∂gS
∂Ai
−
3∑
j=1
∂
∂xj
∂gS
∂ (∇jAi) =
iq~
2mc
(Ψ∇Ψ∗ −Ψ∗∇Ψ)− q
2
mcc
|Ψ|2A− c
4pi
∇×(∇×A) = 0,
(71)
where xj and Aj are denoting the spatial components of r and A, respectively. The
first equality is a modified Schro¨dinger equation for the quantum mechanical wave
function, Ψ. Employing the vector potential (50) and Ampe`re’s law (45), the second
relation defines the quantum mechanical current density as given in Eqn. (52).
4.4.2. Characteristic lengthscales
The Ginzburg-Landau equations (70) and (71) introduce two characteristic length-
scales to the problem of superconductivity; the penetration depth, λ, and the co-
herence length, ξ. They are defined as
λ ≡
(
mcc
2
4pincq2
)1/2
, (72)
and
ξ ≡
(
~2
2mc|α|
)1/2
. (73)
The first quantity is equivalent to the London penetration depth derived within the
phenomenological London theory (see Eqn. (48)). It describes the lengthscale on
which the Meissner effect suppresses the magnetic induction in the interior of the
superconductor. Since the density of superconducting particles vanishes at the tran-
sition temperature, the penetration depth diverges as T → Tc. The second quantity
represents the typical distance over which the order parameter, |Ψ|2, varies in space.
It is also temperature-dependent and diverges close to the transition temperature.
Comparing to BCS theory, the coherence length is identified with the dimension
of a single Cooper pair. It is defined in terms of the temperature-dependent en-
ergy gap, ∆, and the Fermi velocity, vF, related to the Fermi wave number, kF, via
vF = ~kF/m∗c . One therefore has
ξBCS ≡ ~vF
pi∆
=
~2kF
m∗cpi∆
. (74)
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The effective mass m∗c (also referred to as the Landau effective mass) characterises
a static quantum mechanical ground state. Note that this effective mass differs from
the dynamical effective mass used in the context of neutron stars.80
The ratio of the two lengthscales defined in Eqns. (72) and (73) is referred to as
the Ginzburg-Landau parameter, κGL. There exists a critical value, κcrit ≡ 1/
√
2,
that classifies the type of superconductivity. More precisely
type-I: κGL ≡ λ
ξ
< κcrit, type-II: κGL ≡ λ
ξ
> κcrit. (75)
The first case is characterised by λ . ξ and a positive surface energy. In the second
case (λ & ξ), the surface energy is negative and the material is in an unstable state.
It becomes energetically favourable for the superconductor to divide into regions of
order ξ and form a fluxtube array, each fluxtube carrying φ0. The existence of κcrit is
thus related to the surface energy and the transition from an attractive interfluxtube
potential in the type-I state to a repulsive interaction for type-II media.
4.4.3. Critical fields I
The Ginzburg-Landau formalism also provides the means to calculate the critical
fields of superconductivity. Firstly, the thermodynamical field, Hc, is related to the
free parameters, α and β. An expression is found by equating the Gibbs free energy
densities of the normal and the superconducting state at equilibrium, H = Hc. For
the bulk of a superconducting medium, the free energy density is minimised by a
constant order parameter and a zero vector potential, A = 0, which implies that
the induction vanishes, B¯ = 0. The exact value obtained from Eqn. (70) is
|Ψ∞|2 ≡ −α
β
=
|α|
β
, (76)
where α < 0 and β ≈ constant for a superconductor.77 In the normal phase on
the other hand, the minimum of the energy density is related to a vanishing order
parameter, |Ψ|2 = 0, and B¯ = B = H. Hence, the Gibbs free energy densities that
have to be equal at the phase transition are
gS = fS = fN − |α|
2
2β
− H
2
8pi
, gN = fN − H
2
4pi
. (77)
Using H = Hc leads to the following identity for the critical thermodynamical field,
Hc =
(
4pi|α|2
β
)1/2
. (78)
Additionally, the lower critical field, Hc1, can be determined. It marks the value
at which flux first enters the superconductor. So the Gibbs energy, GS, of the sample
without fluxtubes must be equal to the case where exactly one fluxtube is present,
GS
∣∣
no flux
= GS
∣∣
one fluxtube
. (79)
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The total Gibbs energy,GS, is then obtained by integrating the Gibbs energy density,
gS, over the superconductor’s volume, V,
GS =
∫
V
gS dV = FS − H
4pi
∫
V
B¯ dV. (80)
In the Meissner state, where the fluxtubes are absent and B¯ = 0, the Gibbs energy
equals the Helmholtz energy, GS
∣∣
no flux
= FS. For the single fluxtube, one has instead
GS
∣∣
one fluxtube
= FS + EftL− Hc1φ0L
4pi
. (81)
Here, Eft denotes the increase in the free energy per unit length due to the presence
of a fluxtube of length L. Hence, the lower critical field is given by
Hc1 =
4piEft
φ0
, with Eft =
(
φ0
4piλ
)2
lnκGL. (82)
4.4.4. Surface energy
A similar energy statement can be used to calculate the surface energy, δ, which
determines how magnetic flux is distributed inside a superconducting sample to
minimise the total energy. More precisely, δ is obtained by comparing the Gibbs
free energies of the pure, flux-free type-I phase and the coexisting state (in which
the magnetic flux is able to penetrate the superconductor) at the thermodynamical
critical field, H = Hc. The physical behaviour of type-I and type-II superconductors
is fundamentally different at this point and the surface energy is given by
δ = GS
∣∣
H=Hc, coexisting
−GS
∣∣
H=Hc, no flux
. (83)
To simplify the problem, a one-dimensional set-up along the x-axis is considered.
The total Gibbs energies are obtained by integrating the corresponding densities
along this coordinate. At H = Hc, the energy density of the flux-free Meissner state
is equal to the Gibbs energy density of the normal state (see Eqn. (77)) giving
δ =
∫ ∞
−∞
(
gS − gS
∣∣
no flux
)
dx =
∫ ∞
−∞
(
fS − B¯(x)Hc
4pi
− fN + H
2
c
4pi
)
dx, (84)
where the definition of gS given in Eqn. (67) has been employed. In the coexist-
ing phase, the magnetic induction is no longer zero but instead a function of x.
Substituting the Ginzburg-Landau free energy density (66) for fS, we obtain
δ =
∫ ∞
−∞
(
α |Ψ|2 + β
2
|Ψ|4 + ~
2
2m
∣∣∣∣(∇− iq~c A
)
Ψ
∣∣∣∣2 + B¯28pi + H2c8pi − B¯Hc4pi
)
dx.
(85)
This can be further simplified by taking advantage of the first Ginzburg-Landau
equation. Multiplying Eqn. (70) with Ψ∗, integrating over the x-direction and per-
forming an integration by parts gives the following∫ ∞
−∞
(
α |Ψ|2 + β |Ψ|4 + ~
2
2m
∣∣∣∣(∇− iq~c A
)
Ψ
∣∣∣∣2
)
dx = 0. (86)
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Substituting this back into Eqn. (85), the surface energy reduces to
δ =
∫ ∞
−∞
(
−β
2
|Ψ(x)|4 +
[
B¯(x)−Hc
]2
8pi
)
dx. (87)
Generally speaking, this expression has to be integrated numerically while simulta-
neously solving the Ginzburg-Landau equations to provide expressions for the order
parameter and the vector potential. However, Eqn. (87) can be rewritten in terms
of dimensionless quantities, which allow for a more intuitive interpretation. Using
Eqns. (76) and (78), one obtains
δ =
∫ ∞
−∞
H2c
4pi
(
−|Ψ˜(x)|
2
+
[
B˜(x)− 1√
2
]2)
dx, (88)
where
Ψ˜(x) ≡ Ψ(x)
Ψ∞
, B˜(x) ≡ B¯(x)√
2Hc
. (89)
Deep inside the normal and superconducting regions, the integrand of Eqn. (88) is
constant and of small magnitude. Thus, δ is localised around the interface, justify-
ing the name surface energy. The relation also explains the different behaviour of
the two types of superconductors. For κGL  1, the field reaches far into the super-
conducting sample, which results in B¯ ≈ Hc and B˜ ≈ 1/
√
2. δ is thus negative and
it becomes energetically favourable for the superconductor to increase the surface
of superconducting-normal domain walls. Hence, it divides into microscopic struc-
tures of order ξ, which exactly describes the formation of the fluxtube array. For
κGL  1 however, the field in the superconducting region vanishes, i.e. B¯ = 0. Since
the normalised order parameter is always smaller than one, i.e. Ψ˜ ≤ 1, the surface
energy, δ, of the interface is positive and regions of macroscopic flux represents the
lowest energy state. The type-I sample therefore forms an intermediate state and
does not split into individual fluxtubes.
4.4.5. Critical fields II
The Ginzburg-Landau theory also allows one to determine the upper critical field,
Hc2. For a decreasing external field, Hc2 represents the maximum value at which a
sample can still become superconducting in a second-order phase transition. At this
point, the order parameter stays small and the non-linear term in the Ginzburg-
Landau equation (70) is negligible. Furthermore, screening effects caused by super-
currents remain small, implying that the averaged and the mesoscopic magnetic
induction inside the superconductor are close to the external field, H. This allows
the identification A = Aext and results in the decoupling of the two Ginzburg-
Landau equations (where Aext is the vector potential describing the external field,
H). Linearising Eqn. (70) leads to
−
(
∇− iq
~c
A
)2
Ψ =
Ψ
ξ2
. (90)
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Using Cartesian coordinates {x, y, z} and assuming H = H0zˆ, a possible choice for
the potential would be A = xH0yˆ. In this case, the vector potential only depends
on the spatial coordinate x, suggesting that the solution of Eqn. (90) is of the form
Ψ(x, y, z) = f(x) ei(kyy+kzz) (with the wave numbers ky and kz in y- and z-direction,
respectively). For an infinite medium, one then obtains an equation equivalent to a
Schro¨dinger equation for a particle in a harmonic oscillator potential,
~2
2mc
[
−∂2x +
(
2piH0
φ0
)2(
x− kyφ0
2piH0
)2]
f(x) =
~2
2mc
(
1
ξ2
− k2z
)
f(x), (91)
whose solutions correspond to discrete Landau levels (see for example Landau and
Lifshitz81) that are highly degenerate and characterised by the energy eigenvalues
En = ~ωc
(
1
2
+ n
)
=
~qH0
mcc
(
1
2
+ n
)
. (92)
Here ωc is the cyclotron frequency related to the magnitude of the average induction.
These quantised energies have to be identical to the right-hand side of Eqn. (91),
providing a relation for the parameter H0. Its maximum value then corresponds to
the upper critical field, Hc2, which is obtained for n = 0 and kz = 0:
Hc2 =
φ0
2piξ2
. (93)
For higher external fields, the medium can no longer condense into a superconduct-
ing state but remains normal. For a more detailed derivation see Tinkham.77 The
eigenfunctions related to the minimum energy state at Hc2 are
Ψ(x, y) = exp
[
− 1
2ξ2
(
x− kyφ0
2piH0
)2]
exp [ikyy] . (94)
These linearised solutions for the order parameter play an important role in deriving
the structure of the fluxtube array.
4.4.6. Fluxtube array formation
Studies of the fluxtube arrangement in type-II superconductors were pioneered by
Abrikosov15 and his work is briefly summarised in the following. The original cal-
culation is based on the same concepts as employed in the derivation of the upper
critical field. For external magnetic fields below Hc2 however, the non-linear term in
the Ginzburg-Landau equation (70) can no longer be neglected. Using the linearised,
decoupled Ginzburg-Landau equations is thus not sufficient any more. Instead for
H . Hc2, the effects of the non-linear term can be included by applying pertur-
bation theory. In this case, the averaged and the mesoscopic magnetic induction in
the bulk are no longer equal to the applied field but rather the sum of the external
field and a small correction produced by the circulating supercurrents, js. Hence,
the vector potential, A, satisfies
B¯ = H + B¯s = ∇×A, (95)
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where
∇× B¯s = 4pi
c
js. (96)
At this point, it is beneficial to separate the potential into two contributions, i.e.
A ≡ Ac2 + A1. The former part is the potential generating the upper critical
field and the latter perturbative contribution contains all information about the
additional magnetic fields. Combining these relations, one finds
∇×A1 = H−Hc2 + B¯s. (97)
Taking as before an external field parallel to the z-axis allows the choice Ac2 =
xHc2yˆ. Right below Hc2, one would further expect the solution for Ψ to be close to
the solution of the linearised equations calculated previously. Hence, Ψ ≡ Ψ0 + Ψ1,
where the two functions are orthogonal and satisfy the condition∫
Ψ∗0Ψ1 dV = 0. (98)
This implies that the lowest energy eigenfunctions, Ψ0, and the perturbative con-
tributions, Ψ1, are linear independent. Having calculated the eigenfunctions of the
linearised system (see Eqn. (94)), the ky-dependence of the resulting order param-
eter shows that there are infinitely many flux configurations able to generate the
energy state Hc2. Below Hc2, the non-linearity breaks this degeneracy and favours
a particular fluxtube arrangement. As any regular array should have a lower energy
than a random flux distribution, the wavefunction is expected to be periodic. This
behaviour can be ensured by choosing the ansatz ky = nk with n ∈ N. The most
general solution of the linearised Ginzburg-Landau equations keeping periodicity in
y-direction is thus the linear combination
Ψ0(x, y) =
∑
n
Cn exp
[
− 1
2ξ2
(
x− nkφ0
2piHc2
)2]
exp [inky] . (99)
The periodicity in x-direction can also be recovered if the coefficients satisfy Cn+N =
Cn forN ∈ N. A square lattice is represented byN = 1 (implying that all coefficients
are equal), whereas N = 2 together with C1 = iC0 characterises a triangular lattice.
Substituting the periodic wave function (99) and the external potential Ac2 into
the left-hand side of the second Ginzburg-Landau equation (71), one can determine
the quantum mechanical current density associated with the linear solution,
js =
q~
2mc
(−∂y|Ψ0|2xˆ+ ∂x|Ψ0|2yˆ) . (100)
In turn, this current generates an additional magnetic induction inside the super-
conductor. According to Eqn. (96), it reads
B¯s = − qh
mcc
|Ψ0|2zˆ. (101)
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Using these results, it is possible to calculate a more accurate approximate solution
to the first Ginzburg Landau equation. Substituting the decompositions for A and
Ψ into Eqn. (70) and linearising the result gives an equation for Ψ1:
H0Ψ1 + β|Ψ0|2Ψ0 + 1
c
A1 ·
(
iq~
mcc
∇+ q
2
mcc
Ac2
)
Ψ0 = 0. (102)
The zeroth-order operator H0 is defined by
H0 ≡ α− ~
2
2mc
(
∇− iq
~c
Ac2
)2
(103)
and by construction satisfies H0Ψ0 = 0. Taking advantage of the orthogonality of
Ψ0 and Ψ1, the normalisation condition (98) can then be extended to∫
Ψ∗0H0Ψ1 dV = 0, (104)
which can be rewritten using Eqn. (102),∫ [
β|Ψ0|4 − 1
c
A1 ·
(
− iq~
2mcc
2Ψ∗0∇Ψ0 −
q2
mcc
Ac2|Ψ0|2
)]
dV = 0. (105)
After integrating the second term by parts and neglecting the surface contribution,
the expression in round brackets is equivalent to the linear quantum mechanical
current density, js (see Eqn. (71)). Using Ampe`re’s law (96), one can further simplify∫ (
β|Ψ0|4 − 1
c
A1 · js
)
dV =
∫ [
β|Ψ0|4 − 1
4pi
A1 ·
(∇× B¯s)] dV = 0. (106)
Employing a vector identity for the second term and ignoring the total gradient
(only contributing at the surface of the sample and not the bulk), one obtains
1
4pi
A1 ·
(∇× B¯s) = 1
4pi
B¯s · (∇×A1) = 1
4pi
B¯s ·
(
H−Hc2 + B¯s
)
, (107)
where Eqn. (97) has been used to simplify the result. Based on the initial choice for
H, all magnetic fields are aligned in z-direction, which allows the right-hand side
to be simplified. Using Eqn. (101) then leads to∫ [
|Ψ0|4
(
β − piq
2~2
m2cc
2
)
− q~
2mcc
|Ψ0|2 (Hc2 −H)
]
dV = 0. (108)
As the parameter β is related to the Ginzburg-Landau parameter, κGL, via
77
κ2GL =
βc2m2c
2pi~2q2
, (109)
one can rewrite∫ [
|Ψ0|4
(
2κ2GL − 1
)− mcc
qh
|Ψ0|2 (Hc2 −H)
]
dV = 0. (110)
This again illustrates the importance of the critical value κcrit = 1/
√
2. The lin-
ear order parameter, Ψ0, is position-dependent and the exact configuration of the
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fluxtube array has to be known to evaluate the integral. However, it is possible to
deduce more general information about the fluxtube distribution close to the upper
critical field by defining a macroscopic average of a function f(r) by
〈f(r)〉 ≡
∫
f(r) dV. (111)
Eqn. (110) then reduces to
〈|Ψ0|4〉
(
2κ2GL − 1
)
=
mcc
qh
〈|Ψ0|2〉 (Hc2 −H) . (112)
Using Eqns. (95), (101) and (112), the average magnetic induction is
B = 〈B¯〉 = 〈H〉+ 〈B¯s〉 = H− Hc2 −H
(2κ2GL − 1)βA
, (113)
where we followed Abrikosov’s work and defined
βA ≡ 〈|Ψ0|
4〉
(〈|Ψ0|2〉)2
. (114)
Note that βA is independent of the normalisation condition, reduces to unity for
order parameters that are constant in space and becomes larger for more localised
wave functions, i.e. βA ≥ 1. With the help of Eqn. (59), one can finally obtain an
expression for the magnetisation of the superconductor, i.e.
M = − 1
4pi
Hc2 −H
(2κ2GL − 1)βA
, (115)
which is directly related to the total Gibbs energy via ∂G/∂H|T = −M . Integrating
M ≡ |M| with respect to the external field, one therefore arrives at
G(H) = G(Hc2)− 1
4pi
(Hc2 −H)2
(2κ2GL − 1)βA
. (116)
The smaller the parameter βA is, the smaller the Gibbs energy of the system for a
given external field H compared to the corresponding value at Hc2. As Abrikosov
first showed in his seminal paper, βA ultimately determines the structure of the
fluxtube array because the free energy is minimised for the smallest βA value. Com-
paring a square and a triangular lattice, distinguished by the choice of coefficients
Cn (see Eqn. (99)), one finds that in the former case βA = 1.18 and in the latter
βA = 1.16, making the hexagonal configuration the favourable one.
5. Astrophysical Condensates
Having presented the main aspects of the classical treatment of macroscopic quan-
tum condensates, we now return to neutron star astrophysics and implications of
vortices and fluxtubes on the star’s dynamics. Following a brief review of the canoni-
cal neutron star structure and the current understanding of superfluid and supercon-
ducting components, astrophysical neutron star observables are discussed in more
detail.
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5.1. Basic neutron star structure
Even though the detailed interior structure of neutron stars remains unknown, it is
clear that these stars are a bit like layer cakes (see Fig. 1), with regions of distinct
composition and states of matter separated by phase transitions. Roughly speaking
a neutron star is divided into three regions; the crust, where neutron-rich nuclei
form an elastic lattice coexisting with a neutron superfluid, the outer core, which is
dominated by neutrons, protons, electrons and (most likely) muons, and the inner
core, where more exotic phases like hyperons or deconfined quarks may be present.
The neutron star crust is approximately 1 km thicka. In thermodynamic equilib-
rium, the strong Coulomb forces in the outer crust result in the formation of a 56Fe
lattice.83 At about 104 g cm−3 the atoms are fully ionised, creating a free relativis-
tic electron gas. The lattice energy in this density regime can be calculated in the
Wigner-Seitz approximation,84 where crustal nuclei are separated into independent
spheres centred around individual lattice sites. Each of these spheres is electrically
neutral and it is found that a body-centred cubic (bcc) configuration minimises the
energy of the lattice.
For increasing densities the nuclei become more and more neutron rich and the
distance between individual lattice sites decreases. At ρD ∼ 4 × 1011 g cm−3 (the
neutron drip density), it is energetically favourable for the neutrons to drip out
of the nuclei and form a free neutron gas. This state of matter has been stud-
ied intensively using theoretical approaches such as modified liquid-drop models.85
Quantum calculations have further shown that the number of protons per nuclei is
almost constant with Z = 32, 40, 50.86 As the free neutron gas has similar properties
to the conducting electrons in metals, nuclear band theory87 has also proven very
useful in studying the characteristics of the inner crust. Chamel has shown that the
free neutrons are less mobile due to crustal entrainment,88 an effect that refers to
the coupling of the neutron gas to the nuclear lattice via Bragg scattering. This
can be expressed in terms of an effective mass, which could be considerably higher
than the bare mass, having important implications for the dynamics of the star.89
Additionally, the crustal dynamics are influenced by macroscopic quantum effects.
Due to an attractive contribution to the nucleon-nucleon interaction, neutrons can
form Cooper pairs, giving rise to superfluidity.90 It is expected that the crustal
superfluid pairs in a spin-singlet, s-wave (1S0) state, having properties similar to
isotropic helium II (see Sec. 8).
As the density increases further, the number of bound neutrons in the nuclei
decreases and the lattice sites move closer to each other. The transition to the core
state, where the lattice structure vanishes completely and pure nuclear matter dom-
inates, is not sharp but rather smooth. At approximately 1014 g cm−3, the particles
start to form exotic shapes, giving this part of the neutron star crust the name
aFor a comprehensive summary on the physics of neutron star crusts see Chamel and Haensel;82
our values for the transition densities are taken from their review.
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pasta phase.91,92 The spherical nuclei first turn into cylinders (spaghetti) and slabs
(lasagne). Further inside the star, the situation is inverted and the free neutrons
form tubes and bubbles enclosed by nuclear matter. The pasta has the properties of
solids and liquids and its behaviour may be described by the theory of liquid crys-
tals.93 This layer (although possibly quite thin) comprises most of the crust’s mass
and could therefore influence the star’s rotational properties. Pons et al.94 suggested
that the observed lack of isolated long-period X-ray pulsars could be explained by
a layer of high electrical resistivity such as the nuclear pasta phase, causing effec-
tive dissipation of magnetic energy subsequently resulting in the saturation of the
electromagnetic spin-down behaviour.
The neutron star core contains about 90% of the neutron star’s mass and has a
radius of approximately 9−10 km. The crustal structures have completely vanished
at densities above ρ0/3 ∼ 1014 g cm−3 (ρ0 ∼ 2.8 × 1014 g cm−3 denotes the nuclear
saturation density). For larger densities, information about the state of nuclear mat-
ter has not been experimentally tested on Earth. Usually, existing theories of bulk
matter are extrapolated to the outer core of a neutron star. Up to densities of 2ρ0,
matter is thought to consist of neutrons and a small fraction of protons, relativistic
electrons and possibly muons.83 The neutrons in the interior are described by a spin-
triplet, p-wave (3P2) order parameter
90 (a quantum state comparable to anisotropic
helium-3 superfluid created in laboratory experiments), whereas protons are pairing
in a 1S0 state and most likely exhibit properties of a type-II superconductor.
95
In the inner core (at densities above 2ρ0) the structure of neutron stars is com-
pletely unknown. The main problem for theoretical calculations at these densities is
the appearance of new degrees of freedom.96 Particles such as kaons, pions, hyper-
ons or other exotic species could be generated and change the properties of nuclear
matter. At extremely high densities near the star’s centre, ρ ∼ 1015 g cm−3, QCD
calculations even predict transitions to a deconfined quark plasma, creating exotic
states such as colour superconductors.97,98 However, it is not known if neutron stars
are compact enough to reach such high densities and detailed observations are re-
quired to determine which equation of state adequately captures the properties of
the interior.
5.2. Pairing gaps and superfluidity
The idea of superfluidity and superconductivity in astrophysical objects was first
put forward by Migdal in 1959,99 several years before the first pulsar signal was
observed.100 Generalising the theory developed for terrestrial macroscopic quantum
systems to the neutron star case would imply the presence of a neutron superfluid
and a proton superconductor, while the relativistic electrons are in a normal state, as
their transition temperature lies well below the typical neutron star temperatures.
As nucleons are fermions, they have to form Cooper pairs before condensing into
a superfluid phase. At densities below ρ0/3 ∼ 1014 g cm−3, i.e. in the stars’ crust,
the particles are most likely to experience pairing in a spin-singlet, s-wave state
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with vanishing angular momentum (1S0). In the core, where densities above ρ0 are
present, the spin-triplet, p-wave pairing channel of non-zero angular momentum
(3P2) is the most attractive one, see Fig. 2. The crustal phase is hence similar to
helium II, while at high densities the superfluid neutrons behave like an anisotropic
helium-3 superfluid. Moreover, the protons in the core are expected to condense
into a 1S0 state and exhibit superconducting properties. The neutron and proton
transition temperatures typically range between101–103 (see Fig. 2)
Tcn, singlet ≈ 109 − 1010 K, (117)
Tcn, triplet ≈ 108 − 109 K, (118)
Tcp, singlet ≈ 109 − 1010 K. (119)
For more information on pairing in neutron stars see Sauls90 and Gezerlis et al.104
The presence of quantum condensates has a crucial influence on the rotational
and magnetic properties of the compact object. Firstly, a superfluid interior dras-
tically changes the rotational dynamics in comparison to a normal matter core. As
observed in helium II, the bulk spin is controlled by the dynamics of vortices quan-
tising the circulation. Secondly, in comparison to a normal conductor, the magnetic
field is no longer locked to the charged plasma but instead contained within flux-
tubes, so that the evolution of the magnetic field is determined by their behaviour.
Numerical values for the quantum of circulation and magnetic flux are
κ =
h
2mn
≈ 2.0× 10−3 cm2 s−1, (120)
φ0 =
ch
2e
≈ 2.1× 10−7 G cm2, (121)
where mn denotes the mass of a neutron. Assuming that the two macroscopic quan-
tum states are indeed present in the neutron star’s interior, Eqns. (24) and (63)
can be used to estimate typical values for the neutron vortex and proton fluxtube
surface densities, Nn and Np, respectively. Normalising the results for a rotation
period of P10 ≡ P/(10 ms) and a dipole field strength of B12 ≡ B/(1012 G), one has
Nn = 2Ω
κ
=
4pi
κP
≈ 6.3× 105P−110 cm−2, (122)
Np = B
φ0
≈ 4.8× 1018B12 cm−2, (123)
which correspond to the following intervortex and interfluxtube spacings,
dn ' N−1/2n ≈ 1.3× 10−3 P 1/210 cm, (124)
dp ' N−1/2p ≈ 4.6× 10−10B−1/212 cm. (125)
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This implies that there are significantly more fluxtubes per unit area than neutron
vortices in the interior of a canonical neutron star. In addition to new forces that
arise from the coupling of vortices or fluxtubes with their respective fluid compo-
nents and the charged plasma, the two arrays are also able to interact with each
other. In the outer core, fluxtubes and vortices might be strongly interacting, which
could have an influence on the magnetic and rotational evolution as they would be
no longer independent.105,106
5.3. Superconductivity
Analogous to experiments with laboratory superconductors, one would expect the
magnetism of a superconducting neutron star core to be strongly influenced by the
Meissner effect. However, Baym et al.95 have argued that due to the high electrical
conductivity of normal-conducting nuclear matter the standard diffusion timescale
for magnetic flux is extremely large. Flux expulsion would thus act on the order of a
million years, much longer than dynamical timescales of neutron stars. This implies
that the macroscopic magnetic induction cannot be expelled from the interior and
the flux is frozen into the matter. Therefore, condensation into the superconducting
state has to take place at a constant magnetic flux. There are two ways to satisfy
this constraint, either by creating an intermediate state in a type-I superconductor
or a mixed-fluxtube phase in a type-II superconductor. The physical state realised
inside the neutron star depends on the characteristic lengthscales involved. Having
defined the penetration depth in Eqn. (72) and the coherence length in Eqn. (74),
one can calculate typical estimates for both parameters.
Compared to laboratory superconductors however, the critical distances have to
be modified because of entrainment. As first discussed by Andreev and Bashkin,107
this effect is a universal characteristic of interacting Fermi liquids. In the neutron
star, it results from the strong nuclear forces present at high densities and causes
protons and neutrons to be coupled. As discussed later on, entrainment can be in-
cluded into neutron star fluid dynamics by using the concept of effective masses, m∗.
These effective masses characterise the dynamical response of the fluid components
to a change in momentum. They are therefore different to the static Landau masses
entering the coherence length defined in Eqn. (74). However, as addressed in detail
by Chamel and Haensel80 (see also Prix et al.108), deviations between the two types
of effective masses are very small for neutron star matter, where ρp  ρ. Thus, the
dynamical effective masses are employed to determine the coherence lengths.
Substituting for the Cooper pair parameters q = 2e, mc = 2mp and nc = np/2,
where mp and np are the proton mass and number density, respectively, one can
find for the condensate in the zero-temperature limit:109
λ∗ ≈ 1.3× 10−11
(
m∗p
mp
)1/2
ρ
−1/2
14
( xp
0.05
)−1/2
cm, (126)
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ξp ≈ 3.9× 10−12
(
mp
m∗p
)
ρ
1/3
14
( xp
0.05
)1/3 (109 K
Tcp
)
cm. (127)
Here, ρ14 ≡ ρ/1014 g cm−3 denotes the total normalised mass density, xp the proton
fraction and m∗p the effective proton mass; in the outer neutron star core typically
110
m∗p
mp
≈ 0.6− 0.9 . (128)
Similarly, the neutron condensates in the crust and core can be assigned coherence
lengths that correspond to the dimensions of the neutron Cooper pairs, i.e. the
sizes of the superfluid vortex cores. For the p-wave paired condensate in the outer
neutron star core one has
ξn ≈ 1.6× 10−11 (1− xp)1/3
(
mn
m∗n
)
ρ
1/3
14
(
109 K
Tcn
)
cm, (129)
where the effective mass is m∗n ≈ mn. For comparison, a s-wave paired vortex in the
crust is about one order of magnitude smaller.109
With Eqns. (126) and (127), the Ginzburg-Landau parameter equates to
κNS =
λ∗
ξp
≈ 3.3
(
m∗p
mp
)3/2
ρ
−5/6
14
( xp
0.05
)−5/6 ( Tcp
109 K
)
& 1√
2
. (130)
For typical neutron star parameters, Eqn. (130) gives results that are larger than
the critical value, κcrit, obtained from the phenomenological Ginzburg-Landau ap-
proach. The behaviour of κNS for a typical neutron star equation of state is illus-
trated in Fig. 6. In the outer core, the proton fluid is expected to form a type-II
superconductor penetrated by a quantised fluxtube array. Due to the long diffu-
sion timescale of normal matter,111 this state even forms if the magnetic induction
right above the transition temperature is lower than Hc1. This is one of the main
differences between superconductivity in an astrophysical context and a laboratory
condensate, where the mixed-fluxtube state only prevails for Hc1 < B < Hc2 and
the flux is expelled from the interior as soon as B < Hc1. Using the estimates given
in Eqns. (126) and (127), the critical fields defined in Eqns. (82) and (93) are
Hc1 ≈ 2.0× 1014
(
mp
m∗p
)
ρ14
( xp
0.05
)
G, (131)
and
Hc2 ≈ 2.2× 1015
(
m∗p
mp
)2
ρ
−2/3
14
( xp
0.05
)−2/3 ( Tcp
109 K
)2
G. (132)
The fields’ behaviour as a function of density is also included in Fig. 6. Note that in
calculating the estimate (131), lnκNS ≈ 2 has been used. This simplification (gener-
ally considered in the context of laboratory superconductors77) is an approximation
for the outer neutron star core, where κNS does not change significantly. The full
logarithmic dependence, originating from the fluxtube’s energy per unit length, is
however accounted for in Fig. 6, since it results in the divergent behaviour of Hc1
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Fig. 6. Density-dependent parameters of superconductivity. Shown are the transition tempera-
ture for proton superconductivity (cyan, solid) (normalised to 109 K), the Ginzburg-Landau pa-
rameter (blue, dashed) and the two critical fields, Hc2 (purple, dot-dashed) and Hc1 (yellow,
dot-dot-dashed) (normalised to 1016 G). The horizontal and vertical line mark κcrit and ρcrit,II→I,
respectively. The cross-section is calculated for the NRAPR effective equation of state.110,112
at higher densities. As discussed in more detail in Sec. 6.1, this is ultimately related
to the local distribution of the fluxtubes’ magnetic induction; more precisely the
divergence of the Bessel function for small arguments (see Eqn. (147)). Nonetheless,
as just explained, the lower critical field is not of crucial importance in neutron stars
and the outer core of pulsars with typical field strengths between 1011 to 1013 G
should be in a metastable type-II state.
Special caution needs to be applied when modelling magnetars. Magnetic fields
in these objects could be high enough to create interfluxtube spacings that are com-
parable to the fluxtube core radius. This would no longer allow a treatment based
on infinitesimally thin, non-interacting fluxtubes. Moreover, magnetar fields might
even reach values above Hc2. In this case, superconductivity could be completely
destroyed, which would affect the magnetars’ dynamics.113
The situation might be further complicated by the fact that there is a critical
density in the neutron star’s inner core at which κNS should fall below the critical
value, κcrit. In this case, the dominant state of matter would be an intermedi-
ate type-I superconductor, where single proton fluxtubes cannot be present. Using
Eqn. (130), the transition density can be derived:
ρcrit,II→I ≈ 6.4× 1014
(
m∗p
mp
)9/5 (
0.05
xp
) (
Tcp
109 K
)6/5
g cm−3. (133)
Above this value, fluxtubes might form bundles and create an intermediate state
with macroscopic but irregularly distributed regions of zero and non-zero magnetic
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flux.78,114 Note however that other phases of matter could be preferred at such high
densities98 and an intermediate type-I state might not form after all.
5.4. Neutron star phenomenology
Besides calculations of microscopic parameters, there are observations that support
the presence of quantum condensates in neutron stars. Radio pulsars tend to be
extremely stable clocks, but enigmatic spin-glitches have been observed in just over
100 (mainly relatively young) systems. The phenomenon is thought to be due to
the transfer of angular momentum from a superfluid component to the star’s crust
(to which the magnetic field is anchored). Superfluidity would help explain the long
post-glitch relaxation timescales on the order of months to years. Originally, Baym
et al.95 and Anderson and Itoh115 proposed that the neutron star’s dynamical evo-
lution during and after a glitch could be explained by the presence of a superfluid
component weakly coupled to the crust. Since the original suggestions, a consider-
able amount of work has gone into modelling pulsar glitches, but these models are
still not (yet) at the level where they can be matched to observations (see Haskell
and Melatos116 for a recent review). The outcome is sensitive to issues involving
the pinning of superfluid vortices to the nuclear lattice in the inner crust117–119 and
crustal entrainment, i.e. how mobile the superfluid component is.120 Macroscopic
modelling of glitch dynamics (from trigger to long-term relaxation) is complex121,122
but there has been interesting progress on constraining
superfluid parameters for a few regular glitching pulsars.88,89,123 Future preci-
sion radio timing of the relaxation phase that follows a pulsar glitch should provide
more insight into these issues.
At the present time, the strongest constraint on neutron star superfluidity may
be associated with observations of real-time cooling of the compact object in the
Cassiopeia A supernova remnant (the youngest known neutron star in the galaxy).
The rapid cooling of this object can be explained by a relatively recent transition
to superfluidity (triggering neutrino emission due to pair breaking/formation which
enhances the slower cooling due to the standard Urca reactions).101,102 This model
suggests superfluid pairing gaps broadly in line with theoretical expectations, but
systematic issues regarding the observations remain to be resolved.
6. Macroscopic Neutron Star Models
A few hundred years after birth, neutron stars are in thermal equilibrium, typically
having core temperatures in the range of 106 to 108 K,124 several orders of magnitude
lager than the Fermi temperature of nuclear matter. Thus, compact objects con-
tain a highly degenerate Fermi liquid of strongly interacting particles that is often
approximated as a ground-state system. For a discussion of this zero-temperature
limit and the extension to a finite-temperature mixture see Andersson et al.125 and
references therein. With regard to the comparison with terrestrial systems, we will
focus on the neutron star’s core where superfluid and superconducting components
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are expected to be present (for a hydrodynamical description of the neutron star
crust see the work of Pethick et al.126 and Andersson et al.127). The presence of
multiple condensates implies the existence of distinct fluid degrees of freedom and
requires a multi-fluid formalism. The simplest representation of the neutron stars’
interior is a mixture of three components, namely relativistic electrons, supercon-
ducting protons and superfluid neutrons, denoted by roman indices x = {e,p,n},
respectively.b A macroscopic multi-fluid model for this system can be derived by
employing the Lagrangian formalism of Carter, Prix and collaborators.48–50 For a
detailed derivation, we refer the reader to recent work by Glampedakis et al.34
Note that when modelling neutron stars, it is quite common to write equations
in a coordinate basis and make use of tensor notation. The main reason for this is
that the equations are then closely related to their general relativistic counterparts.
Moreover, it is more straightforward to represent complex systems, e.g. involving
elastic matter or entrainment. We will follow this convention in this review, even
though it may introduce an element of confusion for the reader more familiar with
the description of laboratory systems. In principle, translating between the two de-
scriptions is relatively simple. In the coordinate basis, we represent different particle
species by the number density nx and the corresponding current density n
i
x = nxv
i
x,
where vix is the velocity. It is important to note that repeated constituent indices
{x, y, z} do not satisfy a summation convention, but vector indices {i, j, k} do satisfy
such a convention (as usual). The formulae in this section are written in a general
coordinate basis, with gij = gji representing the (flat-space) metric. This metric is
used to raise and lower indices, implying that for a vector v we have the components
vi = gijv
j and vi = gijvj , where the inverse metric g
ij satisfies gjkgki = δ
j
i and δ
j
i
is the Kronecker-delta tensor. This means that v2 = v · v = gijvivj = vivi, and so
on. Finally, all spatial derivatives are given by the covariant derivative ∇i that is
compatible with the metric, i.e. ∇igjk = 0.
6.1. Charged multi-fluid hydrodynamics
The large scale dynamics of the outer neutron star core are governed by two momen-
tum equations, one representing the superfluid neutrons and the other representing
the electron-proton conglomerate. The charged fluids can be combined into a single
component as long as charge neutrality is satisfied over macroscopic regions so that
ne = np holds. This is expected to be the case, as local charge imbalances can be
quickly equilibrated by the electron fluid.34,128 Moreover, the electron mass is much
smaller than the proton mass, me  mp, which allows one to neglect the electron
inertia. In tensor notation, the corresponding macroscopic Euler equations read
ρn
[
(∂t + v
j
n∇j)(vin + εnwipn) +∇i(µ˜n + Φ) + εnwjpn∇i vnj
]
= F imf + F
i
mag,n, (134)
bNote that it is in principle straightforward to take muons into account and generalise to a four-
constituent model since electrons and muons are strongly coupled on macroscopic length-scales.109
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and
ρp
[
(∂t + v
j
p∇j)(vip + εpwinp) +∇i(µ˜+ Φ) + εpwjnp∇i vpj
]
= −F imf + F imag,p. (135)
Here, vix denote the average fluid velocities and ρx ≡ mnx the mass densities, where
m ≡ mn = mp is the baryon mass. wixy ≡ vix − viy is the relative velocity, Φ the
gravitational potential and εx the entrainment parameters. By definition, the latter
satisfy the relation npεp = nnεn. The specific chemical potentials are given by
µ˜n ≡ µn
m
, µ˜ ≡ µp + µe
m
. (136)
The two Euler equations have to be supplemented by three continuity equations for
the number densities, reflecting the conservation of mass for each individual species,
∂tnx +∇i
(
nxv
i
x
)
= 0, (137)
and the Poisson equation
∇2Φ = 4piGρ, (138)
where ρ =
∑
x ρx represents the total mass density of the fluid mixture and G the
gravitational constant.
The variational formalism employed to derive the hydrodynamical equations ex-
plicitly distinguishes the fluid velocities and momenta and provides the possibility
to account for changes caused by the quantum condensates. Compared to the mo-
mentum equations of standard plasma physics,128 superfluid and superconducting
components result in new inertial terms (arising from entrainment) and terms that
go beyond the standard electromagnetic Lorentz force. More precisely, the right-
hand sides of Eqns. (134) and (135) contain the total magnetic and mutual friction
forces per unit volume, F imag,x and F
i
mf , respectively. The former one captures the
interactions of the vortex/fluxtube magnetic field with the charged fluid (for details
see Glampedakis et al.34). Note that the neutron fluid experiences this force due to
the entrainment of protons around each vortex, creating an effective magnetic field.
Without entrainment, the magnetic force on the neutrons vanishes. Mutual friction
arises due to the dissipative coupling of the vortex and fluxtube array with the fluid
components, analogous to the case for superfluid helium in Sec. 3.4.
This system of equations determines how the presence of vortices and fluxtubes
influences the macroscopic neutron star dynamics, i.e. its rotational and magnetic
evolution. On these large scales, quantum condensates can be treated consistently,
as one can take advantage of the large numbers of vortices and fluxtubes and average
over the respective arrays to obtain a smooth-averaged description of the magnetic
and mutual friction forces. If the individual quantised structures are distant enough
so that interactions within one array can be neglected, the averaging is achieved by
generalising the vorticity definition (23) developed for rotating helium II. Assuming
that neutron vortices and proton fluxtubes are locally straight and directed along
the unit vectors, κˆin and κˆ
i
p, the arrays can be associated with surface densities, Nn
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and Np, respectively. Since the vorticities, Wix, are related to the circulation of the
averaged canonical momenta, the macroscopic quantisation conditions are given by
Win = ijk∇j (vnk + εnwpnk ) = Nnκin, (139)
Wip = ijk∇j (vpk + εpwnpk ) + apBi = Npκip, (140)
where κix ≡ κκˆix points along the local vortex/fluxtube direction and we define
ap ≡ e
mc
≈ 9.6× 103 G−1 s−1. (141)
On macroscopic scales, the total magnetic induction, Bi, contains three contri-
butions, i.e. the averaged vortex/fluxtube fields and the London field,
Bi = Bin +B
i
p + b
i
L. (142)
The former terms are given as the product of the surface density, Nx, and the flux
carried by a single line of the lattice, φx, which can be determined by looking at the
mesoscopic dynamics (bars are employed to distinguish the small scale quantities
from the macroscopic ones). Considering distances from the vortex or fluxtube core
that are larger than the respective coherence lengths, ξx, the core structure is negli-
gible. Using the corresponding quantisation condition and a mesoscopic Ampe`re law
(for details see Appendix A1 of Glampedakis et al.34), one can derive generalised
London equations for the mesoscopic magnetic inductions, B¯ix,
λ2∗∇2B¯ix − B¯ix = −φxκˆixδ(r), (143)
where δ(r) is the two-dimensional delta function located at each vortex and fluxtube
centre, φx is defined below and the effective London penetration depth becomes
λ∗ ≡
(
1
4piρpa2p
1− εn − εp
1− εn
)1/2
. (144)
Note that this expression reduces to the standard result of superconductivity given
in Eqn. (48) if entrainment is absent, εn = εp = 0. Taking advantage of the symme-
try and using cylindrical coordinates, the inhomogeneous Helmholtz equation (143)
can be solved with a Green’s function approach in two dimensions.129 This leads to
B¯ix =
φx
2piλ2∗
K0
(
r
λ∗
)
κˆix. (145)
Here, K0(r/λ∗) is the modified Bessel function of second kind and r ≡ |r| the radial
distance from the vortex or fluxtube core. As a result of K0(r/λ∗), the mesoscopic
inductions exhibit characteristic behaviour for large and small r. More precisely,
approximating the Bessel function in the respective limits leads to
B¯x(r)→ φx
2piλ2∗
(
piλ∗
2r
)1/2
e−r/λ∗ for r →∞, (146)
B¯x(r) ≈ φx
2piλ2∗
[
ln
(
λ∗
r
)
+ 0.12
]
for ξx  r  λ∗. (147)
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In the former case, the magnetic inductions fall off exponentially, while they diverge
for small r. In reality however, the superfluid and superconducting states break down
in the vortex and fluxtube core, respectively, and normal fluid matter prevails. Thus,
B¯x(r) should remain regular at r = 0, which is usually achieved by introducing a
cut-off at the vortex/fluxtube radius, r ∼ ξx, where the Cooper pair density vanishes
and λ∗ becomes infinite.
Integrating the mesoscopic magnetic induction, B¯ix, over a disc of radius r  λ∗
perpendicular to κˆix results in the magnetic flux, i.e.∫
B¯ix dS = φxκˆ
i
x. (148)
As expected, this reproduces the flux quantum, φp ≡ φ0, for the proton fluxtube,
whereas for a superfluid vortex we find
φn ≡ − εp
1− εn φ0. (149)
The minus sign originates from the antialignment of κˆin and B¯
i
n. Note that in the
absence of entrainment the neutron flux vanishes. With entrainment, the fluxes are
comparable as the entrainment parameters are related to the effective masses via130
εp = 1−
m∗p
m
≈ 0.1− 0.4, (150)
where the estimate (128) was used, and
εn = 1− m
∗
n
m
= εpxp  1, (151)
For small proton fractions (a valid approximation in the neutron star interior), the
neutron entrainment parameter is hence negligible and we have φn ' −εpφ0. The
two arrays then contribute the following to the total macroscopic induction, Bi:
Bix = Nxφxκˆix. (152)
Despite the fluxes being of similar magnitude, the fluxtube term dominates because
Np  Nn (see Eqns. (122) and (123)).
The final contribution to the induction is the London field, biL, which is a fun-
damental property of a superconductor associated with its rotation (see Sec. 4.2).
In contrast to Bix, the London field is not of microscopic origin but related to the
macroscopic electromagnetic current and equivalent to the magnetic field, Hi (see
Sec. 6.3). Combining the quantisation conditions (139) and (140) with Eqn. (152),
the London field can be expressed in terms of macroscopic fluid variables. Assuming
that the hydrodynamical scales are small enough to ensure constant entrainment
parameters, one obtains
biL = −
1
ap
1− εn − εp
1− εn 
ijk∇jvpk ≈ −
1
ap
(1− εp) ijk∇jvpk , (153)
which illustrates the close connection between the London field and the rotation of
the proton fluid. Taking it to be tightly coupled to the neutron star’s crust through
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the magnetic field, the protons rotate rigidly with the observed pulsar frequency,
i.e. ijk∇jvpk = 2Ωi, which allows us to estimate the magnitude of the London field.
For a canonical rotation period, we find
bL ≈ 0.1
(
m∗p
m
)
P−110 G. (154)
This is many orders of magnitude smaller than the magnetic field strength inferred
for neutron stars. Hence, in addition to ignoring the vortex magnetic field contribu-
tion, it is further justified to neglect the London field in Eqn. (142). This highlights
that the charged condensate dominates the large scale magnetic field in the neutron
star core and mechanisms affecting the fluxtube dynamics could play a dominant
role in driving the field evolution.131
6.2. Mesoscopic dynamics
Despite the fact that the variational formalism allows one to calculate the total effec-
tive magnetic forces arising from the presence of quantum condensates, it does not
provide sufficient physical insight into how the macroscopic forces are related to the
mesoscopic interactions of the arrays. This can however be achieved by using a dif-
ferent approach based upon the more intuitive concept of individual vortex/fluxtube
dynamics; a method that was established by Hall and Vinen35 to describe the be-
haviour of superfluid helium and the corresponding mutual friction force (see also
Sec. 3.4). More precisely by combining the quantisation conditions (139) and (140)
with conservation equations for the vorticities (for details see Glampedakis et al.34),
one ultimately obtains a set of momentum equations equivalent to Eqns. (134)
and (135). However, instead of containing the forces F imf and F
i
mag,x, the right-hand
side reflects the force density acting on the fluids due to the presence of quan-
tised arrays, which is equal to the negative of the averaged Magnus force density,
F iMx = Nxf iMx. Here, f iMx is the Magnus force per unit length, which is proportional
to the relative velocity between the vortices/fluxtubes and the bulk fluids and acts
as a lift force on a single quantised structure immersed into the fluid,
f iMx ≡ ρxκ ijkκˆxj (uxk − vxk). (155)
This force governs the motion of free vortices and fluxtubes and causes them to
be dragged along with the superfluid/superconducting component. However, in a
neutron star’s outer core, additional forces are expected to influence the motion of
an individual vortex or fluxtube.34 By balancing all contributions, solving the result
for the Magnus force and substituting this back into the respective Euler equations,
it is possible to relate the dynamics on mesoscopic lengthscales to the macroscopic
behaviour of the hydrodynamical fluids.
Firstly, vortices and fluxtubes have a large self-energy, which causes them to
resist bending and leads to a tension force per unit length,
f itx ≡ Exκˆjx∇j κˆix, (156)
50 V. Graber et al.
where Ex are the vortex and fluxtube energies per unit length which are given by34
En ≈ κ
2ρn
4pi
(
m
m∗n
)
ln
(
dn
ξn
)
(157)
and
Ep ≈ κ
2ρp
4pi
(
m
m∗p
)
ln
(
λ∗
ξp
)
. (158)
Apart from the modifications due to entrainment, the tension on a neutron vortex
is equivalent to the force defined for superfluid vortices in helium II (see Eqn. (30)).
Moreover, the vortices and fluxtubes are magnetised and, thus, experience a conser-
vative Lorentz-type force due to the electromagnetic coupling with the macroscopic,
charged conglomerate. It is given by
f iemx ≡
enp
c
φx 
ijkκˆxjw
pe
k . (159)
As suggested by Sauls et al.132 and Alpar et al.,46 the magnetic fields of individual
vortices/fluxtubes can further interact with the electron fluid, resulting in a dissi-
pative force. This coupling depends on the relative velocity between the vortex or
fluxtube and the charged particles and is characterised by a mesoscopic drag
f idx ≡ γx (vie − uix) = ρxκRx (vie − uix), (160)
fully determined by the positive coefficient, γx, or its dimensionless equivalent, Rx.
Finally, we note that other frictional mechanisms, such as the coupling of vor-
tices and fluxtubes due to magnetic short-range interactions, could be present. This
could give rise to pinning between the two arrays and connect the star’s rotational
and field evolution.105,106,133 However, a detailed microscopic understanding of the
pinning interaction is not yet available and thus ignored here. Neglecting the inertia
of the vortex/fluxtube, the force balance per unit length reads∑
f ix = f
i
Mx + f
i
tx + f
i
emx + f
i
dx = 0. (161)
Multiplying this with the surface density, Nx, one obtains a macroscopic, averaged
equation for the vortex and fluxtube array,
F iMx + F
i
tx + F
i
emx + F
i
dx = 0, (162)
where we identify the force per unit volume with F ix ≡ Nxf ix for each mechanisms.
This force balance can now be employed to replace the Magnus force in the Euler
equations. Note however that the mesoscopic vortex or fluxtube velocity, uix, present
in the drag force needs to be expressed in terms of macroscopic fluid variables in
order to arrive at a description of the large scale behaviour of the multi-fluid mixture.
The resulting macroscopic drag is referred to as mutual friction, F imfx, which can be
obtained by calculating repeated crossproducts of Eqn. (162) with κˆxj . Neglecting
for simplicity the electromagnetic contribution and the tension, one arrives at the
standard result for the macroscopic mutual friction force per unit volume:34,50
F imfx = ρxNxκ
(Bxijkκˆxj klmκˆlxwmxe + B′xijkκˆxjwxek ) . (163)
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where the dimensionless mutual friction parameters are defined as
Bx ≡ Rx
1 +R2x
, B′x ≡ RxBx =
R2x
1 +R2x
. (164)
Note that whereas F imfx acts on the neutrons and protons, respectively, the electron
fluid experiences the opposite forces, −F imfx. Keeping in mind that the charged par-
ticles move as a single constituent and are described by a combined Euler equation
(obtained from adding the individual momentum equations), the two terms −F imfp
and F imfp cancel each other and only the superfluid contribution, F
i
mf ≡ F imfn, re-
mains in the Euler equations (134) and (135).
6.3. Macroscopic Maxwell equations
In order to describe the electromagnetic response of the fluid mixture in the neu-
tron star core, hydrodynamical equations and quantisation conditions have to be
supplemented by Maxwell’s equations. Generalising these to macroscopic scales, one
has to be careful to account for the presence of condensates since the different fields
entering Maxwell’s equations have to reflect the type-II nature of the superconduct-
ing protons. Applying the Lagrangian formalism to derive a macroscopic Ampe`re’s
law in the presence of quantised arrays, we find that (in contrast to standard MHD
where the equality Hi = Bi is satisfied) the averaged magnetic induction, Bi, and
the macroscopic magnetic field, Hi, are no longer equivalent. Instead the London
field replaces the macroscopic field, Hi = biL, and the modified Ampe`re’s law (ac-
curately capturing the dynamics of the type-II superconductor) is given by34,134
ijk∇jbLk =
4pi
c
ji. (165)
This shows that the London field, despite being of small magnitude, is closely con-
nected to the macroscopic electromagnetic current density,
ji = enpw
i
pe, (166)
and plays an important role for the neutron stars’ electrodynamics. To understand
this difference from standard MHD, we can invoke the classification given for terres-
trial superconductors in Sec. 4.1. In laboratory experiments, a distinction between
macroscopic electromagnetic currents that generate a macroscopic field, Hi, and
magnetisation currents only affecting the mesoscopic induction, B¯i, is made. A su-
percurrent, circulating around each vortex/fluxtube and generating B¯ix, is thus as-
sociated with the second class. It does not contribute to the magnetic field Hi = biL,
which is created by the current density ji. The macroscopic induction, Bi, given in
Eqn. (142) is therefore different from the field, Hi. For comparison, in vacuum or
normal conductors, where no magnetisation currents are present and Hi = Bi = B¯i
holds, one obtains the standard result
ijk∇jHk = ijk∇jBk = 4pi
c
ji. (167)
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In addition to Ampe`re’s law, the averaged magnetic induction has to be divergence
free everywhere in the superconducting fluid, i.e.
∇iBi = 0. (168)
Finally, the macroscopic Faraday law is given by
∂tB
i = −c ijk∇jEk. (169)
Instead of defining the macroscopic electric field as the average over the mesoscopic
expression, one can also take advantage of the remaining fluid degree of freedom (the
electron Euler equation) to obtain a relation for Ei. Neglecting again the electron
inertial terms, one finds
Ei = −1
c
ijkvejBk −
me
e
∇i (µ˜e + Φ)− F
i
e
ene
, (170)
where F ie represents the total dissipative force per unit volume experienced by the
electrons due to interactions with the surrounding fluid components. By combining
Eqns. (169) and (170) it is possible to obtain an evolution equation for the magnetic
induction that only depends on macroscopic fluid variables. This procedure formed
the basis of recent work by Graber et al.,131 who derived the induction equation for
a specific resistive interaction (the scattering of electrons off the fluxtube magnetic
field) and found the coupling to be too weak to explain observed magnetic evolution
timescales.
7. Laboratory Neutron Star Analogues
The need to understand implications of macroscopic condensates on neutron stars
should be evident. However, despite having been in the focus of research for nearly
half a century, our understanding is far from complete and a lot remains to be learnt.
As the star’s interior is not directly accessible, the analysis of future high-precision
electromagnetic observations and the possible detection of continuous gravitational
waves may play a crucial role in filling in the missing pieces. In parallel, informa-
tion from a rather different direction might provide insight into various aspects of
neutron star physics. Although generally given little attention by astrophysicists,
well-known terrestrial superfluids and superconductors could serve as versatile ana-
logues. Having discussed the close connection between the mathematical description
of different quantum systems, we now turn our attention to experimental aspects.
We explore the possibility of using laboratory condensates to mimic the behaviour
of neutron stars on significantly smaller length scales. Since replicating the extreme
conditions present in a star is out of reach, the aim of laboratory analogues would
rather be to create systems that are easily manipulable and allow the recreation
of characteristic neutron star features. The following discussion will address the
two-fluid nature, pinning of vortices and fluxtubes, dynamics of interfaces and in-
stabilities. Briefly introduced previously, superfluid helium, ultra-cold gases and
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superconductors are prime candidates to test such behaviour. Their respective ad-
vantages and limitations in modelling neutron stars will be reviewed in the following
three sections.
8. Helium
8.1. Two stable isotopes
Helium-4 is one of the two naturally occurring, stable isotopes of helium and with
a relative abundance of 106 : 1 in the Earth’s atmosphere the more common one.
Below its boiling point of 4.21 K, helium-4 exhibits characteristics of a standard low
viscosity fluid. However, due to the weak interatomic forces in helium, decreasing
the temperature further does not lead to a solid state. At the 2.171 K Lambda
point, helium-4 instead undergoes a phase transition into a superfluid state, as first
observed by Kapitsa, Allen and Misener in 1937.19,20 This discovery marked the
beginning of the era of low temperature experiments.
Many features of superfluid helium-4 (referred to as helium II) can be explained
by invoking the presence of two coexisting components. The two-fluid model, which
was developed by Tisza24 and Landau30 and discussed in Sec. 3, assumes that helium
II is formed of a normal, viscous constituent (representing the fluid excitations) and
an inviscid part exhibiting frictionless flow. This two-fluid interpretation offers the
possibility to draw a parallel to neutron star cores by identifying the superfluid neu-
trons with the inviscid ground-state component and the combined (charge-neutral)
electron-proton conglomerate with the excitations. Since the concentration of nor-
mal to inviscid fluid in helium II is temperature dependent (as first observed by
Andronikashvili in 194631), one would be particularly interested in the temperature
range that gives mass ratios similar to the proton fraction, xp. In the neutron star
core, this parameter is typically of the order of a few percent. Further note that,
while this laboratory analogue does not allow us to specifically study the influence
of superconducting fluxtubes and, thus, address the magnetic field evolution of a
neutron star, it certainly provides a model for the stars’ rotational dynamics. On one
hand, the normal helium II component is observed to follow rigid-body rotation (see
for example Osborne56), a state which also characterises the angular velocity profile
of the charged component in the neutron star’s core (coupled to the crust by the
strong magnetic field135). On the other hand, the superfluids in both systems rotate
by forming quantised vortices. Spin-down experiments as the ones discussed below
could thus help us understand the superfluid’s role in generating pulsar glitches.
Recent experiments further provide the possibility of directly imaging the flow
behaviour of helium II.136 By inserting small particles such as liquid neon atoms137
or hydrogen molecules138 into the superfluid and tracing their motion, vortices have
been visualised. This approach has proven particularly useful in studying superfluid
turbulence139,140 and could improve our understanding of the stars’ fluid motion.
The second stable, naturally occurring helium isotope is helium-3.141 This iso-
tope only constitutes a very small fraction of the noble gas in the atmosphere and
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irradiation of lithium-6 with neutrons is necessary to synthesise larger quantities.
Because of these obstacles, experiments with helium-3 did not commence until the
1960s, several decades after the first helium-4 experiments had been performed.
Below the 3.19 K boiling point helium-3 behaves like a fluid with low viscosity.
Similar to helium-4 it does not solidify at normal pressures and lower temperatures.
It instead shows superfluid behaviour below 3 mK, as first reported by Osheroff et
al. in 1972.22,23 Though the origin of these phase transitions is very different to that
of helium II. Whereas spin-0 helium-4 atoms are described by Bose-Einstein statis-
tics and turn superfluid by condensing into the quantum mechanical ground state36
(governed by a single complex wave function), helium-3 atoms are fermions of spin
1/2 due to the presence of an unpaired nucleon. Thus, they are subject to Fermi-
Dirac statistics and obey Pauli’s principle. As dictated by BCS theory,12 fermions
have to form Cooper pairs before any condensation can take place, which results in
the much lower transition temperatures. However, in contrast to standard super-
conductivity, where the attractive interaction between two electrons is mediated by
the underlying lattice, no such crystal network is present in the case of helium-3.
Hence, superfluidity has to be an intrinsic property of the atoms. More precisely,
Cooper pairs in a conventional superconductor form in a spin-singlet, s-wave state,
governed by a total spin |S| = 0 and an orbital angular momentum |L| = 0. They
are characterised by a pair wave function that is anti-symmetric under the exchange
of the two electron spins and determined by a single complex amplitude, i.e.
Ψ = Ψ↑↓(|↑↓〉 − |↓↑〉). (171)
Note that the superfluid neutrons in the inner neutron star crust and the protons in
the stars’ interior are expected to be represented by a similar order parameter. On
the other hand, helium-3 atoms pair in the spin-triplet, p-wave state with quantum
numbers |S| = 1 and |L| = 1, where the spin part of the Cooper pair wave function
is symmetric. As there are three corresponding spin substates for |S| = 1, the most
general helium-3 wave function is thus a linear combination of the form
Ψ = Ψ↑↑ |↑↑〉+ Ψ↑↓(|↑↓〉+ |↓↑〉) + Ψ↓↓ |↓↓〉 . (172)
In principle, such an order parameter is characterised by a total of nine substates,
i.e. nine complex-valued amplitudes, as a result of the three spin times three orbital
substates. Due to these additional degrees of freedom, helium-3 Cooper pairs have an
internal structure that results in the formation of different superfluid phases. Three
distinct phases have been observed, commonly referred to as B, A and A1.
142 They
populate different regions of the phase diagram as illustrated in Fig. 7 depending on
which state has the lowest energy for a given temperature, pressure and magnetic
field. If no magnetic field is applied, only the helium-B and the helium-A phase are
stable. While the former dominates the phase diagram and is stable down to the
lowest temperatures observed, the latter occupies only a small range of temperatures
above a critical pressure of ∼ 22 bar. In the presence of an external field however,
the A-phase is stable even for zero pressure and replaces the B-phase for sufficiently
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Fig. 7. Phase diagram of helium-3 illustrating the presence of three different phases depending on
the temperature, pressure and magnetic field. In the absence of a magnetic field, only the helium-A
(red) and helium-B (blue) phases are stable. While the former occupies a small temperature range
above a critical pressure, the latter dominates the phase diagram and is stable down to the lowest
temperatures observed. In the presence of an external field, the A-phase is stable even for zero
pressure and replaces the B-phase for sufficiently high field strengths. Additionally, the A1-phase
(purple) develops in a very narrow region between the normal and the superfluid zones.
high magnetic field strengths. Additionally, the A1-phase develops in a very narrow
region between the normal and the superfluid zones.
The emergent phase diagram is a direct result of the respective order parameters.
For the B-phase all three spin substates contribute equally to Eqn. (172) resulting
in a single complex amplitude, while the Cooper pairs’ total angular momentum
vanishes, |J| = |S + L| = 0, as a consequence of the orbital amplitude. Due to this,
the wave function becomes invariant under simultaneous rotations of the spin and
orbital axes, further leading to an isotropic energy gap. Hence, despite the intrinsic
anisotropy of the helium-3 superfluids, the B-phase is stable for all temperatures
and resembles conventional superfluids and superconductors. This becomes for ex-
ample evident in the formation of vortices. As explained in Sec. 3, the velocity field
of a superfluid (governed by a single complex wave function) is proportional to the
gradient of the phase and hence curl free. In order to rotate, the superfluid quan-
tises its circulation and forms vortex lines around which the phase changes by a
factor of 2pi or multiples of it. The circulation of all regularly distributed vortices
subsequently adds up to mimic solid body rotation on large scales. This was orig-
inally invoked to explain rotation in helium II but has also been observed in the
B-phase of rotating helium-3.143 Note however that the vortex core structure in the
latter case is very different from that in helium-II as a result of the order param-
eter’s underlying complexity. For a detailed discussion of vortices in helium-3 see
for example Lounasmaa and Thuneberg144 and references therein. The behaviour
of helium-A is further complicated because the pair amplitude (172) only contains
two spin-states, namely |↑↑〉 and |↓↓〉, preserving the inherent anisotropy. This gives
the Cooper pairs’ spin wave function an intrinsic direction, dˆ, that is displayed on
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macroscopic scales; a similar preferred axis, lˆ, is also present for the orbital angular
momentum. The interplay of effects modifying the orientation of both axes causes
their continuous variation in space referred to as texture, which essentially maps
out the topology of the complex order parameter.141 One important consequence of
this texture is that the superfluid velocity field does no longer have to be curl-free.
Instead changes in the orientation of lˆ can be related to the superfluid’s circulation,
generating the rich vortex architecture observed in anisotropic helium-A. These in-
clude planar defects such as domain walls144 or coreless vortex structures of double
integer quantisation,145 which can be detected by employing modern nuclear mag-
netic resonance (NMR) spectra. This technique is non-invasive and allows accurate
mapping of topological defects in the order parameter. For completeness, we men-
tion that the pair wave function of the third experimentally detected phase, A1, is
only composed of a single spin substate, |↑↑〉, implying that the superfluid itself is
magnetic. In the remainder of this section however, we only focus on the importance
of helium-B and helium-A in studying possible laboratory neutron star analogues.
Having briefly alluded to the complex vortex structures in helium-3, one would
similarly expect the p-wave paired superfluid in a neutron star’s outer core to ex-
hibit diverse features.146 One example is the persistent core magnetisation of 3P2
vortices132 (a direct result of the complicated order parameter structure), which
leads to the possibility of coupling the electrons and the superfluid in the stars’
interior. However, it is not well understood if there are other ways for the vortex
anisotropy to manifest itself on hydrodynamical scales. As helium-A is one of the
few terrestrial anisotropic superfluids, it provides the unique opportunity to study
the superfluid in the neutron star’s core. Despite this advantage, we note that the
rich spectrum of observed phenomena also significantly complicates a comparison
between the two systems and raises the question of how far the analogy can be ex-
tended. Drawing direct conclusions from experiments with laboratory condensates
for neutron star dynamics should thus always be done with caution.
Before analysing possible helium neutron star analogues, we point out that de-
spite the fundamental differences in the formation of the superfluid phases and the
underlying microscopic theories of helium-4 and helium-3, the two-fluid model is
also applicable to describe the macroscopic characteristics of the latter. This is re-
lated to the close connection between the symmetries of the Fermi system and its
hydrodynamical variables. It suggests the presence of an inviscid component re-
sponsible for the frictionless behaviour and a normal component representing the
quasi-particle excitations, allowing the modelling of the neutron stars’ two-fluid be-
haviour. Experiments in the 1980s confirmed the existence of persistent currents
and the onset of dissipation above a critical velocity in both helium-B and helium-
A (see for example Gammel et al.147,148). As in helium II, the ratio of superfluid to
normal fluid is a function of temperature in the B-phase, whereas in the A-phase
the ratio also depends on the applied field. This provides an additional possibility
to tune the latter condensate into a state of interest for neutron star experiments.
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8.2. Spin-up and spin-down experiments
Early efforts of studying the spin-up and spin-down behaviour of superfluid helium-
4 contained in closed vessels were undertaken in the late 1950s (see for example
Hall149 and Walmsley and Lane150). These experiments measured the torques nec-
essary to accelerate and decelerate containers filled with helium II and additionally
monitored the fluid’s response by immersing closely spaced discs into the medium.
The studies discovered that acceleration and retardation are asymmetric processes.
While the fluid responded with a delay to setting the vessel (initially at rest) into
motion, it instantly reacted when the container rotation was stopped. These effects
were interpreted as the manifestation of the quantised vortex array. Because the
asymmetry of spin-up and spin-down was also influenced by the surface roughness
of the container walls and discs, it was further suggested that pinning and nucleation
of vortices could play an important role for the dynamics.
Following these initial endeavours, a systematic analysis of rotating helium II was
carried out by the Georgian physicists Tsakadze and Tsakadze in the 1970s.151–154
These spin-up experiments were performed shortly after the initial observations of
glitches in the Vela and the Crab pulsar155–158 and represent the first (and only)
attempts to model neutron star physics with laboratory analogues. However, rather
than exploring the underlying mechanism for glitches, the experiments were aimed
at validating the assumption of a superfluid component inside the star by studying
the vessel relaxation after an initial increase in the angular rotation (see below).
Despite the fact that these experiments were performed more than 30 years ago,
they still mark the highlight of research on laboratory neutron star analogues and
have remained the only ones specifically focusing on the idea of reproducing the
neutron stars’ rotational evolution. We will therefore discuss a few more aspects in
detail. The schematic setup of the experiments is shown in Fig. 8. The test neutron
star is represented by a hollow glass sphere (1) that has a radius of 3.4± 0.05 cm.c
Together with a brass disk (2), which is attached to increase the moment of inertia
of the system, the sphere is rigidly connected to a thin steel rod (3) and magnetically
suspended (7-9) in order to reduce friction. The support device (4) is used to lower
the sphere into a bath of helium, filling it with the fluid before each experiment.
The freely suspended components (1-3) were then suddenly accelerated to a desired
angular frequency using an electric motor (5-6). Once the motor is switched off, the
system is allowed to evolve freely under the frictional forces present. Its rotation
period is measured by a focused light beam reflected off a mirror (10) fixed to the
rod (3). Since the helium fluid follows the initial acceleration of the container as a
result of the coupling to the walls, the vessel is first observed to spin-down abruptly
due to angular momentum conservation. Subsequently its angular velocity exhibits
exponential decay with a small damping parameter and eventually reaches a linear
cThe information about the size of the container is somewhat contradicting. In Tsakadze and
Tsakadze,154 3.4± 0.05 cm is given as both the radius and the diameter of the sphere. According
to Reisenegger,159 the smaller size should be adopted to match the measured relaxation timescales.
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Fig. 8. Schematic setup of the helium II experiments performed by Tsakadze and Tsakadze. The
test neutron star is represented by a hollow glass sphere (1), which together with a brass disk (2)
is rigidly connected to a thin steel rod (3) and magnetically suspended (7-9). The support device
(4) is used to lower the sphere into a bath of helium. The freely suspended components (1-3) are
then suddenly accelerated using the electric motor (5-6), while the rotation period is measured
by a focused light beam reflected off a mirror (10). The figure is reproduced from Tsakadze and
Tsakadze.154 Copyright c© 1980, Plenum Publishing Corporation.
deceleration regime. According to Tsakadze and Tsakadze this transition marks the
characteristic relaxation timescale, t0, of the container spin-down.
As the experiment was performed for various temperatures, vessel configurations,
initial angular velocities and velocity jumps, a formula for the relaxation timescale
as a function of the external parameters could be extracted. For a sphere of radius R
rotating at a frequency Ω0, exposed to a jump ∆Ω, Tsakadze and Tsakadze give
154
t0 ≈ A
Ω0
(
mHeR
2Ω0
~
)β (
ρN
ρ
)−α
ln (1 + C∆Ω) . (173)
Here, mHe denotes the mass of a helium atom, whereas ρ and ρN represent the total
and normal component’s mass density. The constants are best fitted as A = 1.0±0.1,
β = 0.40 ± 0.05, α = 0.25 ± 0.01 and C = (5.0 ± 0.2) s. Eqn. (173) specifically
shows that the relaxation timescale increases as the temperature (and therefore the
number of excitations constituting the viscous fluid component) decreases, providing
direct evidence for the validity of the two-fluid model. Tsakadze and Tsakadze152
further suggested that the relaxation following a pulsar glitch could be governed by a
similar expression if corresponding neutron star parameters are adapted. Comparing
timescales from glitch observations, they found general agreement, which supported
the idea of astrophysical quantum condensates.
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Fig. 9. Original measurements of the rotational velocity of a rotating cylinder filled with helium
II. After an initial acceleration at t = 0, the vessel is spinning down and observed to accelerate
between the times t1 and t2. The figure is reproduced from Tsakadze and Tsakadze.154 Copyright
c© 1980, Plenum Publishing Corporation.
The two physicists also modified the experimental setup to investigate different
coupling strengths and pinning. By introducing impurities in the form of crushed
Plexiglas crystals into the fluid, the friction between the normal component and the
container walls was increased, resulting in shorter relaxation timescales. Glueing
the crystals to the inside of the sphere (effectively providing more nucleation and
pinning sites), a larger number of vortices were generated and, thus, the dissipation
increased. This also caused shorter relaxation times compared to the experiments
with smooth walls. Such a degree of control over the pinning strength and the pos-
sibility to study its effect on the macroscopic rotational evolution of the fluid com-
ponents could be particularly useful for improving the understanding of superfluid
pinning in the inner neutron star crust. Large uncertainties prevail for the strength
of the vortex-lattice interaction, which is crucial for determining the crustal mutual
friction mechanisms, and helium II experiments could provide more insight into
the interplay between the mesoscopic coupling and the large-scale dissipation. The
Georgian physicists further repeated their experiment with a mixture of helium-4
and helium-3.160 As the temperature was set below the Lambda point but above the
transition temperature for helium-3 superfluidity, the normal helium-3 atoms act as
an additional viscous fluid, increasing the dissipation. Due to stronger friction, the
relaxation timescales were shorter the more helium-3 was dissolved into helium II.
Furthermore, Tsakadze and Tsakadze detected spontaneous acceleration during
periods of observation, which lasted for over an hour. Using a cylindrical Plexiglas
container with a diameter of 1.5 cm, an external pulse was applied to spin up the
vessel, which was then let to evolve freely. While the spin-down was initially observed
to be linear, it was suddenly impeded by a jump in the rotation frequency as shown
in Fig. 9. This phenomenon was explained in terms of the dynamics of the vortex
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Fig. 10. Experimental (BII,B′II) and modified (αII, α′II) dimensionless mutual friction coefficients
of helium II as a function of the reduced temperature, T/Tc, where Tc = 2.171 K is the superfluid
transition temperature. The data is taken from Barenghi et al.60
array. As for the pulsar glitch mechanism, the superfluid does not follow the spin-
down of the container and forms a metastable state with a non-equilibrium number
of vortices. When the superfluid component and the container are recoupled, a large
number of vortices decays, leading to the acceleration of the container due to the
conservation of angular momentum. While the star-quake model161,162 had been
in the focus of the astrophysics community up to this point, the new experimental
results were pointing towards a superfluid-related glitch mechanism, since quake-like
disruptions had not been generated in the glitching helium II samples.
Despite numerous improvements of laboratory techniques in the last 40 years, the
research performed by Tsakadze and Tsakadze has not been repeated or improved.
While there appears to have been little interest for helium II spin-up experiments
in the low-temperature-physics community, the benefits of studying this terrestrial
neutron star analogue have been pointed out by several astrophysicists. Reiseneg-
ger159 for example examined the laminar spin-up of helium II by analytically solving
the fluid equations of motion in the presence of vortices for a simplified geometry.
While the analysis agreed quantitatively with the smooth container experiments, de-
tailed comparison was not possible. More recently, van Eysden et al.163,164 modelled
the dynamics of the superfluid by including the back-reaction torque exerted by the
container. They derived a self-consistent, analytical solution of the HVBK equations
and found good agreement with the Tsakadze and Tsakadze data. However, more
detailed experiments would be needed in order to infer reliable information about
the physics of neutron stars.
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8.3. Mutual friction
In a rotating superfluid, the normal and the inviscid components are coupled by
forces that result from interactions of vortices with the viscous fluid. This type of
dissipative coupling, called mutual friction, was first investigated by Hall and Vinen
in the 1960s35 in the context of uniformly rotating helium II, which is permeated
by an ordered array of straight vortices. They developed a mathematical formal-
ism allowing one to include the dissipation by introducing a macroscopic, averaged
mutual friction force that results from coarse-graining over regions containing large
numbers of vortices. As given in Eqn. (28), the force for a straight vortex array is
Fmf = BII ρSρN
2ρ
ω ωˆ × [ωˆ × (vS − vN)] + B′II
ρSρN
2ρ
ω ωˆ × (vS − vN) . (174)
Here ρS, ρN and ρ are the superfluid, normal fluid and total mass density, respec-
tively, and ω ≡ ωωˆ denotes the averaged vorticity, while vS and vN represent the
averaged velocities of the inviscid and viscous component. As mutual friction mod-
ifies the propagation of second sound in helium II, the dimensionless coefficients
BII and B′II can be directly determined in rotating container experiments. More
precisely, BII is related to the excess attenuation of second sound caused by the
presence of quantised vortices, while B′II is responsible for the coupling of modes
that would be degenerate in the absence of rotation. This type of experiment can
be performed in the range of 1.3 to 2.171 K, which is equivalent to a reduced tem-
perature of 0.6 < T/Tc < 1. Using results of various studies (discussed in detail by
Barenghi et al.60), the behaviour of the phenomenological coefficients BII and B′II
and the modified mutual friction coefficients, usually denoted by αII and α
′
II in the
literature,51,165,166 is illustrated in Fig. 10. The latter are defined as
αII ≡ BII ρN
2ρ
, α′II ≡ B′II
ρN
2ρ
, (175)
which corresponds to the following mutual friction force,
Fmf = αIIρS ω ωˆ × [ωˆ × (vS − vN)] + α′IIρS ω ωˆ × (vS − vN) . (176)
In the absence of dissipation, vortices are free and their motion is simply governed by
the Magnus force, which causes them to move with the superfluid. In the presence of
a viscous drag however, the vortex motion is modified and balancing the two forces
allows one to express the averaged vortex velocity in terms of the macroscopic fluid
variables. Generalising Eqn. (35) to the case of straight vortices, one has
uv = vS − 1
ρS ω
ωˆ × Fmf = vS + αIIωˆ × (vN − vS) + α′II (vN − vS) . (177)
As seen in Fig. 10, the values for αII and α
′
II are of the same order for a large temper-
ature range, implying that mutual friction induces changes of similar degree to the
vortex velocity components parallel and perpendicular to the superfluid velocity.
To allow for a comparison of coupling strengths in helium II and neutron stars,
Eqn. (176) has to be compared to the neutron star mutual friction (see Eqn. (163));
Fmf = BρnNnκκˆ× [κˆ× (vn − ve)] + B′ρnNnκκˆ× (vn − ve) , (178)
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Fig. 11. Viscous fluid fraction, xN, of helium II as a function of the reduced temperature, T/Tc.
Tc = 2.171 K is the superfluid transition temperature. The data is taken from Barenghi et al.60
where Nnκκˆ corresponds to the averaged vorticity. Identifying the neutrons with
the inviscid component in helium II and the charged-particle conglomerate with its
excitations, ρS and xN are equal to ρn and xp, respectively. This gives the following
relations between the friction coefficients in neutron stars and laboratory systems:
B = BIIxN
2
= αII, B′ = B′II
xN
2
= α′II, (179)
with the viscous fluid fraction defined as xN ≡ ρN/ρ (for experimental results see
Fig. 11). Hence, the numerical estimates for the dissipation strengths in the neutron
star superfluids have to be compared to the modified helium II mutual friction
parameters αII and α
′
II, if the analogy between the two systems is to be exploited.
One instantly notices that the experimental values for helium II show little
agreement with the ones invoked for neutron stars. While the standard coupling
mechanisms in neutron stars are generally attributed to the weak mutual friction
limit (with positive parameters B and B′), the coupling in superfluid helium is much
stronger. This implies that the dynamics in neutron star cores are well approximated
by the free vortex limit and vortices are dragged along with the superfluid compo-
nent, whereas in helium II the two components do not move together. Close to the
Lambda point, αII and α
′
II are of order unity with both coefficients expected to di-
verge as (Tc−T )−1/3 for T → Tc.167 Moreover, α′II turns negative for temperatures
above 2.07 K, which would suggest rather different physical behaviour. Also note
that the fraction of normal fluid in helium II is significantly larger than the proton
fraction in neutron star cores. Only for very low temperatures does xN take val-
ues between 2 and 10%, the range one would want to examine. Experimental data
below 1.3 K would therefore be important in order to develop laboratory neutron
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star models with helium II. However, the standard rotating helium experiments
measuring the speed of second sound are no longer applicable at such low tempera-
tures, because the viscous fluid concentration is too low to provide reliable results.
Instead, experiments that measure the drag on vortex rings, which are attached to
individual ions, have been designed. While these studies would in principle allow
access to the parameters BII and B′II, no conclusive data is available and the values
in Fig. 10 have been restricted to the data from second sound experiments.
When analysing vortex-averaged dissipation, the phenomenological parameters
BII and B′II provide little information about the underlying mesoscopic or micro-
scopic mechanisms in helium II. However, as first suggested by Landau,30 dissipation
in helium II could result from the interactions of thermally excited quasi-particles
with individual vortices. It is thus possible to relate the large-scale dynamics to the
small-scale physics by considering a mesoscopic coupling force of the form60
fd = ρSκRII (vq − uv) + ρSκR′IIωˆ × (vq − uv). (180)
Here, vq denotes the corresponding quasi-particle velocity and uv the vortex veloc-
ity. The force is proportional to the relative velocity and characterised by two meso-
scopic friction coefficients, RII and R′II. Different theories are available to calculate
these parameters, since the coupling mechanism depends on two crucial lengthscales,
i.e. the size of the region responsible for mutual friction and the quasi-particles’
mean free path.168 For low temperatures, the former lengthscale is smaller and the
scattering of rotons and phonons off rectilinear vortices causes dissipation. Using
the scattering theory for non-interacting quasi-particles, the mesoscopic coefficients
can be obtained. They typically satisfy |R′II|  RII.60 For temperatures close to the
Lambda point, the vortex core size increases considerably and becomes larger than
the mean free path, which raises the need for phenomenological approaches like the
time-dependent Ginzburg-Landau theory.168 Utilising a force balance equation to
eliminate the vortex velocity in Eqn. (180), the macroscopic and mesoscopic coeffi-
cients can be related to each other. Therefore, RII and R′II are controlled by BII and
B′II and vice versa, providing a possibility to constrain mesoscopic theoretical models
with experimental data. Studying mutual friction in helium II could thus provide
useful information about the coupling mechanisms in neutron star, where direct ob-
servations are not feasible and microscopic interactions can only be studied from a
theoretical point of view. In particular, one could learn how to determine a suitable
average over mesoscopic lengthscales in order to match the measured macroscopic
dissipation strengths. Such studies might even help to deduce information about
the vortex arrangement and deviations from a straight vortex array.
One difference between the two formalisms is immediately evident. Direct com-
parison between the helium II drag in Eqn. (180) and the ansatz for the force in
neutron stars shows that an additional term proportional to R′II is included in the
former system. It acts in the direction orthogonal to the relative velocity and the
local orientation of the vortex. This transverse drag component, which is generally
not included in the neutron star case, is needed in order to explain the experimental
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Fig. 12. Behaviour of the mutual friction parameter (B3BxN = 2α3B) in the B-phase as a function
of the reduced temperature, T/Tc. The measurements are taken at a pressure of 1.6 bar. In this
case, the critical temperature for the superfluid transition is Tc ∼ 1.1 mK. The figure is reproduced
with permission from Bevan et al.169 Copyright c© 1995, American Physical Society.
data, in particular the negative values of α′II close to the Lambda point. As can be
seen from Fig. 10, the simple relationship between the neutron star mutual friction
coefficients, i.e. B′ ≈ RB, does not hold in superfluid helium-4. By introducing a
second parameter R′II, this behaviour can be captured. This suggests that the neu-
tron star problem tends to be oversimplified, and that a second mesoscopic drag
term R′ should perhaps be accounted for.
Although helium II is the best studied system regarding mutual friction, several
attempts have been undertaken at measuring drag parameters in helium-3. These
were not only complicated by the presence of the different phases but also by the
fact that the viscosity of the normal component is four orders of magnitude larger
than that of helium II.166 The latter problem causes second sound to become highly
damped, eliminating such studies as a tool to investigate mutual friction in helium-
3 and raising the need for new techniques. Whereas earlier efforts170,171 had only
provided limited information, Bevan et al.169,172 designed an experiment allowing
one to determine the coefficients of the B-phase and the A-phase. Taking advantage
of the normal fluid’s large viscosity, the following idea was exploited: Separating two
regions of helium-3, a vibrating Kapton film was used to set the superfluid compo-
nent into motion, while the normal fraction remained stationary due to its viscous
properties. As the film’s vibrational modes are influenced by the vortex array, the
mutual friction strength could be deduced by analysing the mode frequencies. This
way, experimental estimates of the modified coefficients α3 and α
′
3 were obtained
for various temperatures and pressures.
The original B-phase measurements at 1.6 bars and 29.3 bars are illustrated in
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Fig. 13. Behaviour of the mutual friction parameter (B′3BxN−2 = 2(α′3B−1)) in the B-phase as
a function of the reduced temperature, T/Tc. The measurements are taken at a pressure of 1.6 bar.
In this case, the critical temperature for the superfluid transition is Tc ∼ 1.1 mK. The figure is
reproduced with permission from Bevan et al.169 Copyright c© 1995, American Physical Society.
Figs. 12-14 as a function of the reduced temperature. The critical temperature for
the superfluid transition is pressure-dependent and given by Tc ∼ 1.1 mK in the for-
mer case and Tc ∼ 2.4 mK in the latter case.173 Note further that for pressures above
22 bar, both helium-3 phases are present. For 29.3 bars, the transition temperature
TAB is located at around 2 mK,
173 which implies that the B-phase only exists up
to T/Tc ∼ 0.8 as can be seen in Fig. 14. The data shows that both mutual friction
coefficients vanish in the limit T → 0 as expected, while α3B diverges close to the
transition temperature and α′3B approaches 1. Similar to helium II, the coupling be-
tween the normal and the superfluid component in helium-3 is much stronger than
predicted for neutron stars. Measurements for the A-phase lead to even stronger
dissipation.172As before, the macroscopic dissipation parameters can be related to
mesoscopic drag coefficients. In contrast to the previous discussion however, it is
less clear what kind of interactions between quasi-particles and vortices generate
the coupling on small scales. One cannot simply transfer the theoretical predictions
for helium II to helium-3 due to the fundamental differences in vortex formation.168
Instead, dynamical features seem to be well explained using the theories available
for superconductors,174 which are also characterised by Fermi-Dirac statistics and
exhibit quantum properties by forming Cooper pairs. Analysing the dissipative cou-
pling in helium-3 could again help to understand mutual friction in neutron stars,
where the dominating coupling mechanisms are not well known. To exploit this
analogy further, the ratio of superfluid to normal fluid component should ideally be
2 to 10%. Experimental results for the viscous fluid fraction in helium-3 at various
pressure are for example discussed by Alvesalo et al. and Archie et al.175,176 As
seen from Fig. 15, the normal fluid fraction in the B-phase and the proton fraction
in neutron stars are comparable for temperatures below ∼ 0.4Tc. This region is
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Fig. 14. Behaviour of both B-phase mutual friction parameters as a function of the reduced
temperature, T/Tc. The measurements are taken at a pressure of 29.3 bar, implying that the
critical temperature for the superfluid transition is Tc ∼ 2.4 mK. Above T ∼ 0.8Tc the A-phase
dominates. The figure is reproduced with permission from Bevan et al.169 Copyright c© 1995,
American Physical Society.
accessible with experiments,177 presenting an advantage of helium-3 over helium-4.
The experimental drag parameters are strongly dependent on the properties of
the superfluid. While the underlying data for Figs. 10-14 is determined for straight
vortices able to move freely through the container, the mutual friction coefficients
could be very different when pinning178 or turbulence165 are present. External forces
that keep vortices at rest could be particularly important at higher temperatures
close to the Lambda point. Dissipation in the superfluid is also expected to signif-
icantly increase when a turbulent state is formed.65 There, mutual friction is no
longer described by Eqn. (178) but depends on the cube of the relative velocities as
postulated by Gorter and Mellink69 (see Sec. 3.5 for details). While measurements
of transport coefficients under these conditions are very difficult and detailed exper-
imental data is not available, superfluid turbulence in helium might provide more
insight into how such a chaotic state could influence the neutron star dynamics and
is therefore discussed in more detail in the next section.
Before addressing the behaviour of vortices, we raise one critical issue with he-
lium as a laboratory neutron star analogue. In addition to mutual friction, neutron
star dynamics are strongly influenced by entrainment. Number densities in the outer
core are expected to reach 1038 cm−3, which corresponds to interparticle spacings of
10−13 cm. At such short distances, the strong nuclear force couples the neutron and
proton fluids. However, this process is non-dissipative and cannot simply be repro-
duced in weakly-coupled single-component condensates such as helium II, where the
particle density is typically of order 1022 cm−3 resulting in a distance of 10−8 cm.
Neutron Stars in the Laboratory 67
Fig. 15. Temperature-dependence of the normal-fluid fraction in the helium-3 B-phase at differ-
ent pressures: circles (29 bars), closed squares (20 bars), inverted open triangles (10 bars), closed
triangles (5 bars), and diamonds (2 bars). The figure is reproduced from Archie et al.176 Copyright
c© 1979, American Physical Society.
Interpenetrating liquids are necessary to recreate any phenomena resulting from en-
trainment, which could for example be achieved by studying mixtures of superfluid
helium-3 and superfluid helium-4. Note that this situation was originally considered
when entrainment was discovered by Andreev and Bashkin.107 However, due to the
strong interactions between the two isotopes, helium mixtures only contain a small
fraction of helium-3, which has so far prohibited the experimental realisation of
simultaneous superfluidity in both species.179,180
8.4. Vortex dynamics
Whereas the macroscopic formalism (providing vortex-averaged information about
the dynamics of vortices located within comparatively large fluid elements) allows
one to discuss the superfluids’ influence in a more classical manner and correctly pre-
dicts several observed phenomena, some aspects are difficult to study. The subjects
of interface physics, turbulence and instabilities are especially challenging.68,181 In
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Fig. 16. Top view of a vortex-line simulation for the spin-up of the B-phase superfluid in a tilted,
rotating cylinder. Initially, only one vortex is present. The snapshots show vortex configurations
at t = 1, 100 s (left) and t = 1, 140 s (right). The colour code mirrors the relative amplitude of
the averaged vorticity. In both configurations coherent structures appear in the form of vortex
bundles (orange and red regions). The figure is reproduced with permission from Ha¨nninen and
Baggaley.62
these areas however, the experimental and theoretical methods for analysing indi-
vidual vortices have been greatly improved in the last decade. For a recent review
on vortex studies in superfluid helium and BECs see Tsubota et al.182 One theoret-
ical tool that has been very valuable in modelling the behaviour of superfluids are
vortex-line simulations.61,62 Within this filamentary model, vortices are regarded
as line defects. This implies that the entire vortex configuration determines the ve-
locity of the superfluid component, which is governed by a Biot-Savart-type law as
introduced in Eqn. (34),
vS(r, t) =
κ
4pi
∫
L
(s− r)× ds
|s− r|3 , (181)
where the line integral is taken along all vortices. The motion of a single vortex is
then obtained by balancing the various forces acting on it. Snapshots of such a simu-
lation, modelling the spin-up of the helium-3 B-phase confined to a tilted container,
are shown in Fig. 16. While vortex-line simulations are useful to self-consistently
model laboratory condensates (containing only several thousand vortices), large
computational costs make it difficult to apply this technique to neutron stars, where
significantly more vortices and fluxtubes are present. However, the study of vortex
dynamics in laboratory condensates could provide crucial information for the de-
velopment of better neutron star models, a fact which has generally been ignored.
Terrestrial experiments could be particularly valuable for understanding how non-
classical phenomena such as instabilities and turbulence influence neutron stars.
Several aspects of vortex dynamics are similar in superfluid helium-4 and helium-
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3. Differences arise however due to the mutual friction properties and the variations
in vortex size, since vortices are generally fatter in the helium-3 phases. While for
helium II, the core dimension is of the order of the coherence length and given
by ∼ 0.1 nm, the coherence length in the isotropic B-phase is ∼ 10 nm.181 In the
anisotropic A-phase, the vortex cores are three orders of magnitude larger than
in the B-phase,183 because the characteristic lengthscale is no longer the coherence
length but the so-called healing length of the spin-orbital coupling. With a radius of
about 10µm, A-phase vortices are not localised but instead stretch over macroscopic
regions. The increase in helium-3 core sizes creates several experimental advantages
over helium-4. Not only are the critical velocities for the onset of vortex formation
lower in the former superfluid but also the interactions of vortices with the container
walls are very different. The latter makes pinning generally negligible181 and allows
better control over the vortices’ motion, which is of great importance for laboratory
neutron stars. Note at this point that the vortex dimensions in all three helium
condensates are several orders of magnitude larger than those in neutron stars (see
Sec. 5.3) and one has to be careful with directly inferring information about the
star’s physics from terrestrial experiments. Instead, the observed features should be
interpreted as indications of similar phenomena in the astrophysical context that
subsequently need to be studied in more detail.
8.4.1. Interface behaviour
The canonical picture of neutron star structure invokes the presence of distinct
interfaces. In particular, the crust-core boundary connecting the 1S0 and the
3P2
neutron superfluid phases and the possible type-II to type-I transition of the su-
perconducting protons at high densities are expected to have a crucial influence on
the stars’ dynamics. However, the physics of these interfaces are only poorly under-
stood and, hence, laboratory experiments may provide valuable insight. Superfluid
helium-3 plays a unique role in this endeavour, as two-phase samples provide the
possibility of studying vortex behaviour at a stable first-order interface. The advan-
tage is that the order parameter’s phase remains continuous across the interface,
allowing vortices to cross the boundary. This is different to the case of two phase-
separated superfluid layers, where vortices terminate at the boundary and exhibit
little interaction. As addressed previously, the vortices in the A-phase have very dif-
ferent properties as they are much bigger than those in the B-phase and could carry
double the quantisation. This raises the question of how the vortices stretch across
the interface and how they influence each other during the rotational evolution.
Walmsley et al.177 discuss experimental NMR measurements and vortex-line
simulations of a rotating two-phase sample that shows very unusual vortex be-
haviour. These features could have important implications for neutron star dynamics
and will therefore be reviewed in more detail. The two helium-3 superfluids are con-
tained in a cylindrical, smooth-walled quartz container that can be set into motion
by rotating the surrounding cryostat. The cylinder has a length of 110 mm, a diam-
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eter of 6 mm and a small superconducting solenoid is attached around its middle,
which generates an axial magnetic field that stabilises the A-phase. The presence of
the anisotropic superfluid thus splits the sample into two identical B-phase regions
creating two AB-interfaces. The time evolution and distribution of vortices in the
B-phases are monitored with two NMR detectors secured to the bottom and the
top of the cylinder. The experiments are performed at T = 0.2Tc, where unex-
pected vortex characteristics are most dominant. At this temperature, the mutual
friction coefficients are given by α3B ≈ 4.3 × 10−3 and α′3B ≈ 0 for the B-phase
and α3A ≈ 2 and α′3A ≈ 0.8 for the A-phase, respectively.177 Using this set-up, the
vortex response to a change in the container’s angular rotation period is studied.
The authors note that the jump in the rotational velocity is sufficiently small to
ensure that the interface remains stable – as will be explained below, the superfluid
Kelvin-Helmholtz instability would become active if a critical velocity is exceeded.
The distinct vortex features, discussed in the following, have been simultaneously
confirmed by vortex-line simulations and non-invasive NMR measurements.
The spin-down behaviour is investigated by bringing the container from an equi-
librium configuration abruptly to rest. Initially the two phases are corotating at an
angular velocity Ω0 with straight vortices stretching across the interfaces; despite
carrying different units of quantisation the vortices of both helium-3 phases inter-
connect across the boundaries.181 After applying the external change, both layers
evolve freely. However, due to the different strengths in mutual friction, the super-
fluids do not react to the container’s spin-down on the same timescale. Since strong
coupling prevails in the A-phase, it responds very quickly to the external change,
whereas the B-phase reacts much slower. Thus, the A-phase contains significantly
fewer vortices than the B-phase, as can be seen from Fig. 17. Moreover, the interface
region between the two states crucially influences the dynamics as it introduces new
boundary conditions at the surface. Three main observations can be made.
Firstly, the A-phase vortices spiral outwards in a laminar manner to annihilate at
the container walls, creating an additional pull on the ends of the B-phase vortices.
At the interface, this causes the formation of a vortex sheet because the vortex ends
bend parallel to the boundary and terminate at the container walls. Away from
the interface, the additional force causes the B-phase vortices to develop a helically
twisted tangle. This turbulent state promotes more reconnections in the superfluid
bulk, effectively increasing the dissipation. Consequently, it is found that the simple
law capturing the averaged azimuthal B-phase flow in absence of the A-phase,177
Ω(t) =
Ω0
1 + t/τ
, (182)
where a single timescale τ ≈ 740 s fits all data of the laminar decay, does no longer
hold in the two-phase experiments. Instead, the spin-down of the B-phase is faster
in the presence of the A-phase.
Secondly, the extra force on the B-phase vortices depletes the region closest to
the rotation axis faster than the rest of the container, implying that the superfluid
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Fig. 17. Vortex-line simulation for the spin-down behaviour of a two-phase helium-3 sample.
Starting from an equilibrium configuration with straight vortices stretching across the interface,
both phases evolve freely. Due to differences in mutual friction the A-phase (bottom) responds
quickly to the external change, while the B-phase (top) responds slower. The left figure shows
a radial cross-section of the B-phase layer with an almost vortex-free centre. The right figure
illustrates the formation of a turbulent vortex tangle increasing the dissipation. Reproduced with
permission from Walmsley et al.177 Copyright c© 2011, American Physical Society.
is at rest in the middle of the container. While the centre is almost vortex free, a
large number of vortices forming the vortex tangle can be found in a cylindrical
shell closer to the container walls (see the cross-section in Fig. 17). The averaged
circulation of this shell exceeds the initial solid-body rotation value, which suggests
that the superfluid fraction in the B-phase no longer rotates as a solid body. Instead,
it exhibits a differential rotation profile along the radial direction of the cylinder.
Finally, comparison with spin-up experiments from rest shows that spin-down
and spin-up are not symmetric phenomena. As the critical velocity for vortex for-
mation is about one order of magnitude lower in the A-phase,181 vortices are first
generated in the anisotropic superfluid and a vortex sheet develops on this side of
the two-phase sample. The B-phase response to the external perturbation crucially
depends on the number of remnant vortices. If several lines are present, the spin-up
of the isotropic phase is laminar. If however the B-phase is initially vortex-free, the
superfluid is spun-up via a sudden burst of vortex formation leading to significantly
faster spin-up. This kind of behaviour is not observed in the spin-down experiments.
It is difficult to asses to which extent this behaviour can be mapped to the rota-
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tional dynamics of neutron stars, but one would expect the strength of the mutual
friction to play an important role in this analogy. As explained before, the inter-
actions between the normal and the superfluid components in helium-3 are much
stronger than in neutron stars and, hence, the characteristic timescales are shorter
in the laboratory system. However, the main reason the two-phase helium-3 sam-
ple exhibits remarkable vortex dynamics during the spin-down and spin-up is the
relative difference of the coupling strengths across the interface. Mutual friction
is about three orders of magnitude stronger in the A-phase than in the B-phase.
While detailed information about the neutron star mutual friction mechanisms are
not available, coupling strengths are also likely to jump several orders of magnitude
across the neutron star crust-core boundary as a result of the changes in composi-
tion.46,130,184 Based upon this simple criterion, complicated vortex characteristics
should also be present in neutron stars. Thus, the general assumption of a straight,
regular vortex array, which enables an averaging procedure using a constant vor-
tex surface density, no longer holds. As observed in the helium-3 experiments, the
presence of an interface breaks the cylindrical symmetry and spin-up or spin-down
of the superfluids can no longer be treated as a two-dimensional problem. The
break-down of solid-body rotation further suggests that the superfluid neutrons in
the interior could be differentially rotating. This would change the neutron stars’
macroscopic rotational properties and could, for example, provide a possibility to
store supplementary angular momentum. Such an additional reservoir would impact
on observational features and could for example be related to the possible observa-
tion of an anti-glitch in a magnetar185 or the evolution of pulsar braking indices.124
Finally, a twisted vortex tangle located in a spherical shell would also increase the
dissipation and result in a faster spin-down of the superfluid component. As dis-
cussed further in the following, the presence of a turbulent state would thus have
significant influence on the observable parameters of neutron star.
8.4.2. Turbulence and instabilities
Turbulence, representing the chaotic regime of fluid flow, has long been studied in
classical fluids and is one of the most complex problems of classical physics. A com-
prehensive discussion of this field of research is given by Lesieur.186 Since the 1950s,
turbulence and instabilities have also been analysed in superfluid helium-4 and, in
the last two decades, additional experiments studying the non-classical dynamics of
helium-3 and quantum gases have been developed. The ingredient that classical and
superfluid systems have in common is that a single hydrodynamical equation is no
longer sufficient to accurately capture the non-linear dynamics. Instead, multiple
models characterising the behaviour on different lengthscales are needed. However,
turbulence in superfluids is strongly influenced by the quantum nature creating
features unobservable in classical fluids. Hence, the chaotic flow in superfluids is
generally referred to as quantum turbulence. For a recent introduction to the sub-
ject see Barenghi et al.68 Compared to classical turbulence, the main differences in
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quantum turbulence arise due to the two-fluid nature. While the viscous compo-
nent experiences standard turbulence reflected as quasi-classical behaviour on large
scales, the vortices of the inviscid component generate new features on small scales.
Early studies of quantum turbulence performed with non-rotating helium II sam-
ples focused on the thermal counterflow behaviour. As first suggested by Feynman,33
the injection of a heat current, acting on the normal component of helium II but not
the superfluid fraction and thus generating a velocity difference between the two,
leads to turbulence without a classical analogue. In 1957, it was observed that above
a critical, temperature-dependent velocity superflow indeed became dissipative.63
Vinen64–66 suggested this to be the result of interactions between an isotropic tur-
bulent vortex tangle and the viscous fluid component and derived a mutual friction
force similar to the one previously postulated by Gorter and Mellink,69 i.e.
Fmf ∝ ρSα3He (vS − vN)2 (vS − vN) . (183)
For a more detailed mathematical discussion we refer the reader to Sec. 3.5. Subse-
quently, counterflow turbulence was also studied in rotating superfluids. Motivated
by experiments showing that a small axial counterflow changes the vortex array
properties,187 Glaberson et al.73 suggested that dissipation could be related to a hy-
drodynamical instability of the vortex array, referred to as the Donnelly-Glaberson
instability. It is triggered once the thermal counterflow along the vortex axes exceeds
the critical value (see also Eqn. (39))
wNS,c = 2
√
2ΩνS, (184)
at which the vortices become unstable to the excitation of kelvin waves (νS is defined
in Eqn. (31)). Experiments by Swanson et al.72 have confirmed the existence of this
critical velocity and further shown that rotation stabilises the superfluid since the
onset of turbulence in absence of rotation was governed by lower critical velocities
than in the rotating case. For a numerical analysis of these vortex instability features
and the growth of superfluid turbulence see for example Tsubota et al.188
In addition to this new type of turbulence, an analogue to classical turbulence has
been observed.165 Helium II experiments in the late 1990s189 found no counterflow
turbulence but local pressure fluctuations, following the statistical Kolmogorov law.
In this case, the energy spectrum function E(k) depends on the wave number k as67
E(k) = C
2/3
k k
−5/3, (185)
where C is a universal constant of order 1 and k the energy dissipation rate per unit
mass. In this regime, an extensive range of coupling strengths has been investigated
by dragging a grid through the superfluid (see for example Stalp et al.190), a method
usually employed for studying turbulence in classical fluids. These experiments
showed that the two-component fluid behaves like a single fluid on macroscopic
scales exhibiting quasi-classical flow properties.191 It has been suggested that this
is caused by vortices forming bundles mimicking the behaviour of classical eddies,192
which results in a homogeneous and isotropic turbulent state that exhibits classical
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Kolmogorov decay. However, as soon as the characteristic lengthscale of these ed-
dies decreases to distances comparable to the intervortex spacing, quantum effects
become important again. Analyses of hydrogen tracer particles have revealed that
the velocity field on these microscopic scales shows a power-law behaviour, which
differs from the Gaussian velocity distribution of classical turbulence.193 Kelvin
waves excited by the reconnections of vortices play a crucial role for this, as they
are expected to distribute the energy in a cascading manner to lengthscales smaller
than the intervortex spacing.194 These helical displacements propagating along the
vortex lines have only recently been observed on reconnecting helium II vortices.195
Another type of instability that has been discovered in the context of helium
II is the Rayleigh-Taylor instability. This phenomenon, which generally acts at an
interface between two fluids of different densities and initiates the mixing of the two,
is known to play a crucial role for many astrophysical scenarios such as supernova
explosions or accretion processes.83 In laboratory helium-4 experiments, the insta-
bility has been observed in the form of crystallisation waves at the superfluid-solid
interface during the pressure-controlled growth of a helium crystal immersed in the
superfluid phase.196 The Rayleigh-Taylor instability could thus be of importance at
the neutron stars’ crust-core interface, where crustal lattice nuclei are in contact
with the neutron superfluids.
Besides the standard turbulence experiments studying helium-4, non-linear dy-
namics have also been investigated in the B-phase of helium-3.58,197,198 Note that
for the anisotropic A-phase the dissipation is so large that one would not expect
superfluid turbulence to play any role in the temperature ranges currently acces-
sible.166 Most noticeably, superfluid helium-3 contained in a cylindrical container
exhibits two regimes of vortex behaviour. While helium II had only been observed
to display turbulent characteristics below the Lambda point, the B-phase showed
laminar spin-down behaviour above a temperature of about 0.6Tc and turbulent
behaviour below.199 Three main properties166 help stabilise the dynamics of the
fermionic superfluid down to low temperatures: the viscosity of its normal fluid ex-
ceeds that of helium II by about four orders of magnitude; due to the large vortex
core size pinning is negligible and its mutual friction coupling is stronger than in
helium II. The last difference is of particular importance as it has been proven ex-
perimentally and theoretically (see for example Finne et al.166 and Eltsov et al.200)
that the spin-down behaviour is governed by a single dimensionless parameter, Re,
which only depends on the modified mutual friction coefficients,
Re ≡ 1− α
′
He
αHe
. (186)
The two regimes are separated by Recrit ∼ 1. For Re 1 turbulence dominates as
the inertial terms drive the dynamics, whereas mutual friction stabilises the super-
fluid for Re . 1 and laminar behaviour is observed. In analogy with classical fluid
dynamics, the parameter Re is sometimes referred to as the superfluid Reynolds
number. For the helium B-phase, Recrit appears right in the experimental temper-
Neutron Stars in the Laboratory 75
ature regime (corresponding to T ∼ 0.6Tc), while for helium II the transition lies
very close to the Lambda point making the laminar regime almost inaccessible. This
highlights one of the main advantages of helium-3 over helium-4 for the studies of
non-linear fluid dynamics, as it allows one to perform detailed studies of the onset
of turbulence and vortex instabilities.201
One instability that has been analysed in great detail is the Kelvin-Helmholtz
instability. Using a magnetically stabilised two-phase sample of helium-3 similar to
the set-up discussed for the study of interfaces, Blaauwgeers et al.202 examined the
shear flow between two superfluids. Spinning up the sample from rest, vortices are
first formed in the anisotropic A-phase as a result of the stronger mutual friction and
organised as a vortex sheet at the interface, while the B-phase remains vortex-free.
The average circulation in both layers is different, creating a discontinuity in the
tangential superfluid velocities. This state of two superfluids moving relative to each
other is stable and non-dissipative up to high relative velocities and, thus, provides
the perfect environment for investigating the Kelvin-Helmholtz instability.203 In the
classical case, an instability between two immiscible, inviscid fluid layers of density
ρ1 and ρ2 occurs when the difference between the velocity components parallel to
the interface, i.e. |v1 − v2|, satisfies the condition204
ρ1ρ2
ρ1 + ρ2
(v1 − v2)2 = 2
√
σsF . (187)
The interface becomes unstable once the inertial effects can no longer be balanced by
the interface’s surface tension σs and an external field F , which is generally taken to
be the gravitational force F = g|ρ1−ρ2| (g is the gravitational acceleration). Waves
of wave vector k =
√
F/σs are then excited on the interface. Compared to studies
using classical fluids, the superfluid set-up has the advantage that viscosity does not
obscure the instability. However, Eqn. (187) no longer applies in the superfluid case,
but has to be modified due to the two-fluid nature of the quantum condensates. The
corresponding instability criterion reads203
ρS1 (vS1 − vN)2 + ρS2 (vS2 − vN)2 = 2
√
σsF , (188)
where ρS1, ρS2, vS1 and vS2 would correspond to the superfluid mass densities and
the superfluid velocities of the two helium-3 phases, respectively, while vN represents
the normal fluids’, i.e. the container’s, velocity. The instability threshold is thus not
related to the relative velocity of the two superfluid components but instead depends
on the velocity difference of the normal and inviscid constituents on both sides of
the interface.205 In the case of neutron star cores, where multiple quantum states
are present, a combination of the different superfluid and superconducting velocities
should enter the instability criterion.206 Every time the threshold is reached, the
Kelvin-Helmholtz instability results in a wave-like distortion of the AB-interface,
suggested to cause the injection of vortex tangles into the B-phase (see for example
Finne et al.181). For temperatures above∼ 0.6Tc, each vortex loop quickly turns into
a straight line connecting across the interface to the A-phase defects, with a similar
number of vortices being created each time the instability is triggered.202 Below
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∼ 0.6Tc however, the instability acts in a very non-linear way, explosively injecting a
large number of vortices into the isotropic phase. A detailed, temperature-dependent
analysis of the Kelvin-Helmholtz instability thus confirms the laminar and turbulent
spin-down regimes separated by the different strengths of mutual friction.
Insight from helium experiments could also provide important information for
neutron stars, where vortex dynamics are generally assumed to be laminar and little
is known about how turbulence and superfluid instabilities manifest themselves. As
a first step, one could try to classify the neutron star spin-down behaviour by sim-
ply calculating the superfluid Reynolds number associated with the mutual friction
mechanisms. Since the coupling is expected to be rather weak with B′ ≈ B2  1,
Eqn. (186) would result in Re  1, which implies that the neutron star interior
should be strongly influenced by turbulence. Despite the fact that this criterion ne-
glects effects such as the stars’ rapid rotation that could suppress the development
of non-linear dynamics,207 turbulence could significantly alter the vortex motion.
Peralta et al.208,209 for example study the onset of the Donnelly-Glaberson insta-
bility in the neutron star core, which excites unstable Kelvin waves that result in a
distortion of the initially straight neutron vortices. As briefly mentioned in Sec. 3.5,
the frictional coupling in a vortex tangle is very different from the standard force
considered above in Eqn. (178). Instead of being proportional to the velocities, the
mutual friction force depends on the cube of the relative velocities.64–66,69 Ander-
sson et al.70 have however recently argued that such a turbulent state might only
exist locally and not globally, because a fully developed vortex tangle is isotropic
and the averaged vorticity of a macroscopic fluid element would vanish. Hence, for
neutron stars, where the superfluid has to form vortices in order to support the
observed bulk rotation, a disordered vortex tangle would have to retain some rigid-
body characteristics to some extent. This could for example be achieved in form of
a polarised turbulent state,70 where each fluid element contains tangled and straight
vortices; the latter being responsible for the macroscopic rotation. The correspond-
ing mutual friction would then be a superposition of both structures, which is in
agreement with observations made in counterflow studies of rotating helium-II.72,188
Despite the fact that detailed knowledge of the turbulent state in neutron star
interiors is not available, implications for macroscopic observables could be signifi-
cant. A modified frictional coupling due to the presence of turbulent vortex tangles
would generally lead to dissipation timescales that differ from the ones usually
considered. This would affect various hydrodynamical phenomena such as the post-
glitch relaxation or the damping of neutron star free precession210 and oscillations
modes.211,212 Moreover, it has been suggested that timing noise could result from an
instability of the vortex array being imperfectly pinned to the proton fluxtubes due
to thermal activation213 or a variation of the crustal rotation phase caused by the
turbulent core superfluid exerting a fluctuating torque on the crust.214 Addition-
ally, the presence of superfluid instabilities are relevant, since they could explain the
origin of pulsar glitches. Several mechanisms have been studied in the literature. As
discussed by Mastrano and Melatos,206 the Kelvin-Helmholtz instability could act
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at the neutron star crust-core interface and rapidly transfer circulation between the
1S0 and
3P2 superfluids, similar to what is observed in helium-3 experiments.
202
This would result in the spin-up of the rigidly rotating neutron star component,
which would manifest itself as a discrete jump in the angular rotation frequency of
the crust, observed as the glitch by a distant observer.
Similar to the Kelvin-Helmholtz instability, two-stream instabilities could further
serve as a possible trigger mechanism in differentially rotating neutron stars.215 The
main difference for this type is that the interacting fluids are interpenetrating and
not separated by an interface. As before however, the non-linear dynamics set in as
soon as a critical velocity lag is reached. The instability mechanism itself may be
mediated through various coupling mechanisms depending on the level of complexity
included. Andersson et al.216 discuss the simplified case of a neutron and proton fluid
rotating at different angular velocities (as present in the neutron star core) enclosed
by an infinitesimally thin spherical shell. Here, entrainment is responsible for the
coupling of the two components and a perturbative analysis of the hydrodynamical
equations shows that the instability is mediated through inertial r-modes.217,218
This process is particularly interesting because it has been shown that these modes
are not only dynamically unstable on small scales but also suffer a global instability,
which might not be completely damped by shear viscosity.219,220 Thus, the r-mode
instability could trigger the unpinning of a large number of vortices and lead to
observable glitches. Finally note that this instability has not yet been observed in
helium experiments and it is unclear whether one would expect to find unstable r-
modes at all, as the coupling mechanisms in laboratory systems differ significantly
from those in neutron stars.221
To conclude our discussion of terrestrial neutron star models using helium, we
highlight another exciting way to exploit the analogy between both systems. By
combining helium-3 with aerogel (a mixture which has also attracted a lot of atten-
tion in the low-temperature physics community222,223), one can study the influence
of disorder on a three-dimensional quantum liquid. These aerogels are very porous
media formed of strand-like structures that are generated from silica clusters in a
gelation process. The strands’ diameters are typically of the order of a few nanome-
tres, smaller than the coherence length of pure helium. The advantage of this system
is that (due to the different lengthscales) helium-3 superfluidity can be controlled
through the aerogel’s porosity. It was for example shown that for a 98% porous solid,
helium-3 exhibits the typical characteristics of a superfluid phase transition.224,225
While the B-phase is suppressed and an A-phase like state seems to dominate, the
exact nature of the various superfluid phases in aerogel is not known and recent
analyses226,227 revealed a rather complex phase diagram. However, these experi-
ments present the unique possibility to investigate the normal-superfluid interface
as it should be possible to grow aerogel with a continuously changing porosity. As
this would provide information about the pairing behaviour of quantum systems
undergoing such transitions, it could allow insight into the properties of the neu-
tron star protons turning superconducting at the crust-core boundary. It should be
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further possible to study the behaviour of superfluid vortices in disordered aero-
gel. This has obvious analogies to the inner neutron star crust, where a superfluid
neutron liquid is thought to coexists with the nuclear pasta, and experiments could
thus give information about the interactions between the two components.
9. Ultra-cold Gases
It was first suggested by Fritz London36 that the transition of helium-4 atoms into
a superfluid state could be the result of condensation into the quantum mechanical
ground state. Since bosons obey Bose-Einstein statistics, when confined in an exter-
nal potential, they enter the lowest energy state available. At low temperatures, this
results in the formation of a new macroscopic quantum phase referred to as a Bose-
Einstein condensate (BEC). For a general introduction see Chevy and Dalibard.228
The state of weakly-interacting bosons was first observed in 1995 by Wieman and
Cornell40 and Ketterle,41 who created BECs by cooling dilute gases of Rubidium
atoms to nanokelvin temperatures. Despite the fact that this branch of low tem-
perature physics is relatively new, it became evident soon after the initial detection
that these macroscopic quantum condensates could serve as a perfect testing tool
for various areas of physics, ranging from solid state physics to many-body physics
all the way to astrophysics.52
The main purpose of this section is to examine if laboratory BECs could be
used to probe neutron star dynamics. The following discussion will hence focus on
characteristics that are expected to play a crucial role in compact stars, such as the
multi-fluid nature, vortex motion, superfluid turbulence and interfaces. We conclude
with a brief analysis of ultra-cold Fermi gases.
9.1. General properties of BECs
The most important feature when designing laboratory neutron stars is the presence
of distinct components. Whereas the condensate itself occupies the ground state of
the external potential, it spatially coexists with a second component, formed by the
BEC’s collective excitations.52 This is equivalent to the two-fluid model of helium,
where two interpenetrating fluids are invoked to explain superfluid behaviour, and
hence the characteristics of superfluidity are also expected to exist in BECs. The
corresponding transition in a bosonic gas was first observed in 199942,43 and asso-
ciated hydrodynamical features such as macroscopic superfluid flow229 or the prop-
agation of first and second sound have also been experimentally confirmed.230–232
Additionally, ultra-cold gases offer another possibility to mimic the neutron stars’
multi-component nature, as multiple condensates can be positioned on top of each
other. This was realised shortly after the first detection of BECs. In 1997, Myatt
et al.233 generated two overlapping condensates using two Rubidium-87 BECs in
different spin states, which could be analysed using absorption imaging. Exami-
nation of the interaction properties revealed that the two clouds exhibited mutual
repulsion. Following this initial realisation of a binary BEC, which further serves as
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an analogue of interpenetrating helium-3 and helium-4 superfluids,234 a lot of effort
has been put into theoretically and experimentally investigating multi-component
BECs formed of different Alkali atoms. It was found that these systems display a
rich variety of phenomena.235–237 For instance, it has been demonstrated that de-
pending on the atomic interaction, some binary mixtures are miscible,238 whereas
others show immiscible behaviour.239,240 In order to model neutron stars (where the
matter is homogeneously distributed and coupling between different components is
expected to take place), BECs with strong mutual repulsion are less relevant since
they display an inhomogeneous matter distribution in their ground state. However,
the main advantage of these systems is the great amount of control one has over the
experiment, as binary condensates can be prepared in almost every desired density
profile by varying the mixing of the states.
Furthermore, observational features become very diverse when the condensates
are no longer stationary but dynamical. One example is the study of shock wave
propagation in BECs, where pulsed and tightly focused laser beams are used to
generate blast waves. Compared to classical, dissipative shock waves, the equivalent
in BECs is highly non-linear and dispersive causing very different wave structures
and shock speeds.241 The dynamics further change significantly when rotation is
added to the picture. This becomes especially important if the condensate is in a
superfluid state, as vortex formation takes place (see Sec. 9.2).
Another tool for studying the divers properties of BECs is a close examination
of their excitation modes, which can be understood as coherent fluctuations in the
condensate’s density. These excitations were observed shortly after the generation
of the first BECs and exhibit several parallels with helium II phonons.230,242 Hence,
understanding the frequencies of excitations and their evolution243–245 would give
insight into the interactions between individual atoms. It is also possible to directly
image the matter distribution and thus study the excitation modes experimentally.
Therefore, BECs are important testing systems, because they could provide clues
on how asteroseismology (the analysis of neutron star oscillations) could be used
to obtain information about compact objects. This would be particularly valuable
when analysing how continuous gravitational waves, generated by the fluid modes
of rotating neutron stars, could help to constrain the interior physics.212,246,247
At this point, it seems inevitable to return to the problem of entrainment (the
non-dissipative coupling of neutrons and protons), which greatly influences the neu-
tron stars’ dynamics. While it is certainly possible to derive a mathematical for-
malism for a binary BEC with entrainment and determine how observables (such
as the excitation modes) would be modified,221 it is not obvious if such a strong,
non-dissipative coupling could be present in real systems. As the particle densities
in laboratory BECs typically reach 1012 to 1015 cm−3,52 which corresponds to an
interparticle distance of 10−4 to 10−5 cm, the prospect of recreating entrainment
in a weakly-coupled BEC is rather poor. However, recent theoretical studies have
examined the superfluid drag behaviour between two BECs confined to optical lat-
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tices.248,249 An optical lattice consists of a spatially periodic potential created by
the interference of laser beams that is superimposed on the condensates to trap indi-
vidual atoms.250 These lattices are easy to tune and provide the unique possibility
to study transport properties of binary condensates, such as the non-dissipative
entrainment coupling between two BECs, which originates from the interspecies in-
teraction on short ranges. Regardless of these developments, studies of entrainment
in BECs are still in their infancy and actual experiments are needed before any
parallels with neutron star physics can be drawn.
Despite the problem of probing entrainment in bosonic condensates, BECs are
brilliant laboratory systems allowing a lot of flexibility, which is crucial when de-
signing neutron star experiments. The main reason fine tuning in BECs is very
straightforward is due to so-called Feshbach resonances. For a recent review see Chin
et al.251 These resonances (effectively generating bound states between atoms in
the condensate) are named after Herman Feshbach, who studied similar many-body
resonances in nuclear physics collisions.252 The existence of these resonances was
theoretically predicted in 1993253 and experimentally confirmed by various groups in
1998.254–256 In the case of atomic gases, the resonances between the particles allow
one to change the scattering length, i.e. the interaction strength of the condensate,
by simply changing the external magnetic fields. This creates an extraordinary de-
gree of control, which could be very valuable when analogies between neutron stars
and BECs are exploited.
Before moving on to a more detailed discussion of vortex dynamics, we note that
a series of experiments has unveiled another phenomenon, which can be related to
neutron stars.257,258 While it does not concern the properties of an old, equilibrium
star, it is somewhat similar to the formation of the star itself and, thus, illustrates the
close analogy between BECs and compact stars. In these experiments, the external
magnetic field was tuned to obtain negative scattering lengths (corresponding to
an attractive self-interaction), which caused the condensate to become unstable.
This was most remarkable as the BEC showed characteristics of a collapse: after
shrinking slightly, the condensate underwent an explosion, expelling a large number
of particles and leaving a small, cold and stable remnant behind. Although the
energy scales for this process are obviously smaller than the ones associated with
neutron star formation, the collapse of a BEC is called a bosenova245 due to the
apparent similarities with a core-collapse supernova.
9.2. Vortex dynamics
If bosonic condensates are to serve as laboratory neutron star analogues, the pres-
ence of quantised vortices is crucial. In the case of helium experiments, the fluid is
confined to a container and rotation of the two components is obtained by setting
the vessel into motion. However, superfluid BECs are trapped in an external poten-
tial and not enclosed in a container and can thus no longer simply be accelerated.
Instead, different methods have been employed in order to set condensed clouds into
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motion. Two approaches are in operation for the generation of rotating BECs. The
first one uses optical beams with a suitable inhomogeneous topology to imprint a
phase onto an existing condensate. At points where the local density vanishes, the
condensate is then forced to forms vortices. Alternatively, an optical stirring beam
or a distortion in the magnetic field can be applied to rotate the cloud, which sub-
sequently leads to the generation of quantised vortices. The imprinting method was
adopted by Matthews et al.42 in 1999 to create vortices in one of the constituents of
a two-component BEC. Using an interference technique,239 it was shown that the
phase of a single vortex changed by a factor of 2pi as given by the standard quanti-
sation condition. These experiments also allowed an analysis of the vortex stability
and the decay behaviour. Shortly after the successful phase-imprinting experiments,
Madison et al.43 observed quantised rotation in a single-component Rubidium-87
BEC after stirring the condensate with a focused laser beam. Similar to rotating
helium II experiments, it was demonstrated that vortices are formed as soon as the
stirring frequency exceeds a critical value. However, the advantage of BECs is that
vortices can be easily visualised using absorption imaging, because they correspond
to holes in the resulting density distribution.
Further studies of rapidly rotating, ultra-cold BECs have revealed many inter-
esting vortex features (for recent summaries see Cooper259 and Tsubota et al.182).
Two general aspects observed are that the process of vortex formation is highly
non-linear and the regular vortex lattice only becomes apparent once the equilib-
rium steady state has been reached. The resulting defects are also not necessarily
singly quantised but other structures such as vortex sheets236 or alternative, highly
distorted but stable patterns260 have been predicted. In this respect, BECs show
several similarities with the anisotropic A-phase in helium-3. In order to draw in-
formation about the dynamics of neutron star vortices from BEC experiments, one
would have to ensure that vortices are point-like defects, regularly distributed in a
hexagonal array as generally invoked for the stars’ interior.
In order to assess whether attributes of BEC vortices could be relevant for neu-
tron stars, the first step would be to compare the size of a BEC and the dimensions
of its vortices. Typical BEC clouds extend from 10 to 100µm,68 whereas the vor-
tex core size (determined by the healing length similar to the anisotropic helium-3
phase) is given by ∼ 0.5µm259 and the number of vortices in bosonic condensates
reaches up to several hundred. This is very different to the case of neutron stars,
where significantly more vortices and fluxtubes are expected to be present. More-
over, the dimension of a BEC vortex is of similar order as the intervortex spacing,
implying that ultra-cold atoms probe a regime that is in great contrast to the con-
ditions of the neutron star interior. In the latter system, it is usually assumed that
individual vortices and fluxtubes are distant enough to not influence each other.
Hence, deducing information about the macroscopic dynamics of non-interacting
vortices might be difficult with BECs. However, these laboratory condensates are
excellent testing grounds for probing the mesoscopic dynamics of vortices and how
they interact with each other and possible pinning sites. The latter is particularly
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important for neutron stars, because vortex-fluxtube pinning is thought to play an
important role for their rotational and magnetic evolution.261 Regardless of this
fact, a detailed mesoscopic theory of pinning is not available yet and exploring this
phenomenon in more detail would be beneficial. While BECs are not in contact with
a surface, which the vortices could pin to, one can take again advantage of optical
lattices.262 Superimposing regular energy barriers could mimic the pinning poten-
tial present in a star’s crust or core and would allow one to study the interaction of
vortices with these potentials. This type of pinning has been recently observed for
a single-component condensate263 and theoretically extended to a binary BEC.264
One example, where the analogy between vortex pinning in neutron stars and
BECs has already been exploited, is the modelling of pulsar glitches. As explained
in Sec. 3.6, in the low temperature limit, a weakly-interacting BEC is well described
by the time-dependent GP equation (see also Eqn. (40)),
i~
∂Ψ
∂t
+
~2
2mc
∇2Ψ− VΨ− 4pi~
2a
mc
|Ψ|2Ψ = 0, (189)
where Ψ denotes the wave function, mc the boson mass, V the external potential and
the interaction parameter depends on the scattering length a. The time-evolution of
Eqn. (189) provides information about the motion of vortices. Despite the fact that
many-body forces in neutron stars crusts are not weak as in a bosonic condensate,
Warszawski and Melatos265,266 suggest that the GP equation could also be used
to model the pinned, decelerating crustal superfluid. The authors have shown that
collective motion of BEC vortices in the presence of a regular pinning potential
can trigger glitch-like events, which have exponentially distributed waiting times
and sizes that follow a power-law distribution. These characteristics have also been
seen in pulsar glitches and indicate the presence of self-organised critical processes
such as observed in earthquakes or BEC vortex avalanches.267 Typical simulation
snapshots of the superfluid density during the condensate’s spin-down are shown in
Fig. 18. However, BEC simulations only deal with up to several thousand vortices
and not the ∼ 1016 vortices expected in neutron star crusts. So one has to be careful
when generalising the dynamics of small BECs to the much larger system.
9.2.1. Turbulence and instabilities
Being less than a decade old, the analysis of instabilities and superfluid turbulence
in BECs is a young field. Accordingly, experimental results are not as extensive as
for helium. However, several observations have been made, which show relevance for
laboratory neutron stars and will be discussed below. One benefit of studying non-
linear dynamics with BECs is that the turbulent behaviour can be imaged. Because
instabilities cause a dephasing of the condensate’s wave function, time of flight
experiments can be used to directly probe the velocity distribution of the condensate
and, thus, provide information about the structure of superfluid turbulence.269
In order to model non-linear evolution (like the neutron star two-stream insta-
bility, expected to arise from the differential rotation between the neutrons and the
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Fig. 18. Snapshots of the superfluid density during the modelled spin-down of a BEC at different
times, t = 0, 100, 200, 560 and 810 in arbitrary units. A light grey colour corresponds to a low and
dark grey to a high density. The rectangular structures indicate the presence of pinning centres,
where dark points mark occupied and light points mark unoccupied sites. Dots that are not part
of the array are moving vortices. Note that the vortices initially populate the centre of the cylinder
and move outwards as the container is spinning down. The figure is reproduced with permission
from Warszawski and Melatos.268
charged conglomerate) with ultra-cold condensates, a similar instability mechanism
is needed. The presence of any superfluid hydrodynamical instability would first
of all require the existence of a macroscopic, inviscid flow. This was detected in
1999,229,270 when experiments showed that a laser beam could be moved through
a BEC without generating dissipation. Heat production and the subsequent break-
down of the superfluid state was only observed once a critical stirring velocity was
exceeded. This is equivalent to the frictionless flow observed in early helium II coun-
terflow experiments. The advantage of BECs is that ultra-cold atomic clouds are less
complex (as surface effects and strong coupling are absent) and, therefore, easier to
analyse. The initial observation of BEC superflow stimulated further experiments
studying the macroscopic drag and onset of dissipation by creating persistent flow
patterns271 and directly probing the flow fields around potential barriers immersed
into the fluid.272 In the latter case, it was shown that the condensate becomes unsta-
ble for intermediate flow speeds, developing instabilities in the form of solitons.273
Fully developed turbulence has recently been observed in a single-component
BEC by Henn et al.,274 who reported the direct observation of an entangled vortex
state (see Fig. 19), which had previously been identified in numerical simulations,275
and the corresponding change in the hydrodynamic properties of the condensate. In
the experiment, the turbulent vortex state was created by applying an oscillatory
perturbation to the magnetic trapping potential, generating excitations which in
turn are thought to lead to vortex formation. Although it is not understood how this
proceeds in detail, Henn et al. suggest that the Kelvin-Helmholtz instability could
be responsible, as the excited BEC is surrounded by a thermal cloud of atoms,276
creating an interface. Coupling of the superfluid BEC to this thermal cloud is also
predicted to result in the decay of the turbulent state,276,277 which follows the quasi-
classical Kolmogorov statistics on large scales as defined in Eqn. (185). While this
power-law behaviour has also emerged in numerical BEC simulations,275,278 it has
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Fig. 19. (a) Snapshot of the atomic density in a BEC after a 15 ms phase of expansion, showing
an unordered distribution of vortex structures. This illustrates the first observation of a turbulent
tangle. (b) Schematic diagram of the vortex tangle as inferred from the snapshot in (a). The figure
is reproduced with permission from Henn et al.274 Copyright c© 2009, American Physical Society.
not yet been confirmed experimentally. Another feature of superfluid turbulence that
has been recreated numerically is the non-classical distribution of the small-scale
velocity field, which has already been detected in helium experiments.193 White et
al.279 study the decay of a vortex tangle for realistic experimental parameters by
evolving the GP equation and find that the velocity distribution of the BEC follows
a power-law and does not exhibit the classical Gaussian statistics.
Returning to the question if two-stream instabilities could be triggered in labo-
ratory BECs, one again has to consider two interacting condensates represented as
i, j ∈ {1, 2}. By studying the corresponding GP equations coupled via an additional
interaction term, i.e.
i~
∂Ψi
∂t
+
~2
2mci
∇2Ψi − ViΨi −
(
4pi~2ai
mci
|Ψi|2 + 2pi~
2aij
mcij
|Ψj |2
)
Ψi = 0, (190)
where aij represents the interspecies scattering length and m
−1
cij ≡ m−1ci +m−1cj the re-
duced mass, it has been shown theoretically that for the simple case of linear relative
flow between two condensates, the binary mixture becomes dynamically unstable
once a critical velocity is reached.280,281 This is exactly what one would expect for
linear relative motion between the neutrons and protons in the neutron star core.216
As mentioned in Sec. 3.6, this similarity has its foundation in the hydrodynamical
description of both systems. Instabilities between two counter-moving BECs have
also been modelled numerically (see for example Takeuchi et al.282) and observed in
experiments, where the superfluids are confined inside a narrow channel.283,284 In
order to develop an idea whether an analogue of the superfluid r-mode instability
could be observable in BECs, the concept of relative flow has to be extended to
rotating BECs. In this case, the dynamics get much more complicated and no ex-
perimental data is available. However, numerical investigations have predicted the
presence of different types of instabilities.285 Some of these could be relevant for neu-
tron stars as they hint at turbulence and vortex nucleation in the form of ripples
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or catastrophic events, which also show some resemblance to the instability phe-
nomena previously discussed for helium. For example, it has been determined that
similar to vortex formation in a single-component BEC, the Kelvin-Helmholtz and
Rayleigh-Taylor instabilities could generate vortices in immiscible binary BECs.286
It has further been suggested that binary BECs consisting of Rubidium-85 and
Rubidium-87 could be used to study the onset and the dynamics of these interface
instabilities by tuning the interaction strength of the two condensates through Fes-
hbach resonances.287 This would allow more flexibility than currently available in
helium experiments. Overall, it seems promising that future studies of non-linear
evolution in bosonic condensates will provide more insight into instability formation
and how this affects superfluid turbulence, which could contribute to the develop-
ment of more accurate neutron star models.
9.2.2. Interface behaviour
One advantage of using helium for neutron star modelling is the presence of stable,
phase-coherent interfaces. By creating two-phase samples of helium-3, it is possible
to study vortex behaviour across such interfaces. If BECs are to be used as labora-
tory neutron star analogues, it would be beneficial to realise similar conditions in
ultra-cold condensates. The interfaces between two BECs mentioned above are gen-
erally phase-separated and not suitable for this purpose, since vortices are simply
terminated and not connected across the interfaces. However, it may be possible
to mimic phase-coherent neutron star interfaces by employing topological defects
of spinor BECs. Here, different to standard bosonic condensates, the spin is a ma-
nipulable degree of freedom and not fixed by the external magnetic field. This can
be achieved by confining the atoms in optical instead of magnetic traps. Spinor
BECs, first observed in 1998,288 exhibit the standard turbulent characteristics of
superfluids289,290 but can additionally be deformed to more complex structures.
Particularly promising seems the behaviour of vortices at the interface of two spin-
1 condensates distinguished by their magnetic phases. It has been suggested that
coherent interfaces could be constructed by phase-imprinting vortices on each side
that would cross in a continuous manner.291,292
9.3. Fermi gases
Before concluding, we briefly mention that due to advances in experimental methods
not only bosonic but also fermionic condensates are available to study the proper-
ties of superfluids. An introduction to Fermi gases (first observed in 2003294–296) is
given by Giorgini et al.297 Two years after the initial detection, the superfluid state
was discovered by observing the presence of quantised vortices.44 The corresponding
superfluid transition at a critical temperature (accompanied by the characteristic
Lambda-shaped change in the thermodynamical quantities such as the specific heat)
has only recently been recorded by Ku et al.298 Hence, fermionic condensates ex-
hibit similar features to bosonic gases299 and the benefit of studying these systems
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Fig. 20. Superfluid density fractions for various macroscopic quantum systems. The blue data
points and the shaded uncertainty region represent the superfluid fraction of a uniform, resonantly
interacting Fermi gas as a function of the reduced temperature, T/Tc. For comparison the super-
fluid fraction of helium II (green solid line) and the theoretical expression, 1− (T/Tc)3/2, for the
condensed fraction of an ideal Bose gas (dashed red line) are given. The figure is reproduced with
permission from Sidorenkov et al.293 Copyright c© 2013, Nature Publishing Group.
is analogous to the aspects discussed before. One similarity is the observations of
first300 and second sound293 velocities. As for superfluid helium, the latter phe-
nomenon characterises the wave-like transport of heat and is closely related to the
two-fluid nature of the system. Measurements of the second sound velocity thus
allow the extraction of the superfluid density fraction in an ultra-cold Fermi gas.
Results for the uniform case are illustrated in Fig. 20.
The main difference to bosonic gases is that fermions obey the Pauli exclusion
principle and cannot condense into the minimum energy state. Instead, fermions
have to form Cooper pairs as governed by BCS theory. This causes the superfluid
behaviour of Fermi gases to become visible at much lower temperatures than BEC
superfluidity. The same characteristic was encountered when discussing the forma-
tion of the anisotropic helium-3 phase. Due to the presence of pairing, interactions
play an important role in superfluid Fermi gases. In contrast to bosonic condensates,
fermionic ones are strongly coupled and, therefore, inherently closer to the nuclear
matter present in neutron stars. Hence, fermionic gases could be the perfect candi-
date for designing laboratory neutron stars. A recent comparison between cold Fermi
atoms and low-density neutron matter in the stars’ crust104,301 has pointed out that
both systems have superfluid transition temperatures comparable to the Fermi tem-
peratures and should thus display similar physics. One instance clearly illustrating
the benefit of this analogy is the numerical simulation of vortex pinning. Solving
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the GP equation for a unitary Fermi gas, where the scattering length is much larger
than the interatomic distance, provides a way to determine the detailed mesoscopic
vortex motion initiated by interactions with a pinning site (see for example Bulgac
et al.119). This could help to considerably improve the understanding of pinning in
neutron stars, where detailed models are not available. Moreover, recent work has
shown that the unitary Fermi gas also offers unique possibilities to study quantum
turbulence.302 In this system, microscopic vortex dynamics such as reconnections
and crossings can not only be modelled theoretically but new techniques could allow
the direct imaging of these phenomena.303
Finally, we point out that mixtures of Bose and Fermi superfluids have recently
been realised by cooling a bosonic and a fermionic lithium isotope below both tran-
sition temperatures.304 It was possible to measure the energy exchange between the
two fluids and determine their coupling strength, which was observed to be rather
weak. In essence similar to a mixture of helium-3 and helium-4 but significantly
easier to control, a lot of attention is currently given to investigate such double
superfluid systems,305 which could also prove beneficial for modelling neutron star
physics. One example is the recent observation of a superfluid two-stream instabil-
ity by Delehaye et al.,306 which as mentioned previously is also thought to affect
the dynamics of neutron stars.220 At very low temperatures, two interpenetrating
lithium clouds of different spin were kept in a magneto-optical trap and set into
motion by displacing their centres of mass. This excited dipole modes of different
frequency in the Bose and Fermi component, causing relative motion between the
two condensates. Delehaye et al. observed undamped mode behaviour for slow rela-
tive motion, whereas for higher relative velocities the oscillations were damped. The
existence of a critical velocity for the onset of dissipative dynamics is typical for the
presence of an instability. For the case that dissipation is caused by the creation of
quasi-particles, the critical velocity has been calculated to be equal to the sum of
the sound speeds of both components.307 While not contradicting this result, the
experimental data could not provide conclusive evidence and more work is needed
to understand the small-scale physics of this instability in a Bose-Fermi mixture.
Despite these promising results, the study of ultra-cold Fermi gases is still a
very new field of research that mainly focuses on investigating the fundamental
properties. Building neutron star analogues with these condensates is therefore more
likely to be a task for the coming decades.
10. Superconductors
Superconductors were the first systems to be observed to exhibit macroscopic quan-
tum behaviour and the discovery of superconductivity by Onnes in 19118 sparked
a new era of theoretical and experimental research that is still ongoing today. The
theoretical advances most notably involve BCS theory12 and the phenomenological
Ginzburg-Landau theory,13 which are still widely applied. The former has proven
particularly useful in describing the microphysics of superconductors, whereas the
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latter is used to study the macroscopic physics close to the transition temperature.
Since the first discovery, many different materials have been found to undergo a
phase transition into the superconducting state and large numbers of experiments
have been conducted to study their behaviour. Superconductors are generally clas-
sified as conventional if BCS theory can explain their properties and unconventional
if this is not the case. So-called heavy-fermion superconductors308 and cuprate su-
perconductors (compounds of copper and oxygen)17 belong to the second category.
The latter exhibit very high transition temperatures not described within BCS the-
ory and are attributed to the class of high-Tc superconductors, which have attracted
a lot of interest due to their potential use in industrial applications. For a review of
the wide range of superconducting substances see Hirsch.309
On one hand, the vast variety of superconductors and experimental data avail-
able opens up many possibilities for designing neutron star analogues. On the other
hand, it is difficult to filter out which features could provide helpful information in
the first place. The following discussion can thus only be viewed as a small tast-
ing sample of possible analogies between laboratory superconductors and neutron
stars. In particular, the analysis will focus on fluxtube dynamics in type-II super-
conductors, the state expected to dominate the outer neutron star core. We address
pinning, resistive phenomena, instabilities, interfaces and how such studies could be
transferred to neutron stars to improve our understanding of their dynamics.
10.1. General properties
Theoretical models of neutron stars heavily rely on the use of fluid dynamics and in
particular the presence of distinct, interacting fluid components. Hence, supercon-
ducting analogues of neutron stars should be able to reflect such behaviour. The first
phenomenological theory of superconductivity by Fritz and Heinz London10 indeed
relied on the two-fluid description. As discussed in Sec. 4.1, based upon experimen-
tal observations, the London brothers postulated relations between the mesoscopic
electromagnetic fields E¯ and B¯, the number density nc and the current density jS
of the component responsible for the superconducting properties, i.e.
E¯ =
mc
ncq2
∂jS
∂t
, B¯ = −mcc
ncq2
∇× jS. (191)
This bears some obvious resemblance with Landau’s two-fluid model,30 usually in-
voked to explain observations of superfluid helium. Combining the latter relation
with Ampe`re’s law, a differential equation for the mesoscopic magnetic induction
can be derived. It’s solution describes the exponential magnetic field decay inside
the superconductor, i.e. B¯(x) = B0 exp(−x/λ) with the characteristic London pen-
etration depth λ. Eqns. (191) further illustrate how (analogous to the superflow in
helium II) a small electric current flows through a superconducting sample without
creating a voltage. However, while Landau’s two-fluid interpretation was based on
semi-microphysical considerations, the London equations did not provide any insight
into the microphysics of superconductors. The development of quantum mechanics
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played a crucial role in improving the understanding of small-scale processes, ulti-
mately leading to a full microscopic theory of conventional superconductivity. An
equivalent formalism for the microphysics of superfluids has not yet been developed.
The first person to suggest that the quantum nature of particles could play an
important role in the superconducting phase transition was Fritz London himself.11
Using a standard vector potential defined through B¯ ≡ ∇×A, he showed that the
supercurrent density jS is directly proportional to A (see Sec. 4.1 for more details),
jS = − c
4piλ2
A. (192)
In 1953 Pippard310 built upon this result after he had demonstrated (by adding
impurities to a superconductor) that λ is not constant but dependent on the material
parameters. He accounted for this change by introducing a non-local modification
to Eqn. (192) on the order of a second scale ξ (which he called coherence length),
jS = − 3
16pi2
c
ξ0λ2
∫
r (r ·A)
r4
e−r/ξ dV. (193)
Here, ξ0 is a constant with the dimensions of length and the volume integral is eval-
uated over the entire superconductor. The supercurrent is thus no longer directly
proportional to the vector potential, but instead related to an average of A over a
region of order ξ, which depends on the superconductor’s degree of impurity. Hence,
Pippard was the first to illustrate the significance of the wave function’s non-local,
macroscopic properties. Encouraged by these results, Bardeen, Cooper and Schri-
effer published their microscopic description of superconductivity in 1957.12 The
central idea of BCS theory is the presence of an attractive force, which causes two
fermions to form a Cooper pair. In standard metals these fermions are electrons,
which are coupled to the lattice and can thus bind by exchanging virtual phonons.
These electron Cooper pairs can then condense into the ground state and subse-
quently form a superconducting state, if the attractive interaction is stronger than
the repulsive Coulomb force. The corresponding phase transition is observed at a
critical temperature, Tc. It had been previously pointed out that the existence of a
critical temperature could also be explained by invoking an energy gap, ∆, at the
Fermi level.311 This implies that a finite energy (more precisely 2∆) is required to
break a Cooper pair and excite electrons out of the ground state. The energy gap is
temperature-dependent as it takes its maximum at T = 0 and vanishes at Tc, where
the proton coherence length diverges and the superconductivity breaks down. In
these limits, BCS theory predicts the following behaviour for s-wave pairing77
∆(T = 0) ≈ 1.764 kBTc, ∆(T → Tc) ≈ 3.06 kBTc
(
1− T
Tc
)1/2
. (194)
For T → Tc, the energy gap is proportional to the order parameter of the Ginzburg-
Landau theory, illustrating the close connection between the two formalisms near
the transition temperature, Tc.
With the microscopic picture in mind, one can re-evaluate the idea of a two-fluid
model for superconductors. Similar to the case of helium II, at zero temperature
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the system occupies the ground state, whereas a gas of quasi-particle excitations
is present above T = 0. This in principle provides the microphysical justification
for a macroscopic two-component model. Bardeen himself examined in 1958312 if
Landau’s model of superfluidity could be applied to fermionic superconductors and
pointed out that the analogy is limited due to the presence of the metallic lattice.
Whereas superfluid dynamics simply depend on the two components’ relative veloc-
ity, this can only be an approximation for the superconducting case, where the flow
of normal electrons is constantly disrupted by scattering off the lattice and other
defects. Hence, the two-fluid description of superconductors is limited to small rel-
ative velocities (where the free-electron approximation holds) and phenomena such
as second sound that are related to the system’s two-fluid nature are most likely
not observable.76 Despite these constraints, the two-fluid model has for example
proven useful in calculating the microwave surface impedance (shown to depend on
the ratio of normal to superconducting electrons313) and the transport properties
of granular superconductorsd.314 In both cases, good agreement with experimen-
tal data has been obtained. The two-fluid model has also been able to account for
the excitations of collective modes,315,316 which have been observed as propagating
phase fluctuations in thin superconducting aluminium films.317 As the normal elec-
trons are effectively immobilised by scattering with the lattice and impurities, these
oscillations are very similar to the fourth sound in helium II, where the normal fluid
motion is impeded by its large viscosity and the behaviour of the two components
is characterised by a phonon-like mode.
The preceding discussion clearly illustrates that the two-fluid model is seldomly
applied to laboratory superconductors. This makes it difficult to address the char-
acteristics of the multi-component neutron star interior. While there could be some
parallels to the crustal superfluid (which coexists with the nuclear lattice), terres-
trial superconductors are less suitable to perform detailed investigations of a neutron
star’s multi-fluid dynamics. In particular, creating mixtures of two macroscopic con-
densates seems out of reach as a result of the solid character of the superconducting
samples. Due to these disadvantages, experiments with helium and ultra-cold gases
have considerably more potential to improve our understanding of interacting, in-
terpenetrating superfluids and superconductors.
10.2. Fluxtube dynamics
While laboratory superconductors appear less relevant to study phenomena related
to the neutron stars’ multi-fluid nature, another aspect can be analysed in great
detail: the physics of fluxtubes. Most conventional, heavy-fermion and high-Tc su-
perconductors are of type-II174 and permeated by quantised fluxtubes if an external
dGranular superconductors are composed of microscopic superconducting grains, separated by
normal regions. Quantum mechanical Josephson tunnelling between these weakly-coupled grains
generates the macroscopic superconducting state. Many high-Tc superconductors are of this gran-
ular structure.
Neutron Stars in the Laboratory 91
Fig. 21. Electron micrograph showing the fluxtube lattice of a type-II superconductor at 1.1 K.
The dark points are small cobalt particles distributed with the decoration method. The figure is
reproduced with permission from Essmann und Tra¨uble.319 Copyright c© 1967, Elsevier B.V.
magnetic field H > Hc1 is applied. Their magnetic properties are especially impor-
tant for the industrial design of superconducting wires and magnets, which has
resulted in extensive research on the properties of type-II materials. All these stud-
ies are based on Abrikosov’s seminal work from 1957,15 which demonstrated for
the first time the existence of a class of superconductors, not completely expelling
magnetic flux from their interior but instead forming a regular mixed state. The
experience, gained from studying the fluxtube lattice in laboratory system over
decades (for a review see Brandt318), could greatly benefit the development of neu-
tron star analogues, where the fluxtubes’ motion is expected to govern the magnetic
field evolution but only little is known about the mechanisms affecting them.
One advantage of terrestrial superconductors is the possibility to image the
magnetic flux structures. It has been possible since the mid 1960s to obtain direct
evidence of the fluxtube lattice by using the decoration method (see for example
Essmann und Tra¨uble319), which is based on evaporating a metal wire. The re-
sulting magnetised smoke falls onto the surface of a superconductor and settles
on the points of highest magnetic field, which coincide with the ends of fluxtubes.
The resulting pattern is then observed with an electron microscope as shown in
Fig. 21. Still applied today, this visualisation technique not only provides infor-
mation about the flux distribution on the surface but also allows the extraction
of bulk properties.320 It has also proven useful in studying high-Tc superconduc-
tors.321 Today, many more methods are available to analyse the interior of type-II
superconductors ranging from neutron scattering and magnetic force microscopy
to scanning tunnelling spectroscopy.318,322,323 Using these approaches, it has for
example been possible to detect the motion and pinning of a single fluxtube, vi-
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sualise pinning defects324 and obtain time-resolved images of fluxtube dynamics325
and high-resolution pictures of individual fluxtube cores.326
The typical size of superconducting fluxtubes is given by the coherence length,
which is of the order of 10 nm.76 Comparison with quantised structures in super-
fluid helium shows that the fluxtubes are several orders of magnitude larger than
helium II vortices but of similar dimension as the B-phase ones in helium-3, where
BCS theory is also invoked to explain the macroscopic quantum behaviour. As pre-
viously discussed, these dimensions are many orders of magnitude larger than the
typical proton and neutron coherence lengths in neutron star cores. This could cause
problems for superconducting laboratory neutron star analogues. However, because
little conclusive evidence has been acquired in the five decades since the presence
of quantised magnetic structures was first suggested,95 understanding the dynamics
of vortices and fluxtubes is one of the most important problems of modern neutron
star astrophysics. Hence, any system that could provide more information about
these mechanisms is worth a more detailed investigation. In the following, various
aspects of fluxtube physics in terrestrial media will be explored.
Before proceeding with an analysis of the individual features, we raise two notes
of caution. Firstly, almost all experiments are performed in two dimensions. Using
thin films (which are easy to manufacture) simplifies the studies because it ensures
that fluxtube bending can be neglected. Moreover, laboratory systems are mainly
dominated by two-dimensional phenomena as a result of the underlying crystal
structure.327 In particular, the physics of high-temperature superconductors can
be described by invoking weakly-coupled layers.328 While this two-dimensional ge-
ometry is suitable to describe the local dynamics of the proton fluxtube array in
neutron stars, it is certainly insufficient to account for the macroscopic magnetic
field characteristics. Thus, experiments with three-dimensional samples would be
desirable. However, these have only recently started to attract attention and only
limited studies are available (addressing the magnetic properties of superconduct-
ing spheres329–331 or fluxtube motion in layered systems332–334). Additionally, the
proton superconductor in neutron stars is rapidly rotating at an angular speed Ω,
which is associated with a magnetic field (see Sec. 6.1 for details)
bL ≈ −2mc
e
Ω. (195)
Although this characteristic London field is of small magnitude in neutron stars, it
has important implications for the stars’ electromagnetism as discussed in Sec. 6.3.
Measurements of the London field in terrestrial superconductors have been per-
formed in metallic,335 high-temperature336 and heavy-fermion337 systems. However
(apart from a few exceptions338–340) most experiments investigating the dynamics
of fluxtubes are performed with static films and non-rotating external fields, thus
not providing information about the influence of rotation on the superconductor’s
properties. For these two reasons, the following discussion primarily concerns aspects
which could help to improve our knowledge of mesoscopic neutron star physics.
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10.2.1. Pinning
The first evidence that pinning affects the motion of fluxtubes in superconductors
was obtained by analysis of their electromagnetic properties. It was observed that
impurities modify the current-carrying characteristics of type-II media while not
significantly altering their transition temperatures.76 The effect of impurities or de-
fects is particularly apparent when magnetisation curves of pure and dirty type-II
superconductors are compared. Whereas the curves are reversible in the former case,
their behaviour is irreversible in the latter case and strong hysteresis is exhibited for
a cycle in the applied magnetic field. The first description, successful in modelling
the hysteresis behaviour of superconductors with large Ginzburg-Landau parameter
exposed to high fields, was developed by Bean in the early 1960s.341,342 Ignoring
the mesoscopic fluxtube physics, Bean postulated that a maximum, critical current
density is flowing in the surface layer of a superconductor (its penetration depth
depending on the strength of the applied field). The field then decays linearly to-
wards the centre of the sample, which is field free. Depending on the magnetisation
history, the superconductor thus responds differently and hysteretic behaviour is ob-
served. This simple so-called critical-state model (which gives excellent agreement
with experiments342,343 and is still widely used in the engineering community344)
can also be interpreted as an average over the mesoscopic quantisation in the limit
of large numbers of fluxtubes.345 Applying a magnetic field, fluxtubes are pushed
into the superconductor. In pure systems, they move freely and are able to uni-
formly distribute in the sample, which explains the reversible magnetisation curves.
In dirty systems however, structures are present impeding the fluxtubes’ motion
and preventing them from moving to the centre of the superconductor. Hence, the
fluxtube distribution is much denser at the surface generating a metastable state,
which results in irreversible magnetisation curves. This characteristic magnetic field
penetration of a dirty type-II superconductor following Bean’s critical state model
has recently been confirmed with diamond-magnetometric measurements.346
Since the 1960s, pinning has been studied in much more detail and many reviews
have been published on the subject (see for example Campbell and Evetts,347 Dew-
Hughes348 and Blatter et al.349). The reason for this lies mainly in the importance of
pinning for industrial applications, which can be explained in the following way: the
interaction between fluxtubes of parallel magnetic field orientation, Bˆ, is repulsive
and a single fluxtube in a lattice experiences a Lorentz force per unit length,
fL ≡ jS × Φ0
c
Bˆ. (196)
Here, jS denotes the total supercurrent density generated by all other fluxtubes, so
that an individual fluxtube can only be in equilibrium if the Lorentz force vanishes
(implying jS = 0 at its centre). This is realised in a regular array where the triangular
arrangement has the lowest free energy (see Sec. 4.4.6). Eqn. (196) also shows that
any additional currents, jext, flowing through a medium will disturb the equilibrium
configuration, create a net force per unit volume, fext, acting on the fluxtubes and
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Fig. 22. Modelled fluxtube motion based upon measurements of the pinning landscape in a
high-Tc superconductor. The left figure is the three-dimensional scanning transmission electron
microscope (STEM) tomogram of a superconducting sample of dimensions 534×524×129 nm3. The
box contains ∼ 71 almost spherical particles with sizes ranging from 12.2 to 100 nm. The middle
figure combines the first one with a numerical reconstruction of the model volume. The final figure
on the right represents a snapshot of the time-dependent Ginzburg-Landau simulation showing
the behaviour of the order parameter. Isosurfaces of the order parameter close to the normal state
are marked in red and illustrate the motion of fluxtubes and the positions of pinning sites. The
colour in the background represents the amplitude of the order parameter with yellow showing
superfluid and blue identifying normal regions. The left figure is reproduced with permission from
Ortalan et al.356 Copyright c© 2009, Elsevier B.V. The middle and the right figure are reproduced
with permission from Sadovskyy et al.357 Copyright c© 2016, American Physical Society.
cause them to move,
fext ≡ jext × B
c
, (197)
where B denotes the averaged magnetic induction. As explained in the next section,
moving fluxtubes dissipate energy and generate heat. This can be very problematic
for superconducting wires and magnets, where high fields and currents are desired.
By using impure materials however, the fluxtubes can pin to inhomogeneities which
obstruct their motion. Due to the benefits of decreasing dissipation and preventing
heat generation, pinning is an important field of modern superconductivity research.
The great benefit of studying pinning physics with laboratory superconductors is
the amount of experimental control these systems offer. The different ways to modify
the pinning properties seem endless, ranging from standard techniques such as irra-
diation, doping,76 varying the sample thickness350 or the introduction of holes351,352
to more advanced methods like nanofabrication. These days, the interior of super-
conductors can be doped with small nanoparticles353,354 and the pinning surfaces
customised by using electron beams to deposit small particles.355 The possibility of
creating any desired structure with high resolution could prove very important for
studying the unknown pinning characteristics of neutron star fluxtubes and vortices.
Above all, the studies of laboratory superconductors demonstrate that pinning
is a very common phenomenon since fluxtubes cannot only be locked to defects and
impurities but also to dislocations, vacancies, grain boundaries, interstitials, rough
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surfaces and layered structures. Generally speaking, the pinning centres are most ef-
fective if they are of similar dimension as the fluxtubes’ normal cores. Among other
aspects, understanding the pinning phenomena theoretically has involved efforts to
analyse the depinning of fluxtubes from random pinning potentials349 and calculate
detailed pinning forces from microscopic BCS principles358,359 or the phenomeno-
logical Ginzburg-Landau theory (see Brandt318 and references therein). In recent
years, it has further become possible to directly image the defects in superconduc-
tors and measure the corresponding pinning forces.360,361 Besides such small-scale
approaches (studying individual fluxtubes) pinning in type-II superconductors has
also been examined from a macroscopic perspective. The properties of a fluxtube
lattice affected by pinning have for instance been modelled with a mean-field formal-
ism,318,344,362 where flux transport is governed by a non-linear diffusion equation.
Looking for example at a simplified two-dimensional geometry with B = B(x, y, t)zˆ,
the evolution of the magnetic induction inside a sample is obtained by solving344
∂B
∂t
= ∇ · (D∇B) (198)
with suitable boundary conditions. Note that the diffusion coefficient D can depend
on the spatial coordinates, the time and the magnetic induction itself. Alternatively,
fluxtube dynamics have been modelled by means of a collective theory,363–365 which
is based on the statistical averaging of pinning forces exerted by a configuration of
random pinning centres within a characteristic volume, V . This volume results from
the assumption that weak, randomly distributed pinning sites are able to destroy
the long-range order of an elastic lattice but do not affect its short-range structure.
Hence, the microscopic pinning forces (Fpin,i is the force exerted by the ith pinning
centre) are uncorrelated inside the region V and their squares can be simply added
up. This provides a way to calculate the average of the pinning force density squared,
i.e.W ≡ npin〈F 2pin,i〉 with npin denoting the density of pinning centres. The collective
pinning force density affecting an elastic lattice without dislocations is then given
by 〈fpin,collective〉 ≈ (W/V )1/2. In three dimensions, one for example obtains318,364
〈fpin,collective〉 ∝ W
2
r3pincel
, (199)
where rpin is the range of the pinning forces (typically of the order of the coherence
length ξ) and the parameter cel depends on the elastic properties of the fluxtube lat-
tice (for more details see e.g. Brandt318). Within this collective picture, (de)pinning
events are thus related to the motion of large numbers of fluxtubes, located within
bundles associated with the characteristic volume, instead of individual fluxtubes.
Corresponding theoretical predictions agree well with experiments.366–368 Similar
macroscopic models of the quantum condensates and the associated characteristics
could also be applicable to the neutron star’s interior. The collective motion of vor-
tices is for example expected to play an important role in the generation of glitches.
Hence, laboratory studies could provide valuable input to model these jumps more
accurately and allow one to test macroscopic formalisms against observational data.
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Before continuing with the dynamical fluxtube processes, we point out the recent
work by Sadovskyy et al.,357 illustrating how experiments and modern theoretical
calculations can complement each other in the study of type-II media. Sadovskyy et
al. numerically reconstruct the scanning transmission electron microscope (STEM)
measurements of pinning defects in a high-Tc superconductor
356 to calculate the
motion of fluxtubes in a realistic pinning landscape (see Fig. 22). By numerically
solving the time-dependent Ginzburg-Landau equations,168,369 they account for fea-
tures such as pinning defects, fluxtube flexibility, long-range fluxtube repulsion, flux-
tube cutting and reconnections. The simulated critical properties are in very good
agreement with the experimental results, demonstrating the impact such combined
approaches could have. Keeping in mind that laboratory systems further offer the
possibility to manufacture arbitrary pinning landscapes, the method provides the
unique opportunity to perform detailed studies of the pinning interaction and de-
duce the fluxtube-averaged properties of the superconducting sample. Such analyses
could provide specifically useful to improve our understanding of the vortex-fluxtube
coupling in neutron star interiors and its large-scale implications.
10.2.2. Flux creep, flux flow and Hall effect
In the 1960s, Abrikosov’s fluxtube interpretation became increasingly popular and
several phenomena that had previously been unexplained were interpreted in terms
of the fluxtube picture. Two important examples are the flux-creep and flux-flow
behaviour, which represent the non-linear and linear regimes of fluxtube motion in
conventional superconductors. The former was first examined by Kim et al.,343 who
found that close to the transition temperature flux could leak through a supercon-
ductor and create a measurable resistance if the external current, jext, exceeded a
critical value. More precisely, the experiments revealed that persistent currents de-
cayed proportional to the logarithm of time and the creep behaviour was faster when
the transport current was increased.370 Based on Bean’s critical state model, a theo-
retical description of this phenomenon was developed by Anderson and Kim.371,372
Whereas in the critical state at T = 0, fluxtubes only move when the Lorentz force
exceeds the pinning force, Anderson and Kim suggested that creep dynamics are
related to the thermal energy of the lattice. At finite temperatures fluxtubes start to
vibrate, which can result in the unpinning of several fluxtubes within a distance of
the order λ. Such a bundle will move as a unit and jump to an adjacent pinning site.
This thermal activation of fluxtubes over a pinning barrier occurs at a rate371,372
ν ≈ ν0 e−U/kBT , (200)
where ν0 is a vibration frequency of the bundle and U the effective activation energy.
This process decreases exponentially with the temperature, is discrete and stochastic
and has the advantage to not require a detailed specification of the nature of the
pinning centres. In the absence of an external current, the net jump rate of all flux
bundles vanishes. If however a small transport current is applied, thermal flux-creep
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is significantly enhanced, because the Lorentz force given in Eqn. (196) acts as an
additional driving force effectively lowering the barrier for thermal activation, i.e. the
energy U in Eqn. (200). The flux distribution thus changes slowly over time, which
dissipates energy and leads to the observed resistance and characteristic logarithmic
behaviour of persistent currents. Based upon this creep theory for superconductors,
Anderson and Itoh115 proposed that a similar mechanism could be operating on
the superfluid vortices in neutron stars, explaining the noisiness of pulsar rotation
frequencies. The idea has also been taken up by Alpar et al.,373,374 who considered
vortex creep in the neutron star crust to develop a more realistic model of pulsar
glitches. By comparing observational data to the theoretical framework, the creep
theory provided estimates of interior characteristics such as the temperature or the
pinning energy between the vortices and the crustal nuclei.
Increasing the transport current, jext, further, the Lorentz force will eventually
exceed the pinning force, which enables the fluxtubes to flow through the sample.
This is analogous to the scenario invoked for large pulsar glitches, where neutron
vortices are thought to be pinned to the crustal lattice until the pinning force is
overcome by the Magnus force and a large number of vortices are released simulta-
neously. However, in superconductors the Lorentz force is observed to replace the
Magnus force as the driving source of fluxtube motion. The two forces can be experi-
mentally distinguished in the following way: As the Lorentz force acts perpendicular
to the applied current and the magnetic induction B (see Eqn. (197)), the resulting
mean fluxtube velocity uft is transverse to jext and induces an average electric field,
Eind ≡ −uft × B
c
, (201)
which is parallel to the transport current and generates a longitudinal voltage.76 If
the Magnus force would dominate the dynamics, the fluxtubes would feel no net force
and be dragged with the current, similar to the motion of free superfluid vortices.
This would induce a transverse voltage, which is characteristic for the conservative
Hall effect. Experiments have shown that for most superconductors the longitudi-
nal voltage is several orders of magnitude larger than the transverse Hall voltage,
implying that the Lorentz force determines the fluxtube motion375,376 and not the
Magnus force as would be the case in a superfluid. This difference in supercon-
ductors arises because the metallic lattice and impurities complicate the dynamics,
acting as scattering centres for the normal electrons and impeding the fluxtube
flow. As noted by multiple authors, only in very pure superconductors in the limit
of T → 0 (where electron-electron scattering is dominant), one would expect the
fluxtube motion to be almost free and governed by the Magnus force.168,377–379
Experiments have further demonstrated that at low temperatures the voltage
in the dissipative flux-flow regime changes linearly with the applied magnetic field
and the flux-flow resistance, RS, thus obeys the empirical law
380
RS ≡ RN B
Hc2
. (202)
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Here, RN is the normal-state resistance, B the magnitude of the magnetic induction
and Hc2 the upper critical field. Applying different treatments to the superconduct-
ing sample shows that the flux flow is not affected by the surface conditions.381
Therefore, the fluxtubes’ motion is independent of the pinning characteristics and
the resistive physics are solely determined by the superconductor’s bulk properties.
More precisely, the phenomenological relation (202) indicates that strong dissipation
is directly connected to the fluxtubes, as the factor B/Hc2 represents the fractional
volume their normal cores occupy in the superconductor.380 This illustrates that
similar to superfluid helium or the multi-component mixture in neutron stars, the
dissipative effects are determined by drag forces acting on the individual fluxtubes.
The first theoretical calculation of the corresponding microscopic drag coefficient
was provided by Tinkham.382 He pointed out that the order parameter at any spe-
cific point would oscillate between zero (normal fluxtube cores) and a constant value
(superconducting regions) as the fluxtubes are moving through the sample. Since
the equilibrium is not instantaneously restored, Tinkham showed that the ensuing
relaxation process would cause dissipation. A process of similar order, Bardeen and
Stephen383 considered the induction of electric fields by the moving fluxtubes, which
generate dissipative eddy currents in their normal cores. Based upon electron-lattice
scattering, they derived the corresponding drag coefficient. Whereas for Tinkham’s
mechanism, the dissipation is proportional to the amplitude of the order parame-
ter, the dissipation is related to the supercurrent density and, thus, the phase of
the order parameter for the second mechanism. Both processes and the flux-flow
resistance (202) can be recovered by performing a more detailed study of the non-
equilibrium physics in type-II superconductors using a time-dependent extension of
the Ginzburg-Landau theory.384,385 However, Kopnin174 has pointed out that such
models neglect additional dissipation mechanisms due to the relaxation of quasi-
particle excitations created by the moving fluxtubes. Other formalisms such as a
semi-classical Boltzmann theory174 or a time-dependent microscopic theory386 are
necessary to correctly capture all microscopic processes, which is particularly im-
portant when the strength of the Hall effect is calculated. The same models have
been invoked to explain the strong mutual friction in superfluid helium-3 (see also
Sec. 8.3), which is conceptually similar to a superconductor despite having a more
complicated structure of the order parameter and could also give insight into the
dissipation mechanisms affecting a neutron star’s interior magnetic field evolution.
Discussing the flux-creep, flux-flow and Hall regimes shows that laboratory su-
perconductors provide the means to directly observe the dissipative fluxtube be-
haviour. Using the experimental data allows one to investigate the validity of theo-
retical models, which helps to improve our understanding of the underlying micro-
physics. The methods applied to terrestrial systems thus proceed analogous to the
study of the neutron stars’ properties, where macroscopic characteristics are used
to constrain the interior physics. However, many questions concerning the mag-
netic fields of neutron stars are still unanswered. Laboratory superconductors could
therefore help to examine the mesoscopic fluxtube dynamics in more detail and, for
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example, assist in determining the mechanism dominating the stars’ field evolution.
10.2.3. Lattice melting
While conventional superconductors are well described by the flux-creep and flux-
flow models, high-temperature systems exhibit more complicated fluxtube physics,
predominantly caused by two factors. First of all, high-Tc superconductors have a
strongly layered crystal structure, which results in the formation of weakly-coupled,
two-dimensional fluxtubes such as layered pancakes.387,388 Amongst other aspects,
this highly anisotropic behaviour decreases the strength of the pinning potentials,
favouring thermal depinning.318 Secondly, due to the high transition temperatures,
thermal fluctuations play a more important role than in conventional media. In
high-temperature superconductors, these differences can for example lead to the ac-
tivation of creep over a large temperature range, referred to as giant flux creep.77 As
thermal fluctuations destroy the long-range order of an elastic lattice, this is gener-
ally described within the collective pinning theory.363–365 This theory, as discussed
previously, is based on the statistical summation over random pinning sites.
The same approach can also account for the fact that the resistivity of high-Tc
superconductors does not decrease exponentially for T → 0 as predicted by the con-
ventional Anderson-Kim model,372 always leading to a non-zero resistance. Instead,
it drops rapidly at low temperatures indicating an abrupt change in the fluxtube
dynamics that is usually interpreted as evidence for a second phase transition well
below the superconducting one.389 In analogy with other crystalline structures, this
is expected to correspond to a first-order melting transition, which results from the
destruction of the long-range order and characterises the change from a solid to a
liquid fluxtube phase. The discontinuity in the resistance of high-Tc superconductors
would thus mark the freezing of the fluxtube lattice as T → 0. Clear experimental ev-
idence for such a melting transition was first obtained by measuring the macroscopic
induction of a pure superconductor.390 Similar to the expansion that accompanies
the freezing of water into ice, the fluxtube density in a superconductor changes dis-
continuously at a first-order transition for any given applied magnetic field. As the
fluxtube liquid is denser than the solid, the former has a higher average magnetic
induction than the latter and B increases upon melting. The corresponding change
was observed experimentally390 and the melting behaviour found to agree well with
theoretical predictions obtained by invoking the Lindemann criterion. It predicts
melting once the amplitude of thermal fluxtube vibrations reaches a specific fraction
cL (typically of order 0.1
77) of the interfluxtube spacing dft and gives for example a
power-law behaviour for the melting field as a function of temperature close to Tc,
Bm(T ) ∝
(
1− T
Tc
)α
, (203)
where α ≈ 1.55 was obtained in the experiment.390 The melting of a two-dimensional
lattice has further been directly recorded with scanning tunnelling microscopy,391
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which unambiguously showed the transition into an ordered, isotropic liquid. The
first-order nature however is only observed in very pure samples as inhomogeneities
and strong pinning introduce additional disorder into the system. As the temper-
ature decreases, the melting transition is thus complicated and thought to be of
second order, causing a change from the fluxtube liquid to a glass-like phase.392
Fluxtube lattice melting may also be present in conventional superconductors.393
Despite predicted to appear very close to the superconducting transition temper-
ature and being difficult to observe,394 several experiments have found indications
for a melting transition in conventional type-II systems.395,396 This would suggest
that a similar mechanism could also be manifested in the proton superconductor
of neutron stars if the interior is sufficiently hot. Whereas this scenario is rather
unlikely for old, rotation-powered pulsars, the decay of magnetic energy in young
high-field magnetars might act as a potential heat source with the ability to locally
exceed the critical temperature and initiate the melting transition into a fluxtube
liquid. As observed in laboratory systems, this would be accompanied by a local in-
crease in the fluxtube density, i.e. the magnetic induction, that in turn could result
in additional dissipation. While highly speculative, this would significantly change
the flux-carrying properties of the region compared to the rest of the star and could
potentially shorten evolution timescales of the large-scale magnetic field.
10.2.4. Instabilities
While laboratory superconductors are observed to exhibit non-linear features, this
regime is different to the non-linearity of helium and ultra-cold quantum gases dis-
cussed previously. In particular, the chaotic behaviour of superfluids is mainly influ-
enced by their two-fluid nature, leading to turbulent dynamics due to counterflow or
two-stream instabilities. Laboratory type-II superconductors, on the other hand, do
not exhibit strong turbulence68,362 as a result of several factors. Firstly, due to the
presence of the lattice, Landau’s two-fluid model is less satisfactory in describing
the physics of superconductors and one would hence not expect the mechanisms for
superfluid turbulence to apply to the charged condensates. Moreover, pinning and
the strong two-dimensional character of many superconductors stabilise these sys-
tems and suppress the development of turbulent behaviour on large scales. Hence,
laboratory superconductors are not suitable analogues for the study of the neutron
stars’ fluid instabilities. However, there are several elements of laboratory type-II
systems (in particular related to instabilities of individual fluxtubes), which could
provide new information on the local, non-linear behaviour of proton fluxtubes and
the transfer to a macroscopic model of a star’s dynamics.
One phenomenon thought to influence type-II superconductors is equivalent to
the Donnelly-Glaberson instability of superfluid vortices in helium II.73,188 Applying
an axial heat current, vortices become unstable to helical displacements and Kelvin
waves are excited along the vortex lines. Similarly, Clem397 has shown that a single,
unpinned fluxtube is unstable against helical perturbations if a current (parallel to
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the fluxtube’s axis) exceeds a critical value. The existence of this critical current
has been confirmed experimentally.398 Generalising the mesoscopic to the macro-
scopic dynamics has for example been achieved by modifying the averaged vortex-
density model to include small-scale helical instabilities.362 Additionally, Brandt399
has shown directly that the full fluxtube lattice experiences an instability to helical
deformations by balancing the driving force due to an external current with the
restoring force resulting from the lattice elasticity. The instability growth is further
influenced by pinning, which stabilises the fluxtube array and can suppress the in-
stability on large scales. Nonetheless, even for strong pinning the instability excites
helical deformations at a critical wave number of kc ≈ 2pi/2.2dft along the fluxtube
segments in between pinning sites once a longitudinal current density of399
jc ≈ 0.47 Bdft
λ2
(204)
is exceeded. Here, B denotes the magnitude of the average magnetic induction, dft
the interfluxtube spacing and λ the London penetration depth. Note that Charbon-
neau et al.400 propose that the same helical instability could be acting on the proton
fluxtubes in the neutron star core, destroying the regularity of the lattice (i.e. the
type-II state). While not providing specific details about the phase that would be
formed instead, Charbonneau et al. suggest that the intermediate state of a type-I
superconductor is one possibility. This would subsequently solve the problem dis-
cussed by Link,133 who pointed out the incompatibility of type-II superconductivity
with observational indications of long-period precession in pulsars.401–403
While the helical instability in laboratory systems has not been directly observed
yet, experimental evidence for this mechanism has been recovered. Imagine an ini-
tially straight fluxtube lattice located inside a cylindrical container that becomes
unstable once the critical axial current is exceeded. The distorted fluxtubes would
start to spiral outwards in a helical manner.318 The helices would grow until the flux-
tubes hit the sample surface (leading to a measurable change in the magnetic flux
density on the container walls404,405) or start cutting through each other (resulting
in additional dissipation406). Experiments have also made it possible to determine
the cutting force between two inclined fluxtubes.407,408 This force is independent of
the applied magnetic field, i.e. independent of the interfluxtube spacing, only weakly
dependent on the temperature and generally found to be rather low (10−14 N per
intersection in agreement with microscopic calculations409). This illustrates that
fluxtube cutting could be very important for the dynamics of a superconductor,
as it for example suggests that fluxtubes could cut through each other in order to
avoid pinning centres. For more information on flux cutting in laboratory supercon-
ductors see the recent review by Campbell.410 Analysing the cutting of fluxtubes
could also help to improve our understanding of the short-range magnetic coupling
between the two coexisting lattices in the outer neutron star core. While it is not
clear how much energy it costs to cut neutron vortices through proton fluxtubes
and vice versa, the interaction could lead to strong dissipation in the interior. If
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Fig. 23. Magneto-optical image of the collapsed meta-stable state in a thin superconducting film.
Following a thermomagnetic instability, fluxtubes are suddenly redistributed forming avalanche-
type patterns. The figure is reproduced with permission from Eliasson.412
the energy costs for vortex-fluxtube cutting are too large, the two quantised arrays
could even be locked together. Better models of laboratory fluxtube cutting could
thus help to understand the neutron stars’ magneto-rotational evolution.411
In addition to the helical instability, other dynamical instabilities of the fluxtube
lattice in type-II superconductors have been studied. Theoretical models413–415 gen-
erally neglect the detailed microphysics and instead consider Bean’s macroscopic,
critical state model (originally introduced to explain the irreversible behaviour of
dirty superconductors). The models are based on the assumption that by changing
external parameters such as the temperature or the applied magnetic field, the tem-
perature inside the superconductor locally increases, which causes the pinning force
and, thus, the critical current density to decrease. Subsequently, the fluxtubes start
to move and the metastable state becomes unstable, leading to the uncorrelated
propagation of flux through the sample. These sudden bursts of collective motion,
also known as flux jumps, lead to dissipation and create measurable voltages.416
As fluxtube motion in the presence of pinning centres is characterised by a non-
linear diffusion equation,318,344 the catastrophic flux propagation is closely related
to the concept of self-organised criticality originally discussed by Bak et al.267 Again
ignoring the microphysics and simply considering the statistical properties of the
non-linear behaviour, flux jumps can be interpreted as avalanches similar to those
observed in sand-pile experiments417 or those discussed previously in the context of
BECs and pulsar glitches. These systems have in common that after being driven to
the threshold of instability, they organise themselves and exhibit dynamics showing
a power law. In the case of a type-II superconductor, the overall activity and sizes of
avalanches follow this power law,416,418 characteristic for scale-invariant processes.
Laboratory superconductors have the advantage that self-critical behaviour can
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be easily visualised. In early experiments, heating was applied to a small fraction of
the sample surface (triggering a thermomagnetic instability and creating dendritic
fluxtube structures), which were recorded with magneto-optical imaging.325 The dis-
tinct lightning-strike pattern has also been found in numerical simulations of several
hundred fluxtubes exposed to a strong pinning landscape.415 Today, the imaging
methods have significantly improved,345,412,419,420 providing high-resolution pic-
tures of the fluxtube avalanches as illustrated in Fig. 23. However, while it has been
possible to image different stages of the collective behaviour, time-resolved obser-
vations of entire avalanches on nanosecond scales have not been achieved yet.421
10.2.5. Interfaces and the Meissner effect
One key unknown of neutron stars is the influence of interfaces on their dynamics.
Typical equations of state predict a layered structure with the crust-core transition
located at densities of about ∼ 1014 g cm−3. While this change is expected to be
smooth and not present as a sharp interface, the charged protons have to undergo a
transition from a normal resistive to a type-II superconducting state. The detailed
microphysics of this are not understood but could include a highly resistive pasta
layer91,92 and the formation of current sheets.422,423 Moreover at higher densities,
protons prefer to be in a type-I state implying the presence of another transition
region in the star’s inner core, where an intermediate phase of macroscopic normal
and flux-free Meissner regions would exist.78,114 By using superconductors to design
laboratory analogues, one could take advantage of experiments in order to shed light
onto how such interfaces manifest themselves.
The transition between the two superconducting states in the inner neutron star
core is considered first. Laboratory systems exhibiting different types of supercon-
ducting behaviour within one sample have been observed for decades. Images of the
intermediate states in a conventional type-I and type-II superconductor are given
in Fig. 24. For the former, multi-quantum fluxtubes424 and lamella structures sur-
rounded by flux-free regions are observed. Ge et al.425 have recently used scanning
Hall microscopy to determine the number of flux quanta inside such lamellae and
found them to be of integer value. On the other hand, type-II systems characterised
by a low Ginzburg-Landau parameter can show features very similar to the inter-
mediate type-I state, the main difference being the presence of a regular fluxtube
lattice inside the flux-carrying regions. Whereas in type-I media the diverse flux
patterns arise due to demagnetisation effects in combination with the sample ge-
ometry (see also Sec. 4.3), the behaviour in type-II systems with κGL ≈ 1/
√
2 is
thought to be a result of the underlying microphysics and not the lengthscales of
the Ginzburg-Landau model itself. More precisely, at κcrit the attractive and repul-
sive contributions to the interfluxtube coupling forces cancel each other.426,427 This
causes microscopic corrections to dominate the fluxtube interaction potential and
has been suggested to lead to a small attractive force at long scales. Combined with
a repulsive force on short scales, this would cause the alternation of macroscopic
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flux-free and flux-containing domains seen in type-II systems with κGL ≈ 1/
√
2.
More recently, alternating domain characteristics have also been discovered in multi-
component superconductors. Within the Ginzburg-Landau model, a system with i
components (described by complex fields Ψi) is governed by an energy functional
428
f =
∑
i
[
αi |Ψi|2 + βi
2
|Ψi|4 + ~
2
2mci
∣∣∣∣(∇− iqi~c A
)
Ψi
∣∣∣∣2
]
+
|∇ ×A|2
8pi
+fmix, (205)
where mci and qi represent mass and charge of the respective Cooper pairs and fmix
contains mixed terms governing the coupling of individual components. Employing
Eqn. (205) Babaev et al.429,430 have shown that diverse flux distributions can be
reproduced in systems with three or more characteristic lengthscales if these satisfy
a specific hierarchy. In the two-component case for example, this corresponds to
the presence of two coherence lengths (shown to correspond to two energy gaps in
a microscopical model431,432) following an order ξ1 <
√
2λ < ξ2. This ultimately
leads to the coexistence of type-I and type-II behaviour which creates irregular flux
patterns. Observational evidence for a two-component gap was found in MgB2,
433
where observed thermodynamical properties disagreed with a single isotropic energy
gap. Experimental and numerical studies of MgB2 have revealed a strong domain-
like structure that is similar to the intermediate states of conventional supercon-
ductors.434,435 Displaying fluxtube clusters and flux-free voids but being physically
distinct from the single-component type-I and type-II materials discussed above,
MgB2 has also been referred to as exhibiting a semi-Meissner phase or type-1.5
superconductivity. Being able to study such systems in the laboratory would thus
allow one to learn more about the superconductor in the high-density neutron star
interior, to investigate the formation of magnetic domains and to examine their
macroscopic properties. Note that the idea of a two-gap superconducting neutron
star core was for example employed by Jones,436 who argues that the stars’ inte-
rior should be described by a multi-component Ginzburg-Landau theory if several
charged baryonic components such as protons and hyperons were to be present.
Moreover, recent theoretical work predicts that the transition from type-I to
type-II physics could be directly observable in systems with intermediate Ginzburg-
Landau parameter, because the interaction between individual fluxtubes undergoes
a cross-over from attractive to repulsive as the temperature increases.439 This ther-
mally induced change from a type-I state (fluxtubes clump together and build the
normal conducting clusters) to a type-II state (fluxtubes are separated) illustrates
the fact that the Ginzburg-Landau parameter is temperature-dependent.440–442 The
behaviour of several hundred fluxtubes across a type-I/type-II interface has also
been calculated for superconducting bilayers exposed to an external field.443 As a
result of forces competing on different lengthscales, simulations unearth a very rich
palette of mesoscopic patterns in the intermediate state (ranging from homogeneous
flux distributions to fluxtube chains and flux-free zones within type-II domains).
These arrangements were present in both layers and could be controlled through
the magnetic field, temperature and coupling strength between the two thin films.
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Fig. 24. Images of the intermediate state of a conventional type-I (left) and type-II (right) su-
perconductor obtained with the decoration method. The type-I system (Ta) shows regular and
irregular multi-quantum flux structures, where the dark domains indicate normal-conducting be-
haviour. The type-II medium (Pb-Tl alloy) has κGL ≈ 0.73 and similarly exhibits flux-free regions
and normal ones consisting of a regular lattice structure. The left figure is reproduced with permis-
sion from Brandt and Essmann.437 Copyright c© 1987, WILEY-VCH Verlag GmbH & Co. KGaA.
The right figure is reproduced with permission from Essmann.438 Copyright c© 1971, Elsevier B.V.
While most laboratory studies are concerned with the interfaces of distinct su-
perconducting regions, the transition between the type-II and type-I state in a neu-
tron star is governed by the density,78 increasing continuously towards the stars’
centre. Hence, in order to mimic the behaviour of such an interface with a terrestrial
analogue, it would be beneficial to control the type of superconductivity without
creating a discontinuity. With this in mind, the work by Aegerter et al.,444 studying
the influence of bismuth doping on the properties of a lead superconductor, is briefly
mentioned. Whereas pure lead is characterised as a type-I medium, high doping of
bismuth creates type-II behaviour. For intermediate doping, on the other hand,
both types of superconductivity can be observed depending on the temperature.
An intuitive explanation for the effects of doping is the following. An increase in
the number of impurities causes a reduction in the electron mean free path and thus
the coherence length. This in turn increases the Ginzburg-Landau parameter and
eventually leads to type-II characteristics. Therefore, if one could prepare a super-
conductor with gradually higher degrees of doping, this would provide a promising
way to test the physics of the type-II/type-I interface in a neutron star’s inner core.
Finally, the normal-superconducting transition in laboratory media is addressed.
In recent years, efforts have been concerned with analysing the heat and charge
transport properties of this interface.445,446 However, these studies are usually per-
formed with mesoscopic hybrid structures, as quantum mechanics play a crucial
role on small scales leading to new phenomena such as phase-coherent transport of
electrons.447 While these results are less important for the macroscopic dynamics
of neutron stars, other aspects of research on the normal-superconducting interface
could help to improve our understanding of the stars’ magnetism. In particular, lab-
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Fig. 25. Three evolutionary paths for flux expulsion from a cylinder, i.e. dynamics of the Meissner
effect, as considered by Hirsch.451 The grey dots indicate magnetic field lines coming out of the
plane, whereas blue arrows mark the presence of surface currents, shielding the flux-free regions.
oratory analyses could provide information about the microscopic dynamics of the
Meissner effect and growth of the superconducting phase. It is poorly understood
how the superconducting state in neutron stars is developed in the first place. Baym
et al.’s standard argument95 (based on the large conductivity of normal matter) as-
sumes that flux cannot be expelled from the stars’ interior, which thus has to form
a type-II state below the superconducting transition temperature. However, there
have been various arguments from observational133,448,449 and theoretical78,400,450
sides, casting doubt on the type-II scenario. Thus, experiments and models linked
to the corresponding phenomena in laboratory systems, which could improve our
knowledge of neutron star superconductivity, are briefly reviewed here.
Before proceeding, we point out that terrestrial experiments generally focus on
the equilibrium state of superconductivity and study the system once the macro-
scopic phase has fully developed. However, it is known that the superconducting
transition occurs rather slowly, as it can take up to thirty minutes for the equilibrium
to be established (see Liu et al.452 and references therein). This is usually explained
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by the fact that the superconducting-normal interface propagation is damped by
the formation of eddy currents, an interpretation based on work by Pippard from
1950.453 He was the first to study kinematic aspects of the superconducting transi-
tion and analysed the expansion of the normal state into the superconducting phase,
if a field larger than the critical field is applied. Pippard showed that the boundary’s
propagation is governed by electromagnetic processes, as magnetic field changes in
the normal region induce dissipative eddy currents slowing down the interface. For
a simple plane-parallel geometry with an external field in z-direction, an evolution
equation for the induction B = B(x, y, t)zˆ in the normal region can be derived by
combining Maxwell’s equations and Ohm’s law, i.e.
∂B
∂t
=
c2
4piσN
∆B, (206)
where σN is the normal conductivity. Solving this diffusion equation with appropriate
boundary conditions for the moving interface, the magnetic field dynamics in the
normal phase can be correctly modelled. Eqn. (206) has also been used to show that
the interface propagation itself is stable.453
Pippard’s idea has recently been resumed by Hirsch451 to study the microphysics
of the inverse problem, i.e. the formation of the superconducting state via Meissner
expulsion. According to Hirsch, there are three different ways for surface currents
to expel flux from a cylindrical sample and establish a field-free superconducting
region. These paths are shown in Fig. 25: (I) a time-dependent current flows close
to the cylinder’s surface, gradually decreasing the flux density inside; (II) surface
currents shield several seed regions, which expand until the interior is field free;
(III) a single flux-free region in the centre of the cylinder expands until the char-
acteristic Meissner state is formed. As argued by Hirsch, path (I) is unphysical as
it proceeds at non-zero magnetic field, thus not allowing the development of phase-
coherence, (i.e. the formation of a macroscopic quantum state). On the other hand,
path (II) and path (III) are conceptually equivalent relying on the propagation of a
superconducting-normal interface. Observational evidence for the latter two was al-
ready obtained in the early stages of superconductivity research454,455 and Meissner
himself noted that the superconducting transition seemed to be initiated in areas of
reduced magnetic field or temperature.456 Using Pippard’s formalism, Hirsch dis-
cusses the evolution of the superconducting phase into the normal one along paths
(II) and (III). He concludes that dissipative currents can damp the interface motion
but are not providing a satisfactory explanation for the slow growth of the super-
conducting phase, since current theories of superconductivity seem to not explain
the dissipation microscopically.
However, Pippard’s linear diffusion model has been repeatedly applied to study
the growth of the superconducting phase. Using appropriate boundary conditions, it
was for example shown that the planar type-I/normal interface becomes dynamically
unstable to long-wavelength perturbations.452,457 This behaviour is similar to the
instability of the solid-liquid transition458,459 and has been confirmed by numerical
108 V. Graber et al.
analyses of the time-dependent Ginzburg-Landau model, which includes non-linear
modifications.452,457 These simulations have additionally shown that the expansion
of the planar type-II/normal interface is stabilised by the absorption of fluxtubes
and, as expected, a triangular lattice is left behind. The time-dependent Ginzburg-
Landau equations have further proven useful in analysing how a normal-metal coat-
ing of tunable resistivity affects the magnetic properties of a two-dimensional, dirty
type-II superconductor and how flux enters the sample if a magnetic field is ap-
plied.460,461 The results are again in accordance with Bean’s critical state model.
As a concluding remark, we note that recent work by Martinello et al.462 gives
observational evidence that the method of cooling the superconductor could also
significantly affect the equilibrium configuration. They found incomplete Meissner
expulsion (i.e. the trapping of flux inside the sample), if the cooling was performed
slowly, whereas fast cooling resulted in the complete expulsion of flux. This could
have implications for the formation of the superconducting state in neutron stars,
since the transition temperature is density-dependent and a spherical shell in the
outer core should turn superconducting first.103 The gradual cooling of the neu-
tron stars’ interior below Tc could indicate that several normal-conducting domains
remain present in the outer core and the type-II state is not fully developed.
11. Summary
Following a brief description of the mathematical frameworks used to model labo-
ratory condensates and neutron stars, we have outlined a number of ways in which
terrestrial condensates may be employed to improve our understanding of the dy-
namics of superfluid and superconducting components in neutron stars. While not
aimed at building realistic scale models (impossible due to the extreme conditions
present in compact objects), terrestrial experiments could be designed to capture
characteristic features expected to affect the stars’ behaviour. Prime candidates for
such studies are superfluid helium, ultra-cold gases and superconducting media. We
will conclude this review by shortly summarising the advantages of the individual
laboratory systems and highlighting a number of experiments that could provide
key information to improve the current state-of-the-art neutron star models. We do
however point out that the question of designing laboratory neutron star analogues
is addressed from the astrophysicists’ point of view and hence our suggestions are
somewhat speculative and possibly oblivious to experimental difficulties that might
arise when performing such experiments. Nonetheless, we see great potential in
using these to develop a better understanding of neutron star matter.
It was first discussed that helium is particularly useful in advancing two-fluid hy-
drodynamics, usually invoked to model the neutron star’s rotational evolution and
in particular the glitch phenomenon. Specifically, an updated version of the spin-
up and spin-down experiments originally performed by Tsakadze and Tsakadze154
accompanied by modern vortex line simulations would be beneficial. New detailed
studies of rotating superfluid helium-4 or superfluid helium-3 would not only allow
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one to confirm the original laboratory glitch observations, but modern techniques
should also provide much better data which could be compared to analytical mod-
els like the ones developed by Reisenegger159 or van Eysden and Melatos.163,164 In
this experimental set-up, the container would mimic the solid neutron star crust,
whereas the helium superfluid would represent the neutron star’s fluid core com-
posed of the neutron condensate and the combined charged particle conglomerate.
While these analogues would ignore the presence of the superconducting component
and thus not account for interactions between the neutron vortices and proton flux-
tubes, a comparison between theoretical models and laboratory observations could
help to extract the key elements that influence the stars’ dynamics. This could for
example give an indication on how important vortex nucleation, pinning, mutual
friction and coupling to the container walls are for the rotational evolution, provid-
ing useful to constrain the stars’ superfluid properties, which are very difficult to
determine with current astrophysical observations. We would like to point out that
spin-up/spin-down experiments and corresponding numerical simulations would be
particularly valuable if they were performed in spherical geometry. Despite the fact
that neutron stars exhibit a high degree of sphericity, the majority of hydrodynam-
ical models are formulated in two dimensions (see e.g. Glampedakis et al.34), based
on the assumption that vortices are straight and regularly distributed. Being used
for convenience and due to the lack of knowledge of more realistic vortex arrange-
ments, these simplified models are likely to miss important physics, which result due
to the deviation from cylindrical geometry. Studying superfluid helium in rotating,
spherical vessels would thus provide more conclusive evidence on how the super-
fluid vortex array is distributed inside the star. This is one of the crucial factors
that affects the macroscopic, averaged models and specifically the coupling between
the superfluid and the normal component. As discussed by Andersson et al.,70 the
mathematical form of the vortex-mediated mutual friction force differs significantly
if the superfluid is in a turbulent regime, having an impact on various neutron star
observables such as the glitch dynamics or the damping of free precession210 and
stellar oscillations modes.211,212 Although the spin-up and spin-down experiments
described above would already represent a big step forward, we attempt to take the
idea of a spherical experiment one step further in order to account for the fact that
neutron stars contain distinct superfluid layers. By creating a two-phase sample in
spherical geometry (i.e. using two helium-3 phases or a combination of helium-4 and
helium-3 with one component surrounding the other one to mimic the crust and the
core), one could create an excellent set-up to analyse the rotational evolution of the
two neutron star superfluids. Specifically, the importance of the interface and asso-
ciated phenomena such as the formation of turbulent vortex tangles177,181,202 could
be addressed in a spherical environment. Such studies should prove very valuable
since the crust-core interface is one of the elements of neutron star physics that is
very poorly understood.
Chaotic superfluid flow can similarly be investigated with ultra-cold gases. BECs
and Fermi gases could generally serve as excellent testing systems for mesoscopic
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vortex dynamics (such as vortex-vortex interactions or pinning) due to the prospect
of easily imaging the quantised structures. Further, ultra-cold gases are particularly
important to examine interacting condensates, the situation expected to be present
in the neutron star interior. A mixture of laboratory condensates could for example
allow one to analyse how their interactions affect the superfluid phase transitions
and vortex formation. Coexisting ultra-cold gases could moreover provide insight
into the onset of the superfluid two-stream instability220 proposed to act between
the neutron and proton condensate in the neutron stars’ core as a possible driving
mechanism for the glitch phenomenon.216 Specifically extending the recent counter-
flow experiments by Delehaye et al.306 from the linear relative flow to the rotating
regime would be beneficial, since such experiments would allow an analysis of the
effects of rotation on the instability onset and its damping. Furthermore, ultra-cold
gases have the advantage that it is not only possible to analyse coexisting conden-
sates but one may be able to recreate non-dissipative entrainment behaviour,248,249
a key ingredient for neutron star dynamics, which cannot be easily reproduced in
superfluid helium or superconductors.
Superconductors primarily provide information about the dynamics of fluxtubes
and vortices and could thus be particularly valuable for analysing pinning and the
different regimes associated with it. It could for example be achievable to perform
detailed studies that give insight into the dynamics of the inner neutron star crust,
where lattice sites are expected to be non-spherical but complex structures, defects
and impurities (manifest as the pasta phase) will be present. By designing a pin-
ning geometry that mimics microscopic models of the inner crustal lattice91,92 and
studying the respective fluxtube dynamics, one could obtain the means to under-
stand the pinning interaction of vortices at the bottom of the crust. This would
also improve our knowledge of the vortex transport properties in this region, which
in turn impact on the glitch dynamics. Secondly, we expect modern experimental
techniques to open a new window to study the boundaries between the charged
neutron star components, such as the crust-core interface or the possible transition
between a type-II and type-I state in the inner core. By creating samples where
type-II and type-I or type-II and normal media are spatially separated, one should
be able to investigate the coupled electromagnetic characteristics in the respective
layers. This could for example provide information on how the interfaces influence
the distribution of fluxtubes and help to derive a mathematical formalism for the
corresponding microphysics. Finally, charged quantum states might allow one to
better comprehend the dynamical processes associated with the transition into the
superconducting phase and the resulting small-scale structure of the stars’ inte-
rior magnetic field. In this context, it would be desirable to carry out a systematic
analysis of the formation of the superconducting phase in laboratory systems with
κGL ∼ κNS (see Fig. 6). This could specifically address how external parameters
affect the flux distribution in the resulting superconducting state and give more
insight into the dynamics and microphysics of this process, which are very poorly
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constrained in the context of neutron stars. We would expect such studies to help us
better understand the nature of the metastable state at B < Hc1 thought to prevail
in the interior of most neutron stars, which is eventually related to the question if
the outer core is indeed in a type-II state. This has been the general consensus for
over 40 years95 but lacks a clear theoretical foundation and has been challenged in
recent years.78,133,400 New terrestrial experiments with superconductors could thus
provide inspiration for advancing our current understanding of the neutron stars’
magnetism in a similar manner as the observations of flux creep led to a generali-
sation of the same theory to the motion of vortices in the neutron star crust.373,374
The range of promising examples demonstrates how well-known terrestrial con-
densates can serve as versatile analogues of neutron stars and mimic their behaviour
(albeit on much smaller lengthscales). By stimulating an exchange between the as-
trophysics and the low-temperature physics communities, we hope it will be possible
to identify those experiments that are within reach of current experimental limi-
tations. A dialogue between the two research fields should further help to identify
the (most likely large number of) additional laboratory neutron star analogues that
have not been considered in this review or experiments that could already provide
useful data but are not known to astrophysicists. By driving efforts in this direction,
we are optimistic that open questions in neutron star astrophysics can be answered.
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