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a b s t r a c t
In this work we derive a solvability result for a boundary value problem related to a
degenerate elliptic system of second-order equations in the domainΩ = {(x, y) : −∞ <
y < ∞,−π < x < π}. We analyze the problem of square integrability (with an
appropriate weight) of the solution and its derivative, that arises in the case of degenerate
systems with unbounded coefficients. In the second part of the study we establish some
a priori and coercive estimates for the solution. The compactness of the resolvent and
necessary estimates for the distribution function of s-numbers of the inverse operator L−1
are obtained.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following degenerate system of elliptic equations:
K1(y)uxx − uyy − 2βvxy − ϕ1(y)ux + a1(y)u = f (x, y)
K2(y)vxx − vyy + 2βuxy + ϕ2(y)vx + a2(y)v = g(x, y), (1)
in the domainΩ = {(x, y) : −∞ < y < ∞,−π < x < π}. Here β = const > 0, f , g ∈ L2(Ω), and the coefficients Kj(y),
ϕj(y), aj(y) (j = 1, 2) are assumed to be continuous. Introducing the matrices
T =
K1
∂2
∂x2
− ∂
2
∂y2
−2 ∂
2
∂x∂y
−2 ∂
2
∂x∂y
K2
∂2
∂x2
− ∂
2
∂y2
 , P =
ϕ1 ∂∂x 0
0 ϕ2
∂
∂x
 , Q = a1 00 a2

,
we can rewrite system (1) in the following operator form:
L0w := T (y)w + P(y)w + Q (y)w = F(x, y), (2)
where w = (u, v) and F = (f , g). Denote by C∞π,0(Ω, R2) the class of vector-valued real functions w = (u, v) infinitely
differentiable inΩ , continuously differentiable inΩ = {(x, y) : −π ≤ x ≤ π,−∞ < y < ∞} and finite, with respect to
the variable y satisfying the conditions
w(−π, y) = w(π, y), wx(−π, y) = wx(π, y). (3)
Let L2(Ω, R2) be the space of square integrable vector-valued real functionsw = (u, v)with the norm ‖ · ‖2,Ω . The solution
w(x, y) ∈ L2(Ω, R2) of problem (2)–(3) is defined as the limit of the sequence {wn(x, y)}∞n=1 ⊂ C∞π,0(Ω, R2), wn = (un, vn),
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in the sense ‖wn−w‖2,Ω → 0, ‖L0wn− F‖2,Ω → 0, n →∞. Evidently, the differential operator L0 defined on C∞π,0(Ω, R2)
is closable in the norm of L2(Ω, R2). The closure of this operator is defined to be the operator L : D → L2, whereD is the
domain of L. Therefore the above defined solution is the solution of the operator equation Lw = F , andw ∈ D .
The theory of unsymmetric systems of partial differential equations, given on the plane, is well developed for the first-
order differential equations cases when either coefficients are bounded or they decrease in absolute value at infinity. The
main results of this theory have been given in monographs [1,2]. It is well known that the system (1) arises in problems
of fluctuation of surfaces and covers having a variable sign curvature [2]. Coercive estimates and solvability results for the
first-order differential equations with unbounded coefficients have been obtained in [3]. Some effective methods for the
study of singular differential equations in Hilbert spaces have been proposed in [4–6].
For a bounded domain, regularity of weak solutions and a priori estimates for bounded weak solutions of degenerate
elliptic systems have been well studied by many authors (see, for example, [7–11] and references therein). Harnack’s
inequality and mean-value inequalities for solutions of degenerate elliptic equations have been proposed in [7]. Regularity
theorems and a priori estimates for weak solutions of some nonlinear degenerate elliptic systems have been proved
in [8]. In [9] these results are extended to the case where the coefficients of the degenerate quasilinear elliptic system
−Dα(aαβ(x, u∇u)Dβui) = 0, |x|2|ξ |2 ≤ aαβξαξβ |x|τ |ξ |2, |x| < 1, τ ∈ (1, 2), depend on two different weights. Note that
in all the studies [7–10] the problems have been considered in a finite domain. An existence result in Rn for the nonlinear
degenerate elliptic system−div(h1(x)∇u)+ a(x)u = f (x, u, v),
−div(h2(x)∇v)+ a(x)v = f (x, u, v)
has been obtained in [11]. Observe that coupling in this system is only in the right hand side (source) term, although the
system (1) is coupled via second derivatives.
In this study we derive some solvability results for the degenerate boundary value problem (2)–(3), and analyze the
problem of square integrability (with a weight) of the solution and its derivative, that arises in the case of degenerate
systems with unbounded coefficients. In the second part of the work we establish some a priori and coercive estimates
for the solution. These results permit us to prove compactness of the resolvent, and also to obtain a necessary estimate for
the distribution function of s-numbers of the inverse operator L−1.
2. An existence result and complete continuity of the inverse operator L−1
The solvability of problem (2)–(3) is given by the following:
Theorem 2.1. Let the coefficients and source functions in the degenerate system (2) satisfy the conditionsKj(y), ϕj(y), aj(y) ∈ Cloc(R), f (x, y), g(x, y) ∈ L2(Ω);
aj(y) ≥ δj > 0;
ϕj − |Kj| ≥ γj > 0, j = 1, 2
(4)
(here C(R) is the space of continuous and bounded functions on R). Then the solutionw = (u, v) of problem (2)–(3) exists uniquely
and satisfies the following estimate:
‖w‖W12 (Ω,R2,Q ) :=
∫
Ω
[|wx|2 + |wy|2 + (Qw)w]dxdy
1/2
≤ cF‖F‖2,Ω , cF > 0. (5)
Before proving Theorem 2.1 we prove some auxiliary statements. Suppose that
T0 =

0 −1
1 0

, K =

K1 0
0 K2

, Φ =
−ϕ1 0
0 ϕ2

, E =

1 0
0 1

, E = −1 00 1

,
with γ ≥ 0, λ ≥ 0, and C the set of complex numbers. By ln,γ ,λ (ln := ln,0,0, n ∈ Z) we denote the closure of the
differential expression ln,γ ,λU = −U ′′ + 2iβnT0U ′ + [n2K + Q + inγ (E + Φ) + λE]U defined on the set C∞0 (R, C2)
of infinitely differentiable finite vector-valued functions. The following lemma is proved by estimating the functional
Re(ln,γ ,λU,U)+ Re(ln,γ ,λU, inU¯),U = (u, v) ∈ C∞0 (R, C2), U¯ = (u,−v), and using the ε-Cauchy inequality.
Lemma 2.1. Let the coefficients Kj(y), ϕj(y), aj(y) (j = 1, 2) satisfy conditions (4), and suppose that γ ≥ 0, λ ≥ 0. Then the
following estimate:
‖ln,γ ,λU‖22 ≥ c1(‖U ′‖22)+

(n2(γ + δ0)+ λ+ δ0
 ‖U‖22), U ∈ D(ln,γ ,λ), δ0 > 0, holds.
Lemma 2.2. Let us assume that the conditions (4) are fulfilled, and that γ ≥ 0, λ ≥ 0. Then the operator ln,γ ,λ (n ∈ Z) is
invertible, and the inverse operator l−1n,γ ,λ is defined in all L2(R, C2).
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In order to prove Lemma 2.2 we obtain a special representation of the operator l−1n,γ ,λ which holds for large values of the
parameters γ and λ.
Proof of Theorem 2.1. To prove the existence, the solution is looked for as the limit (N →∞) of the form
n=N−
n=−N
un(y) exp(inx),
n=N−
n=−N
vn(y) exp(inx)

.
Using this form in system (2) we obtain the following system of ordinary differential equations:
lnwn = Fn, wn = (un, vn), n ∈ Z . (6)
Uniqueness of the solution of this system follows from Lemma 2.1. The existence of the solution of system (6) follows from
Lemma 2.2. The inequality (5) is obtained by estimating the functionals (Lw,w), (Lw, w¯x), w = (u, v) ∈ C∞π,0(Ω, R2),
w¯x = (−ux, vx), and using the ε-Cauchy inequality. 
Theorem 2.2. Let us assume that the conditions (4) hold, and
lim|y|→+∞ aj(y) = +∞, j = 1, 2. (7)
Then the inverse operator L−1 is completely continuous in L2(Ω, R2).
Proof. Theorem2.1 implies that the differential operator L is invertible, and the inverse operator L−1, defined in all L2(Ω, R2),
transforms it to the weighted Sobolev spaceW 12 (Ω, R
2,Q )with the norm ‖ · ‖W12 (Ω,R2,Q ). On the other hand, as follows from
the results given in [12, Theorem 2.2], if condition (7) holds, then the spaceW 12 (Ω, R
2,Q ) is compactly embedded into the
space L2(Ω, R2). This implies the proof. 
3. Estimates for the distribution function of s-numbers of the inverse operator L−1
We introduce now the class ofweakly oscillating functions, the elements of which are defined to be the functions g(y) ≠ 0
satisfying the condition sup|y−η|≤1 g(y)/g(η) < ∞. For example, the functions 1 + y2k, k ∈ N , and exp |y| are weakly
oscillating functions, but the function 1+ y2 sin2 y is not a weakly oscillating function. The following theorem shows that in
the case where the coefficients of system (1) are weakly oscillating functions, then estimate (5) can be improved.
Theorem 3.1. Let us assume that conditions (4) hold, and the coefficients Kj(y), ϕj(y), aj(y), j = 1, 2, are weakly oscillating
functions. Suppose that, in addition, the coefficients ϕj(y), aj(y) satisfy the following conditions:
c−1a ≤
a1(y)
a2(η)
≤ ca, c−1ϕ ≤
ϕ1(y)
ϕ2(η)
≤ cϕ for |y− η| ≤ 1, ca > 1, cϕ > 1. (8)
Then for the solution of problem (2)–(3) the following estimate holds:
‖K1uxx − uyy − βvxy‖22,Ω + ‖K2vxx − vyy − βuxy‖22,Ω + ‖uy‖22,Ω + ‖vy‖22,Ω
+‖ϕ1ux‖22,Ω + ‖ϕ2vx‖22,Ω + ‖a1u‖22,Ω + ‖a2v‖22,Ω ≤ cfg
‖f ‖22,Ω + ‖g‖22,Ω , cfg > 0. (9)
Let the assumptions of Theorem 3.1 be fulfilled. Assume ∆j = [j − 1, j + 1], Ωj = [−π, π] × ∆j (j ∈ Z). Denote by
Lj,γ ,λ(γ ≥ 0, λ ≥ 0) the closure in the norm ‖ · ‖2,Ωj of L2(Ωj, R2) of the differential expression L0w+ γEwx + λw, defined
on C∞π,0(Ωj, R2). Like for Theorem 2.1, one proves that the operator Lj,γ ,λ (γ ≥ 0, λ ≥ 0, j ∈ Z) is boundedly invertible. The
following lemma is proved by the method by which inequality (5) was deduced, using conditions (8).
Lemma 3.1. Let the coefficients Ks(y), ϕs(y), as(y) (s = 1, 2) satisfy the conditions of Theorem 3.1, and suppose that γ ≥
0, λ ≥ 0. Then there exists a number γ ′ ≥ 0 such that the estimate
‖[ϕ1 + γ ]ux‖2,Ωj + ‖[ϕ2 + γ ]vx‖2,Ωj + ‖[a1 + λ]u‖22,Ωj
+‖[a2 + λ]v‖2,Ωj ≤ c‖Lj,γ ,λw‖2,Ωj , w = (u, v) ∈ D(Lj,γ ,λ), j ∈ Z, (10)
holds for γ ≥ γ ′.
Assume that Lγ ,λ = L0 + γE ∂∂x + λE. Let {τj(x, y)}∞j=−∞ be a sequence of functions that satisfies the conditions
0 ≤ τj ∈ C∞0 (Ωj),
∞−
j=−∞
τ 2j = 1, (11)
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and
Bγ ,λF = F −
∞−
j=−∞
Lγ ,λτjL−1j,γ ,λτjF , Mγ ,λF =
∞−
j=−∞
τjL−1j,γ ,λτjF . (12)
It is easy to show that F = Bγ ,λF + Lγ ,λMγ ,λF . From here and from (10) the lemma follows.
Lemma 3.2. Let the assumptions of Theorem 3.1 be fulfilled. Then there exist numbers γ1 ≥ 0, λ1 ≥ 0 such that L−1γ ,λΨ =
Mγ ,λ(E − Bγ ,λ)−1Ψ , Ψ ∈ L2(Ω, R2), γ ≥ γ1, λ ≥ λ1, and ‖Bγ ,λ‖L2(Ω,R2)→L2(Ω,R2) ≤ 0, 5.
Proof of Theorem 3.1. Let us prove the estimate (9). Let us assume that Pγ = P(y) + γE ∂∂x ,Qλ = Q + λE. According to
Lemma 3.2 it is enough to prove the inequalities
‖QλMγ ,λh‖2,Ω ≤ c7‖h‖2,Ω , h ∈ L2(Ω, R2), λ ≥ λ1, (13)
‖Pγ

Mγ ,λh
 ‖2,Ω ≤ c6‖h‖2,Ω , γ ≥ γ1. (14)
Let us prove (13). Using the properties (11) of functions τj (j ∈ Z)we have
‖QλMγ ,λh‖22,Ω ≤ 9
∞−
j=−∞
∫
Ωj
τj2 QλL−1j,γ ,λτjh2 dxdy. (15)
Taking the condition (8) into account and using the estimate (10) we obtain
‖Qλ(y)L−1j,λ h‖22,Ωj ≤ c8 maxy∈∆j [a1(y)+ λ]‖L
−1
j,γ ,λh‖22,Ωj ≤ c9
max
y∈∆j
[a1(y)+ λ]
min
z∈∆j
[a1(z)+ λ] ‖h‖
2
2,Ωj .
Then it follows from the estimate (15) and from (11) that
‖QλMγ ,λh‖22,Ω ≤ 9
∞−
j=−∞
c ′j
∫
∆j
τj(x, y)2 |h|2 dxdy ≤ c10‖h‖22,Ω .
The estimate (13) is proved. The proof of the estimate (14) is similar. 
Note that in estimate (9) the first-order weak derivatives ux, vx are estimated with respect to the corresponding
unbounded weights. Further, the functions u and v in (9) are estimated with respect to the weights a1 and a2, instead
of weights
√
a1 and
√
a2 in estimate (5). Therefore estimate (9) is stronger than estimate (5). In the case of a constant
coefficients Kj(y) = αj, j = 1, 2, we may use estimate (9) to obtain the following coercive estimate.
Theorem 3.2. Suppose that Kj(y) = αj,αj = const, j = 1, 2. Assume that theweakly oscillating coefficientsϕj(y), aj(y), j = 1, 2,
satisfy conditions (4) and (8). Then for the solution of problem (2) and (3) the following coercive estimate holds:
‖uxx‖22,Ω + ‖uxy‖22,Ω + ‖uyy‖22,Ω + ‖vxx‖22,Ω + ‖vxy‖22,Ω + ‖vyy‖22,Ω + ‖ϕ1ux‖22,Ω
+ ‖ϕ2vx‖22,Ω + ‖a1u‖22,Ω + ‖a2v‖22,Ω ≤ cfg
‖f ‖22,Ω + ‖g‖22,Ω , cfg > 0. (16)
Let us assume that the conditions of Theorem 2.2 hold, and let sk = sk(L−1) be the s-numbers of the inverse operator L−1,
i.e. the eigenvalues of the operator

L−1(L−1)∗, numbered in decreasing order. Assume that γ is a given positive number,
and denote by N(γ ) the number of sk greater than γ > 0: N(λ) = ∑k:sk>γ 1. The following theorem shows that if the
conditions of Theorem 3.2 hold, then a bilateral estimate can be derived for the distribution function N(γ ). To obtain this
estimate we use the coercive estimate (16) and the results given in [13, Theorem 1].
Theorem 3.3. Let us assume that the conditions of Theorem 3.2 hold. Then for the distribution function N(γ ) of s-numbers of
the inverse operator L−1 the following upper and below estimates hold:
c11γ−1µ{y ∈ R : a1(y)+ a2(y) ≤ c12γ−2} ≤ N(γ ) ≤ c13γ−1µ{y ∈ R : a1(y)+ a2(y) ≤ c−112 γ−2}.
The estimates are exact with respect to the order.
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