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FAST AND OBLIVIOUS ALGORITHMS FOR DISSIPATIVE AND 2D
WAVE EQUATIONS
L. BANJAI ∗, M. LO´PEZ-FERNA´NDEZ†, AND A. SCHA¨DLE ‡
Abstract. The use of time-domain boundary integral equations has proved very effective and
efficient for three dimensional acoustic and electromagnetic wave equations. In even dimensions and
when some dissipation is present, time-domain boundary equations contain an infinite memory tail.
Due to this, computation for longer times becomes exceedingly expensive. In this paper we show how
oblivious quadrature, initially designed for parabolic problems, can be used to significantly reduce
both the cost and the memory requirements of computing this tail. We analyse Runge-Kutta based
quadrature and conclude the paper with numerical experiments.
Key words. fast and oblivious algorithms, convolution quadrature, wave equations, boundary
integral equations, retarded potentials, contour integral methods.
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1. Introduction. Certain wave problems exhibit the property that behind the
wave front travelling at a finite speed there exists a smooth tail. The simplest exam-
ples of this phenomenon are the scalar wave equation in even dimensions or damped
wave equation in any dimension. Recently the interest in the numerical solution of
scalar and vector linear wave equations by means of time-domain boundary integral
equations has risen sharply [2, 6, 12, 13, 16, 21, 22, 26, 27, 28, 29, 31, 32]. Two main
approaches to the discretization are time-space Galerkin methods [3] and Convolution
Quadrature (CQ) [23].
The difficulty that arises in applying time-domain boundary integral methods to
dissipative or two-dimensional wave equation can best be appreciated by comparing
the free space Green’s functions for the two and three dimensional acoustic wave
equation
G2D(t, x) =
H(t− |x|)
2π
√
t2 − |x|2 G3D(t, x) =
δ(t− |x|)
4π|x| ,
where H(·) is the Heaviside function and δ(·) is the Dirac delta. Here we see that
whereas in three dimensions the support of the Green’s function is on the time-cone
t = |x|, in two dimensions the Green’s function is non-zero for all t > |x| and the decay
in t is slow. This infinite tail forces an infinite memory on time-domain boundary
integral equation based methods that results in expensive long-time computations.
This will affect any numerical method based on time-domain integral equations – in
particular both time-space Galerkin and Convolution Quadrature. The smoothness of
this tail has been used in [10] and [5] to speed up computations and more importantly
for the current work, in [5] it was noticed that this tail is due to an operator of
parabolic type; the precise meaning of this is explained in the next section. This fact
was used in [5] for purely theoretical purposes whereas in this paper it will be used
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to develop a fast algorithm with reduced memory requirements. Our new algorithm
applied to the tail of the linear hyperbolic problems has essentially the same properties
as the algorithms developed in [25, 30] for parabolic problems. To be more precise,
let n0 > diam(Ω)/h where h is the time-step and Ω is the scatterer; in other words
n0 > |x|/h for all |x| in the above. Fast CQ algorithms for hyperbolic problems,
see [4], can compute the first n0 steps in O(n0 log
2 n0) or O(n0 log n0) time and O(n0)
memory and history. Denoting by N = n − n0 the number of time-step after n0, in
the following we discuss the additional cost required for a target accuracy ε.
• The computational complexity is O (log ( 1ε)N log(N)).
• The number of evaluations of the transfer operator K is reduced from O(N)
to O
(
log
(
1
ε
)
log(N)
)
.
• The memory requirements are reduced from O(N) to O (log ( 1ε) log(N)).
The structure of the paper is as follows. In the next section we consider an abstract
setting that covers the motivating application described above. Next, Runge-Kutta
based Convolution Quadrature is introduced. In the main part of the paper, the
description and analysis of an efficient scheme to compute the convolution weights is
described. The paper concludes with a more detailed description of the time-domain
boundary integral method and with the results of numerical experiments.
2. The abstract setting. Let K(λ, d) : Uδ×R>0 → C be analytic as a function
of λ in the sector
Uδ = {λ ∈ C : |Argλ| < π − δ}, δ ∈ (0, π/2).
and for some µ ∈ R bounded as∣∣eλdK(λ, d)∣∣ ≤ C(d)|λ|µ, λ ∈ Uδ. (2.1)
Note that this in turn implies the standard bound for hyperbolic operators
|K(λ, d)| ≤ C(d)|λ|µ, for Reλ > 0. (2.2)
We are interested in computing convolutions
u(t) =
∫ t
0
k(t− s, d)g(s)ds, (2.3)
where k(t, d) is the inverse Laplace transform of K(λ, d). If µ < −1, k(t, d) as a
function of t is continuous and the above convolution is a well-defined continuous
function for integrable g. For µ ≥ −1, the convolution is defined directly via the
inverse Laplace transform
u(t) =
1
2πi
∫
σ+iR
eλtK(λ, d)L g(λ)dλ,
where σ > 0 and L g(λ) =
∫∞
0
e−λtg(t)dt denotes the Laplace transform. For data g
such that its Laplace transform decays sufficiently fast, the inverse Laplace transform
above defines a continuous function, see [23].
Our aim is to describe an efficient algorithm for the computation of (2.3). An
important aspect of the algorithm is that it should be effective for a range of 0 < d ≤ R
where R > 0 is given. So far in the literature, fast algorithms have been considered in
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the non-sectorial, hyperbolic, case, i.e., kernels satisfying (2.2), [9, 4]. In the sectorial,
parabolic, case, i.e., kernels bounded as
|K(λ, d)| ≤ C(d)|λ|µ, λ ∈ Uδ, (2.4)
fast algorithms which further allow huge memory savings are available [25, 17, 30, 18].
Our kernel is strictly speaking non-sectorial, but after multiplication with eλd becomes
sectorial; this is what was meant by tail being due to a parabolic operator. Naturally,
this special class of operators requires its own fast algorithms.
3. Runge-Kutta convolution quadrature. Time discertization methods used
in this paper, are based on A-stable Runge-Kutta methods [14]. We employ standard
notation for an s-stage Runge-Kutta discretization based on the Butcher tableau
described by the matrix A = (aij)
s
i,j=1 ∈ Rs×s and the vectors b = (b1, . . . , bs)T ∈ Rs
and c = (c1, . . . , cs)
T ∈ [0, 1]s. The corresponding stability function is given by
r(z) = 1 + zbT (I− zA)−11, (3.1)
where
1 = (1, 1, . . . , 1)T .
Note that A-stability is equivalent to the condition |r(z)| ≤ 1 for Re z ≤ 0. In
the following we collect all the assumptions on the Runge-Kutta method. These
are satisfied by, for example, Radau IIA and Lobatto IIIC families of Runge-Kutta
methods.
Assumption 1.
(a) The Runge-Kutta method is A-stable with (classical) order p ≥ 1 and stage order
q ≤ p.
(b) The stability function satisfies |r(iy)| < 1 for all real y 6= 0.
(c) r(∞) = 0.
(d) The Runge-Kutta coefficient matrix A is invertible.
Since r(z) is a rational function, the above assumptions imply that
r(z) = O(z−1), |z| → ∞. (3.2)
We define the weight matrices Wn corresponding to the operator K by
∞∑
n=0
Wn(d)ζ
n = K
(
∆(ζ)
h
, d
)
, (3.3)
where
∆(ζ) =
(
A+
ζ
1− ζ 1b
T
)−1
. (3.4)
Denoting by ωn = (ω
1
n, . . . , ω
s
n) the last row of Wn, the approximation to the convo-
lution integral (2.3) at time tn+1 = (n+ 1)h is given by
un+1 =
n∑
j=0
s∑
i=1
ωin−j(d) g(tj + cih) =
n∑
j=0
ωn−j(d)gj (3.5)
with the column vector gj = g(tj + ch) =
(
g(tj + cih)
)s
i=1
.
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The convergence order of this approximation has been investigated in [24] for
parabolic problems, i.e., for sectorial K(λ), and in [7] and [8] for hyperbolic problems,
i.e., for non-sectorial operators.
With the row vector en(z) = (e
1
n(z), . . . , e
s
n(z)) defined as the last row of the s×s
matrix En(z) given by
(∆(ζ) − zI)−1 =
∞∑
n=0
En(z) ζ
n, (3.6)
we obtain an integral formula for the weights
ωn(d) =
h
2πi
∫
Γ
K(λ, d)en(hλ) dλ. (3.7)
This resepresentation follows from Cauchy’s formula and the definition of the weights
in (3.3), with the integration contour Γ chosen so that it and surrounds the poles of
en(hλ). An explicit expressing for en is is given by
en(z) = r(z)
nq(z), (3.8)
with the row vector q(z) = bT (I − zA)−1; cf. [24, Lemma 2.4]. The A-stability
assumption implies that the poles of r(z) are all in the right-half plane. Further, due
to the decay of the rational function r(z), see (3.2), for n > µ+ 1, the contour Γ can
be deformed into the imaginary axis.
For the weight matrices it holds
Wn(d) =
h
2πi
∫
Γ
K(λ, d)En(hλ) dλ. (3.9)
By [24, Lemma 2.4], for n ≥ 1, En(z) is the rank-1 matrix given by
En(z) = r(z)
n−1(I − zA)−11bT (I − zA)−1. (3.10)
The Runge-Kutta approximation of the inhomogeneous linear problem
y′(t) = λy(t) + g(t), y(0) = 0 (3.11)
at time tn+1 is given by
yn+1(λ) = h
n∑
j=0
en−j(hλ)gj (3.12)
and thus the approximation of the convolution integral in (3.5) can be rewritten as [24,
Proposition 2.4]
un+1 =
1
2πi
∫
Γ
K(λ, d)yn+1(λ)dλ. (3.13)
In the next section we discuss how to approximate the integral in (3.7) by an efficient
quadrature rule. It turns out that there exists s > 0 such that for n0+s < n < n0+sB
for an offset n0 proportional to d/h the quadrature error decays exponentially in the
number of quadrature nodes. The convergence rate depends on B > 1, but is indepen-
dent of s. This is the key observation for the fast algorithm explained in section 4.2,
where we split the sum in (3.12) and use contour quadrature to approximate (3.13).
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Backward Euler 2-stage Radau IIA 3-stage Radau IIA
ξ = 1 0.69 0.90 0.94
ξ = 1/2 0.811 0.984 0.997
Table 4.1
Numerically obtained values of γ(ξ) from Lemma 2 for different values of ξ.
4. Efficient quadrature for the computation of weights. If K(λ) is a sec-
torial operator, in [17] it is shown that the contour in the integral formula for the
weights ωn(d) in (3.7) can be chosen as the left branch of a hyperbola with center
at the origin and foci on the real axis. In [30] both hyperbolas and Talbot contours
are tested and shown to work in practice. In the case of kernels considered here,
the contour must not have a real part extending to −∞. Proposition 4 shows that
cutting the hyperbola at a finite real part, commits a small error. For the proof we
will require the following technical lemma.
Lemma 2. Let
γ(ξ) = inf
−ξ≤Re z≤0
log |r(z)|
Re z
.
Then γ(ξ) ∈ (0, 1] for ξ > 0, it monotonically increases as ξ → 0 and
|r(z)| ≤ |eγ(ξ)z|,
for all z in the strip −ξ ≤ Re z ≤ 0.
Further, there exists ρ > 0 such that
|r(z)| ≤ |e2z|,
for all z in the strip 0 ≤ Re z ≤ ρ.
Proof. By assumption |r(z)| < 1 for all Re z < 0 and r(∞) = 0, hence γ(ξ) > 0.
Further, γ(ξ) cannot be greater than 1, since this would contradict the approximation
property
r(z) = ez +O(zp+1).
The bound on r(z) is clear by the definition of γ(ξ).
The remaining statement can be proved similarly, making sure that ρ is less than
the real part of any singularity of r(z); for a similar statement see Lemma 1 in [17].
Remark 3. Some numerically obtained values of γ are given in Table 4.1. For
backward Euler γ(ξ) is given explicitly by
γ(ξ) =
log(1 + ξ)
ξ
.
In order to reduce the number of constants in the estimates, we have chosen not to be
as precise about the bound for the case Re z > 0 . The optimality of the estimates has
nevertheless not been significantly affected.
With this we have that the integrand in (3.7) can be bounded as
|K(λ, d)r(λh)n| ≤ C(d)|λ|µ|e−λd/nr(λh)|n ≤ C(d)|λ|µeReλtn(γ(ξ)−d/tn) (4.1)
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Fig. 1. Contour Γ0 is depicted by the solid line and Γ−1 and Γ1 by the dashed lines.
and thus it decreases exponentially with −Reλtn as long as 0 < −Reλh < ξ and
d/tn < γ(ξ). This suggests replacing contour Γ in (3.7) with a finite section of a
hyperbola:
Γ0 = νϕ([−a, a]), ϕ(x) = 1− sin(α− ix), ν > 0. (4.2)
We want the endpoint of the finite hyperbola to be in the left-half complex plane, i.e.,
Reϕ(a) = (1− sinα cosha) < 0 ⇐⇒ cosha > 1/ sinα.
The right-most point on the hyperbola is given by
ν sup
x∈[−a,a]
Reϕ(x) = νϕ(0) = ν(1 − sinα) < ν. (4.3)
The error commited in replacing Γ with Γ0 is investigated next.
Proposition 4. Let d, δ > 0 and µ be given such that K(λ, d) satisfies (2.1) and
let a and α ∈ (0, π/2 − δ) be given such that cosha > 1/ sinα. Then for h, ν0 > 0,
m > µ, 0 < ν ≤ ν0 and tn−m > d/γ(ξ) with ξ = hν0|Reϕ(a)|,∥∥∥∥ωn(d)− h2πi
∫
Γ0
K(λ, d)en(λh) dλ
∥∥∥∥ ≤ C|νϕ(a)|µ−mh−meν Reϕ(a)(γ(ξ)tn−m−d),
where C = const · C(d), with C(d) in (2.1).
Proof. Let us choose the contour in (3.7) as Γ = Γ−1 + Γ0 + Γ1, where Γ0 is
defined by (4.2), Γ−1 = {w¯ − i̺ | ̺ ∈ [0,∞)} and Γ1 = {w + i̺ | ̺ ∈ [0,∞)}, where
w = νϕ(a); see Figure 1.
To prove the required result we need to bound
h
2πi
∫
Γ±1
K(λ, d)en(λh) dλ.
From the definition of Γ±1, (4.1), property (2.1) of K(λ) and the fact that r(z) =
O(z−1) it follows that for λ ∈ Γ−1∪Γ1
h|K(λ, d)r(λh)n| ≤ Ch1−m|λ|µ−meReλ(γtn−m−d)
= Ch1−m|λ|µ−meν Reϕ(a)(γtn−m−d).
(4.4)
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Hence
h
∫
Γ±1
∥∥K(λ, d)r(λh)nbT (I − λhAv)−1∥∥
≤ Ch1−meν Reϕ(a)(γtn−m−d)
∫
Γ±1
|λ|µ−m‖(I − λhA)−1‖dλ
≤ Ch−meν Reϕ(a)(γtn−m−d)
∫
Γ±1
|λ|µ−m−1dλ
≤ C|νϕ(a)|µ−mh−meν Reϕ(a)(γtn−m−d).
finishes the proof.
The next step is to define a quadrature on the interval [−a, a] and hence on the
contour Γ0. Since the integrand is small at the edges of the interval, trapezoidal
quadrature is a good choice and the following result gives the quadrature error.
Proposition 5. Let d, δ > 0 and µ be given such that K(λ, d) satisfies (2.1). Let
α ∈ (0, π/2 − δ) and a > 0 be such that cosh a > 1/ sinα and 0 < b < min(α, π/2 −
(δ + α)). Assume that h and ν0 > 0 are small enough so that hν0(1− sin(α− b)) < ρ
with ρ as in Lemma 2. For L ∈ N and τ = a/L let
ξ = hν0 sup
y∈[−b,b]
|Reϕ(a+ τ/2 + iy)| = −hν0(1 − sin(α + b) cosh(a+ τ/2)). (4.5)
Then for
f(x) =
νh
2πi
K(νϕ(x))en(νϕ(x)h)ϕ
′(x)
and
I =
∫ a
−a
f(x)dx, IL =
a
L
L∑
k=−L
f(xk),
where xk = kτ , and any 0 < ν < ν0 it holds that
‖I− IL‖ ≤ C
(
h
e2tnν
e2πb/τ − 1 + (hν cosh(a+ τ/2))
−m eν Reϕ(a+τ/2−ib)(γ(ξ)tn−m−d) τ
)
,
for m the smallest integer with m > µ, and
C = C(d, sin(α+ b))ν1+µmax{1, (cosh(a+ τ/2))1+µ)}.
Proof. Let us first suppose that f is analytic and bounded as ‖f(z)‖ ≤ M for
z ∈ Rτ = {w ∈ C : −a − τ ≤ Rew ≤ a + τ , −b < Imw < b}. Then it follows from
Lemma 12 in the Appendix that
‖I− IL‖ ≤ 2M
e2πb/τ − 1 +
log 2
π
τ sup
y∈[−b,b]
‖f(a+ τ/2 + iy)− f(−a− τ/2 + iy)‖. (4.6)
To finish the proof we need to first bound f in the rectangles Rτ and Rτ/2, in a similar
fashion as in [19].
By the assumptions on K, for b such that 0 < b < min(α, π/2 − (δ + α)), the
integrand is analytic in the rectangle Rτ . For any x, y ∈ R
|ϕ(x+ iy)| = coshx− sin(α+ y) and |ϕ′(x+ iy)| =
√
cosh2 x− sin2(α+ y),
7
leading to the following estimates for z = x+ iy ∈ Rτ
1− sin(α+ b) ≤ |ϕ(x+ iy)| ≤ cosh(a+ τ)− sin(α− b),
|ϕ′(x+ iy)| ≤
√
cosh2(a+ τ)− sin2(α − b),∣∣∣∣ϕ′(x + iy)ϕ(x+ iy)
∣∣∣∣ ≤
√
1 + sin(α+ b)
1− sin(α+ b) .
(4.7)
Thus, if µ ≤ −1 in (2.2), by using the second part of Lemma 2 we can bound the
integrand for z ∈ Rτ (and thus the constant M in (4.6)) as
‖|f(z)‖ ≤ h
2π
C(d) (1 + sin(α+ b))1/2 (1− sin(α+ b))1/2+µ ν1+µe2νtn .
Using now that Reϕ(±a ± τ/2 + iy) < 0 we can estimate as in Proposition 4, with
m = 0,
‖f(±a± τ/2 + iy)‖ ≤ 1
2π
C(d) (1 + sin(α+ b))1/2 (1− sin(α+ b))1/2+µ ·
· ν1+µeνtn Reϕ(a+τ/2−ib)(γ(ξ)−d/tn).
For µ > −1, we obtain instead
‖f(z)‖ ≤ h
2π
C(d)
√
1 + sin(α + b)
1− sin(α + b)ν
1+µ (cosh(a+ τ/2))
1+µ
e2νtn
and
‖f(±a± τ/2 + iy)‖ ≤ h
−m
2π
C(d)
√
1 + sin(α+ b)
1− sin(α+ b) ·
· (ν cosh(a+ τ/2))1+µ−meνtn−m Reϕ(a+τ/2−ib)(γ(ξ)−d/tn−m).
This finishes the proof. Combining the two propositions gives the following theorem.
Theorem 6. Under the conditions of Proposition 5 and with the same definition
of IL
‖ωn(d)− IL‖ ≤
C
(
h
e2tnν
e2πb/τ − 1 + (1 + τ) (hν cosha)
−m
eν(1−sin(α−b) cosh a)(γ(ξ)tn−m−d)
)
,
(4.8)
with m = ⌈µ⌉ and
C = C(d, sin(α+ b))ν1+µmax{1, (cosh(a+ τ/2))1+µ)}.
4.1. A non-optimal choice of parameters. We will first show that a good
choice of the parameters exists resulting in an efficient algorithm. The optimal choice
of parameters is discussed later.
To set the stage let us deal with the first term in the error estimate of Theorem 4.5
in a way that is standard for oblivious quadrature algorithms. Here time is split into
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ever increasing intervals. A novelty is is that we require the first interval to start at
some n0h > d.
Therefore, let tn = nh ∈
[
hn0 + hB
ℓ, hn0 + h2B
ℓ+1
]
, ℓ ≥ 0, and denote by Tℓ
the right-end point of this interval, i.e., Tℓ = hn0 + h2B
ℓ+1. Choose νℓ =
c0
Tℓ
and
aℓ = c1 logTℓ for some constants B > 1, c0 > 0, c1 > 0. For τ small enough, i.e.,
L = a/τ big enough, the first term can be made arbitrarily small. In fact for the first
term to be smaller than ε1 we need
L ∝ logTℓ log 1
ε 1
.
To simplify the details of the analysis of the second term, let us assume m = 0 in
Theorem 4.5 and let ξ be given by the formula
ξ(νℓ, aℓ) = hνℓ|Reϕ(aℓ)| = hνℓ(coshaℓ sinα− 1) ∼ h,
where in the last step we used νℓ ∼ 1Tℓ and aℓ ∼ logTℓ. In fact ξ is given by a
somewhat more complicated formula, but the inclusion of all the details would not
change the asymptotic results we give here; for an optimal choice of parameters these
details are of importance. We can thus write the second term in the estimate of
Theorem 4.5 as
ε2 = e
− ξ(νℓ,aℓ)h (γ(ξ(νℓ,aℓ))tn−d) ∼ e−(γ(h)tn−d).
Therefore as L is increased we expect the error to decrease exponentially fast until it
reaches ε2; see Figure 7. Note that if we make n0 large enough, this error can also
be controlled. For later intervals, i.e., for larger ℓ, the second term quickly becomes
insignificantly small.
4.2. The fast and oblivious algorithm. The algorithm here is similar to the
fast and oblivious algorithm described in [30], but with a shift by n0 = ⌈d/(hγ(ξ(ν0, a0)))⌉
as explained above.
For Nℓ the smallest integer such that n < n0 + 1 + B +
∑Nℓ
ℓ=2B
ℓ the convolu-
tion (3.5) is split into Nℓ sums
un+1 = u
(0)
n+1 +
Nℓ∑
ℓ=2
u
(ℓ)
n+1 (4.9)
where for suitable bℓ given below
u
(0)
n+1 =
n∑
j=b1
ωn−jgj and u
(ℓ)
n+1 =
bℓ−1−1∑
j=bℓ
ωn−jgj .
In view of the discussion in Section 4.1 the bℓ are chosen such that for j = bℓ, bℓ +
1, . . . , bℓ−1 − 1 we have tn−j = (n− j)h ∈
[
hn0 + hB
ℓ, hn0 + h2B
ℓ+1
]
, where n0 is a
fixed integer offset with n0 ≥ d/(hγ(ξ)). Inserting (3.7) and using (3.8) we obtain
u
(ℓ)
n+1 =
bℓ−1−1∑
j=bℓ
h
2πi
∫
Γ
K(λ, d)en−j(hλ) dλgj (4.10)
=
1
2πi
∫
Γ
r(hλ)n−(bℓ−1−1)K(λ, d)y(ℓ)(hλ) dλ (4.11)
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with y(ℓ)(λ; bℓ−1, bℓ), similar to (3.12), the Runge-Kutta approximation to (3.11) at
time t = hbℓ−1 with initial value y(ℓ)(hbℓ) = 0. The contour integral
∫
Γ is approxi-
mated by the ℓ-dependent approximation given in Proposition 5. Instead of keeping
all the history, i.e. gj for j = 0, . . . , n in memory, for evaluating the convolution the
algorithm requires only three copies of the Runge-Kutta solution y(ℓ)(λ; bℓ, bℓ−1) for
ℓ = 2 . . .Nℓ and each λ
(ℓ)
k = νℓϕ(τℓ), which are calculated step by step. Details can
be found in [30]. As Nℓ is proportional to log(n − n0), the memory requirement
thus grows like O(log(n − n0)) and the operation count as O((n − n0) log(n − n0)).
The computation of u
(0)
n+1 is done with standard CQ algorithms with the number of
evaluations of the kernel and memory requirements proportional to n0.
4.3. Optimal choice of parameters. We begin with a corollary of Theorem 6.
Corollary 7. Assume that tn ∈ [t0,Λt0], for given t0 > 0 and Λ ≥ 1, and that
there exists 0 < D < 1 such that d ≤ Dγ(ξ)t0. Then for every θ ∈ (0, 1), the following
choice of parameters
τ =
a(θ)
L
ν =
πbLθ
Λt0a(θ)
.
with
a(θ) = arccosh
(
γ(ξ)(1−D)θ + 2Λ(1− θ)
γ(ξ)(1 −D)θ sin(α− b)
)
yields the uniform error estimate
|ωn(d) − IL| ≤ C exp
(
−2πbL(1− θ)
a(θ)
)
,
where C includes all non exponentially growing terms in the bound (4.8). The above
choice of parameters is independent of h.
Proof. The stated choice for τ and ν guarantees that exponents in the bound
(4.8) with D in place of d are equal and negative, with
2Λνt0 = θ
2πb
τ
, θ ∈ (0, 1)
and
(θ − 1)2πb
τ
= γνt0 (1− sin(α − b) cosha) .
Remark 8. Notice that γ(ξ) and a(θ) are nonlinearly related via (4.5). In our
experiments we have opted to fix the value of γ(ξ) ∈ (0, 1) and then use the error
estimate in Corollary 7 to compute θ, a(θ) and τ(θ). This strategy may lead to an
underestimation of the stability function according to Lemma 2. Still, our numerical
results show that reasonable values of γ and good choices for the rest of parameters
are easy to find for prescribed accuracies. These parameters depend on δ, µ and d in
(2.1) but not on the particular application of our method. Results for different values
of γ(ξ) are displayed in Figures 5 and 6, for a particular example.
The effect of round-off errors can be included in the analysis in the same way as
in [20], leading to a minimization problem for the choice of θ. In the simplest case of
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Fig. 2. Absolute (left) and relative (right) errors in the computation of weights ωn(d) for
the 3 stage Radau IIA method of order 5 for d = 0.1, number of quadrature points L = 10
and basis B = 10 (top row) and L = 15 and B = 5 (bottom row).
analysis in [20], the propagation of the errors in the evaluation of K, that we denote
by ε, is governed by the exponentially growing term
εeΛσ = εǫ(θ)−θ/2, with ǫ(θ) = e−2πbL/a(θ).
Then from Corollary 7 we deduce that the total error estimate is of the form
εǫ(θ)−θ/2 + ǫ(θ)1−θ. (4.12)
The choice θ = 1/L above guarantees the boundedness of the term in ε and the control
of the error propagation, giving a convergence rate like O(e−cL/ lnL). A better choice
of θ can be obtained by minimizing (4.12) for given L, α, b, and Λ.
4.4. A numerical experiment. We illustrate Theorem 6 and Corollary 7 by
considering in (4.10) the generating function
K(λ, d) = K0(λd)
where K0(·) is a modified Bessel function [1]. This function satisfies the bounds (2.2)
and (2.1) with µ = −1/2 as proved in [5]. In Figures 2 and 3 we show the error in
the approximation of the convolution weights in (4.10) along approximation intervals
of the form [hn0 + hB
ℓ, hn0 + 2hB
ℓ+1], with B = 5 and B = 10 and for two different
values of the distance parameter d, namely d = 0.1 (Fig. 2) and d = 0.01 (Fig. 3).
The lower row of error curves corresponds to the case B = 5, where we take L = 15
quadrature nodes on the hyperbola and consider seven approximation intervals, i.e.
ℓ = 2, . . . , 8. The upper row of error curves, with the larger error corresponds to
B = 10, L = 10 and ℓ = 2, . . . , 6. The other parameters that determine the hyperbola
are as follows α = 0.9, γ(ξ) = 0.8, b = 0.6 and n0 = ⌈d/γ(ξ)/h⌉.
5. An application. As explained in the introduction, the initial motivation for
investigating operators satisfying (2.1) comes from the application of time-domain
boundary integral operators for wave propagation in cases where the strong Huygens’
principle does not hold. Most common examples of the latter are propagation of
acoustic waves in two dimensions or in a dissipative medium and propagation of
viscoelastic waves. Here, we will give a brief introduction to time-domain boundary
integral equations – for more background information see [11].
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Let Ω ⊂ Rd, d = 2, 3, be a bounded Lipschitz domain with boundary Γ = ∂Ω and
let Ωc = Rd \Ω be its complement. Let u be a causal solution of the dissipative wave
equation in Rd \ Γ
∂2t u(t, x) + α∂tu(t, x)−∆u(t, x) = 0, t ∈ [0, T ], x ∈ Rd \ Γ
u(t, x) = g(t, x), t ∈ [0, T ], x ∈ Γ
u(0, x) = ∂tu(0, x) = 0, x ∈ Rd \ Γ,
(5.1)
where α ≥ 0 is a constant and g(t, x) is a given boundary data.
The solution of (5.1) can be represented as a single layer potential
u(t, x) =
∫ t
0
∫
Γ
k(t− τ, |x− y|)φ(τ, y)dΓydτ, (5.2)
where the boundary density φ is the unique solution of the boundary integral equation,
see [23]: Find φ such that
g(t, x) =
∫ t
0
∫
Γ
k(t− τ, |x− y|)φ(τ, y)dΓydτ, for all (t, x) ∈ [0, T ]× Γ. (5.3)
Explicit formulas for the kernel function are complicated, see [11], and even un-
available in the literature for two dimensions and α > 0. Nevertheless, the Laplace
transform of the kernel function
K(λ, d) = (L k) (λ, d) =
∫ ∞
0
e−λtk(t, d)dt,
the so-called transfer function, is easily written down explicitly:
K(λ, d) =
{
1
2πK0
(√
λ2 + αλd
)
in two dimensions
e−
√
λ2+αλd
4πd in three dimensions,
(5.4)
where K0(·) is a modified Bessel function. The transfer function satisfies the bounds
(2.2) and (2.1) as first noticed in [5].
Lemma 9. For a fixed d > 0, the function K(s, d) given in (5.4) satisfies (2.1)
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with
µ =
{
−1/2 in two dimensions
0 in three dimensions.
Proof. The bound (2.1) is obvious in the 3D case and for the two dimensional
case follows from the asymptotic expansions for large arguments of K0(z), see [1].
In [5, Lemma 3.2] the proof of the result is given for the two dimensional case and
α = 0 and for three dimensional case and general α ≥ 0. The remaining case is a
consequence of these results as shown next∣∣∣eλdK0(√λ2 + αλd)∣∣∣ = ∣∣∣eλd−√λ2+αλd∣∣∣ ∣∣∣e√λ2+αλdK0(√λ2 + αλd)∣∣∣
≤ C(σ, d)
∣∣∣√λ2 + αλ∣∣∣−1/2
≤ C(σ, d) |λ|−1/2 .
This now allows us to discretize the time convolution in (5.3) using convolution
quadrature:
gn(x) =
n∑
j=0
∫
Γ
ωn−j(|x − y|)φj(y)dΓy, n = 0, 1, . . . , T/h = N, (5.5)
where the weights ωn−j(|x|) are determined from the kernel function K(s, |x|) and a
choice of linear multistep or Runge-Kutta method in the same way as in the previous
sections. To simplify the description of the method, we will confine ourselves to single
stage RK methods, i.e., the backward Euler method. Numerical results will be for
multistage RK based discretization, details of implementing these can be found in
[4]. Note that we have used the notation gn(x) = g(tn, x) (and φn(x) ≈ φ(tn, x))
above; in the case of multistage method these would be vectors of size s as before.
The convergence of such an approximation of the integral operators has been first
analyzed in [23] for linear multistep methods and then in [7, 8] for Runge-Kutta
methods.
To obtain a fully discrete system we need to discretize (5.5) in space as well.
Here we will make use of a standard Galerkin boundary element method. In order
to do this, let {Γ1,Γ2, . . . ,ΓM} with ∪Γj = Γ be a boundary element mesh and let
Sh = Span{b1, b2, . . . , bM} be a subspace of H−1/2(Γ), in particular let it be the space
of piece-wise constant functions with the basis defined by
bi(x) =
{
1 if x ∈ Γi,
0 otherwise.
Writing (5.5) in a variational form and discretizing by the Galerkin method we obtain
the fully discrete system: Find φkj such that
∫
Γ
gn(x)bℓ(x)dx =
n∑
j=0
∫
Γ
∫
Γ
ωn−j(|x− y|)φkjbk(y)bℓ(x)dΓydΓx,
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n = 0, 1, . . . , T/h = N . It will be convenient for the later discussion to rewrite this
system in a matrix notation
gn =
n∑
j=0
Wn−jφj . (5.6)
The simplest way of applying the techniques developed in this paper would be to
apply oblivious quadrature for times tn > diam(Ω)/γ(ξ). A more efficient approach
would be to split the matricesWj into distance classes. For example given a positive
constant d1 < diam(Ω) we could split each matrix into two as follows(
W
(1)
k
)
ij
=
{
(Wk)ij if dist(Γi,Γj) ≤ d1,
0 otherwise
W
(2)
k =Wk −W(1)k (5.7)
Then the above sum could be split as
gn =
n∑
j=0
W
(1)
n−jφj +
n∑
j=0
W
(2)
n−jφj
and the new method applied to the first sum for tn > d1/γ(ξ) and to the second for
tn > diamΩ/γ(ξ), i.e., this way we can obtain savings earlier for the computation of
the first sum.
Remark 10. In this example it is important that the quadrature used to compute
the weights W
(1)
j or W
(2)
j is valid for a range of distances d. To compute the relevant
parameters we proceed as explained in Section 4 taking d = d1 or d = diam(Ω). As
shown in Corollary 7, these parameters are then valid also for any d˜ < d.
With this the stage is set for applying the oblivious quadrature techniques of the
previous section to the setting of time-domain boundary integral equations described
above. The algorithm is adapted to solve convolution integrals such as the one in
(5.3) in the same way as explained in [30, Section 4.2]. From (5.6) we see that the
scheme is implicit in the vector of stages φn. The fast and oblivious algorithm is then
applied to deal with the evaluation of the history term in the right hand side of the
linear system
W0φn = gn −
n−1∑
j=0
Wn−jφj .
Results of numerical experiments are given in the next section.
6. Numerical experiments.
6.1. Wave equation in two dimensions. Let Ω ⊂ R2 be a disk with radius
one. We solve (5.1) with α = 0 and g(x, t) = t4e−2t. We integrate from t = 0 to
T = 40 with step-size h = T/400, i.e. N = 400, and discretize in space with equally
large patches of size ≈ 2π/100, i.e. M = 100. Because of the symmetries of the circle,
see [28], the solution is space independent. It is shown in Figure 4 on the time interval
t ∈ [0, 40]. The splitting of the weights into two distance classes is done by setting
the parameter d1 =
√
2 in Equation (5.7), such that the entries of W are divided
into two equally large distance classes. In all experiments we chose the basis B = 5,
which defines the splitting in (4.9) together with the offset n0 = ⌈d/h/γ(ξ)⌉, where d
depends on the distance class and is either 2 or
√
2.
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Fig. 4. Solution of (5.1) for t ∈ (0, 40), x = (0, 1).
The evolution of the error for contour parameters α = 0.98 and b = 0.33 for
different L and γ(ξ) is shown in Figure 5. Increasing L and decreasing γ(ξ) yields more
accurate results. The error is measured against a reference solution calculated with
a standard CQ algorithm described in [9]. Convergence in the number of quadrature
nodes L for different γ(ξ) is shown in Figure 6. The error here is measured in the sup
norm. Only if γ(ξ) is small enough increasing L improves the result. In this case we
observe exponential convergence in L in agreement with Theorem 6. The choice of α
and b is done experimentally.
Remark 11. A better choice of parameters might be feasible including the angle
α in the optimization process and eliminating b, as it is done in [33] for the numerical
inversion of the Laplace transform. In our example we have tested the parameters
from [33] on a purely experimental basis and the convergence rates are actually bet-
ter. However we point out that the theory in [33] does not apply to our situation.
Another issue with the parameters from [33] is that the propagation of the errors in
the evaluations of the Laplace transform K is not under control, as can be observed
in Figure 7 when the error curves reach the accuracy of the reference solution, about
10−10. A further study of the optimal parameters in the context of 2D and damped
wave equations might be the topic of future research.
7. Appendix. We modify the proof given in [15] to show the following result.
Lemma 12. Let f be analytic and bounded as |f(z)| ≤M for z ∈ Rτ0 = {w ∈ C :
−a− τ0 ≤ Rew ≤ a+ τ0, −b < Imw < b} and some τ0 > 0. Further, let
I =
∫ a
−a
f(x)dx, IL =
a
L
L∑
k=−L
f(xk),
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Fig. 5. Evolution of the error: For different L with fixed γ(ξ) = 0.6 (top) and for different
γ(ξ) and fixed L = 26 (bottom).
Fig. 6. Convergence in the number of contour quadrature nodes L.
where xk = kτ , τ = a/L and 0 < τ ≤ τ0. Then
|I − IL| ≤ 2M
e2πb/τ − 1 +
log 2
π τ sup
y∈[−b,b]
|gτ/2(y)|,
where gτ/2(y) = f(a+ τ/2 + iy)− f(−a− τ/2 + iy).
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Fig. 7. Analogous to Figure 6 by using the parameters in [33]
Proof. Let Γ be the boundary of the rectangle Rτ/2 ⊂ Rτ0 with Γ1 the top and
bottom sides and Γ2 the left and right sides of the rectangle. Using residue calculus
IL =
∫
Γ
f(z)(2i)−1 cot(πz/τ)dz
whereas using the analyticity of f
I =
∫
Γ
f(z)u(z)dz
where
u(z) =
{ − 12 Im z > 0,
1
2 Im z < 0.
Combining these two formulas we have
IL − I =
∫
Γ
f(z)S(z)dz
where S(z) = (2i)−1 cot(πz/τ)− u(z) or when simplified
S(z) =
{ 1
1−e−2iπz/τ Im z > 0,
1
e2iπz/τ−1 Im z < 0.
We now split the error into two terms
IL − I = I1 + I2
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corresponding to Γ1 and Γ2. The first term is easily bounded to give the first term in
the above error estimate. Noticing that S(±a± τ/2 + iy) = S(τ/2 + iy) we see that
|I2| =
∣∣∣∣∣
∫ b
−b
gτ/2(y)S(τ/2 + iy)dy
∣∣∣∣∣ ≤ supy∈[−b,b] |gτ/2(y)|
∫ b
−b
|S(τ/2 + iy)|dy
≤ sup
y∈[−b,b]
|gτ/2(y)|
∫ ∞
−∞
|S(τ/2 + iy)|dy = log 2π τ sup
y∈[−b,b]
|gτ/2(y)|,
where we have used∫ ∞
0
|S(τ/2 + iy)|dy =
∫ ∞
0
1
1 + e2πy/τ
dy
= τ
∫ ∞
0
1
1 + e2πu
du = log 22π τ
and similarly
∫ 0
−∞ |S(τ/2 + iy)|dy = log 22π τ .
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