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2Fractales, patrones y dimensio´n
Resumen:
Es bien sabido que si un conjunto tiene medida Lebesgue positiva, entonces contiene una
copia homote´tica de cualquier conjunto finito. Surge entonces la pregunta natural: ¿Cua´n
chico puede ser un conjunto que contenga muchas configuraciones geome´tricas? En esta
tesis demostrare´ entre otros resultados, que existe un conjunto pequen˜o y cerrado (definido
explı´citamente), sin puntos aislados, que contiene todo patro´n finito definido por una familia
de funciones que cumple ciertas condiciones. Entre otras aplicaciones, veremos que hay un
conjunto de dimensio´n de Hausdorff cero que contiene todo patro´n polinomial finito (en una
o varias variables). Tambie´n veremos que el conjunto de funciones bilipschitz satisfacen las
condiciones, lo cual generaliza resultados anteriores sobre funciones lineales.
Uno puede hacerse la pregunta en cierto sentido opuesta: ¿Cua´n grande puede ser un
conjunto que no contenga ciertos patrones? En esta tesis respondo la pregunta en el caso de
patrones lineales. Veremos que dados contables patrones lineales, existe un conjunto com-
pacto (definido explı´citamente) que no contiene ninguno de esos patrones y tiene dimensio´n
de Hausdorff total, y ma´s au´n tiene medida de Hausdorff positiva para cualquier funcio´n de
dimensio´n prefijada.
Los resultados anteriores muestran que si consideramos como nocio´n de taman˜o a la
dimensio´n de Hausdorff, hay conjuntos grandes sin ciertos patrones, como ası´ tambie´n con-
juntos chicos con muchos patrones. Otra nocio´n de taman˜o importante es el espesor, definido
por Newhouse. En esta tesis desarrollare´ un trabajo en el que muestro que si un conjunto
de Cantor tiene espesor grande entonces contiene progresiones aritme´ticas largas, como ası´
tambie´n patrones ma´s generales.
Adema´s mostrare´ un resultado en el que estudio el taman˜o (dimensiones Lq) de las pro-
yecciones de una clase de medidas autosimilares aleatorias. En el momento de la publicacio´n
de este trabajo no se sabı´a casi nada para la dimensio´n Lq de medidas fractales con estructura
de solapamiento.
Palabras clave: geometrı´a fractal, conjuntos de Cantor, patrones, dimensio´n, progresio-
nes aritme´ticas, espesor, medidas autosimilares.
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Abstract:
It is well known that if a set has positive Lebesgue measure, then it contains a homothetic
copy of any finite set. The natural question then arises: How small can be a set that contains
many geometrical configurations? In this thesis I will prove among other results, that there
exists a small and closed set (explicitly defined), without isolated points, containing all finite
patterns defined by a family of functions satisfying certain conditions . Among other appli-
cations, we will see that there exists a set of Hausdorff dimension zero that contains all finite
polynomial patterns (in one or more variables). We will also see that the set of bilipschitz
functions satisfies the conditions, which generalizes previous results on linear functions.
One can ask what is in some sense the opposite question: How large can be a set that does
not contain certain patterns? In this thesis I answer the question in the case of linear patterns.
We will see that given countably many linear patterns, there is a compact set (explicitly
defined) that does not contain any of those patterns and has full Hausdorff dimension, and
even more, has positive Hausdorff measure for any given dimension function.
The previous results show that if we consider the Hausdorff dimension as a notion of size,
there are large sets without certain patterns, as well as small sets with many patterns. Another
important notion of size is thickness, defined by Newhouse. In this thesis I will develop a
work in which I show that if a Cantor set has large thickness then it contains long arithmetic
progressions, as well as more general patterns.
In addition, I will develop a result in which I study the size (Lq dimensions) of the projec-
tions of a class of random self-similar measures. At the time of its publication, almost nothing
was known for the Lq dimension of fractal measures with an overlapping structure.
Keywords: fractal geometry, Cantor sets, patterns, dimension, arithmetic progressions,
thickness, self-similar measures.
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Capı´tulo 1
Introduccio´n.
Patrones y taman˜o
Hay una larga historia acerca del estudio de la relacio´n entre el taman˜o de un conjunto
(en algu´n sentido apropiado) y la presencia de patrones o configuraciones contenidas en dicho
conjunto.
Intuitivamente un patro´n o configuracio´n geome´trica es un conjunto de puntos que sa-
tisfacen cierta relacio´n o que tienen cierta estructura. Hay diversas definiciones formales de
patro´n, a lo largo de esta tesis seremos precisos cuando sea necesario, sin embargo daremos
algunas nociones de patro´n para que el lector tenga una idea: un patro´n puede ser tomado
como cualquier copia homote´tica de un conjunto dado, o como un conjunto finito de puntos
que anula a una funcio´n dada, o bien un conjunto de la forma { f (x1), · · · , f (xn)} para cierta
funcion f dada, o tambie´n podemos decir que { f1, · · · , fk} es una configuracio´n en un conjun-
to E si existe x en el dominio de todas esas funciones tal que fi(x) ∈ E para todo 1 ≤ i ≤ k (es
decir,
⋂
1≤i≤k f −1i (E) , ∅). Cuando la funcio´n asociada es una funcio´n lineal, a dicho patro´n
se lo llama patro´n lineal. Ana´logamente con los patrones polinomiales.
Uno de los ejemplos ma´s elementales de patrones o configuraciones son las progresiones
aritme´ticas.
Definicio´n 1. Decimos que {a1, · · · , an} ⊆ Rd es una progresio´n aritme´tica (de longitud n ≥
3) si existe #»v ∈ Rd \ { #»0 } tal que #   »ai+1 − #»ai = #»v para todo i ∈ {1, · · · , n − 1}.
Observacio´n 2. {a1, · · · , an} ⊆ Rd es una progresio´n aritme´tica si y solo si { #»a1, · · · , #»an} es un
conjunto de vectores distintos verificando que
#»ai + #   »ai+2
2 =
#   »ai+1 para todo 1 ≤ i ≤ n − 2.
Ejemplo 3. Una progresio´n aritme´tica de longitud 3 es un ejemplo de patro´n lineal ya que
anula a la funcio´n f (x, y, z) := x+z2 − y. Las progresiones aritme´ticas de mayor longitud
pueden ser obtenidas tambie´n como ceros de una funcio´n lineal de ma´s variables en donde
en cada coordenada tenemos una funcio´n similar a la anterior. Tambie´n se tiene que un
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Figura 1.1: Ejemplo de progresio´n aritme´tica de longitud 9.
conjunto E ⊆ Rd contiene una progresio´n aritme´tica de longutud k y gap #»v , #»0 si y solo si⋂
0≤i≤k−1 f −1i (E) , ∅ con fi( #»x ) := #»x + #»v i.
Contexto discreto
Si bien a lo largo de esta tesis estudiaremos resultados en el contexto continuo (Rd), a
modo de motivacio´n mencionaremos algunos resultados que se han realizado en el contexto
discreto (Z).
El cla´sico Teorema de Roth [48] da una versio´n cuantitativa para garantizar la existencia
de progresiones aritme´ticas de longitud 3 en ciertos subconjuntos de los nu´meros enteros.
Ma´s especificamente, dado δ > 0, existe N0 ∈ N tal que si N ≥ N0, entonces cualquier
subconjunto de {1, · · · ,N} con al menos δN elementos contiene una progresio´n artitme´tica
de longitud 3.
Un problema importante desde entonces ha sido encontrar funciones h(N), lo ma´s chi-
cas posibles, tal que para N suficientemente grande, un subconjunto de {1, · · · ,N} con h(N)
elementos contiene una progresio´n artitme´tica de longitud 3. La mejor h conocida con esa
propiedad es
h(N) =
(log log N)4N
log N
,
como lo muestra Bloom [5], mejorando ligeramente un resultado notable anterior de Sanders
[50].
El resultado de Roth fue extendido por Szemere´di [54], quien demostro´ que cualquier
subconjunto A de los nu´meros naturales que tenga densidad superior positiva
i.e.: d¯(A) := lı´m sup
n→+∞
# ({1, · · · , n} ∩ A)
n
> 0,
contiene progresiones aritme´ticas de cualquier longitud.
9Es fa´cil construir un conjunto con densidad superior nula, conteniendo progresiones aritme´ti-
cas arbitrariamente largas. Por ejemplo: A :=
⋃
n∈N{n3, n3 + 1, · · · , n3 + n}. El cual tie-
ne progresiones aritme´ticas arbitrariamente largas pues para cada natural n tenemos que
{n3, n3 + 1, · · · , n3 + n} es progresio´n aritme´tica de longitud n + 1. Adema´s, A tiene densi-
dad superior nula, pues para cada N ∈ N hay un u´nico n ∈ N tal que (n − 1)3 ≤ N < n3,
tenemos que por ser:
0 ≤ #(A ∩ [1,N])
N
≤
∑n
i=1(i + 1)
(n − 1)3 =
n2 + 3n
2(n − 1)3 →n→+∞ 0,
resulta d¯(A) = 0.
Pero dado un conjunto especı´fico con densidad superior nula, puede ser dificil saber si
contiene o no progresiones aritme´ticas arbitrariamente largas. Un ejemplo de este hecho, que
fue probado por Green y Tao [25], es que el conjunto de nu´meros primos contiene progre-
siones aritme´ticas arbitrariamente largas. Es claro que el conjunto de nu´meros primos tiene
densidad superior nula (pues el Teorema de los nu´meros primos asegura que entre los prime-
ros N nu´meros naturales hay ∼ Nln N nu´meros primos), por lo que el Teorema de Szemere´di no
puede ser directamente aplicado.
Las progresiones aritme´ticas pueden ser vistas como patrones lineales; y ha habido mu-
chos resultados similares al de Szemere´di para patrones polinomiales. Cabe hacer aquı´ una
advertencia: las definiciones de patro´n lineal como ası´ tambie´n la de patro´n polinomial pue-
den variar segu´n el autor o el contexto, pero daremos una definicio´n explı´cita cuando sea re-
levante para nosotros. Un resultado destacado es el cla´sico Teorema de Furstenberg-Sa´rko¨zy
( [23], [51]) en el que se prueba que para todo polinomio P(n) ∈ Q[n] que satisfaga P(Z) ⊆ Z
y P(0) = 0, y para todo subconjunto A de los nu´meros naturales que tenga densidad superior
positiva, se tiene que existen n ∈ N y x, y ∈ A tal que x− y = P(n). En particular, por ejemplo,
todo subconjunto de los nu´meros naturales que tenga densidad superior positiva contiene dos
nu´meros cuya diferencia es un cuadrado.
Los patrones polinomiales con coeficientes racionales tambie´n han sido estudiados en
teorı´a de nu´meros como por ejemplo en [3], donde Bergelson y Leibman probaron que cual-
quier conjunto de enteros que tenga densidad positiva, contiene casi todo patro´n polinomial.
Ma´s especı´ficamente, probaron entre otros resultados que: dada P : Zr → Zl con r, l ∈ N una
funcio´n polinomial satisfaciendo P(0) = 0 y dado un conjunto finito F ⊆ Zr y un conjunto
con densidad superior positiva S ⊆ Zl, entonces para algu´n n ∈ N y u ∈ Zl se tiene que
u + P(nF) ⊆ S . A posteriori, en [55] y [56], Tao y Ziegler estudiaron la presencia de patrones
polinomiales contenidos en el conjunto de nu´meros primos.
Hasta ahora describimos resultados en los que bajo ciertas condiciones se garantiza la
contencio´n de patrones en ciertos conjuntos. Es natural entonces estudiar que pasa en la di-
reccio´n opuesta, esto es bajo que´ condiciones podemos garantizar que no hay ciertos patrones
en ciertos conjuntos.
En [2], Behrend mostro´ que si
h(N) := cNe−C
√
log(N),
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donde c,C > 0 son constantes absolutas, entonces para todo N existe un subconjunto de
{1, · · · ,N} con a lo sumo h(N) elementos que no contiene progresiones aritme´ticas. Notar
que, en particular, para todo ε > 0, tenemos h(N) > N1−ε si N es suficientemente grande.
Contexto continuo
Como dijimos al comienzo, esta tesis esta´ enfocada al estudio de esta clase de proble-
mas pero para el contexto contı´nuo, el cual vamos a desarrollar para contextualizar, citar re-
sultados estrechamente relacionados, como ası´ tambie´n introducir algunos de los resultados
principales fruto de nuestro trabajo (Capı´tulos 3, 4, 5 y 6).
En [6] Boshernitzan y Chaika probaron la siguiente dicotomı´a para conjuntos de Borel
A ⊆ [0, 1]: Si llamamos H al conjunto de todos los homeomorfismos φ : [0, 1]→ [0, 1], vale
que o bien existe un homeomorfismo φ ∈ H tal que la imagen φ(A) no contiene progresiones
aritme´ticas de longitud 3; o, para todo φ ∈ H, la imagen φ(A) contiene progresiones aritme´ti-
cas de cualquier longitud finita. De hecho, ellos probaron que la primera alternativa vale si y
solo si el conjunto A es una unio´n contable de conjuntos nunca densos.
Conjuntos pequen˜os conteniendo patrones
Es un resultado bien conocido (ver la Proposicio´n 12) que si un conjunto tiene medida
Lebesgue positiva, entonces tiene copia homote´tica (T : Rn → Rn se dice una homotecia si
existen a ∈ R,0, b ∈ Rn tales que T (x) = ax + b) de cualquier conjunto finito. Surge entonces
la pregunta natural: ¿Cua´n chico puede ser un conjunto que contenga muchas configuraciones
geome´tricas?
Algunas de las nociones con las que se ha estudiado esa pregunta son: dimension de Haus-
dorff, y ma´s generalmente medidas de Hausdorff para funciones de dimensio´n ma´s generales.
Recordaremos las definiciones ma´s ba´sicas:
Decimos que h : R≥0 → R≥0 es una funcio´n de dimensio´n si es creciente y contı´nua a
derecha, h(0) = 0, y h(t) > 0 si t > 0. El conjunto de funciones de dimensio´n es parcialmente
ordenado si consideramos el orden definido por
h2 ≺ h1 si lı´m
x→0+
h1(x)
h2(x)
= 0.
La medida exterior de Hausdorff asociada a h es
Hh(E) := lı´m
δ→0
Hhδ (E)
dondeHhδ (E) := ı´nf {
∑
i h(|Ui|) : {Ui}i un δ-cubrimiento de E}.
NotaremosH xs = H s
Se define la dimensio´n de Hausdorff como
dimH(E) := ı´nf{s > 0 : H s(E) = 0}.
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Nosotros estamos especialmente interesados en esas nociones de taman˜o, por lo que dedi-
camos la Seccio´n 2.2 en los Preliminares para dar algunas de sus propiedades ma´s relevantes.
Han habido otros resultados utilizando enfoques diferentes a los nuestros, por ejemplo
relacionados con la transformada de Fourier:
En [39] Łaba y Pramanik dieron condiciones suficientes para garantizar la existencia de
progresiones aritme´ticas de longitud 3 en conjuntos grandes. Ma´s especı´ficamente probaron
que dado E ⊆ R un conjunto cerrado que soporta una medida de probabilidad obedeciendo
una condicio´n de decaimiento de la masa de bolas y una condicio´n de decaimiento para la
transformada de la medida, entonces E contiene una progresio´n aritme´tica de longitud 3.
Recientemente, en [27] los autores anteriores junto con Henriot dieron condiciones su-
ficientes que garantizan que un conjunto de Rn contiene ciertos patrones polinomiales. Ma´s
especı´ficamente, probaron que si un subconjunto de Rn tiene dimensio´n de Hausdorff suficien-
temente grande y dimensio´n de Fourier suficientemente grande, entonces contiene patrones
polinomiales de la forma
(x, x + A1y, · · · , x + Ak−1y, x + Aky + Q(y)en), con x ∈ Rn, y ∈ Rm,
donde Ai son matrices de n × m, Q es un polinomio real en m variables y en = (0, ..., 0, 1).
Recordemos que la dimensio´n de Fourier esta´ definida por
dimF(E) := sup{β ∈ [0, n) : ∃ µ ∈ M(E) : sup
ξ∈Rn
|̂µ(ξ)|(1 + |ξ|)− β2 < +∞},
donde M(E) es el espacio de probabilidades soportadas en E y la transformada de una medida
esta´ definida como µ̂(ξ) :=
∫
e−2ix.ξ dµ(x).
Adema´s, asumiendo una hipo´tesis sobre el decaimiento de la transformada de Fourier,
en [7, Corolario 1.7] Chan, Łaba, y Pramanik aseguraron la existencia de ve´rtices de tria´ngu-
los equila´teros contenidos en un subconjunto del plano. Ma´s especı´ficamente probaron lo
siguiente: Dados tres puntos distintos en el plano a, b, c, y E ⊆ R2 de medida de Lebesgue
nula que soporta una medida positiva de Rado´n µ satisfaciendo las siguientes dos condicio-
nes:
supx∈E, 0<r<1
µ(B(x,r))
rα ≤ C si n − ε0 < α < n,
supξ∈Rn µ̂(ξ)|(1 + |ξ|)
β
2 ≤ C.
con ε0 suficientemente chico dependiendo de C y de a, b, c. Entonces E contiene tres puntos
distintos x, y, z tal que el triangulo que forma x, y, z es una copia similar (posiblemente rota-
da) del triangulo que forma a, b, c. Donde, recordemos que una medida de Radon µ es una
medida en la σ-a´lgebra de Borel de un espacio topolo´gico X que satisface las siguientes tres
condiciones:
Es regular por dentro: para todo B boreliano se cumple µ(B) = supK compacto ⊆B µ(K).
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Es regular por fuera: para todo B boreliano se cumple µ(B) = ı´nfU abierto ⊇B µ(U).
Es localmente finita: para todo punto x ∈ X, existe U entorno de x con µ(U) < ∞.
Para recientes progresos en dimensiones mayores o iguales a 4, sin asumir cotas de Fou-
rier, ve´ase el trabajo de Iosevich y Liu [32].
Volvamos a nuestro enfoque para abordar la pregunta “¿Cua´n chico puede ser un conjunto
que contenga muchas configuraciones geome´tricas?”.
Un resultado de Davies, Marstrand y Taylor probado en [8], que desarrollare´ en la Seccio´n
4.1, dice que dada una funcio´n de dimensio´n h, existe un conjunto cerrado E ⊆ R tal que
Hh(E) = 0 y ⋂ni=1 fi(E) , ∅ para cualesquiera finitas funciones afines reales con pendiente no
nula. Adema´s existe un conjunto E ⊆ R de clase Fσ, tal queHh(E) = 0 y ⋂i∈Λ(aiE + bi) , ∅
(para ai , 0) para cualquier conjunto contable Λ.
La primer parte de este Teorema fue extendida por Keleti, Nagy y Shmerkin a RN en [36].
Observar que con estos enunciados no importa considerar las ima´genes o preima´ganes,
por tratarse de funciones lineales inversibles.
Hemos generalizado esos resultados en [57] (ver el capı´tulo 4): Construimos explı´cita-
mente un conjunto pequen˜o y cerrado (o Fσ), sin puntos aislados, que contiene toda configu-
racio´n finita (o contable) en una familia dada de antemano que cumple ciertas condiciones.
En particular, la familia de polinomios no constantes satisface las hipo´tesis, con lo cual cons-
truimos un conjunto chico que contiene toda configuracio´n polinomial.
Ma´s especı´ficamente tenemos el siguiente Teorema:
Teorema 4. (ver Teorema 111) Sea h una funcio´n de dimensio´n, F una familia de funciones
continuas de RN de RN tal que existe una familia contable Ψ = {ψ j} j de funciones inyectivas,
cerradas, continuas definidas en conjuntos cerrados Ω j ⊆ RN , en RN , y tal que ψ−1j son
localmente bilipschitz con lı´m
‖x‖→+∞,x∈Im(ψ j)
‖ψ−1j (x)‖ = +∞ para todo j, satisfaciendo:
para cada fi ∈ F existe ψr(i) ∈ Ψ y un conjunto cerrado Di ⊆ RN tal que ψr(i) ◦ fi|Di esta´
bien definida y es bilipschitz no expansiva.
para cada a > 0 y cualquier eleccio´n de finitas funciones f1, · · · , fn ∈ F , tenemos que
Aa, f1,··· , fn :=
⋂
1≤i≤n
(ψr(i) ◦ fi|Di)−1(((−a, a)C)N)
contiene bolas arbitrariamente grandes.
Entonces existe un conjunto perfecto E ⊆ RN , tal que ⋂1≤i≤n f −1i (E) , ∅ para cada conjunto
finito de { f1, · · · , fn} ⊆ F yHh(E) = 0.
El Teorema anterior muestra, bajo ciertas condiciones, la presencia de configuraciones
finitas dados por la familia de funciones. Obtuvimos tambie´n un resultado ana´logo para con-
figuraciones contables:
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Teorema 5. (ver Teorema 122) Sea h una funcio´n de dimensio´n. Sea F una familia de funcio-
nes continuas definidas en un conjunto cerrado D ⊆ RN conteniendo bolas arbitrariamente
grandes, tal que existe L ∈ N≥2 y una familia contable de funciones Ψ := {ψ j} j∈N que son
continuas, inyectivas y cerradas, y esta´n definidas en conjuntos cerrados Ω j ⊆ RN , tales que
ψ−1j son localmente bilipschitz, y para cada f ∈ F , existe ψ j ∈ Ψ tal que ψ j ◦ f esta´ bien
definida y es bilipschitz con constantes ( 1L , 1) en D.
Entonces existe un conjunto E ⊆ RN de clase Fσ sin puntos aislados, con Hh(E) = 0,
tal que
⋂
i∈Λ f −1i (E) , ∅ para todo subconjunto contable ( fi)i∈Λ ⊆ F . En otras palabras, E
contiene toda configuracio´n contable de F .
Tambie´n probamos los resultados ana´logos para ima´genes (en lugar de preima´genes):
construimos explı´citamente conjuntos pequen˜os y cerrados (o de clase Fσ), sin puntos aisla-
dos, tal que las intersecciones finitas (o contables) de ima´genes son no vacı´as.
Teorema 6. (ver Teorema 96) Sean h una funcio´n de dimensio´n , F una familia de funciones
continuas de RN a RN tal que existe una familia contable de funciones cerradas, inyectivas y
localmente bilipschitz Ψ = {ψr : Ωr → RN}r∈N cada una definida sobre un conjunto cerrado
Ωr y satisfaciendo las siguientes condiciones:
lı´m‖x‖→+∞,x∈Ωr ‖ψr(x)‖ = +∞.
para cada fi ∈ F existe ψr(i) ∈ Ψ tal que fi ◦ψr(i) es una funcio´n bilipschitz no contrac-
tiva en Ωr(i)
dadas finitas funciones (cualesquiera) f1, · · · , fn ∈ F , el conjunto Aa, f1,··· , fn definido
como
Aa, f1,··· , fn :=
⋂
1≤i≤n
fi ◦ ψr(i)|Ωr(i)
((
(−a, a)N
)C)
contiene bolas arbitrariamente grandes para todo a > 0.
Entonces existe un conjunto perfecto E ⊆ RN , tal que Hh(E) = 0 y ⋂1≤i≤n fi(E) , ∅ para
cualquier subconjunto finito { f1, · · · , fn} ⊆ F .
Teorema 7. (ver Teorema 117) Sea h una funcio´n de dimensio´n, F una familia de funciones
continuas de RN en RN tal que existe una sucesio´n de funciones cerradas y localmente bilips-
chitz Ψ := (ψ j) j definidas en conjuntos cerrados Ω j ⊆ RN , satisfaciendo que existe L ∈ N≥2
tal que
para cada fi ∈ F , existe ψr(i) ∈ Ψ tal que fi ◦ ψr(i)|Ωr(i) esta´ bien definida y es bilipschitz
con constantes (1, L);
dadas contables funciones ( fi)i∈Λ⊆N ⊆ F el conjunto
A{ fi: i∈Λ} :=
⋂
i∈Λ
fi ◦ ψr(i)(Ωr(i)),
contiene bolas arbitrariamente grandes.
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Entonces existe un conjunto E ⊆ RN , de clase Fσ, sin puntos aislados, con Hh(E) = 0, tal
que
⋂
i∈Λ fi(E) , ∅ para toda familia contable { fi : i ∈ Λ} ⊆ F .
Adema´s mostramos algunas aplicaciones de nuestros resultados. Entre ellas construimos
un conjunto E con medida Hh cero (tomando h adecuadamente se puede conseguir que E
tenga dimensio´n de Hausdorff cero) que contiene toda configuracio´n polinomial finita (Obtu-
vimos este resultado para el caso de una variable como un caso particular del Teorema 111 y
lo extendimos a polinomios en varias variables en el Teorema 113).
Tambie´n vimos que el conjunto de funciones bilipschitz satisfacen otro de nuestros resul-
tados (ver el Teorema 90 para una demostracio´n directa, o bien el Teorema 104 para verlo
como Corolario de los resultados generales obtenidos). En particular, construimos un con-
junto de dimensio´n de Hausdorff cero en Rn que contiene una copia trasladada de cualquier
conjunto finito de puntos.
Conjuntos grandes que no contienen configuraciones
En lo descripto anteriormente construimos conjuntos muy chicos conteniendo muchas
configuraciones. Al igual que en el contexto discreto, es de intere´s estudiar el problema en
cierto sentido opuesto. Es natural entonces estudiar si podemos tener conjuntos grandes que
no contengan patrones dados tales como progresiones aritme´ticas.
Recordemos que cualquier conjunto E ⊆ Rd de medida de Lebesgue positiva contiene una
copia similar de cualquier conjunto finito. En relacio´n a esto, Falconer pregunto´: ¿Dados un
conjunto finito A ⊂ R y un conjunto E ⊆ [0, 1] de dimensio´n de Hausdorff 1, debe E contener
una copia similar de A? Es decir, queremos saber si todo subconjunto de [0, 1] de medida
de Lebesgue nula pero dimensio´n de Hausdorff 1 debe contener una copia de todo conjunto
finito.
En [34] Keleti respondio´ negativamente a esa pregunta, e´l construyo´ un compacto E ⊆ R
con dimensio´n de Hausdorff total (es decir, dimensio´n de Hausdorff 1 ya que estamos en la
recta real), que no contiene puntos x1 < x2 ≤ x3 < x4 tales que x2 − x1 − x4 + x3 = 0.
En particular, tomando x2 = x3 tenemos un conjunto de dimension total que no tiene copia
similar de una progresio´n aritme´tica de longitud 3 (es decir, no contiene una copia homote´tica
del conjunto {0, 1, 2}). Ma´s adelante, Keleti [35] generalizo´ el resultado (con x2 = x3) para
contables ternas (en cualquier proporcio´n), e´l mostro´ que para cualquier conjunto A ⊆ R
de 3 elementos existe un conjunto de dimensio´n de Hausdorff 1 que no tiene copia similar
de A. Ma´s au´n, probo´ que dada una familia contable de ternas de nu´meros reales, existe un
conjunto de dimension de Hausdorff 1 que no contiene copia de ninguna de esas ternas. E´l lo
probo´ usando la existencia de infinitas escalas en R (ver Teorema 63), lo que es la principal
diferencia con el contexto discreto. Maga [40] extendio´ la construccio´n de Keleti al plano (con
la misma demostracio´n, utilizando que C ∼ R2). Usando un me´todo diferente, Falconer [14]
habı´a probado previamente eso para solo un tria´ngulo.
Recordemos que todo E ⊆ R de medida de Lebesgue positiva contiene una copia ho-
mote´tica de cualquier conjunto finito. Y tambie´n vimos que hay conjuntos compactos de
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dimensio´n de Hausdorff total (es decir, dimensio´n de Hausdorff 1) que no contiene ninguna
copia homote´tica de ninguna de las contables ternas dadas de antemano. Por este motivo la
dimensio´n de Hausdorff no parece ser tan u´til a la hora de estudiar si un conjunto contiene o
no patrones. Por este motivo surge la siguiente pregunta natural: Que´ pasa entre dimensio´n de
Hausdorff total y medida de Lebesgue positiva? Ma´s especı´ficamente: Cua´n grande puede ser
un conjunto (con una nocio´n ma´s fina de taman˜o que la dimensio´n de Hausdorff) que evite
patrones dados? La respuesta dependera´ de que´ clase de patrones estemos tratando de evitar.
Ma´the´ [41] mostro´ que existen conjuntos de dimensio´n grande que no contienen ciertas
configuraciones polinomiales dadas (ceros de polinomios multivariados). Ma´s especı´ficamen-
te mostro´ lo siguiente:
Teorema 8. [41, Teorema 6.1] Sean d ≥ 1, (P j) j una familia contable de polinomios no nulos
P j : Rdm j → R con coeficientes racionales. Supongamos que existe n ∈ N que es el grado
ma´ximo de los polinomios. Sean φ j,1, · · · , φ j,m j difeomorfismos C1 en Rd. Entonces existe un
conjunto compacto E ⊆ Rd con dimensio´n de Hausdorff al menos dn tal que para cada j, E
no contiene m j puntos distintos x1, · · · , xm j satisfaciendo P j(φ j,1(x1), · · · , φ j,m j(xm j)) = 0.
De este Teorema uno puede deducir en el caso particular en que todo P j es lineal no
nulo (n = 1), tomando adecuadamente las φ j,i como funciones lineales con matriz asociada
diagonal, que existe un conjunto compacto en Rd con dimensio´n de Hausdorff total, evitando
cualquier familia contable de patrones lineales.
E´sto generaliza los resultados de Keleti y Maga mencionados arriba.
Por otra parte, en [21] Fraser y Pramanik construyeron subconjuntos del espacio eucli-
deo de dimension de Hausdorff grande y dimension de Minkowski total, que no contienen
patrones no triviales descritos como ceros de funciones.
En todos esos trabajos los autores consideran solo dimensio´n de Hausdorff y no medidas
de Hausdorff asociadas a funciones de dimensio´n ma´s generales.
Recordemos que Ma´the´ construyo´ conjuntos grandes evitando patrones polinomiales. Di-
chos conjuntos no tienen dimensio´n de Hausdorff total en el caso en que los polinomios no
son lineales.
Al menos en algunos casos, no hay conjuntos de dimensio´n de Hausdorff total que no
contengan ciertos patrones no lineales. Por ejemplo, la funcio´n para estudiar si hay tres puntos
formando un a´ngulo recto (un conjunto no tiene tres puntos que anulen la funcio´n equivale
a que el conjunto no tiene tres puntos formando un a´ngulo recto) esta´ dada por el siguiente
polinomio de grado 2
ψ( #»x , #»y , #»z ) := 〈 #»z − #»x , #»y − #»x 〉;
y fue probado en [26] por Harangi, Keleti, Kiss, Maga, Ma´the´, Mattila y Strenner que cual-
quier conjunto de Borel de R2 con dimensio´n de Hausdorff mas grande que 1 contiene tres
puntos formando un a´ngulo recto. En particular, no puede existir un conjunto Boreliano con
dimensio´n de Hausdorff total que no contenga a´ngulos rectos.
Como querı´amos estudiar conjuntos bien grandes evitando patrones, consideramos ex-
tender el resultado que dedujimos del Teorema de Ma´the´, considerando ahora funciones de
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dimensio´n h con h ≺ xd (para obtener au´n informacio´n ma´s fina) y nos enfocamos en el
caso de patrones lineales (porque en otro caso no se conseguirı´a un conjunto grande). Ma´s
especı´ficamente, obtuvimos el siguiente Teorema:
Teorema 9 (Ver Teorema 60). Sea h una funcio´n de dimensio´n con h ≺ xd, y sea (ψk)k∈N una
sucesio´n de funciones lineales no nulas con ψk : (Rd)mk → R y mk ≥ 2. Entonces existe un
conjunto compacto E ⊆ Rd tal que Hh(E) > 0, y ψk( #»x1, · · · , #  »xmk) , 0 para todos k ∈ N y
todos vectores distintos #»x1, · · · , #  »xmk ∈ E.
En particular, si tomamos h(x) := − log(x)xd, obtenemos un conjunto de dimensio´n de
Hausdorff d con las mismas propiedades.
Este resultado fue publicado en [60] y lo desarrollamos en el capı´tulo 3.
Garantizando la presencia de patrones
Por los resultados probados anteriormente, se ve que hay conjuntos grandes (en el sentido
de dimensio´n de Hausdorff o de medida de Hausdorff generalizada) evitando muchos pa-
trones, como ası´ tambie´n conjuntos chicos conteniendo muchos patrones. Esto muestra que
tanto la nocio´n de dimensio´n de Hausdorff como la de medida de Hausdorff generalizada no
nos ayudan a analizar la contencio´n (o no) de patrones en el conjunto. Por este motivo es de
intere´s buscar otra nocio´n geome´trica de taman˜o que nos ayude a garantizar la presencia de
patrones (tales como las progresiones aritme´ticas) en un conjunto dado.
En [49] Broderick, Fishman y Simmons prueban que ciertos conjuntos de Cantor centrales
de la recta real contienen progresiones aritme´ticas de cierto orden de longitud. La forma en
que abordan las demostraciones tienen un enfoque completamente diferente a los resultados
que mencionamos anteriormente, ellos utilizan una herramienta conocida como juegos de
Schmidt (y conjuntos ganadores). Definamos el juego utilizado por dichos autores:
Definicio´n 10. Sea H una coleccio´n de subconjuntos cerrados de Rd. Dados α, β, ρ > 0 y
c ≥ 0, Alice y Bob juegan el (α, β, c, ρ,H)-juego bajo las siguientes reglas:
Para cada m ∈ N0 Bob juega primero, y despue´s Alice.
En el turno m-e´simo, Bob juega una bola cerrada Bm := B[xm, ρm], satisfaciendo ρ0 ≥
ρ, ρm+1 ≥ βρm, lı´mm→∞ ρm = 0 y B0 ⊇ B1 ⊇ · · · .
En el turno m-e´simo Alice responde eligiendo y borrando una coleccio´n contable (pue-
de ser finita) Am de conjuntos de la forma A(ρi,m,Hi,m) := {x ∈ Rd : d(x,Hi,m) ≤ ρi,m}
con Hi,m ∈ H y ρi,m > 0. La coleccio´n de Alice debe satisfacer ∑i ρci,m ≤ (αρm)c si
c > 0, o ρ1,m ≤ αρm si c = 0 (en este caso Alice puede borrar solo un conjunto).
Como lı´mm→∞ ρm = 0, existe un u´nico punto x∞ =
⋂
m∈N0 Bm llamado el resultado del
juego.
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Decimos que un conjunto S ⊆ Rd es ganador si Alice tiene una estrategia que le garantiza
que si x∞ <
⋃
m∈N0
⋃
i A(ρi,m,Hi,m), entonces x∞ ∈ S .
Dado ε > 0 definimos el conjunto de Cantor central Mε ⊆ R que se obtiene comen-
zando con el intervalo [0, 1] y repetidamente borrando de cada intervalo que aparece en su
construccio´n el intervalo abierto central de longitud relativa ε.
Si P es el conjunto de todos los puntos de la recta real. Broderick, Fishman y Simmons
probaron que: (−∞, 0) ∪ Mε ∪ (1,+∞) es
(
2ε
(1−ε)β , β, 0,
β
2 ,P
)
-ganador para todo β ∈ (0, 1).
Y a partir de esto infierieron que existe una constate δ tal que Mε contiene progresiones
aritmeticas de longitud
⌊
δ
1
ε
log( 1ε )
⌋
. Ma´s au´n para todo t > 0 suficientemente chico, Mε contiene
no numerables progresiones aritmeticas de longitud
⌊
δ
1
ε
log( 1ε )
⌋
y gap t.
Los juegos de Schmidt tienen algunas buenas propiedades que son de ayuda para estudiar
la presencia de progresiones aritme´ticas, como ası´ tambie´n otras configuraciones, a saber:
monotonı´a, propiedad de interseccio´n contable e invariancia bajo similaridades.
Se pudo extender el resultado antes mencionado a una clase de conjuntos de Cantor mu-
cho ma´s generales usando la nocio´n de “espesor” dada por Newhouse (la cual es otra nocio´n
bien conocida de taman˜o) como ası´ tambie´n a la clase de configuraciones contenidas en dicho
conjunto de Cantor. Si bien las demostraciones son simples, los conceptos de espesor y de
juegos de Schmidt no se habı´an relacionado hasta ahora. Esos resultados forman parte de un
trabajo en progreso [61], el cual sera´ desarrollado en el Capı´tulo 5.
Un conjunto de Cantor general C en la recta real puede ser construido empezando con
un intervalo cerrado y sucesivamente removiendo intervalos abiertos (gaps), los cuales los
podemos listar en orden decreciente de longitud. Cada gap Gn es removido de un intervalo
cerrado In, dejando detra´s dos nuevos intervalos cerrados en In \Gn, los cuales llamamos Ln
(el de la izquierda) y Rn (el de la derecha). Notamos |I| a la longitud del intervalo I, y conv(C)
a la ca´psula convexa del conjunto C. Newhouse definio´ el espesor de C como
τ(C) := ı´nf
n∈N
mı´n{|Ln|, |Rn|}
|Gn| .
Se demostro´ que si C es un conjunto de Cantor general con conv(C) = [0, 1] y τ := τ(C) >
0, entonces S := (−∞, 0) ∪ C ∪ (1,+∞) es
(
1
τβ
, β, 0, β2 ,P
)
-ganador para todo β ∈ (0, 1). Y a
partir de esto se infirio´ que existe una constate δ tal que si τ(C) es suficientemente grande
entonces C contiene no numerables copias homote´ticas de cualquier conjunto finito con a
lo sumo
⌊
δ τlog(τ)
⌋
elementos. Y ma´s au´n si el dia´metro del conjunto finito es suficientemente
chico, las copias son solo translaciones.
Dimensio´n de las proyecciones de medidas aleatorias
Por otra parte, en otra direccio´n estudiamos otro problema enfocado a conocer el taman˜o
de las proyecciones de medidas aleatorias.
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En los ultimos an˜os ha habido un gran intere´s en entender el taman˜o de ima´genes lineales
(y no lineales) de conjuntos y medidas. Aquı´ taman˜o puede referirse a alguna dimensio´n
fractal o a la medida de Lebesgue/continuidad absoluta.
Incluso si uno se refiere a los conjuntos, las demostraciones implican por lo general me-
didas soportadas en ellos. En el Capı´tulo 6, en el cual desarrollamos los resultados que ob-
tuvimos en [24], nos ocupamos principalmente de las medidas (por una medida, siempre nos
referimos a una medida local finita de Borel en algu´n espacio euclidiano). Si µ es una medida
en un espacio X y f : X → Y es una funcio´n, denotamos el push-forward de µ vı´a f como fµ,
esto es, fµ(B) = µ( f −1B) siempre que f −1(B) sea medible. Un principio heurı´stico es que si µ
es una medida en Rd, Π : Rd → Rk es una “buena” funcio´n Lipschitz y dim es alguna nocio´n
de dimensio´n para medidas, entonces “tı´picamente” Πµ es “tan grande como sea posible” en
el sentido que dim Πµ = dim µ si dim µ ≤ k, y dim Πµ = k si dim µ > k (en el u´ltimo caso, se
espera que tambie´n Πµ sea absolutamente continua).
Una versio´n precisa de esta heurı´stica esta´ dada por el Teorema de proyeccio´n de Mars-
trand (y sus variantes) el cual, para el caso de las medidas, dice que, para cualquier medida µ
en Rd, hay una igualdad dim Πµ = mı´n(dim µ, k) para casi toda funcio´n lineal Π : Rd → Rk,
siempre que dim sea la dimensio´n de Hausdorff o la dimensio´n Lq (1 < q ≤ 2) (esas nocio-
nes de dimensio´n sera´n definidas despue´s). Ver por ejemplo [42, Capı´tulo 9] y [30, Teorema
1.1]. Para medidas con cierta estructura, como por ejemplo las medidas autosimilares o las
medidas invariantes bajo algu´n sistema dina´mico, uno quisiera poder decir ma´s, idealmente
encontrar el conjunto excepcional preciso de funciones lineales Π.
Los primeros resultados de este tipo fueron obtenidos en [9, 20, 46]. La dimensio´n de
Hausdorff (inferior) de una medida µ es
dimH µ = ı´nf{dimH A : µ(A) > 0},
donde dimH A es la dimensio´n de Hausdorff de A. Un me´todo general para acotar la dimensio´n
de Hausdorff de medidas proyectadas fue desarrollado en [29], con aplicaciones y variantes
dadas en [1, 16, 18, 19]. Entre otras cosas, la igualdad dimH Πµ = mı´n(dimH µ, k) se estable-
ce para muchas clases de medidas (satisfaciendo ciertas condiciones necesarias), incluyendo
medidas autosimilares deterministicas y aleatorias en conjuntos autosimilares, productos de
×m-invariantes medidas en [0, 1], medidas de Bernoulli para el espacio simbo´lico natural de
co´digos de los (×m,×n)-automorfismos del toro, y todas las funciones lineales Π (aparte de
las excepciones obvias). En [28] se logra un avance en las dimensiones de medidas autosimi-
lares que tambie´n tiene aplicaciones en la dimensio´n de las proyecciones, ver [53].
Aunque la dimensio´n de Hausdorff es sin duda relevante, hay muchas otras nociones de
dimensio´n de una medida que son tambie´n importantes tanto en matema´tica como en sus
aplicaciones. El principal de ellos es la familia de dimensiones Lq: Sea
Cqµ(n) :=
∑
I∈Dn
(µ(I))q , (1.1)
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dondeDn es la familia de cubos dia´dicos {2−n ·([0, 1)d+ j) : j ∈ Zd} en Rd. Para q > 0, q , 1, la
dimensio´n Lq inferior Dq(µ) es el exponente de escala (inferior) adecuadamente normalizado
de Cqµ(n) cuando n→ ∞:
Dq(µ) = lı´m infn→∞
logCqµ(n)
−n(q − 1) .
Por simplicidad a lo largo del Capı´tulo 6 siempre tomaremos logaritmos en base 2, a menos
que se indique lo contrario. La dimensio´n Lq superior Dq esta´ definida ana´logamente. Cuando
el lı´mite existe, se denota como Dq(µ) y en este caso decimos que existe la dimensio´n Lq.
Es de especial relevancia el caso q = 2; D2 es tambie´n conocida como la dimensio´n de
correlacio´n de µ. Esto se debe en parte a que la dimensio´n inferior de correlacio´n puede ser
definida en te´rmino de energı´as:
D2(µ) = sup
{
s ≥ 0 :
∫ ∫
|x − y|−s dµ(x) dµ(y) < ∞
}
.
La funcio´n q 7→ Dq(µ) es no creciente, y Dq(µ) ≤ dimH µ ≤ Dq′ para q′ < 1 < q (ver
por ejemplo [17]). En general, q 7→ Dq(µ) puede ser estrictamente decreciente (esto es un
reflejo de lo que se llama “multifractalidad”de µ), pero tambie´n puede ser constante. Por
ejemplo, si µ es Ahlfors-regular con exponente d (esto es, si C−1 rd ≤ µ(B(x, r)) ≤ C rd para
todo x ∈ sop(µ)) entonces Dq(µ) = dimH µ = d para todo q. Para muchas medidas, como las
medidas autosimilares, el lı´mite en la definicio´n de Dq es sabido que existe, ver [47].
El u´nico resultado previo en dimensiones Lq de todas las medidas proyectadas (a diferen-
cia de casi todo) fue obtenido en [43]. Allı´ se demuestra que si µ, ν son medidas autosimilares
satisfaciendo ciertas condiciones naturales, entonces para cualquier q ∈ (1, 2],
Dq(Π(µ × ν)) = mı´n(Dq(µ × ν), 1)
para toda proyeccio´n ortogonal Π sobre rectas, distintas de las rectas principales (las cuales
son claramente excepcionales para productos).
Hemos podido probar la preservacio´n de las dimensiones Lq para q ∈ (1, 2] bajo cualquier
proyeccio´n, para una clase de medidas en el plano que incluyen ciertas medidas autosimilares,
estocasticamente autosimilares y ciertos productos de medidas (ver [24]). Las definiciones
precisas se dara´n en el capı´tulo 6. Entre otras aplicaciones, mejoramos el resultado principal
de [43] en varias direcciones, y obtenemos une demostracio´n diferente (y de alguna manera
ma´s elemental) de un resultado sobre proyecciones de [29] y la mejoramos en algunos casos
especiales.
Seguimos el enfoque general de [43], con variantes adecuadas. Un elemento central en
el resultado principal de [43] es la existencia de cierto cociclo subaditivo sobre una rotacio´n
irracional. En nuestro trabajo tambie´n hay un cociclo subaditivo en el nu´cleo de las demos-
traciones, pero la transformacio´n base ahora es una extensio´n circular del espacio de co´digos.
La mayor parte del trabajo adicional esta´ relacionado con el estudio de ese objeto dina´mico
ma´s complejo. Sin embargo, mostramos tambie´n algunas generalizaciones y aclaraciones que
tambie´n son va´lidas en el contexto determinı´stico de [43].
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Capı´tulo 2
Preliminares.
2.1. Copias de conjuntos finitos y medida de Lebesgue
Definicio´n 11. T : Rn → Rn se dice una homotecia si existen a ∈ R,0, b ∈ Rn tales que
T (x) = ax + b.
Y se dice que A ⊆ Rn y B ⊆ Rn son homote´ticos (o que B es copia homote´tica de A), si existe
una homotecia T tal que T (A) = B
Veamos que si A ⊆ Rn es un conjunto finito y E ⊆ Rn tiene medida de Lebesgue positiva,
entonces E contiene una copia homote´tica de A. Notaremos con L a la medida de Lebesgue.
Proposicio´n 12. Sean E ⊆ Rn un conjunto medible Lebesgue, de medida Lebesgue positiva;
y A ⊆ Rn un conjunto finito.
Entonces, existen a ∈ R,0, b ∈ Rn tales que aA + b ⊆ E.
Para probar esta proposicio´n, utilizaremos los siguientes lemas:
Lema 13. Si A1, · · · , Am son subconjuntos de [0, 1]n tales que L(Ai) ≥ 1 − εi; entonces
L (⋂1≤i≤m Ai) ≥ 1 −∑1≤i≤m εi.
Demostracio´n.
1 − L
 ⋂
1≤i≤m
Ai
 = L [0, 1]n \ ⋂
1≤i≤m
Ai

= L
 ⋃
1≤i≤m
([0, 1]n \ Ai)

≤
∑
1≤i≤m
L([0, 1]n \ Ai)
≤
∑
1≤i≤m
εi.
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Lema 14. Si B ⊆ [0, 1]n y ‖ v ‖≤ r, entonces
L ((B − v) ∩ [0, 1]n) ≥ L(B) − nr.
Demostracio´n. Como B− v = [(B − v) ∩ [0, 1]n]∪
[
(B − v) ∩ ([0, 1]n)C
]
, tomando medida de
Lebesgue y despejando,
L((B − v) ∩ [0, 1]n) = L(B) − L((B − v) ∩ ([0, 1]n)C).
Utilizando que B − v ⊆ [0, 1]n − v, se tiene
L((B − v) ∩ [0, 1]n) ≥ L(B) − L(([0, 1]n − v) ∩ ([0, 1]n)C).
Y como ([0, 1]n − v) ∩ ([0, 1]n)C se puede cubrir con n paralelepı´pedos donde cada uno de
ellos tiene medida de Lebesgue igual a r,
L((B − v) ∩ [0, 1]n) ≥ L(B) − nr.
Demostracio´n de la Proposicio´n 12. Como A es finito, A = {a0, . . . , am}, sea R = ma´x0≤i≤m ‖ ai ‖.
Por el Teorema de densidad de Lebesgue, sabemos que para casi todo x ∈ E,
lı´m
r→0
L(E ∩ Qr(x))
L(Qr(x)) = 1
donde Qr(x) =
∏n
i=1[xi − r, xi + r]
Entonces, existe un r0 > 0 tal que
L(E∩Qr0 (x))
L(Qr0 (x)) > 1 −
1
10m
Podemos suponer que Qr0(x) =
∏n
i=1[0, 1] (Pues si no trasladamos y reescalamos E).
Es suficiente mostrar que ⋂
0≤i≤m
(
E − ai
10Rmn
)
, ∅. (2.1)
Pues ası´ valdrı´a que
∃ b ∈
(
E − ai
10Rmn
)
∀0 ≤ i ≤ m.
Con lo cual serı´a
∃ b tal que ai
10Rmn
+ b ∈ E para todo 0 ≤ i ≤ m.
Es decir,
A
1
10Rmn
+ b ⊆ E,
como querı´amos probar.
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Para probar (2.1), basta ver que
L
 ⋂
0≤i≤m
(
E − ai
10Rmn
) > 0.
Notemos que
L
 ⋂
1≤i≤m
(E − ai
10Rmn
)
 ≥ L  ⋂
1≤i≤m
(
(E ∩ [0, 1]n − ai
10Rmn
) ∩ [0, 1]n
) . (2.2)
Por ser L(E ∩ [0, 1]n) ≥ 1 − 110m , y por ser ai10Rmn un vector de norma menor o igual que
1
10mn , resulta utilizando el Lema 14 que,
L
(
(E ∩ [0, 1]n − ai
10Rmn
) ∩ [0, 1]n
)
≥ L(E ∩ [0, 1]n) − n 1
10mn
≥ 1 − 1
10m
− 1
10m
= 1 − 1
5m
.
Utilizando lo recie´n visto junto con el Lema 13, tenemos de (2.2), que:
L
 ⋂
1≤i≤m
(E − ai
10Rmn
)
 ≥ 1 − m 15m = 45 > 0
2.2. Medida exterior de Hausdorff y dimensio´n
Usaremos la notacio´n |U | para el dia´metro del conjunto U.
Definicio´n 15. Si E ⊆ ⋃i∈N Ui con 0 < |Ui| ≤ δ para todo i, decimos que {Ui}i∈N es un
δ-cubrimiento de E.
Definicio´n 16. El espacio de funciones de dimensio´n esta´ definido como
H :=
{
h : R≥0 → R≥0 : h(t) > 0 si t > 0, h(0) = 0,
creciente y continua a derecha
}
.
E´ste conjunto es parcialmente ordenado si consideramos el orden definido por
h2 ≺ h1 si lı´m
x→0+
h1(x)
h2(x)
= 0.
24 CAPI´TULO 2. Preliminares.
Definicio´n 17. La medida exterior de Hausdorff asociada a h es
Hh(E) := lı´m
δ→0
Hhδ (E)
= sup
δ>0
Hhδ (E),
dondeHhδ (E) := ı´nf {
∑
i h(|Ui|) : {Ui}i un δ-cubrimiento de E}.
Para cualquier h ∈ H, Hh es una medida de Borel. Esta definicio´n generaliza la medida
exterior α-dimensional de Hausdorff, la cual es el caso particular h(x) := xα. La relacio´n de
orden dice que xs ≺ xt si y solo si s < t.
Usualmente se suele notarH xs = H s
Son bien conocidos los siguientes hechos, que pueden encontrarase en cualquier libro
cla´sico de geometrı´a fractal (como por ejemplo [13], [15], [42]):
Hh es una medida exterior
Hh es Gδ-regular; y en particular Borel-regular.
Si Hh1(E) > 0 y h2 ≺ h1, entonces Hh2(E) = +∞. En particular, si H t(E) > 0 y s < t,
entonces H s(E) = +∞ (Y por contrarrecı´proco, si H s(E) < +∞ y t > s, entonces
H t(E) = 0. Esto hace que tenga sentido la siguiente definicio´n).
Definicio´n 18. Se define la dimensio´n de Hausdorff como,
dimH(E) := sup{s > 0 : H s(E) = +∞}
= ı´nf{s > 0 : H s(E) = 0}.
En la definicio´n anterior, tomamos la convencio´n de que sup(∅) = 0 y que ı´nf(∅) = +∞.
Notar que tenemos una gra´fica de la forma:
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La dimensio´n de Hausdorff es una nocio´n de taman˜o que puede ser u´til a la hora de
comparar conjuntos que tienen medida de Lebesgue nula. Los conjuntos contables tie-
nen dimensio´n cero, las rectas tienen dimensio´n 1, los planos 2, etc. Hay, sin embargo,
muchos conjuntos irregulares que tienen dimensio´n de Hausdorff no entera, por ejem-
plo el conjunto ternario de Cantor tiene dimensio´n de Hausdorff log(2)log(3) (el 2 tiene que
ver con la cantidad de intervalos hijos en cada paso de la construccio´n, y el 3 con el
factor de contraccio´n).
La medida exterior de HausdorffH xs generaliza la idea de longitud, a´rea y volumen. Al
considerar s = 0, es la medida de contar puntos. Cuando tomamos s = 1 es la longitud,
y para s = n es proporcional a la medida de Lebesgue n-dimensional (esto puede verse,
por ejemplo, en el libro [59] Teorema 11.16).
Todo conjunto de medida de Lebesgue positiva, tiene dimensio´n de Hausdorff total,
pero la vuelta no es cierta.
Las funciones de dimensio´n h juegan un rol analogo a las funciones h en el caso dis-
creto. En el contexto discreto tiene sentido definir h2 ≺ h1 si lı´mN→∞ h2(N)h1(N) = 0, tal
que un conjunto con h1(N) elementos sea ma´s grande que un conjunto con h2(N) ele-
mentos si N es suficientemente grande. En el caso continuo, tenemos que si E es un
conjunto, h2 ≺ h1 (ver la definicio´n del orden en la Definicio´n 16) y Hh1(E) > 0,
entonces Hh2(E) = +∞. En particular, si E es un conjunto, y h2 ≺ h1; entonces
Hh1(E) ≤ Hh2(E). Por lo tanto si uno busca conseguir que un conjunto E sea gran-
de, es preferible una condicio´n del tipo Hh1(E) > 0 antes que Hh2(E) > 0 donde
h2 ≺ h1. Ası´ tanto en el caso continuo como en el discreto la funcio´n h indica el taman˜o
del conjunto.
Recordemos la siguiente definicio´n y propiedades:
Definicio´n 19. T : Rn → Rn se dice una similaridad si existe a ∈ R>0 tal que ‖ T (x)−T (y) ‖=
a ‖ x − y ‖.
Y se dice que A ⊆ Rn y B ⊆ Rn son similares, si existe una similaridad T tal que T (A) = B
Observacio´n 20. En el caso n = 1 las definiciones de similaridad y homotecia coinciden.
Toda homotecia es similaridad, cualquiera sea n ∈ N.
Propiedad 21 (Propiedad de reescalamiento de la medida exterior de Hausdorff). Si g : F →
R es una funcio´n bilipschitz (esto es existen constantes positivas tal que c1|x − y| ≤ |g(x) −
g(y)| ≤ c2|x − y| para todo x, y ∈ F), si A ⊆ F tenemos que cs1H s(A) ≤ H s(g(A)) ≤ cs2H s(A).
Y en particular si g es una similaridad con constante c, resultaH s(g(A)) = csH s(A) (con
lo cual tambie´n vale para homotecias, las cuales son un caso particular de similaridades).
En cualquier caso, eso nos dice que dimH(g(A)) = dimH(A).
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Lema 22. Sea h funcio´n de dimensio´n. Existe un conjunto denso G ⊆ RN , de clase Gδ, con
Hh(G) = 0.
Demostracio´n. Sea (qk)k∈N una enumeracio´n de QN . Construiremos un conjunto G tal que
QN ⊆ G ⊆ RN , de clase Gδ, conHh(G) = 0.
Elijamos (δk)k∈N ∈ (0, 1], tal que h
(
δk
m
)
≤ 1m 12k .
Tomemos
Am :=
⋃
k∈N
B
(
qk,
1
2m
δk
)
,
el cual es abierto y contiene a QN . Y consideremos
G :=
⋂
m∈N
Am,
que es de clase Gδ y contiene a QN .
Cualquier bola de Am tiene dia´metro menor o igual que 1m , y forman un
1
m -cubrimiento de
G. Ası´, para cualquier m ∈ N tenemos que
Hh1
m
(G) ≤
∑
k∈N
h
(
|B
(
qk,
1
2m
δk
)
|
)
=
∑
k∈N
h
(
δk
m
)
≤
∑
k∈N
1
m
1
2k
=
1
m
Haciendo m→ +∞, tenemos queHh(G) = 0.
Recordemos que el Teorema de Baire nos dice que la interseccio´n de contables abiertos
densos en un espacio me´trico completo, es densa.
Observacio´n 23. Notemos que dada h funcio´n de dimensio´n, vimos que existe un conjunto
denso G ⊆ RN , de clase Gδ, con Hh(G) = 0. Podemos escribir G = ⋂k∈N Ak con Ak abierto
denso.
Notemos que si fi : RN → RN es un homeomorfismo para todo i ∈ Λ ⊆ N, tenemos que⋂
i∈Λ
fi(G) =
⋂
i∈Λ
⋂
k∈N
fi(Ak)
es interseccio´n contable de conjuntos abiertos densos, y (por Baire) es densa en RN (y por lo
tanto no vacı´a).
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Ası´ existe un conjunto denso G ⊆ RN , de clase Gδ, conHh(G) = 0, tal que ⋂i∈Λ fi(G) , ∅
para toda familia contable de homeomorfismos.
Esto nos muestra que no es dificil conseguir conjuntos de clase Gδ tal que al intersecar su
imagen por contables homeomorfismos es no vacı´a. Por este motivo, es que nos enfocamos
en el Capı´tulo 4 en trabajar con conjuntos cerrados o de clase Fσ.
2.3. El principio de distribucio´n de masa
Una distribucio´n de masa µ en E ⊆ Rn es una medida exterior soportada en E con
0 < µ(E) < +∞.
Proposicio´n 24 (Principio de distribucio´n de masa generalizado). Sea µ una distribucio´n de
masa en E ⊆ Rn y sea h una funcio´n de dimensio´n tal que existen c > 0 y ε > 0 satisfaciendo
que
µ(U) ≤ ch(|U |) ∀U si |U | ≤ ε.
Entonces
0 <
µ(E)
c
≤ Hh(E).
Demostracio´n. Sea δ ∈ (0, ε). Si {Ui}i∈N es un δ-cubrimiento de E, entonces
0 < µ(E) ≤ µ
⋃
i∈N
Ui
 ≤∑
i∈N
µ(Ui) ≤ c
∑
i∈N
h(|Ui|).
Tomando ı´nfimo sobre los δ-cubrimientos, tenemos que
0 < µ(E) ≤ cHhδ (E).
Y ahora tomando lı´mite de δ→ 0 obtenemos que 0 < µ(E) ≤ cHh(E), por lo tanto
0 <
µ(E)
c
≤ Hh(E).
Una cota inferior para la dimensio´n de Hausdorff
Probaremos ahora una cota inferior para la dimensio´n de Hausdorff, para la cual necesi-
taremos el principio de distribucio´n de masa y el siguiente Lema:
Lema 25. Sea (mk)k∈N una sucesio´n de nu´meros naturales mayores o iguales que 2. Suponga-
mos que para cada k ∈ N, se tiene un conjunto cerrado Ek ⊆ R que es una unio´n de m1 · · ·mk
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intervalos cerrados disjuntos, de forma tal que cada intervalo de Ek es una unio´n de mk+1 de
los intervalos de Ek+1. Notemos en particular que Ek ⊃ Ek+1. Sea
E :=
⋂
k∈N
Ek.
Definimos, para cada Ik intervalo de Ek, µ0(Ik) := 1m1···mk . Entonces,
µ(A) := ı´nf
∑
j
µ0(I j) : {I j} j es un cubrimiento de A

es una medida exterior en E, tal que µ(E ∩ Ik) = 1m1···mk para cualquier k ∈ N.
Demostracio´n. Durante la demostracio´n, Ik denota cualquiera de los intervalos que compo-
nen Ek.
Veamos que µ es una medida exterior en E.
µ(∅) = 0 pues por ser Ik cubrimiento del conjunto vacı´o,
0 ≤ µ(∅) ≤ µ0(Ik) = 1m1 · · ·mk
Y como esto vale cualquiera sea k ∈ N, haciendo k → ∞ tenemos lo requerido.
Sean A ⊆ B subconjuntos de E, veamos que µ(A) ≤ µ(B). Como todo cubrimiento de
B, es un cubrimiento de A, tenemos que
µ(A) := ı´nf
∑
j
µ0(I j) : {I j} j es un cubrimiento de A

≤ ı´nf
∑
j
µ0(I j) : {I j} j es un cubrimiento de B
 =: µ(B).
Veamos que µ(
⋃
n∈N An) ≤ ∑n∈N µ(An).
Sea {I j} j∈J un cubrimiento de A := ⋃n∈N An. Como estamos considerando el ı´nfimo en
la definicio´n de µ, podemos suponer sin pe´rdida de generalidad que cada I j interseca a⋃
n∈N An; es decir, que cada I j interseca a al menos un Ak. Ası´ para cada k ∈ N, Ak se
cubre con {I j} j∈Bk , donde por la suposicio´n anterior
⋃
j∈J B j = J. Entonces,
µ(A) ≤
∑
j∈J
µ0(I j) ≤
∑
k∈N
∑
j∈B j
µ0(I j).
Con lo cual, tomando ı´nfimo a derecha (sobre los cubrimientos de Ak),
µ(A) ≤
∑
k∈N
µ(Ak).
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Sea k ∈ N e Ik un intervalo de Ek, veamos que µ(E ∩ Ik) = 1m1···mk .
Por ser Ik un cubrimiento particular de Ik ∩ E, tenemos que
µ(Ik ∩ E) ≤ µ0(Ik) = 1m1 · · ·mk .
Y cualquier cubrimiento que tenga algu´n intervalo de pasos anteriores a k darı´a un
nu´mero mayor. Con lo cual, para estimar µ(Ik ∩ E), nos interesa mirar cubrimientos
cuyos intervalos sean del nivel k en adelante.
Sea {I j} j un cubrimiento de Ik ∩ E. Podemos suponer, por definicio´n de µ, que todo
intervalo del cubrimiento interseca a Ik ∩ E.
Podemos suponer tambie´n que el cubrimiento es finito. Pues como Ik∩E es un conjunto
compacto, cubierto por {I j} j, donde para cualquier j es E ∩ I j abierto en E; entonces
existe un subcubrimiento finito: I1, · · · , IN .
Finalmente, podemos suponer que I1, · · · , IN son disjuntos. Pues si dos de los intervalos
se intersecan, uno esta´ contenido en el otro (por construccio´n), ası´ que podrı´amos sacar
el ma´s pequen˜o del cubrimiento.
Llamemos k1, · · · , kN a los niveles que pertenecen I1, · · · , IN respectivamente. Sea K :=
ma´x{k1, · · · , kN}. Podemos hacer la siguiente reduccio´n: El intervalo IK esta´ contenido
en un u´nico IK−1 intervalo de EK−1. Si K > k, por ser K el ma´ximo, y los intervalos
que cubren Ik disjuntos; entonces todo intervalo del paso K que este´ contenido en IK−1
debe estar en el cubrimiento finito. Por ser∑
I j⊆IK−1
µ0(I j) = mK
1
m1 · · ·mK =
1
m1 · · ·mK−1 = µ0(I
K−1),
podemos cambiar el cubrimiento finito que tenı´amos por uno con estrictamente menos
elementos, reemplazando todos los I j ⊆ IK−1 por IK−1. Iterando esto, llegamos en finitos
pasos, a que el cubrimiento tomado era equivalente al cubrimiento {Ik}.
Ası´ por los dos u´ltimos items, tenemos que µ(E ∩ Ik) = 1m1···mk , como querı´amos probar.
Ahora estamos en condiciones de probar el siguiente Teorema, utilizando el Principio de
distribucio´n de masa (Proposicio´n 24) y el Lema anterior.
Teorema 26. Sea (δk)k una sucesio´n decreciente de nu´meros positivos, convergentes a 0; y
sea (mk)k una sucesio´n de nu´meros naturales mayores o iguales que 2. Supongamos que (Ek)k
es una sucesio´n de conjuntos compactos tales que se cumple lo siguiente:
E0 = [0, 1].
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Ek es una unio´n de m1 · · ·mk intervalos cerrados disjuntos separados por distancias de
al menos δk.
Cada uno de los intervalos que compone Ek contiene exactamente mk+1 de los interva-
los que componen Ek+1.
Llamando E =
⋂
k∈N0 Ek, tenemos que
dimH(E) ≥ lim
k→∞
log(m1 . . .mk−1)
− log(mkδk) .
Demostracio´n. Si limk→∞
log(m1...mk−1)
− log(mkδk) ≤ 0 , como dimH(E) ≥ 0, no hay nada que probar.
Si no, definimos una distribucio´n de masa en E que a cada intervalo del paso k (hay
m1 . . .mk intervalos), le asigna masa 1m1...mk (esto es posible por el Lema 25).
Dado un intervalo U con 0 ≤ |U | ≤ δ1, estimemos µ(U):
Existe un u´nico k ≥ 2 tal que δk ≤ |U | < δk−1 (pues (δk)k decrece a cero y 0 < |U | < δ1).
1. La cantidad de intervalos del nivel k que intersecan a U es a lo sumo mk.
Pues como |U | < δk−1 entonces U interseca como mucho a un intervalo del paso k − 1,
luego U interseca como mucho a mk intervalos del paso k.
2. La cantidad de intervalos del nivel k que intersecan U es como mucho 2|U |
δk
.
Pues como δk ≤ |U | entonces |U |δk + 1 ≤ 2 |U |δk . Como |U | es mayor estricto que la cantidad
de huecos que U interseca del paso k − 2 multiplicada por δk; |U |δk >cantidad de huecos
que U interseca del paso k − 2; y por lo tanto la cantidad de intervalos que U interseca
del paso k es menor o igual que |U |
δk
+ 2 ≤ 3|U |
δk
.
Ası´ de 1 y 2, tenemos que la cantidad de intervalos del paso k que intersecan a U es menor o
igual que mı´n{mk, 3|U |δk }.
Como cada intervalo del nivel k tiene masa 1m1...mk ; se tiene:
µ(U) ≤ 1
m1 . . .mk
mı´n
{
mk,
3|U |
δk
}
≤ 1
m1 . . .mk
(
3|U |
δk
)s
m1−sk ∀s ∈ [0, 1].
Por lo tanto, para cualquier s ∈ [0, 1]:
µ(U)
|U |s ≤
1
m1 . . .mk
m1−sk
(
3
δk
)s
=
3s
m1 . . .mk−1mskδ
s
k
(2.3)
Si 0 ≤ s < limk→∞ log(m1...mk−1)− log(mkδk) , entonces existe un k0 tal que
−s log(mkδk) < log(m1 . . .mk−1) ∀k ≥ k0
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De lo que se sigue:
log
(
1
(mkδk)s
)
< log(m1 . . .mk−1) ∀k ≥ k0
Y como el logaritmo es creciente:
1
(mkδk)s
< m1 . . .mk−1 ∀k ≥ k0
Con lo cual,
1 < m1 . . .mk−1mskδ
s
k ∀k ≥ k0 (2.4)
Veamos que en este caso es s ≤ 1: Por ser s < limk→∞ log(m1...mk−1)− log(mkδk) , basta ver que
lim
k→∞
log(m1 . . .mk−1)
− log(mkδk) < 1
. Como en el paso k hay m1 · · ·mk intervalos separados por huecos de longitud ≥ δk, se tiene
que δk(m1 · · ·mk − 1) ≤ 1. Por lo tanto,
⇒ m1 · · ·mk ≤ 1
δk
+ 1
⇒ m1 · · ·mk−1 ≤ 1mk
(
1
δk
+ 1
)
⇒ log(m1 · · ·mk−1) ≤ log
(
1
mk
(
1
δk
+ 1
))
= − log(mk δk1 + δk ).
Por lo que,
lim
k→∞
log(m1 . . .mk−1)
− log(mkδk) = limk→∞
log(m1 . . .mk−1)
− log(mk δk1+δk )
≤ 1.
Por ser s ∈ [0, 1] podemos utilizar (2.4), junto con (2.3), obteniendo que µ(U)|U |s ≤ 3s, y
ası´ µ(U) ≤ 3s|U |s
Ası´, por el Principio de distribucio´n de masa (Proposicio´n 24), dimH(E) ≥ s
Y como eso vale para todo s < limk→∞
log(m1...mk−1)
− log(mkδk) , tenemos lo requerido.
2.4. Sistemas iterados de funciones
Definicio´n 27. Una F : Rn → Rn se dice una contractividad si existe una constante C ∈ [0, 1)
tal que ||F(x) − F(y)|| ≤ C||x − y|| para todo x, y ∈ Rn.
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Definicio´n 28. Un IFS (sistema iterado de funciones) en Rn es {F1, · · · , Fm} donde m ∈ N≥2
y Fi : Rn → Rn es una contractividad para cada i.
Es bien conocido el siguiente Teorema, el cual fue probado por Hutchinson en [31]:
Teorema 29 (Hutchinson). Dado un IFS en Rn dado por {F1, · · · , Fm}, existe un u´nico con-
junto compacto E ⊆ Rn tal que E = ⋃1≤i≤m Fi(E). A ese conjunto se lo llama atractor.
Notaremos Ei1,··· ,ik = Fi1 ◦ · · · Fik(E) para cada k ∈ N y (i1, · · · , ik) ∈ {1, · · · ,m}k.
Definicio´n 30. Diremos que el IFS {F1, · · · , Fm} satisface la condicio´n de separacio´n fuerte
si los Fi(E) son conjuntos disjuntos.
Una clase especial de IFS es de especial intere´s:
Definicio´n 31. Una F : Rn → Rn se dice una similaridad contractiva si existe una constante
C ∈ [0, 1) tal que ||F(x) − F(y)|| = C||x − y|| para todo x, y ∈ Rn.
Definicio´n 32. Cuando el IFS {F1, · · · , Fm} este dado por similaridades contractivas, el
atractor E se dira que es un conjunto autosimilar.
Teorema 33. Si E es un conjunto autosimilar dado por el IFS {F1, · · · , Fm} que satisface la
condicio´n de separacio´n fuerte, tenemos que las funciones Fi : E → Fi(E) son biyecciones y
la unio´n de sus imagenes es E.
Por lo cual se puede definir una funcio´n inversa de todas ellas f : E → E dada por
f (x) :=
∑
1≤i≤m
F−1i (x)χFi(E)(x).
En ese caso, tenemos en particular que para cualquier A ⊆ E, f −1(A) es la unio´n disjunta
de Fi(A).
Teorema 34. Dado un conjunto E autosimilar dado por un IFS {F1, · · · , Fm} que satisface
la condicio´n de separacio´n fuerte, con un vector de probabilidad asociado (p1, · · · , pm).
Definiendo Ei1,··· ,ik := Fi1,··· ,ik(E) := Fi1 ◦ · · · ◦ Fik(E) y µ(Ei1,··· ,ik) := pi1 · · · pik para cada
k ∈ N y (i1, · · · , ik) ∈ {1, · · · ,m}k y extendie´ndola del siguiente modo: Si llamamos
E := {Ei1,··· ,ik : k ∈ N y (i1, · · · , ik) ∈ {1, · · · ,m}k}.
Definiendo
µ(A) := ı´nf
∑
i
µ(Vi) : A ∩ E ⊆
⋃
i
Vi y Vi ∈ E

se extiende a una probabilidad boreliana que verifica µ(A) =
∑
1≤i≤m piµ(F−1i (A)) para cual-
quier conjunto boreliano A (porque vale para los Ei1,··· ,ik).
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Proposicio´n 35. Si E es un conjunto autosimilar dado por el IFS {F1, · · · , Fm} que satisface
la condicio´n de separacio´n fuerte, cuyos radios de contraccio´n son c1, · · · , cm ∈ (0, 1). Sea s
el nu´mero que verifica que
m∑
i=1
csi = 1.
Entonces,
0 < (2DM)s ≤ H s(E) ≤ |E|s < ∞,
donde M := mı´n1≤i≤m ci, D := mı´n1≤i, j≤m d(Fi(E), F j(E)). Y por lo tanto, dimH(E) = s.
Demostracio´n. Notar que D > 0 por la condicio´n de separacio´n fuerte.
Veamos queH s(E) ≤ |E|s.
Como, por definicio´n de s,∑
i1,··· ,ik
|Ei1,··· ,ik |s =
∑
i1,··· ,ik
(ci1 · · · cik)s|E|s
=
∑
i1
csi1 · · ·
∑
ik
csik |E|s
= |E|s.
Dado δ > 0, sea k el mı´nimo natural tal que (ma´x1≤i≤m ci)k |E| ≤ δ. Entonces, fijado ese k,
tenemos que E =
⋃
i1,··· ,ik Fi1,··· ,ik(E) con |Fi1,··· ,ik(E)| ≤ ci1 · · · cik ≤ (ma´x1≤i≤m ci)k |E| ≤ δ. Es
decir que Fi1,··· ,ik(E) con (i1, · · · , ik) ∈ {1, · · · ,m}k, es un δ-cubrimiento de E. Asi, H sδ (E) ≤∑
i1,··· ,ik |Fi1,··· ,ik(E)|s = |E|s (por la cuenta de antes). Y por lo tanto, haciendo δ → 0, resultaH s(E) ≤ |E|.
Veamos que (2DM)s ≤ H s(E).
Definamos una distribucio´n de masa en E dada por µ(Ei1,··· ,ik) = (ci1 · · · cik)s. Veamos
que se cumple la hipo´tesis del Principio de Distribucio´n de Masa (Proposicio´n 25). Sea B
cualquier bola abierta de radio rDM con r ∈ (0, 1), que interseque al conjunto E. Elijamos
cualquier x ∈ E∩B. Por la condicio´n de separacio´n fuerte, existe un u´nico (in)n ∈ {1, · · · ,m}N
tal que x ∈ Fi1,··· ,in(E) para todo n ∈ N.
Sea k el mı´nimo natural tal que ci1 · · · cik ≤ r. Entonces, por ser el mı´nimo que lo verifica,
tenemos tambie´n que Mr ≤ ci1 · · · cik .
Entonces,
d(Fi1,··· ,ik(E), E \ Fi1,··· ,ik(E)) = mı´n( j1,··· , jk),(i1,··· ,ik) d(Fi1,··· ,ik(E), F j1,··· , jk(E))
≥ ci1 · · · cik D
≥ rDM.
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Por lo tanto, si B es una bola abierta de radio rDM con r ∈ (0, 1), que interseca al conjunto
E, entonces B toca como mucho un Fi1,··· ,ik(E) con Mr ≤ ci1 · · · cik ≤ r. Por lo tanto,
µ(B) ≤ µ(Fi1,··· ,ik(E))
= (ci1 · · · cik)s
≤ rs
= (2rDM)s.
(
1
2DM
)s
= |B|s
(
1
2DM
)s
.
Ası´, por el Principio de Distribucio´n de Masa (Proposicio´n 25), resulta
H s(E) ≥ (2DM)s y por lo tanto E es un s − set.
2.5. Proyecciones y dimensio´n
Notamos pθ : R2 → R a la proyeccio´n ortogonal sobre la recta que forma el a´ngulo θ con
el eje x.
Observacio´n 36. Dado E un conjunto boreliano en R2. Como la proyeccio´n es sobre una
recta, claramente dimH(pθ(E)) ≤ 1. Y como adema´s la proyeccio´n es una funcio´n Lipschitz,
tenemos que dimH(pθ(E)) ≤ dimH(E). Entonces vale que
dimH(pθ(E)) ≤ mı´n{dimH(E), 1} para todo θ.
El siguiente teorema es bien conocido, y su demostracio´n puede encontrarse en [13]
Teorema 37 (Teorema de las proyecciones, de Marstrand). Sea E un conjunto boreliano en
R2, llamemos α := dimH(E). Entonces vale que:
Si α ≤ 1, entonces dimH(pθ(E)) = α para casi todo θ.
Si α > 1, entonces pθ(E) tiene medida de Lebesgue positiva para casi todo θ.
En particular tenemos que
dimH(pθ(E)) = mı´n{dimH(E), 1} para casi todo θ.
Ejemplo 38. Si llamamos C al conjunto ternario de Cantor, entonces C×C tiene dimesio´n de
Hausdorff 2 log(2)log(3) (una cota superior se obtiene considerando los cubrimientos por cubos de
cada nivel de construccio´n, y la cota inferior por principio de distribucio´n de masa. Para ma´s
informacio´n sobre la dimensio´n de productos de fractales puede verse el Capı´tulo 7 de [15]),
y por otra parte la proyeccio´n sobre el eje x es p0(C×C) = C que tiene dimesio´n de Hausdorff
log(2)
log(3) . En este caso (para esa direccio´n particular) se tiene dimH(p0(E)) < 1 < dimH(C ×C).
Ası´ vemos un ejemplo que muestra que el Teorema no es va´lido para todas las direcciones.
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2.6. Algunos resultados de teorı´a ergo´dica
En esta seccio´n desarrollaremos algunos hechos de teorı´a ergo´dica. Los resultados son
ma´s bien esta´ndar, pero incluiremos las demostraciones completas (en ciertos casos no he-
mos podido encontrar referencias exactas). Dado que las demostraciones son las mismas, las
desarrollaremos con una generalidad mayor que la necesaria en nuestras aplicaciones poste-
riores.
El teorema ergo´dico
Trabajaremos en un espacio X dotado con una medida exterior finita µ.
NotaremosM a la σ-a´lgebra de conjuntos µ-medibles. Sabemos que µ|M es una medida.
Definicio´n 39. Decimos que una funcio´n f : X → X µ-medible preserva la medida µ (o que
µ es f -invariante) si verifica que
µ( f −1(A)) = µ(A) para todo A ∈ M.
Proposicio´n 40. Son equivalentes:
f : X → X preserva la medida µ.∫
g(x)dµ(x) =
∫
g( f (x))dµ(x) para toda g : X → R medible.
Eso vale, pues:
Si
∫
g(x)dµ(x) =
∫
g( f (x))dµ(x) para toda g : X → R medible. Tomando g = χA con
A ∈ M, tenemos que
µ(A) =
∫
χA dµ =
∫
χA ◦ f dµ =
∫
χ f −1(A) dµ = µ( f −1(A)).
Para la otra implicacio´n, si f : X → X preserva la medida µ, es decir vale ∫ g(x)dµ(x) =∫
g( f (x))dµ(x) para g = χA con A ∈ M. Usando la linealidad de la integral, vale la igualdad
para g simple no negativa. Luego, vale para g medible no negativa, usando el Teorema de
Convergencia Monotona y tomando una sucesio´n creciente de funciones simples no negativas
que tiendan a g. Asi, vale para una g medible cualquiera, pues g = g+ − g− con g+ y g−
medibles no negativas.
Definicio´n 41. Diremos que µ (finita) es ergo´dica si es f-invariante y adema´s para cada
A ∈ M tal que A = f −1(A), vale que µ(A) = 0 o µ(X \ A) = 0.
Notaremos f j a la composicio´n de f consigo misma j veces.
Muchas veces es de intere´s estudiar la o´rbita de un x ∈ X por f , es decir que pasa con
los puntos x, f (x), f 2(x), · · · (esto es, mirar como se comporta x vı´a el sistema dina´mico
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discreto que esta´ dado por aplicar f ). Intuitivamente el hecho de que µ sea ergo´dica nos dice
que el sistema (X, f , µ) no se puede descomponer en dos partes “independientes” que tengan
medida µ positiva.
Pues, si existe A ∈ M tal que A = f −1(A), aplicando f y f −1 cualquier cantidad finita
de veces a la igualdad anterior, sale que A = f m(A) para todo m ∈ Z. De este modo la
o´rbita { f m(x)}m de un x cualquiera, esta´ completa en A o en X \ A. Ası´, el sistema se podrı´a
descomponer en dos partes independientes: A y X \ A.
Otra nocio´n intuitiva de ergodicidad, tal vez menos precisa, es que la ergodicidad tiene
que ver con que no hay un conjunto de intere´s (en lo que respecta a la medida) que quede
fijo. Esto nos dice, de algu´n modo, que al aplicar la funcio´n f se van “revolviendo” los
puntos del espacio. Esto se puede visualizar por ejemplo en el caso del circulo S 1 dotado
con la medida µ := H1 (la que intuitivamente mide longitudes), y f := Rα la rotacio´n de
angulo 2piα. Tenemos en (S 1, f , µ) que: α < Q si y solo si µ es ergo´dica. Es un resultado bien
conocido, que la o´rbita de cualquier punto en el caso racional es finita. Y tambie´n que en el
caso irracional vale que: para cualquier x ∈ S 1 y cualquier abierto U de S 1 vale que existen
infinitos n ∈ N tales que f n(x) ∈ U.
Proposicio´n 42. Si µ es ergo´dica y φ : X → R medible tal que φ( f (x)) = φ(x) para todo
x ∈ X. Entonces, existe un nu´mero real λ tal que φ(x) = λ para casi todo x respecto de µ.
Demostracio´n. Notar que en caso de ser φ(x) = λ para casi todo x respecto de µ, debe ser
λ = ||φ||L∞µ. Utilizando esto, veamos que vale la proposicio´n:
Claramente φ(x) ≤ ||φ||L∞µ para casi todo x respecto de µ.
Por otra parte, para cada  > 0, el conjunto
A := {x ∈ X : φ(x) < ||φ||L∞µ − }
esta enM (ya que φ es medible), y verifica f −1(A) = A (ya que φ( f (x)) = φ(x) implica que
x ∈ A ⇐⇒ f (x) ∈ A). Por lo cual, por ser µ ergo´dica, resulta µ(A) = 0 o µ(X \ A) = 0. Pero,
por definicio´n de norma infinito, µ(X \ A) > 0. Por lo tanto µ(A) = 0. Y como eso vale para
cualquier  > 0, tenemos que φ(x) ≥ ||φ||L∞µ para casi todo x respecto de µ.
Muchas veces puede ser de intere´s estudiar la tendencia de los promedios de φ en la o´rbita
de un x, es decir, lı´mk→∞ 1k
∑k−1
j=0 φ( f
j(x)).
El siguiente Teorema (ve´ase por ejemplo [58]), nos garantiza que bajo ciertas condiciones
existe ese lı´mite, y nos dice el resultado en caso de ser µ ergo´dica:
Teorema 43 (Teorema Ergo´dico, de Birkhoff). Sea (X,T, µ) un espacio de medida exterior
finita, con T una funcio´n que preserva la medida µ.
Si φ ∈ L1(X,T, µ), entonces ∃ lı´mk→∞ 1k
∑k−1
j=0 φ(T
j(x)) para casi todo x respecto de µ.
Si adema´s µ es ergo´dica, para casi todo x respecto de µ el lı´mite es 1
µ(X)
∫
X
φ dµ (que es
una constante independiente de x).
Demostracio´n. Sea S k(x) := 1k
∑
0≤ j≤k−1 φ(T j(x)).
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Comencemos por ver la existencia de lı´mite en el caso en que φ es acotada.
Veremos que ∫
lı´m sup
k→∞
S k dµ ≤
∫
φ dµ (2.5)
y adema´s que
−
∫
lı´m inf
k→∞
S k dµ ≤ −
∫
φ dµ, (2.6)
ası´ serı´a
0 ≤
∫
lı´m inf
k→∞
S k − φ dµ ≤
∫
lı´m sup
k→∞
S k − φ dµ ≤ 0,
y por lo tanto
∃ lı´m
k→∞
S k para casi todo punto respecto de µ.
Sea cualquier  ∈ (0, 1), veamos que vale (2.5): Comencemos por definir
τ(x) := mı´n{k ∈ N : S k(x) ≥ lı´m sup
n→∞
S n(x) − 
µ(X)
}.
Para cada x definimos inductivamente
k1 := τ(x)
k2 := τ(T k1(x))
· · ·
ki := τ(T k1+···+ki−1(x))
• Veamos primero el caso en que τ esta´ acotada por un cierto C (y por lo tanto
ki ≤ C para todo i ∈ N).
Como, dado i ∈ N, tenemos que
k1+···+ki−1∑
j=k1+···+ki−1
φ(T j(x)) =
ki−1∑
j=0
φ(T k1+···+ki−1+ j(x))
= kiS ki(T
k1+···+ki−1(x))
≥ ki
(
lı´m sup
n→∞
S n(T k1+···+ki−1(x)) − 
µ(X)
)
= ki
(
lı´m sup
n→∞
S n(x) − 
µ(X)
)
,
donde la desigualdad vale por definicio´n de τ y eleccio´n de ki, y la ultima igualdad
porque al ser |φ| ≤ M resulta |S n(T (x)) − S n(x)| = |−φ(x)+φ(T n(x))n | ≤ 2Mn → 0 (y
ana´logamente se puede hacer con T k(x) en lugar de T (x)).
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Ası´, sumando sobre 1 ≤ i ≤ N, tenemos
k1+···+kN−1∑
j=0
φ(T j(x)) ≥
 N∑
i=1
ki
 (lı´m sup
n→∞
S n(x) − 
µ(X)
)
. (2.7)
Dado k ∈ N suficientemente grande, existe un N ∈ N tal que
k1 + · · · + kN ≤ k < k1 + · · · + kN+1.
Entonces,
k−1∑
j=0
φ(T j(x)) ≥
k1+···+kN−1∑
j=0
φ(T j(x))
≥
 N∑
i=1
ki
 (lı´m sup
n→∞
S n(x) − 
µ(X)
)
> (k − kN+1)
(
lı´m sup
n→∞
S n(x) − 
µ(X)
)
= (k −C)
(
lı´m sup
n→∞
S n(x) − 
µ(X)
)
+ (C − kN+1)
(
lı´m sup
n→∞
S n(x) − 
µ(X)
)
≥ (k −C)
(
lı´m sup
n→∞
S n(x) − 
µ(X)
)
−C(M + 
µ(X)
)
≥ (k −C)
(
lı´m sup
n→∞
S n(x) − 
µ(X)
)
−C(M + 1
µ(X)
),
donde usamos (2.7) en la segunda desigualdad, que |τ| ≤ C en la cuarta desigual-
dad, y finalmente que  ∈ (0, 1).
Entonces,
1
k
k−1∑
j=0
φ(T j(x)) ≥
(
1 − C
k
) (
lı´m sup
n→∞
S n(x) − 
µ(X)
)
−
C(M + 1
µ(X) )
k
.
E integrando, tenemos∫
φ(x) dµ(x) =
1
k
k−1∑
j=0
∫
φ(x) dµ(x)
=
1
k
k−1∑
j=0
∫
φ(T j(x)) dµ(x)
≥
(
1 − C
k
) ∫
lı´m sup
n→∞
S n(x) dµ(x) −  − C(Mµ(X) + 1)k
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donde la segunda igualdad se debe a que como T preserva la medida µ se tiene
que
∫
φ(T j(x)) dµ(x) =
∫
φ(x) dµ(x).
Tomando el lı´mite de k tendiendo a infinito tenemos que∫
φ(x) dµ(x) ≥
∫
lı´m sup
n→∞
S n(x) − .
• Ahora veamoslo para una τ cualquiera.
Como queremos relacionarlo con el caso acotado, elijamos C ∈ N suficientemente
grande tal que µ{x : τ(x) > C} < 2M .
Definamos φ∗ : X → R como
φ∗(x) := φ(x)χ{τ(x)≤C}(x) + Mχ{τ(x)>C}(x),
S ∗k(x) :=
1
k
∑
0≤ j≤k−1
φ∗(T j(x)),
y
τ∗(x) := mı´n
{
k ∈ N : S ∗k(x) ≥ lı´m sup
n→∞
S n(x) − 2
}
.
Es claro que φ(x) ≤ φ∗(x) para cualquier x. Por lo tanto, dado un x cualquiera,
φ(T j(x)) ≤ φ∗(T j(x)) para todo j ∈ N, entonces sumando resulta S ∗k(x) ≥ S k(x),
por lo cual τ∗(x) ≤ τ(x).
Observemos que si x ∈ {τ(x) > C}, resulta φ∗(x) = M ≥ |φ(x)|, y por lo tanto
S ∗1(x) = M ≥ lı´m sup
n→∞
S n(x) ≥ lı´m sup
n→∞
S n(x) − 2 ,
con lo cual τ∗(x) = 1.
Observemos tambie´n que τ∗(x) ≤ C cualquiera sea x. Esto vale pues por lo recien
visto, si x ∈ {τ(x) > C} resulta que τ∗(x) = 1 ≤ C < τ(x), y si x ∈ {τ(x) ≤ C}
resulta que τ∗(x) ≤ τ(x) ≤ C.
Como τ∗ es acotada, tenemos por el caso anterior, que∫
lı´m sup
n→∞
S n(x) dµ(x) ≤
∫
φ∗(x) dµ(x) + 
=
∫
φ dµ +
∫
(φ∗ − φ) dµ + 
≤
∫
φ dµ + 2Mµ{τ > C} + 
<
∫
φ dµ + 2
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Ası´, haciendo  → 0+, vimos (2.5).
Deduzcamos (2.6): Considerando −φ en lugar de φ (la cual cumple todas las mis-
mas hipo´tesis), tenemos por lo recie´n visto que
−
∫
lı´m inf
n→∞ S n dµ =
∫
lı´m sup
n→∞
−S n dµ ≤
∫
−φ dµ = −
∫
φ dµ.
Ahora veamos la existencia de lı´mite para una φ cualquiera.
Sea φ+M := φ
+χ{φ+≤M}. Como φ+M es acotada, por lo tanto por el caso anterior,∫
φ+M dµ =
∫
lı´m
n→∞
1
n
n−1∑
j=0
φ+M(T
j(x)) dµ.
Cuando M → ∞ tenemos 0 ≤ φ+M ↗ φ+, y tambie´n 0 ≤ lı´mn→∞ 1n
∑n−1
j=0 φ
+
M(T
j(x)) ↗
lı´mn→∞ 1n
∑n−1
j=0 φ
+(T j(x)); por lo cual tenemos por convergencia mono´tona que
∫
φ+ dµ =
∫
lı´m
n→∞
1
n
n−1∑
j=0
φ+(T j(x)) dµ.
Analogamente con φ−M := φ
−χ{φ−≥M}. Como φ−M es acotada, por lo tanto por el caso
anterior, ∫
φ−M dµ =
∫
lı´m
n→∞
1
n
n−1∑
j=0
φ−M(T
j(x)) dµ.
Donde cuando M → ∞ tenemos que 0 ≤ φ−M ↗ φ− y 0 ≤ lı´mn→∞ 1n
∑n−1
j=0 φ
−
M(T
j(x)) ↗
lı´mn→∞ 1n
∑n−1
j=0 φ
−(T j(x)); tenemos por convergencia mono´tona que
∫
φ− dµ =
∫
lı´m
n→∞
1
n
n−1∑
j=0
φ−(T j(x)) dµ.
Entonces, ∫
φ dµ =
∫
φ+ dµ −
∫
φ− dµ
=
∫
lı´m
n→∞
1
n
n−1∑
j=0
φ+(T j(x)) dµ −
∫
lı´m
n→∞
1
n
n−1∑
j=0
φ−(T j(x)) dµ
=
∫
lı´m
n→∞
1
n
n−1∑
j=0
φ(T j(x)) dµ
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Veamos el “adema´s”.
• Veamoslo primero en el caso en que φ es acotada.
Llamemos S n(x) := 1n
∑n−1
j=0 φ(T
j(x)). Vimos que casi todo punto esta en L := {x :
∃ lı´mn→∞ S n(x)}. Sea x ∈ L, entonces existe lı´mn→∞ S n(x), y por ser φ acotada es
S n(T (x)) − S n(x) = φ(T
n(x)) − φ(x)
n
→ 0,
ası´ resulta que existe lı´mn→∞ S n(T (x)) y
lı´m
n→∞ S n(T (x)) = lı´mn→∞ S n(x).
Es decir, si llamamos Φ := lı´mn→∞ S n, se verifica que Φ(T (x)) = Φ(x) para to-
do x ∈ L. Ası´, por la Proposicio´n 42 en el espacio X := L (aca´ usamos que µ
es ergo´dica), existe una constante λ = lı´mn→∞ S n(x) para casi todo x ∈ L con
respecto a la medida µ. Entonces,
λµ(X) =
∫
lı´m
n→∞ S n dµ = lı´mn→∞
∫
S n dµ = lı´m
n→∞
∫
φ dµ =
∫
φ dµ,
donde usamos Teorema de Convergencia Mayorada (|S n| ≤ M con µ finita), y que
µ es T -invariante. ası´, juntando todo, lı´mn→∞ S n(x) = 1µ(X)
∫
φ dµ para casi todo x
respecto de µ.
• Vea´moslo ahora para una φ cualquiera. Sean, como antes, φ+M := φ+χ{φ+≤M} y
φ−M := φ
−χ{φ−≥M}. Como ambas son funciones acotadas, por el caso anterior
lı´m
n→∞
1
n
n−1∑
j=0
φ+M(T
j(x)) =
1
µ(X)
∫
φ+M dµ para casi todo x respecto de µ,
y
lı´m
n→∞
1
n
n−1∑
j=0
φ−M(T
j(x)) =
1
µ(X)
∫
φ−M dµ para casi todo x respecto de µ.
Entonces, resta´ndolas y luego haciendo M → ∞, tenemos que existe lı´mn→∞ S n(x) =
1
µ(X)
∫
φ dµ para casi todo x respecto de µ.
Observacio´n 44. Notar que el Teorema Ergo´dico (Teorema 43) generaliza la Ley de los
Grandes Nu´meros, la cual dice que:
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Si X1, X2, X3, · · · es una sucesio´n de variables aleatorias independientes e ide´nticamente
distribuidas en un espacio de probabilidad (X, P) que cumplen E =
∫ |X1| dP < ∞, entonces
lı´mn→∞ 1n
∑n
i=1 Xi = E para casi todo x respecto de P.
Esto se debe al Teorema Ergo´dico, tomando como espacio XN con la probabilidad dada
por la medida producto, T (X1, X2, X3, · · · ) = (X2, X3, · · · ) el shift, y φ = pi1 la proyeccion a la
primer coordenada. Pues φ(T j(X1, X2, · · · )) = X j. Se puede ver que dicha medida producto
es ergo´dica.
El siguiente Teorema esta´ emparentado con el anterior y su demostracio´n puede encon-
trarse en [33]:
Teorema 45 (Teorema ergo´dico subaditivo, de Kingman). Si T es una transformacio´n que
preserva la medida en el espacio de probabilidad (X,B, µ) y ( fn)n∈N es una sucesio´n de fun-
ciones integrables satisfaciendo
fn+m(x) ≤ fn(x) + fm(T n(x)) para todos n,m ∈ N,
entonces existe lı´mn→∞
fn(x)
n para casi todo punto x respecto de µ.
Si adema´s µ es ergo´dica, para casi todo x respecto de µ el lı´mite es ı´nfn
∫
fn dµ
n = lı´mn→∞
∫
fn dµ
n
(que es una constante independiente de x).
Veamos que la u´ltima igualdad en el Teorema se debe a la siguiente propiedad de suce-
siones:
Lema 46. Sea (an)n∈N ⊆ R≥0 tal que an+m ≤ an + am. Entonces existe lı´mn→∞ ann = ı´nfn∈N ann .
Demostracio´n. Definimos a0 := 0. La nueva sucesio´n sigue cumpliendo todas las hipo´tesis.
Dado ε > 0, sea m ∈ N tal que amm < ı´nfk∈N akk + ε. Cada n ∈ N podemos escribirlo como
n = mq + r con q ∈ N ∪ {0} y 0 ≤ r ≤ m − 1. Tenemos entonces que
an = amq+r ≤ am + · · · + am + ar = qam + ar.
Entonces,
an
n
≤ qam + ar
n
=
qm
n
am
m
+
ar
n
.
Por lo tanto,
ı´nf
k∈N
ak
k
≤ an
n
≤ qm
n
am
m
+
ar
n
≤ qm
n
(
ı´nf
k∈N
ak
k
+ ε
)
+
ar
n
=
n − r
n
(
ı´nf
k∈N
ak
k
+ ε
)
+
ar
n
.
Por lo cual tenemos que
ı´nf
k∈N
ak
k
≤ lı´m inf
n→∞
an
n
≤ lı´m sup
n→∞
an
n
≤ ı´nf
k∈N
ak
k
+ ε
para todo ε > 0. Haciendo ε→ 0 obtenemos el resultado buscado.
2.6. ALGUNOS RESULTADOS DE TEORI´A ERGO´DICA 43
Y con esto, podemos ver que:
Observacio´n 47. Llamando an :=
∫
fn dµ. Si sabemos que fn+m ≤ fn + fm ◦ T n y que Tµ = µ,
vale que an+m =
∫
fn+m dµ ≤
∫
fn dµ +
∫
fm ◦ T n dµ =
∫
fn dµ +
∫
fm dµ = an + am. Y ası´ es
como sabemos, por el Lema anterior, que
ı´nf
n
∫
fn dµ
n
= lı´m
n→∞
∫
fn dµ
n
en el Teorema ergo´dico subaditivo.
Skew-products sobre grupos compactos y puntos gene´ricos
Comencemos repasando algunas definiciones generales:
Definicio´n 48. Un grupo topolo´gico (G, .) es un grupo dotado con una topologı´a de modo
que la multiplicacio´n G ×G → G dada por (g1, g2) 7→ g1.g2 y la inversio´n G → G dada por
g 7→ g−1 son funciones contı´nuas.
Definicio´n 49. Si a ∈ G y S ⊆ G definimos el trasladado por izquierda como aS := {a.s :
s ∈ S }. Una medida µ en los subconjuntos de Borel se llama invariante por traslacio´n a
izquierda si µ(aS ) = µ(S ). Decimos que una medida boreliana es una medida de Haar si es
invariante por traslacio´n a izquierda, regular, y finita sobre compactos.
Se verifica que hay (salvo una constante multiplicativa) so´lo una medida regular de Haar
(ver el capı´tulo 3 del libro [38]).
Sea (Y,T, µ) un sistema dina´mico que preserva medida en un espacio me´trico compacto
Y junto con su σ-a´lgebra de Borel, G un grupo topolo´gico compacto dotado con la medida
de Haar mG y α : Y → G una funcio´n continua. Definamos la funcio´n skew-product S en
X = Y ×G por la fo´rmula
S (y, g) = (T (y), α(y) · g).
El estudio de skew-products sobre grupos compactos de esta forma es cla´sico, ver por ejemplo
[37]. La aplicacio´n de e´sta teorı´a al estudio de proyecciones fue resaltada por Falconer y Jin
en [16], quienes usaron extensiones de grupos compactos para el estudio de la dimensio´n de
Hausdorff de proyecciones de una clase de medidas aleatorias (diferentes a las nuestras).
Definicio´n 50. Una medida ϑ en X se dice que se proyecta sobre una medida µ en Y, si
piYϑ = µ donde piY representa la proyeccio´n en Y.
Adema´s, ϑ se dice u´nicamente ergo´dica sobre µ si es la u´nica medida ergo´dica que se
proyecta sobre µ.
Notar que la medida µ×mG claramente se proyecta sobre µ y es tambie´n S -invariante por
el Teorema de Fubini-Tonelli, pues µ es T -invariante y mG es la medida de Haar en G.
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Proposicio´n 51. Sea µ una medida ergo´dica. Entonces se tiene que: una medida ϑ en X es
u´nicamente ergo´dica sobre µ si y solo si es la u´nica medida S -invariante que se proyecta
sobre µ.
Demostracio´n. Para la implicacio´n ⇐, notemos que ϑ debe ser ergo´dica: si ϑ = ∫ σ dρ(σ)
es la descomposicio´n ergo´dica de ϑ (ver por ejemplo [12, Teorema 6.1]) entonces µ =∫
piYσ dρ(σ). Como µ es ergo´dica, piYσ = µ para ρ-casi todo σ, por lo cual σ = ϑ para
ρ-casi todo σ, mostrando que ϑ es ergo´dica, como querı´amos ver. La implicacio´n⇐ es ahora
clara.
Supongamos entonces que ϑ es u´nicamente ergo´dica y sea ζ una medida S -invariante que
proyecta sobre µ. Debemos probar que ζ = ϑ. Sea
ζ =
∫
σ dρ(σ)
una descomposicio´n ergo´dica de ζ. Por lo tanto, para ver que ζ = ϑ es suficiente ver que
ρ = δϑ. Notar que
µ = piYζ =
∫
piYσ dρ(σ) =
∫
D
σ′ dpiYρ(σ′) (2.8)
dondeD = {σ′ ∈ P(Y) : σ′ es T -invariante}.
Como µ es ergo´dica, es un punto extremo del conjuntoD de donde, por la caracterizacio´n
de puntos extremos de Bauer [10, Capı´tulo IX, Teorema 3], tenemos que piYρ = δµ. Pero
entonces, como ρ esta´ soportada en el conjunto de medidas ergo´dicas y ϑ es u´nicamente
ergo´dica, obtenemos que
1 = piYρ({µ}) = ρ({σ : piYσ = µ})
= ρ
({σ : σ es ergo´dica y piYσ = µ}) = ρ({ϑ})
lo que implica que ρ = δϑ y concluimos la demostracio´n.
Definicio´n 52. Dado un sistema que preserva medida (Z,R, σ) (es decir queσ es R-invariante),
con Z compacto y R : Z → Z funcio´n continua, decimos que z ∈ Z es gene´rico para σ (o
σ-gene´rico) si para cualquier funcio´n continua f : Z → R tenemos que
lı´m
n→∞
1
n
n−1∑
i=0
f (Ri(z)) =
∫
Y
f dσ.
Observacio´n 53. Se sigue del Teorema ergo´dico que si σ es ergo´dica entonces σ-casi todo
z ∈ Z es gene´rico para σ.
El caso especial del siguiente Lema en que el sistema base (Y,T ) es u´nicamente ergo´dico
es un cla´sico resultado de Furstenberg, ver por ejemplo [12, Teorema 4.21]. El caso general
sigue la misma lı´nea y damos la prueba a continuacio´n.
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Lema 54. Si ϑ = µ × mG es ergo´dica entonces es u´nicamente ergo´dica sobre µ.
Demostracio´n. Claramente tenemos piYϑ = µ, de modo que queda por verificar que ϑ es la
medida u´nicamente ergo´dica con esta propiedad. Ahora, como ϑ es ergo´dica tenemos que
ϑ-casi todo (ω˜, g˜) ∈ X es gene´rico para ϑ. Adema´s, tenemos que
(ω, g) es gene´rico para ϑ =⇒ (ω, g′) es gene´rico para ϑ para todo g′ ∈ G. (2.9)
En efecto, observar que para todo i ∈ N0 tenemos que
S i(ω, g′) = Mg−1·g′(S i(ω, g))
donde para todo h ∈ G la funcio´n Mh : X → X esta´ definida por la fo´rmula
Mh(ω˜, g˜) := (ω˜, g˜ · h).
Entonces para cualquier funcio´n continua f tenemos que
1
n
n−1∑
i=0
f (S i(ω, g′)) =
1
n
n−1∑
i=0
f (Mg−1·g′(S i(ω, g))) −→n→+∞
∫
X
f ◦ Mg−1·g′ d(µ × mG)
como (ω, g) es gene´rico para ϑ y f ◦ Mh es continua para todo h ∈ G. Ahora, como mG es
invariante bajo multiplicacio´n, por el Teorema de Fubini concluimos que
1
n
n−1∑
i=0
f (S i(ω, g′)) −→
∫
X
f d(µ × mG)
lo que muestra que (ω, g′) es gene´rico para ϑ.
Ahora, sea ρ una medida ergo´dica en X que se proyecta sobre µ. Para cualquiera de esos
ρ el conjunto
Λρ = {ω ∈ Y : (ω, g) es gene´rico para ρ para algu´n g ∈ G} (2.10)
tiene medida µ total en Y . En particular, el conjunto Λϑ ∩ Λρ es no vacı´o, donde Λϑ esta´
definida ana´logamente a (2.10). Notar que por (2.9) tenemos que para todo ω ∈ Λϑ ∩ Λρ
existe g ∈ G tal que (ω, g) es gene´rico para ϑ y para ρ. Pero por definicio´n de punto gene´rico
esto implica que ∫
X
f dϑ =
∫
X
f dρ
para toda funcio´n continua, lo que muestra que ϑ = ρ.
Terminamos esta seccio´n con el siguiente resultado de convergencia uniforme, que nue-
vamente es cla´sico en el caso u´nicamente ergo´dico.
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Lema 55. Si µ × mG es ergo´dica, entonces para toda funcio´n continua f : X → R y todo
punto µ-gene´rico ω, los promedios ergo´dicos
1
n
n∑
i=1
f (S i(ω, g))
convergen a
∫
f d(µ × mG), uniformemente en g ∈ G.
Demostracio´n. Supongamos que el enunciado no vale para algu´n punto µ-gene´rico ω y fun-
cio´n continua f . Entonces podemos encontrar ε > 0, una sucesio´n n j → ∞ y puntos g j ∈ G
tales que ∣∣∣∣∣∣∣ 1n j
n j∑
i=1
f (S i(ω, g j)) −
∫
f d(µ × mG)
∣∣∣∣∣∣∣ > ε. (2.11)
Despue´s de pasar a una subsucesio´n, podemos suponer que ν j := 1n j
∑n j
i=1 δS i(ω,g j) converge a
una medida ϑ. Notar que, para cualquier h ∈ C(X),∣∣∣∣∣∫ h dν j − ∫ h d(S ν j)∣∣∣∣∣ = 1n j |h(ω, g j) − h(S n j+1(ω, g j))| ≤ 2‖h‖∞n j ,
la cual tiende a cero 0 cuando j → ∞. Entonces el lı´mite ϑ es S -invariante. Ma´s au´n, piYϑ es
el lı´mite de 1n j
∑n j
i=1 δT i(ω), lo que equivale a µ gracias a nuestra asuncio´n de que ω es gene´rico.
Se sigue de la Proposicio´n 51 y el Lema 54 que ϑ = µ×mG, y por lo tanto 1n j
∑n j
i=1 f (S
i(ω, g j))
converge a
∫
f dϑ =
∫
f d(µ × mG). Esto contradice (2.11).
Cociclos subaditivos y puntos gene´ricos
Sea X un espacio y S : X → X una transformacio´n. Un cociclo subaditivo sobre (X, S ) es
una sucesio´n de funciones (φn : X → R)n∈N tal que
φn+m(x) ≤ φn(x) + φm ◦ S n(x) para todo x ∈ X, m, n ∈ N. (2.12)
Es bien sabido que si (X, S ) es u´nicamente ergo´dico, entonces los promedios ergo´dicos
de funciones continuas convergen uniformemente. Esto falla para cociclos subaditivos sobre
sistemas u´nicamente ergo´dicos, pero un lado de la desigualdad vale: esto fue observado por
Furman [22, Teorema 1]. Una inspeccio´n de la prueba del teorema ergo´dico subaditivo dada
por Katznleson y Weiss [33] arroja un resultado ma´s general que el resultado de Furman.
Primero, veamos la siguiente una definicio´n.
Definicio´n 56. Una funcio´n φ : X → R, donde (X, µ) es un espacio me´trico de medida,
se dice que es C-aproximable por arriba si, para todo ε > 0, existe una funcio´n continua
φε : X → R tal que φ ≤ φε puntualmente, y
∫
(φε − φ) dµ < ε.
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Teorema 57. Sea (X, S , µ) un sistema ergo´dico que preserva medida con X compacto y S
continua. Sea F = (φn)n∈N un cociclo subaditivo C-aproximable por arriba en X. Entonces
para todo x ∈ X µ-generico, vale que
lı´m sup
n→+∞
φn(x)
n
≤ Φ(F ) := ı´nf
n∈N
{
1
n
∫
X
φn dµ
}
.
Demostracio´n. Empecemos notando que las funciones C-aproximables por arriba son acota-
das por arriba e integrables por definicio´n. Fijemos N ∈ N, ε > 0 y sea
L := ma´x
1≤i≤N
sup
x∈X
φi(x) < +∞.
Por la asuncio´n, existe una funcio´n continua φN,ε : X → R tal que φN ≤ φN,ε y
∫
X
(φN,ε −
φN)dµ < ε.
Supongamos que n = (m + 1)N + 1, para algu´n m ∈ N. Entonces podemos escribir n como
i + mN + (N + 1 − i) para todo 1 ≤ i ≤ N. Por subaditividad,
φn(x) = φ(m+1)N+1(x) ≤ φi(x) + φmN+(N+1−i)(S i(x))
≤ φi(x) + φmN(S i(x)) + φN+1−i(S i+mN(x))
≤ 2L + φmN(S i(x)). (2.13)
Notar tambie´n que
φmN(S i(x)) ≤ φN(S i(x)) + φN(S i+N(x)) + · · · + φN(S i+(m−1)N(x)).
Por lo tanto, si sumamos sobre todo i (1 ≤ i ≤ N) en la ecuacio´n (2.13) y usamos la u´ltima
desigualdad, obtenemos que
Nφn(x) = Nφ(m+1)N+1(x) ≤ 2LN +
mN∑
j=1
φN(S j(x)). (2.14)
Ahora, si n = (m + 1)N + 1 + r − 1 para algu´n 2 ≤ r ≤ N entonces notamos que
φn(x) ≤ φ(m+1)N+1(x) + φr−1(S (m+1)N+1(x)) ≤ φ(m+1)N+1(x) + L.
Por (2.14) y lo de recie´n, obtenemos
Nφn(x) ≤ 3LN +
mN∑
j=1
φN(S j(x))
para todo n ∈ N suficientemente grande, donde hemos escrito n como (m+1)N + r para algu´n
m ∈ N y 1 ≤ r ≤ N. Dividiendo la desigualdad de arriba por Nn se obtiene
φn(x)
n
≤ 3L
n
+
m
n
( 1
mN
mN∑
j=1
φN(S j(x))
)
≤ 3L
n
+
m
n
( 1
mN
mN∑
j=1
φN,ε(S j(x))
)
. (2.15)
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Observar que mn → 1N cuando n → ∞, ası´ tomando lı´m supn→∞ en ambos lados y usando el
hecho de que x es gene´rico, podemos concluir que
lı´m sup
n→+∞
φn(x)
n
≤ 1
N
(∫
X
φN dµ + ε
)
. (2.16)
Como la cota en (2.16) vale para N ∈ N arbitrario y para cualquier ε > 0, obtenemos el
resultado.
En el caso especial de un grupo (topolo´gico) compacto skew-product (Y ×G, S , µ × mG),
podemos aplicar el Lema 55 para obtener la siguiente mejora.
Corolario 58. Sea (Y,T, µ) un sistema que preserva medida con Y compacto y T continua,
sea G un grupo (topolo´gico) compacto con la medida de Haar mG, y sea α : Y → G una
funcio´n continua. Denotemos el sistema que preserva medida skew-product asociado como
(X, S , µ × mG). Ma´s au´n, sea F = (φn)∞n=1 un cociclo subaditivo sobre X, C-aproximable por
arriba.
Si µ × mG es ergo´dica, entonces para todo punto ω ∈ X que sea µ-gene´rico,
lı´m sup
n→+∞
φn(ω, g)
n
≤ ı´nf
n∈N
{
1
n
∫
X
φn d(µ × mG)
}
uniformemente en g ∈ G.
Demostracio´n. Esto se sigue del Lema 55 haciendo n→ ∞ en la desigualdad puntual (2.15).
Capı´tulo 3
Conjuntos grandes evitando contables
patrones lineales.
En este capı´tulo construiremos un conjunto grande, compacto en Rd, que evite contables
patrones lineales dados de antemano.
Comencemos por definir que´ es un patro´n lineal:
Definicio´n 59. Dado E ⊆ Rd decimos que ψ : Rdk → Rn es un patro´n en E, si existen distintos
puntos #»x1, · · · , #»xk ∈ E tales que ψ( #»x1, · · · , #»xk) = #»0 .
En el caso particular que ψ es una funcio´n lineal, decimos que es un patro´n lineal.
Ahora enunciemos el resultado principal de este capı´tulo:
Teorema 60. Sea h una funcio´n de dimensio´n con h ≺ xd, y sea (ψk)k∈N una sucesio´n de
funciones lineales no nulas con ψk : (Rd)mk → R y mk ≥ 2. Entonces existe un conjunto
compacto E ⊆ Rd tal queHh(E) > 0, y ψk( #»x1, · · · , #  »xmk) , 0 para todos k ∈ N y todos vectores
distintos #»x1, · · · , #  »xmk ∈ E.
En particular, si tomamos h(x) := − log(x)xd, obtenemos un conjunto de dimensio´n de
Hausdorff d con las mismas propiedades.
Un Teorema de Besicovitch [4] implica que si E ⊂ Rd tiene medidaHh positiva para todo
h ≺ xd, entonces tiene medida de Lebesgue positiva. Ma´s especı´ficamente:
Teorema 61 (Besicovitch 1956). Dado un conjunto compacto E ⊆ Rd y una funcio´n de
dimensio´n g tal queHg(E) = 0, entonces existe h ≺ g tal queHh(E) = 0.
Por lo tanto, como un conjunto de medida de Lebesgue positiva contiene todo patro´n
finito, en el Teorema 60 no es posible tener un conjunto E que lo verifique para toda h ≺
xd simulta´neamente. Eso puede verse por absurdo, tomando por ejemplo la funcio´n lineal
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ψ(x, y, z) := x+z2 − y. Supongamos que el conjunto no tiene el patro´n ψ y queHh(E) > 0 para
toda h ≺ xd, entonces (por el Teorema de Besicovitch) L(E) = cdHd(E) > 0. Por lo tanto,
por tener medida de Lebesgue positiva, E contiene una progresio´n aritme´tica de longitud 3
(que esta´ en el conjunto de ceros de ψ), lo que es una contradiccio´n ya que E no contiene el
patro´n ψ.
Remarcamos que Ma´the´ [41], y Fraser y Pramanik [21] estudiaron problemas similares
para patrones ma´s generales, bajo ciertas condiciones, pero el conjunto que ellos construyen
no tiene dimensio´n total, y en ciertos casos particulares la dimensio´n obtenida es o´ptima (es
decir, en algunos casos, no existe un conjunto de dimensio´n total que no contenga las patrones
no-lineales dados). Como queremos estudiar conjuntos grandes para funciones de dimensio´n
arbitrarias h con h ≺ xd, nos enfocamos en el caso de los patrones lineales.
Como dijimos anteriormente, Fraser y Pramanik [21] construyen conjuntos grandes en
Rd que evitan patrones no necesariamente polinomiales. Si bien es mas general en cuanto al
tipo de patrones que evitan, si restringimos sus resultados al caso de patrones lineales nuestro
resultado es ma´s potente en cuanto a que conseguimos que el conjunto sea compacto, no
solo obtenemos una cota inferior para la dimensio´n de Hausdorff sino que lo estudiamos para
cualquier h ≺ xd funcio´n de dimensio´n de lo que se infiere que bajo ciertas condiciones se
puede conseguir uno de dimensio´n total.
El siguiente Teorema dice esencialmente que dada una familia contable de funciones que
satisfacen ciertas condiciones de regularidad y que la derivada parcial no se anule, se puede
conseguir un conjunto grande (no necesariamente compacto) que no tiene esos patrones, es
decir que no tiene puntos distintos que al evaluarlos en las funciones se anulen.
Teorema 62 (R. Fraser, M. Pramanik). [21, Teorema 1.1] Para cada η > 0 y v ∈ Z≥3,
sea ( fk)k una familia contable de funciones en v variables fk : Rv → R con las siguientes
propiedades:
1. Existe rk < ∞ tal que fk ∈ Crk ([0, η]v).
2. Para cada k, alguna derivada parcial de fk de orden rk ≥ 1 no se anula en ningu´n
punto de [0, η]v.
Entonces, existe un conjunto E ⊆ [0, η] con dimensio´n de Hausdorff al menos 1v−1 , y dimen-
sio´n de Minkowski 1 tal que fk(x1, · · · , xv) , 0 para todos x1, · · · xv distintos en E, y para
todo k.
La cota inferior que obtienen para la dimensio´n de Hausdorff del conjunto depende de la
cantidad de variables de las funciones. En el caso lineal esa cota es peor, pero lo innovador
de este resultado es que no es para polinomios necesariamente, es decir que se aplica a casos
en donde los resultados de Ma´the´ no se aplican.
Para probar el Teorema principal de esta seccio´n usamos la idea de Keleti (que tambie´n
fue utilizada posteriormente por Maga) de definir los cubos para matar los patrones a escalas
siguientes de la construccio´n, pero los detalles son diferentes.
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La demostracio´n de Maga, es casi ide´ntica a la hecha por Keleti. Maga piensa a R2 como
el plano complejo, para poder usar el me´todo de Keleti y poder ver las relaciones de tres
puntos como un cociente de nu´meros complejos.
Para poder tener dimensio´n total ellos necesitan como condicio´n en la construccio´n tener
separacio´n entre los cubos de un mismo nivel para utilizar el Ejemplo 4,6 del cla´sico libro de
Falconer [15] (Teorema 26 de los Preliminares) el cual da un resultado solo para dimensio´n y
no para medidas generales de Hausdorff. Algunos cubos pueden tener gran cantidad de hijos
(incluso si miramos las cantidades de hijos, puede ser no acotada).
En el resultado que expondremos aquı´, los cubos a veces comparten el lado y la cantidad
de hijos de cada cubo es uniformemente acotada, y para poder mostrar que el conjunto es
grande se basa en el principio de distribucio´n de masa generalizado. Por otra parte hubo que
posicionar los cubos hijos de una forma ma´s general, dado que se evitan patrones lineales
ma´s generales.
La demostracio´n del resultado de Ma´the´ es extremadamente distinta. Mientras que yo me
baso fuertemente en la linealidad para probar que los patrones dados no esta´n en el conjunto,
e´l se basa en condiciones con la derivada, utiliza lemas acerca de interseccion contable de
clausuras de conjuntos engordados para obtener cotas inferiores para la dimensio´n de Haus-
dorff (que resulta a veces grosera para ciertos polinomios de grado grande).
3.1. Desarrollo de un resultado previo de Keleti
A grandes rasgos en el trabajo de Keleti, se muestra que para cualquier coleccio´n contable
de conjuntos de 3 puntos, hay un subconjunto compacto de R, con dimensio´n de Hausdorff
total, que no contiene copia similar de cualquiera de los conjuntos de 3 puntos dados.
Dado un conjunto contable de ternas de nu´meros reales ordenados:
T = {(xi, yi, zi) : xi, yi, zi ∈ R, xi < yi < zi}i
con i en un conjunto finito de ı´ndices o i ∈ N, definimos
A =
{
zi − xi
zi − yi : (xi, yi, zi) ∈ T
}
i
.
Este es el conjunto de las “proporciones” de las ternas de T .
El conjunto A es contable, pues T es contable. Adema´s A ⊆ (1,+∞), pues xi < yi < zi.
Teorema 63 (Keleti). Para cualquier conjunto contable A ⊆ (1,+∞), existe un conjunto
E ⊆ R compacto, con dimH(E) = 1 tal que si x < y < z en E, se tiene z−xz−y < A.
Antes de probar el teorema, veamos dos corolarios con sus respectivas demostraciones:
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Corolario 64 (Keleti). Para toda sucesio´n de subconjuntos de R: B1, B2, . . . con #Bi ≥ 3,
existe E ⊆ R compacto con dimH(E) = 1, que no contiene una copia similar de cualquiera
de los Bi.
Demostracio´n. Si #Bi = 3 ∀ i ∈ N sea
A =
⋃
i∈N
({
z − x
z − y : x < y < z en Bi
}
∪
{
z − x
y − x : x < y < z en Bi
})
,
que es un subconjunto de (1,∞). Entonces por el Teorema 63 existe E ⊆ R compacto con
dimH(E) = 1, que no contiene copia similar de cualquier Bi. Pues: Si E tuviera una copia
similar de algu´n Bi0 = {x, y, z} con x < y < z; entonces existen a no nulo y b tales que
ax + b, ay + b, az + b esta´n en E. Con lo cual tenemos que en caso de ser a > 0 ax + b <
ay + b < az + b en E, o en caso de ser a < 0 tenemos az + b < ay + b < ax + b en E. Por lo
que (por lo que verifica el E del Teorema)
z − x
z − y =
(az + b) − (ax + b)
(az + b) − (ay + b) < A
o bien
z − x
y − x =
x − z
x − y =
(ax + b) − (az + b)
(ax + b) − (ay + b) < A,
lo que en cualquier caso es un absurdo por como definimos A.
Veamos el caso general. Suponemos que #Bi ≥ 3 para todo i ∈ N. Tomando B˜i ⊆ Bi con
#B˜i = 3, por el caso anterior existe E ⊆ R compacto con dimH(E) = 1, que no contiene copia
similar de cualquier B˜i; y por lo tanto no contiene copia similar de cualquier Bi.
En particular, para cualquier coleccio´n contable de conjuntos de 3 puntos, hay un sub-
conjunto compacto de R, con dimensio´n de Hausdorff total, que no contiene copia similar de
cualquiera de los conjuntos de 3 puntos dados. Ma´s en particular, tomando la coleccio´n que
tiene solo el elemento {1, 2, 3}, tenemos que existe E ⊆ R compacto con dimH(E) = 1, que
no contiene progresiones aritme´ticas.
Corolario 65 (Keleti). Para cualquier B ⊆ R contable, existe E ⊆ R compacto con dimH(E) =
1, que interseca a toda copia similar de B en a lo sumo dos puntos.
Demostracio´n. Sea
A =
{
z − x
z − y : x < y < z ∈ B
}
∪
{
z − x
y − x : x < y < z ∈ B
}
⊆ (1,+∞).
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Como adema´s A es contable, utilizando el Teorema 63, existe E ⊆ R compacto con dimH(E) =
1,tal que
z − x
z − y < A y
z − x
y − x < A para cualquier terna x < y < z en E. (3.1)
Si B˜ es una copia similar cualquiera de B, entonces B˜ = aB+b con a y b nu´meros reales donde
a es no nulo. Veamos, por absurdo, que B˜ ∩ E tiene como mucho dos puntos: Supongamos
que existen x < y < z en E ∩ B˜
1. Si a > 0, tenemos x−ba <
y−b
a <
z−b
a en B; por lo tanto, por como definimos A, resulta:
z − x
z − y =
z−b
a − x−ba
z−b
a − y−ba
∈ A.
Lo que es un absurdo por (3.1).
2. a < 0 tenemos x−ba >
y−b
a >
z−b
a en B; por lo tanto, por como definimos A, resulta:
z − x
y − x =
x − z
x − y =
x−b
a − z−ba
x−b
a − y−ba
∈ A.
Lo que es un absurdo por (3.1).
A continuacio´n veremos la demostracio´n del Teorema 63:
Demostracio´n. Podemos pensar A = {αk}k∈N de modo que cada a ∈ A se repita infinitas veces
en la sucesio´n {αk}k∈N.
Pues como A es contable: si A es finito A = {a1, . . . an} podemos tomar una sucesio´n de α
como: a1, . . . an, a1, . . . an, . . . . Y en el caso que A sea numerable A = {an}n∈N podemos tomar
la sucesio´n como a1, a2, a1, a2, a3, a1, a2, a3, a4 . . . .
Definimos:
βk := ma´x
{
6αk,
6αk
αk − 1
}
. (3.2)
Notemos que
βk ≥ 6αk ≥ 6 pues αk ∈ (1,+∞).
Podemos tomar
(m j) j∈N ⊆ N≥3 tal que lı´m
k→+∞
log(β1 . . . βk)
log(m1 . . .mk−1)
= 0. (3.3)
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Por ejemplo, tomando
m1 ≥ 3 tal que m1 ≥ (β1β2)2
m2 ≥ 3 tal que m2 ≥ β1β2β33
m3 ≥ 3 tal que m3 ≥ β1β2β3β44
· · ·
obtenemos que
m1 ≥ (β1β2)2
m1m2 ≥ (β1β2β3)3
m1m2m3 ≥ (β1β2β3β4)4
· · ·
con lo cual:
0 ≤ log(β1 . . . βk)
log(m1 . . .mk−1)
≤ log(β1 . . . βk)
log((β1 . . . βk)k)
=
1
k
→ 0.
Sea
δk :=
1
β1 . . . βkm1 . . .mk
. (3.4)
Construccio´n de E:
Por induccio´n definiremos E0 ⊇ E1 ⊇ . . . de la siguiente manera:
E0 = [0, 1].
Definimos E1 como cualquier unio´n de m1 intervalos cerrados de longitud δ1 separados
por huecos de longitud al menos δ1, de forma que E1 ⊆ E0. Esto es posible porque (2m1 −
1)δ1 = 2m1−1β1m1 ≤ 2m1−16m1 ≤ 26 ≤ 1.
Definiremos inductivamente los Ek, k ≥ 2.
Cada Ek, sera´ unio´n de m1 · · ·mk intervalos cerrados de longitud δk, separados por huecos
de longitud al menos δk, donde cada intervalo Ek−1 contendra´ exactamente mk intervalos de
Ek. Esto es posible ya que
(2mk − 1)δk = 2mk − 1
βkmk
δk−1 ≤ 2mk6mk δk−1 ≤ δk−1.
Llamaremos Ik1 . . . I
k
m1...mk a los intervalos de Ek ordenados de izquierda a derecha (Estamos
nombra´ndolos segu´n su posicio´n, si bien todavı´a no esta´n fijados).
Sea
Γ :=
{
(Ika, I
k
b, I
k
c )/1 ≤ a < b < c ≤ m1 . . .mk, k ∈ N
}
el conjunto de todas las ternas de intervalos de cada nivel de construccio´n ordenados de iz-
quierda a derecha. Notemos que Γ es numerable.
3.1. DESARROLLO DE UN RESULTADO PREVIO DE KELETI 55
Podemos tomar Γ = {(Jn,Kn, Ln)}n∈N donde
si n > 1 y (Jn,Kn, Ln) = (Ika,K
k
b, L
k
c) entonces n > k. (3.5)
Es decir, que si n > 1 el te´rmino n-e´simo es una terna de intervalos de un paso de la cons-
truccio´n anterior a n. Y podemos hacer que adema´s se verifique que
∀a ∈ A y ∀(J,K, L) ∈ Γ,∃n ∈ N tal que αn = a y (Jn,Kn, Ln) = (J,K, L) (3.6)
En efecto, podemos construir (Jn,Kn, Ln) de la siguiente manera:
Como (αk)k la construimos de modo que tome infinitas veces cada valor de A, para ca-
da a ∈ A tenemos la subsucesio´n (αkm)m de todos los que toman el valor a, y definimos
(Jkm ,Kkm , Lkm)m∈N que recorra todas las ternas de Γ, como lo hacı´a la sucesio´n que cumplı´a
(3.5). De este modo se verifica lo pedido en (3.6) y se sigue cumpliendo (3.5).
Si tenemos definidos E1, . . . , Ek−1 para k ≥ 2, tenemos definido tambie´n
(Jk,Kk, Lk) = (Ik
′
a ,K
k′
b , L
k′
c )
pues k′ < k (por (3.5))
Por como fueron elegidos, sabemos que cada intervalo de Ek−1, o bien esta´ incluido en
exactamente uno de los Jk,Kk, Lk, o bien es disjunto de Jk ∪ Kk ∪ Lk (pues los intervalos de
Ek−1 son o bien del mismo nivel o bien de algu´n paso siguiente).
Para construir Ek, consideremos (Jk,Kk, Lk) que son intervalos de un mismo nivel, que
como vimos es anterior a k.
Sea I intervalo de Ek−1. Consideramos los casos:
I ⊆ Jk.
Utilizando la definicio´n de βk dada en (3.2)
δk−1
δk3αk
=
βkmk
3αk
≥ 6αkmk
3αk
= 2mk
Entonces, por ser I un intervalo de Ek−1,
long(I) = δk−1 ≥ δk3αk2mk
y por lo tanto I tiene al menos mk puntos de la forma δk3αki con i ∈ Z y podemos elegir
mk intervalos en I como segmentos de la forma
δk (3αki + [0, 1]) con i ∈ Z.
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La distancia entre dos de esos intervalos es
3αkδki − (3αkδk(i − 1) + δk) = 3αkδk − δk
≥ (3αk − 1)δk
> 2δk
> δk
donde la anteu´ltima desigualdad vale porque αk ∈ A ⊆ (1,+∞). Por lo tanto tomamos
a estos mk intervalos como los intervalos de Ek contenidos en I.
I ⊆ Kk.
Dado que, por la definicio´n de los δk dada en (3.4), y por como definimos βk en (3.2)
es βk ≥ 6αk > 6, resulta que
δk−1
3δk
=
mkβk
3
≥ 2mk.
Entonces, por ser I un intervalo de Ek−1, tenemos que
long(I) = δk−1 ≥ 3δk2mk
y por lo tanto I tiene al menos mk puntos de la forma δk3 j con j ∈ Z, y podemos elegir
mk intervalos en I como segmentos de la forma
δk (3 j + [0, 1]) con j ∈ Z.
La distancia entre dos de esos intervalos es
δk3 j − (δk3( j − 1) + δk) = 2δk
> δk.
Tomamos estos mk intervalos como los intervalos de Ek contenidos en I.
I ⊆ Lk.
Por como definimos βk en (3.2) es βk ≥ 6αkαk−1 , y por como definimos los δk en (3.4),
resulta entonces que
δk−1
3αkδk
αk−1
=
βkmk
3αk
αk−1
=
2βkmk
6αk
αk−1
≥ 2mkβk
βk
= 2mk
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Entonces, por ser I un intervalo de Ek−1, tenemos que
long(I) = δk−1 ≥ δk3αk
αk − 12mk
y por lo tanto tiene al menos mk puntos de la forma 3αkδkαk−1 (l+
1
2 )+δk con l ∈ Z y podemos
elegir mk intervalos en I como segmentos de la forma
δk
(
3αk
αk − 1
(
l +
1
2
)
+ [0, 1]
)
con l ∈ Z.
Notar que a diferencia de los casos anteriores, introdujimos un factor 12 sumando. Ma´s
adelante se vera´ que lo necesitaremos para cuando veamos que si x < y < z en entonces
z−x
z−y < A.
La distancia entre dos de esos intervalos es
δk
3αk
αk − 1
(
l +
1
2
)
−
(
δk
3αk
αk − 1
(
l − 1
2
)
+ δk
)
= δk
3αk
αk − 1 − δk
= δk
(
3αk
αk − 1 − 1
)
≥ 2δk
> δk
donde la anteu´ltima desigualdad vale porque 3xx−1 > 3 si x > 1.
Tomamos a estos mk intervalos como los intervalos del paso k contenidos en I.
I ∩ (Jk ∪ Kk ∪ Lk) = ∅.
En este caso definimos mk intervalos de longitud δk en I arbitrariamente de modo que
queden separados por huecos de longitud al menos δk, y tomamos a estos intervalos
como los intervalos de Ek contenidos en I.
Si comparamos la distancia entre subintervalos de Ek de los diferentes casos, tenemos por
construccio´n de Ek−1, que deben distar ma´s que δk−1 ≥ δk.
Ası´ construimos Ek, que consiste en m1 . . .mk intervalos de longitud δk, separados por
huecos de al menos δk y cada intervalo de Ek−1 contiene mk intervalos de Ek.
Definimos E :=
⋂
k∈N Ek, que es compacto.
a) Veamos que dimH(E) = 1:
Por ser E ⊆ R, se tiene que dimH(E) ≤ 1.
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Por otra parte, por ser E =
⋂
k∈N0 Ek donde E1 = [0, 1] ⊇ E2 ⊇ . . . construidos de
modo que cada intervalo del paso k − 1 tiene mk ≥ 2 intervalos del paso k, separados por
agujeros de longitud al menos δk, donde δk > δk+1 > 0 ∀k, δk → 0, utilizando el Teorema
26, tenemos que:
dimH(E) ≥ lim
k→∞
log(m1 . . .mk−1)
− log(δkmk) .
Por como elegimos los δk en (3.4), deducimos que
dimH(E) ≥ lim
k→∞
log(m1 . . .mk−1)
log(β1 . . . βkm1 . . .mk−1)
= lim
k→∞
log(m1 . . .mk−1)
log(β1 . . . βk) + log(m1 . . .mk−1)
= lim
k→∞
1
log(β1...βk)
log(m1...mk−1) + 1
= 1
donde la u´ltima igualdad vale por como elegimos (mk)k∈N en (3.3).
b) Sean x < y < z en E. Veamos, por absurdo, que z−xz−y < A:
Supongamos que x < y < z en E cumplen que z−xz−y ∈ A. Como lı´mk→∞ δk = 0, donde δk es
la longitud de cada intervalo de Ek, tenemos que existe un k ∈ N tal que x, y, z esta´n en
distintos intervalos de Ek.
Ası´, por (3.6), para a = z−xz−y y (J,K, L) la terna de intervalos del nivel k en la que esta´n x,
y, z respectivamente; existe un n ∈ N tal que αn = z−xz−y , x ∈ Jn, y ∈ Kn, z ∈ Ln (Es decir,
J = Jn, K = Kn, L = Ln).
Por construccio´n de En, tenemos que existen i, j, l ∈ Z tales que
x ∈ δn (3iαn + [0, 1]) ,
y ∈ δn (3 j + [0, 1]) ,
z ∈ δn
(
3αn
αn − 1(l +
1
2
) + [0, 1]
)
.
Llamando
X := 3iαn + [0, 1]
Y := 3 j + [0, 1]
Z :=
3αn
αn − 1
(
l +
1
2
)
+ [0, 1]
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tenemos (por lo visto recie´n) que
x
δn
∈ X, y
δn
∈ Y , z
δn
∈ Z.
Como αn = z−xz−y , resulta αnz − αny = z − x, por lo que z(αn − 1) + x = αny. De ahı´ se sigue
que
X + (αn − 1)Z 3 z
δn
(αn − 1) + x
δn
= αn
y
δn
∈ αnY.
Por lo tanto,
(αnY) ∩ (X + (αn − 1)Z) , ∅. (3.7)
Adema´s,
X + (αn − 1)Z = 3iαn + [0, 1] + 3αn
(
l +
1
2
)
+ (αn − 1)[0, 1]
= 3αn(i + l) +
3
2
αn + [0, 1] + [0, αn − 1]
= 3αn(i + l) +
3
2
αn + [0, αn]
= αn
(
3(i + l) +
[
3
2
,
5
2
])
,
y tambie´n
αnY = αn(3 j + [0, 1]) (3.8)
Reemplazando ambas en (3.7), tenemos que:
∅ , (αnY) ∩ (X + (αn − 1)Z) = (αn(3 j + [0, 1])) ∩
(
αn
(
3(i + l) +
[
3
2
,
5
2
]))
,
con lo cual
∅ , (3 j + [0, 1]) ∩
(
3(i + l) +
[
3
2
,
5
2
])
con i, j, l ∈ Z,
lo que es un absurdo. (Pudimos llegar a un absurdo por introducir ese factor 12 antes
mencionado, para que quedaran disjuntos los conjuntos).
El absurdo provino de suponer que era z−xz−y ∈ A, por lo cual resulta que z−xz−y < A.
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3.2. Teorema principal del capı´tulo
Si tenemos un conjunto E :=
⋂
k∈N0 Ek, donde Ek es una sucesio´n de conjuntos encajados
y cada Ek es unio´n finita de cubos cerrados no solapados, decimos que un cubo I en la
construccio´n del conjunto E es un cubo del nivel k si I es uno de los cubos de Ek. Tambie´n
decimos que un cubo J es un ancestro de I si J, I son cubos de niveles j, k respectivamente,
con j < k y I ⊆ J.
Lema 66. Sea E :=
⋂
k∈N Ek ⊆ Rd donde Ek en una unio´n finita de cubos no rampantes del
mismo taman˜o, y cada cubo de Ek+1 esta´ contenido en un cubo de Ek. Sea µ una distribucio´n
de masa en E y sea h una funcio´n de dimensio´n tal que existe k0 ∈ N satisfaciendo µ(Ik) ≤
c1h(|Ik|) para todo Ik cubo de nivel k, para todo k ≥ k0. Supongamos que cada cubo de Ek
contiene a lo sumo c2 cubos de nivel k + 1.
Entonces existe una constante c3 dependiendo de c1, c2 y d tal que
0 <
µ(E)
c3
≤ Hh(E).
Demostracio´n. Usaremos la Proposicio´n 24.
Sea ε := |Ik0 |
√
d el dia´metro de cualquier cubo en el nivel k0. Escribamos δk la longitud
del lado de cualquier cubo de nivel k. Si U es un conjunto con |U | ∈ (0, ε), entonces existe
k ≥ k0 tal que
√
dδk+1 ≤ |U | <
√
dδk. Existe un cubo C con longitud de lado 2
√
dδk tal que
U ⊆ C. Como C interseca a lo sumo (2√d + 3)d cubos de nivel k, entonces por hipo´tesis C
interseca a lo sumo c2(2
√
d + 3)d cubos I j de nivel k + 1. Entonces existe una constante c3
dependiendo de c1, c2 y d tal que
µ(U) ≤
c2(2
√
d+3)d∑
j=1
µ(I j) ≤ c2(2
√
d + 3)dc1h(
√
dδk+1) ≤ c3h(|U |).
Es bien sabido que considerar la definicio´n deHh con δ-cubrimientos por cubos, en lugar
de con δ-cubrimientos generales difieren solo en una constante multiplicativa.
Usando lo visto y la Proposicio´n 24 se sigue el resultado.
Ahora estamos en condiciones de probar el Teorema principal de este Capı´tulo.
Demostracio´n del Teorema 60. Podemos asumir que cada funcio´n aparece numerables veces
en la sucesio´n {ψk}k∈N.
Construiremos un conjunto E :=
⋂
k∈N0 Ek ⊆ [1, 2]d, donde los Ek son encajados y ca-
da uno es una unio´n finita de cubos cerrados no rampantes, por lo que el conjunto E sera´
compacto.
Como ψi es una funcio´n lineal no nula, podemos definir
ci := ma´x
#»y ∈[− 12 , 12 ]
mid
|ψi( #»y )| > 0.
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La funcio´n ψi tiene la forma
ψi(x1,1, · · · , x1,d, · · · , xmi,1, · · · , xmi,d) := bi,1,1x1,1 + · · · + bi,mi,d xmi,d.
Como permutar los conjuntos (xk,1, . . . , xk,d) con 1 ≤ k ≤ mi, y multiplicar ψi por una
constante no nula, no afecta el enunciado, podemos asumir sin pe´rdida de generalidad que
existe ji ∈ {1, · · · , d} tal que bi,mi, ji = 1.
Sea λi,`,v := 1|bi,`,v | si bi,`,v , 0, y λi,`,v := 1 si no. Entonces, tenemos que
λi,`,vbi,`,v = sg(bi,`,v) para todo i, 1 ≤ ` ≤ mi, 1 ≤ v ≤ d,
donde sg es la funcio´n signo.
Para cada i y cada 1 ≤ ` ≤ mi − 1, definimos la funcio´n
φ`i (x1, · · · , xd) := (λi,`,1x1, · · · , λi,`,d xd),
y para ` = mi tomamos
φmii (x1, · · · , xd) := (λi,mi,1x1, · · · , λi,mi,d xd) +
1
2
e ji ,
donde e j = (v1, · · · , vd) con v j = 1 y vk = 0 para todo k , j.
Como consecuencia de esas definiciones, tenemos
ψi(φ1i (Z
d), · · · , φmii (Zd)) = sg(bi,1,1)Z + · · · + sg(bi,mi,d)Z +
1
2
= Z +
1
2
.
Por lo tanto, tenemos
|ψi(φ1i ( #»z1), · · · , φmii ( # »zmi))| ≥
1
2
(3.9)
para todo #»z1 , · · · , # »zmi ∈ Zd y todo i.
Definimos βi tal que βi ≥ mi y
βi
2
≥ ma´x{λi,`,v : 1 ≤ ` ≤ mi, 1 ≤ v ≤ d}2ci
√
d +
√
d
2
.
Sea (Mi)i∈N ⊆ N≥2 una sucesio´n estrictamente creciente tal que para todo i:
Mi+1 ≥ Mi + 2
h(
√
d2−k
∏
j:M j≤k β
−1
j )(√
d2−k
∏
j:M j≤k β
−1
j
)d ≥ 2idβd1 · · · βdi para todo k ≥ Mi
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La u´ltima condicio´n vale si Mi es suficientemente grande por la hipo´tesis h ≺ xd y√
d2−k
∏
j:M j≤k β
−1
j ≤
√
d2−k tiende a 0 independientemente de β1, · · · , βi.
Construiremos E evitando los patrones dados en los niveles {Mi}i. Sea E0 := [1, 2]d.
Construiremos Ek como unio´n de Nk := 2d(k−#{ j≤k: j∈
⋃
i{Mi}}) cubos con longitud de lado δk :=
2−k
∏
i: Mi≤k β
−1
i .
Para cada i, sea Γmi := {(J1k , · · · , Jmik )}k∈N el conjunto de todas las mi-uplas de cubos
diferentes del mismo nivel de construccio´n de E (donde ignoramos los niveles con menos de
mi cubos), en todo posible orden, y escribimos Γ =
⋃
i Γmi . En este punto, la notacio´n J
j
k debe
ser entendida como una etiqueta para un cubo que au´n no esta´ definido (pero que sin embargo
la cantidad de cubos y sus taman˜os ya esta´n fijados). En la siguiente construccio´n, definiremos
inductivamente (en k) las posiciones de los cubos correspondientes a cada etiqueta.
Sea (U j) j∈N una sucesio´n donde:
cada elemento de Γ aparece infinitas veces
U j ∈ Γm j
para todo i y todo U ∈ Γmi existe k ∈ N tal que ψk = ψi, U = Uk y cada cubo de Uk es
de nivel < k − 1.
Para esto, es suficiente que para cada i, si consideramos la subsucesio´n (ψ jn)n∈N de todos
los te´rminos que son iguales a ψi, pedimos que cada U jn sea un elemento de Γmi , y adema´s,
cada elemento de Γmi aparece infinitas veces en las sucesio´n (U jn)n∈N.
Si Ek−1 esta´ dado, la construccio´n de Ek depende de si k pertenece a (Mi)i∈N:
(a) Si k <
⋃
i∈N{Mi}, dividiremos cada cubo de nivel k − 1 en 2d cubos cerrados del mismo
taman˜o.
(b) Si k = Mi para algu´n i, haremos diferentes cosas, dependiendo de si tienen un mismo
ancestro entre los cubos de Ui: J1i , · · · , Jmii .
Para cada cubo I de nivel k − 1 que no esta´ contenido en ninguno de los cubos en la upla
Ui, tomaremos cualquier cubo I′ ⊆ I con longitud de lado δk.
Para cada cubo I de nivel k − 1 que esta´ contenido en algu´n cubo J`i of Ui, tomaremos un
cubo I′ ⊆ I de la forma
δMi
4ciφ`i ( #»z` ) + [−12 , 12
]d con #»z` ∈ Zd. (3.10)
Sea Ek la unio´n de todos los cubos I′.
Veamos que los cubos se pueden tomar de esta manera:
En el caso (a) es claro, porque δk = δk−12 .
En el caso (b), sea I un cubo de Ek−1 que esta´ contenido en un cubo J`k de Uk. Como I es
un cubo con longitud de lado δk−1 = βiδk, tenemos que 1δk I es un cubo cerrado con longitud
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de lado βi, por lo tanto contiene una bola cerrada de radio
βi
2 , cuyo centro denotaremos por
#»x .
Por la definicio´n de φ`i , existe
#»z ∈ Zd tal que
dist( #»x , 4ciφ`i (
#»z )) ≤ ma´x{λi,`,1, · · · , λi,`,d}2ci
√
d.
Usando esto y por lo que asumimos sobre βi, tenemos:
4ciφ`i (
#»z ) +
[
−1
2
,
1
2
]d
⊆ B
4ciφ`i ( #»z ), √d2

⊆ B
 #»x ,ma´x{λi,`,1, · · · , λi,`,d}2ci√d + √d2

⊆ B
[
#»x ,
βi
2
]
⊆ 1
δk
I.
1) Veamos que si n ∈ N y #»x1, · · · , #  »xmn ∈ E ⊂ Rd son distintos, entonces ψn( #»x1, · · · , #  »xmn) , 0.
Lo probaremos por el absurdo. Supongamos que ψn( #»x1, · · · , #  »xmn) = 0. Como #»x1, · · · , #  »xmn ∈
E son distintos, por definicio´n de la sucesio´n (Uk)k∈N, existe i ∈ N tal que ψn = ψi, #»x1 ∈ J1i ,
· · · , #  »xmi ∈ Jmii , y todo J`i es del mismo nivel < i − 1.
Considerando el nivel Mi ≥ i, vemos de (3.10) que #»x` = δMi
(
4ciφ`i (
#»z` ) +
#»
∆`
)
con #»z` ∈ Zd
y
#»
∆` ∈
[
−12 , 12
]d
para todo 1 ≤ ` ≤ mi. Ası´, por linealidad de ψi tenemos
4ciψi(φ1i (
#»z1), · · · , φmii ( # »zmi)) + ψi(
# »
∆1, · · · , # »∆m) = 0
con #»z1 , · · · , # »zmi ∈ Zd. Por lo tanto, tenemos por (3.9)
2ci ≤ 4ci|ψi(φi1( #»z1), · · · , φim( #»zm))| = |ψi(
# »
∆1, · · · , # »∆m)| ≤ ci
lo que es una contradiccio´n.
2) Veamos queHh(E) > 0.
Sea µ la distribucio´n de masa uniforme, i.e.: µ(Ik) = 1#cubos de nivel k para cada Ik cubo de
nivel k. Es suficiente probar que si I es un cubo de nivel k con k suficientemente grande
entonces
h(|I|) ≥ 1
#cubos de nivel k
.
Hh(E) > 0 se seguira´ del Lema 66 y el hecho de que cada cubo de Ek tiene a los sumo 2d
descendientes de nivel k + 1.
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La longitud del lado de I es δk = 2−k
∏
j: M j≤k β
−1
j . Si k es suficientemente grande, existe j
tal que M j ≤ k < M j+1. Por definicio´n de (Mi)i∈N, tenemos
h(|I|) = h
√d2−k ∏
i: Mi≤k
β−1i

≥
√d2−k ∏
i: Mi≤k
β−1i

d
2 jdβd1 · · · βdj
≥ 1
2d(k− j)
=
1
#cubos de nivel k
.
3.3. Aplicaciones
En esta seccio´n veremos algunas aplicaciones del Teorema 60.
Corolario 67. Dada una funcio´n de dimensio´n h con h ≺ x y con conjunto contable A ⊆ R,1,
existe un conjunto compacto E ⊆ [1, 2] tal que Hh(E) > 0 y el conjunto de cocientes de E
dado por EE := { yx : x, y ∈ E} no contiene ningu´n elemento de A.
Demostracio´n. Tomando d = 1, ma = 2 para todo k, ψa(x, y) := ax − y para todo a ∈ A, y
aplicando el Teorema 60, se sigue el Corolario.
Corolario 68. Dada una funcio´n de dimensio´n h con h ≺ x y un conjunto contable A˜ ⊆ R,0,
existe un conjunto compacto E˜ ⊆ [0, log(2)] tal que Hh(E˜) > 0 y el conjunto de diferencias
de E˜ dado por E˜ − E˜ := {y − x : x, y ∈ E˜} no contiene ningu´n elemento de A˜.
Demostracio´n. Definiendo A := eA˜ := {ea˜ : a˜ ∈ A˜} ⊆ (0,+∞) \ {1}. Por el Corolario 67
tenemos un conjunto compacto E ⊆ [1, 2] tal que Hh(E) > 0 y yx , a para todos puntos
distintos x, y ∈ E y todo a ∈ A. Tomando E˜ := log(E). TenemosHh(E˜) > 0, porque log |[1,2] :
[1, 2] → [0, log(2)] es una funcio´n bilipschitz. Para todo a˜ ∈ A˜, y distintos x˜, y˜ ∈ E˜, tenemos
a˜ = log(a) con a ∈ A, x˜ = log(x) y y˜ = log(y) donde x, y ∈ E son distintos, por lo tanto
y˜ − x˜ = log( y
x
) , log(a) = a˜.
En particular, si A˜ es un conjunto contable y denso, obtenemos un conjunto E˜ de medida
Hh positiva cuyo conjunto de diferencias tiene interior vacı´o. Esto contrasta con el Teorema
de Steinhaus, el cual dice que el conjunto de diferencias de cualquier conjunto de medida de
Lebesgue positiva contiene un intervalo.
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Corolario 69. Dada una funcio´n de dimensio´n h con h ≺ x y dado un conjunto contable
de planos {pik}k que contienen el orı´gen en R3, existe un conjunto compacto E ⊆ R con
Hh(E) > 0 tal que
(x, y, z) < pik ∀k para todos puntos distintos x, y, z ∈ E.
Demostracio´n. Cada uno de esos planos pik esta´ dado por una ecuacio´n ψk(x, y, z) := akx +
bky + ckz = 0. Tomando d = 1, mk = 3 para todo k, y ψk como arriba, y aplicando el Teorema
60 se sigue el resultado.
Serı´a interesante saber si se puede obtener ese resultado para contables planos en general.
Corolario 70. Dada una funcio´n de dimensio´n h con h ≺ x y un conjunto contable A ⊆
(1,+∞), existe un conjunto compacto E ⊆ R conHh(E) > 0 tal que
z − x
z − y < A ∀x < y < z en E.
Demostracio´n. Si tomamos pik : x − αky + (αk − 1)z = 0 en el Corolario 69, el resultado se
sigue.
En particular, tomando A = {2}, existe un conjunto compacto E ⊆ R con Hh(E) > 0 que
no contiene ninguna progresio´n aritme´tica de longitud 3. Notar que tomando por ejemplo
h(x) := − log(x)x, recuperamos el resultado de Keleti [35] mencionado en la introduccio´n de
este capı´tulo.
Corolario 71. Es un resultado equivalente si consideramos ψk : Rmkd → RNk en el Teorema
60.
Demostracio´n. Es claro que esto es ma´s general que el Teorema 60. Y el Teorema 60 implica
e´ste enunciado, como dada ψk : Rmkd → RNk podemos separar in Nk funciones lineales,
descartando las funciones nulas, y aplicar el Teorema.
Corolario 72. Sea d ∈ N y sea h una funcio´n de dimensio´n tal que h ≺ xd. Entonces existe
un conjunto compacto E ⊆ Rd tal que Hh(E) > 0, y E no contiene los ve´rtices de ningu´n
paralelogramo.
Demostracio´n. Esto se sigue del Teorema 60 y del Corolario 71, tomando
ψ : R4d → Rd, ψ( #»x1, #»x2, #»x3, #»x4) := #»x1 − #»x2 + #»x3 − #»x4.
El Corolario previo es una mejora del Resultado de Maga [40, Teorema 2.3].
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Corolario 73. Sea d ∈ N y sea h una funcio´n de dimensio´n tal que h ≺ xd. Sea (αn)n∈N ⊆ R,0.
Tenemos un conjunto compacto E ⊆ Rd tal queHh(E) > 0, y para todo n ∈ N, E no contiene
los ve´rtices de ningu´n trapezoide con longitudes de lados paralelos en proporcio´n αn.
Demostracio´n. Tomando ψn : R4d → Rd dada por ψn( #»x1, #»x2, #»x3, #»x4) := #»x1 − #»x2 − αn( #»x3 − #»x4),
se sigue el resultado aplicando el Teorema 60 y el Corolario 71.
Tenemos la siguiente versio´n compleja:
Corolario 74. Sea h una funcio´n de dimensio´n con h ≺ x2s (con s ∈ N), m ≥ 2, y considere-
mos una sucesio´n de funciones R-lineales (ψk)k∈N tales que ψk : Cms → C.
Entonces existe un conjunto compacto E ⊆ Cs tal que Hh(E) > 0 y ψk( #»x1, · · · , # »xm) , 0
para todos distintos vectores #»x1, · · · , # »xm ∈ E.
Demostracio´n. Tomemos d = 2s e identifiquemos C con R2 en el Teorema 60 y el Corolario
71.
Corolario 75. Sea h una funcio´n de dimensio´n con h ≺ x2, y sea (Pn)n∈N = (xn, yn, zn)n∈N una
sucesio´n de ternas de nu´meros complejos diferentes. Entonces existe un conjunto compacto
E ⊆ C, conHh(E) > 0, que no contiene copia similar de ninguna de las ternas dadas.
Demostracio´n. Tomando m = 3 y para cada n ∈ N definimos αn := zn−xnzn−yn , ψn(x, y, z) =
(αn − 1)z − αny + x, y aplicando el Corolario 74.
En particular, tomando h(x) := −x2 log(x), recuperamos los siguientes resultados de Maga
[40, Teorema 2.8], y Falconer [14]:
Teorema 76 (Falconer). Sea P = (p1, p2, p3) ⊆ R2 los ve´rtices de un tria´ngulo, es decir que
p1, p2, p3 son distintos. Entonces existe un conjunto comacto A ⊆ R2 con dimH(A) = 2, tal
que A no contiene ninguna copia similar de P.
Teorema 77 (Maga). Decimos que P = (p1, p2, p3) ⊆ (R2)3 son los ve´rtices de un tria´ngulo
si p1, p2, p3 son distintos. Sea una sucesio´n de ve´rtices de tria´ngulos (Pn)n∈N. Entonces existe
un conjunto comacto A ⊆ R2 con dimH(A) = 2, tal que A no contiene ninguna copia similar
de ningu´n Pn.
Capı´tulo 4
Conjuntos pequen˜os contentiendo
muchas configuraciones geome´tricas.
En la direccio´n opuesta al resultado del capı´tulo anterior, en [57] probamos que para
cualquier funcio´n de dimensio´n h existe un conjunto perfecto (cerrado y sin puntos aislados)
en la recta real con medida h-Hausdorff cero que contiene toda configuracio´n polinomial
finita. En particular, existe un conjunto perfecto en la recta real con dimensio´n de Hausdorff
cero que contiene toda configuracio´n polinomial finita.
Hay muchas definiciones no equivalentes de lo que puede ser un patro´n o una configura-
cio´n. En cualquier caso se busca que generalice a las progresiones aritme´ticas. Ahora vamos
a definir una nocio´n diferente de patro´n a la vista anteriormente, y para evitar confusiones la
llamaremos configuracio´n.
Definicio´n 78. Sea E ⊆ RN y F := { fi : RN → RN , i ∈ Λ′} un conjunto de funciones, decimos
que E contiene la configuracio´n ( fi)i∈Λ (con Λ ⊆ Λ′) si existe t ∈ RN tal que fi(t) ∈ E ∀i ∈ Λ,
o equivalentemente, si ⋂
i∈Λ
f −1i (E) , ∅. (4.1)
En el caso en que Λ es finito, decimos que la configuracio´n es finita. Si Λ es contable, decimos
que la configuracio´n es contable. Si las funciones fi son polinomios no constantes, decimos
que la configuracio´n es una configuracio´n polinomial.
Remark 79. Nuestra definicio´n de configuracio´n polinomial incluye las progresiones aritme´ti-
cas, que son el caso particular de configuraciones polinomiales en que f1, · · · , fn son ciertas
similaridades.
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¿Cua´ndo un conjunto contiene progresiones aritme´ticas? Dado un vector #»v ∈ Rd
,{ #»0 },
Un conjunto E ⊆ Rd contiene una progresio´n aritme´tica de longitud n con gap #»v
⇐⇒ ∃ #»a tal que #»a , #»a + #»v , · · · , #»a + (n − 1) #»v ∈ E
⇐⇒ ∃ #»a ∈ E ∩ (E − #»v ) ∩ · · · ∩ (E − (n − 1) #»v )
⇐⇒
⋂
0≤i≤n−1
f −1i (E) , ∅ donde fi( #»x ) := #»x + i #»v .
E´sta es una diferencia entre patrones y configuraciones: una progresio´n aritme´tica es un
patro´n (no importa el gap), mientras que una progresio´n aritme´tica con un gap dado es una
configuracio´n.
La ecuacio´n (4.1) es nuestra motivacio´n para estudiar intersecciones de preima´genes o
ima´genes de un conjunto bajo las acciones de las funciones fi.
Recordemos que por lo visto en los Preliminares (Lema 22 y Observacio´n 23) nos con-
centramos en el caso de conjuntos cerrados (o conjuntos Fσ).
A lo largo del capı´tulo, las funciones bilipschitz y las localmente bilipschitz jugara´n un
papel fundamental, por este motivo recordaremos su definicio´n a continuacio´n:
Definicio´n 80. Una funcio´n f : RN → RN es bilipschitz si existen constantes positivas c1 y
c2 tales que para x, y ∈ RN tenemos
c1‖x − y‖ ≤ ‖ f (x) − f (y)‖ ≤ c2‖x − y‖.
En el caso particular en que c2 ≤ 1, decimos que f es una funcio´n bilipschitz no expansiva.
Y en el caso en que c1 ≥ 1 decimos que es una funcio´n bilipschitz no contractiva. A veces,
cuando queremos hacer una referencia explı´cita a las constantes, diremos que la funcio´n es
bilipschitz con constantes (c1, c2).
Definicio´n 81. Una funcio´n ψ : Ωψ ⊆ RN → RN es localmente bilipschitz si para todo
x0 ∈ Ωψ existe ε = ε(x0) y constantes c1 = c1(x0) > 0 y c2 = c2(x0) > 0 tales que para
x, y ∈ B(x0, ε) tenemos que
c1‖x − y‖ ≤ ‖ψ(x) − ψ(y)‖ ≤ c2‖x − y‖.
Definicio´n 82. Una funcio´n f : X → Y es una funcio´n cerrada si para todo conjunto cerrado
C en X, la imagen f (C) es cerrada en Y.
Notemos primero que ser localmente bilipschitz es una propiedad mucho mas de´bil que
ser bilipschitz. Sin embargo no son equivalentes, y tenemos la siguiente relacio´n entre ellas:
Lema 83. Si ψ : Ω → RN es localmente bilipschitz cerrada e inyectiva, con Ω un conjunto
cerrado en RN , entonces:
1. Si K es un subconjunto compacto de Ω, ψ|K es bilipschitz.
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2. Si A es un conjunto compacto en RN , K es un conjunto compacto en Ω que esta´ conte-
nido en ψ−1(A), entonces existe una constante positiva c = c(ψ, A) tal que
diam(ψ(K)) ≥ diam(K)
c
.
Para demostrar el Lema usaremos la compacidad de K, el hecho de que ψ es cerrada e
inyectiva (de hecho, ninguna de esas condiciones puede ser removida), y el lema del nu´mero
de Lebesgue:
Lema 84 (del nu´mero de Lebesgue). Sea X un espacio me´trico en el que toda sucesio´n
tenga una subsucesio´n convergente y sea {Uα}α un cubrimiento por abiertos, entonces existe
un δ > 0 (conocido como nu´mero de Lebesgue) tal que para cualquier x ∈ X existe Uα
verificando B(x, δ) ⊆ Uα.
Probemos el Lema 83:
Demostracio´n. 1. Como para cada x ∈ Ω existe rx > 0 y existen c1(x) > 0 y c2(x) > 0 tal
que
c1(x)‖z − y‖ ≤ ‖ψ(z) − ψ(y)‖ ≤ c2(x)‖z − y‖ para todo y, z ∈ B(x, rx) ∩Ω.
{B(x, rx) ∩Ω : x ∈ K} es un cubrimiento de K compacto, por abiertos de Ω,
entonces tenemos un subcubrimiento finito de K por abiertos de Ω:
B1 := B(x1, rx1) ∩Ω, · · · , Bn := B(xn, rxn) ∩Ω,
donde
ci1‖z − y‖ ≤ ‖ψ(z) − ψ(y)‖ ≤ ci2‖z − y‖ para todo y, z ∈ Bi.
Aplicando el Lema del nu´mero de Lebesgue (Lema 84) a K compacto y el cubrimiento
abierto {B1, · · · , Bn}, tenemos que existe δ > 0 tal que para cualquier x ∈ K existe
i ∈ {1, · · · , n} verificando B(x, δ) ⊆ Bi.
Sean y, z ∈ K.
En caso de que ‖y − z‖ ≥ δ: Consideremos la funcion f (y′, z′) := ‖ψ(y′) − ψ(z′)‖ que es
continua en {(y′, z′) ∈ K × K : ‖y′ − z′‖ ≥ δ} compacto, por lo cual alcanza un ma´ximo
M (finito) y un mı´nimo m (positivo, por inyectividad de ψ). Ası´ tenemos que
m
diam(K)
≤ ‖ψ(y) − ψ(z)‖‖y − z‖ ≤
M
δ
,
donde las constantes mdiam(K) y
M
δ
son positivas y solo dependen de ψ y de K.
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Si no, es ‖y − z‖ < δ. Por el Lema 84, tenemos que existe i ∈ {1, · · · , n} verificando
B(y, δ) ⊆ Bi. Entonces resulta que z, y ∈ Bi. Llamando c1 := mı´n1≤i≤n ci1 (c1 es positiva)
y c2 := ma´x1≤i≤n ci2, tenemos que
c1‖y − z‖ ≤ ‖ψ(y) − ψ(z)‖ ≤ c2‖y − z‖.
Ası´, en cualquier caso, tenemos que existen C1 y C2 constantes positivas (que solo
dependen de ψ y de K) tales que:
C1‖y − z‖ ≤ ‖ψ(y) − ψ(z)‖ ≤ C2‖y − z‖ ∀y, z ∈ K.
2. Como ψ es inyectiva, tenemos definida su inversa ψ−1 : Im(ψ) → Ω. Como ψ : Ω →
Im(ψ) es una funcio´n continua, biyectiva y cerrada, resulta ser un homeomorfismo, por
lo que ψ−1 : Im(ψ) → Ω es cerrada. Ası´, tenemos en biyeccio´n las topologı´as de Ω y
de Im(ψ).
Veamos que ψ−1 : Im(ψ) → Ω es localmente bilipschitz. Dado ψ(x) ∈ Im(ψ) (con
x ∈ Ω), tenemos que por ser ψ localmente bilipschitz, es
c1‖y − z‖ ≤ ‖ψ(y) − ψ(z)‖ ≤ c2‖y − z‖ ∀y, z ∈ B(x, rx).
Entonces por el Teorema de Invariancia del Dominio (Teorema 88) aplicado a ψ en
B(x, rx), tenemos que ψ (B(x, rx)) es un abierto en Im(ψ), en el que adema´s para todo
ψ(y) ∈ ψ (B(x, rx)) verifica
1
c2
‖ψ(y) − ψ(x)‖ ≤ ‖y − x‖ = ‖ψ−1(ψ(y)) − ψ−1(ψ(x))‖ ≤ 1
c1
‖ψ(y) − ψ(x)‖.
Por lo que ψ−1 : Im(ψ)→ Ω es localmente bilipschitz.
Como A ∩ Im(ψ) es compacto, por ser A compacto y Im(ψ) cerrado (pues ψ cerrada y
Im(ψ) = ψ(Ω) con Ω cerrado).
Ası´, como ψ−1 : Im(ψ) → Ω es localmente bilipschitz, cerrada e inyectiva, con Im(ψ)
conjunto cerrado, y A ∩ Im(ψ) es compacto en Im(ψ); tenemos por el primer item que
ψ−1|A∩Im(ψ) es bilipschitz. En particular
‖ψ−1(y) − ψ−1(z)‖ ≤ C‖y − z‖ ∀y, z ∈ A ∩ Im(ψ),
con C constante que depende de ψ−1 y de A. Por lo que
diam(K) ≤ Cdiam(ψ(K)) ∀K compacto ⊆ ψ−1(A),
con C constante que depende de ψ y de A.
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4.1. Desarrollo de un resultado previo de Davies, Marstrand
y Taylor.
Desarrollaremos un trabajo de Davies, Marstrand y Taylor [8].
En ese trabajo se muestra que dada una funcio´n de dimensio´n h cualquiera, y dada la fa-
milia de funciones lineales con pendiente no nula F , podemos construir un conjunto cerrado,
con medida Hausdorff-h igual a 0, que tiene la propiedad de que para cualquier subconjunto
finito { f1, · · · , fn} ⊆ F se tiene que
n⋂
i=1
fi(E) , ∅.
Esto muestra que au´n los conjuntos muy “chicos” pueden contener todos los patrones
finitos. Esto contrasta con las construcciones de la seccio´n anterior de conjuntos “grandes”
evitando muchos patrones.
Antes de contruir dicho conjunto, veamos un resultado previo que nos sera´ de utilidad:
Lema 85. Si h es una funcio´n de dimensio´n, entonces existe una sucesio´n (δn)n∈N0 tal que:
δ0 = 1 , 0 < δn ≤ 16δn−1 para todo n ∈ N (4.2)
y
lı´m
n→∞
(
6
aδn−1
+ 1
)
h(aδn) = 0 para todo a racional positivo. (4.3)
Demostracio´n. Sea (an)n∈N una enumeracio´n de todos los racionales positivos. Definamos
(δn)n∈N0 por induccio´n: Tomamos δ0 = 1. Una vez definidos δ0, · · · , δn−1 positivos, definimos
δn como un nu´mero positivo satisfaciendo simulta´neamente las condiciones:
δn ≤ 16δn−1
y (
6
aiδn−1
+ 1
)
h(aiδn) ≤ 1n para todo 1 ≤ i ≤ n (4.4)
Esto u´ltimo se puede hacer, pues por ser h una funcio´n de dimensio´n, vale que lı´mx→0+ h(x) =
0.
Por (4.4), para cada ε > 0 tenemos que(
6
aiδn−1
+ 1
)
h(aiδn) ≤ ε si 1 ≤ i ≤ n y 1n ≤ ε,
es decir (
6
aiδn−1
+ 1
)
h(aiδn) ≤ ε si ma´x
{
i;
1
ε
}
≤ n. (4.5)
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Por lo cual, como para cada a racional positivo, existe un i0 ∈ N tal que a = ai0 , por (4.5)
tomando i = i0, tenemos que: Para cada ε > 0(
6
ai0δn−1
+ 1
)
h(ai0δn) ≤ ε para todo n ≥ ma´x{i0,
1
ε
}.
Como lo anterior vale cualquiera sea ε positivo,
lı´m
n→∞
(
6
ai0δn−1
+ 1
)
h(ai0δn) = 0.
Habiendo probado ese resultado previo, estamos en condiciones de demostrar el siguiente
resultado:
Teorema 86 (Davies, Marstrand, Taylor). Dada una funcio´n de dimensio´n h y dada la familia
de funciones lineales con pendiente no nula F . Existe E ⊆ R cerrado, con Hh(E) = 0, que
cumple la propiedad de que para cualquier subconjunto finito { f1, · · · , fn} ⊆ F se tiene que
n⋂
i=1
fi(E) , ∅.
Demostracio´n. Para la funcio´n de dimensio´n dada en el enunciado, tenemos por el Lema 85
una sucesio´n (δn)n∈N0 tal que:
δ0 = 1 y δn ≤ 16δn−1 para todo n ∈ N (4.6)
y
lı´m
n→∞
(
6
aδn−1
+ 1
)
h(aδn) = 0 para todo a racional positivo. (4.7)
Para cada n ∈ N, construimos Fn que consiste en unio´n de intervalos cerrados de longitud
δn, separados por huecos de longitud 16δn−1, a lo largo de toda la recta real (Tomamos cual-
quiera que lo verifique. No nos va a importar si consideramos ese o cualquier trasladado).
Para cada i ∈ N definimos
Ki =
⋂
k∈N
F(2k−1)2i−1 ,
que es cerrado (por ser interseccio´n de cerrados).
Sea (ψr)r∈N una enumeracio´n de todas las ψ(x) := ax + b con a y b racionales, y a , 0.
1) Si E˜ ⊆ ⋃r∈N⋃i∈N ψr(Ki), veamos queHh(E˜) = 0.
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Comencemos por probar que para cada r ∈ N, para cada i ∈ N, y cada intervalo I de
longitud 1, vale queHh(I ∩ ψr(Ki)) = 0.
Por construccio´n, ψr(Fn) consiste en intervalos de longitud |a|δn separados por hue-
cos de longitud 16 |a|δn−1 a lo largo de toda la recta real. Con lo cual, el conjunto
I ∩ ψr(Fn) consiste en m intervalos J1n , · · · , Jmn donde m ≤ 6|a|δn−1 + 1 y cada intervalo
tiene longitud menor o igual que |a|δn.
Veamos que m ≤ 6|a|δn−1 + 1:
Recordemos que en ψr(Fn) la longitud de los huecos es 16δn−1|a|. Por lo cual,
(m − 1)δn−1
6
|a| ≤ 1.
Es decir, que
m ≤ 6|a|δn−1 + 1.
Por lo tanto, por ser
{
J1n , · · · , Jmn
}
un cubrimiento particular de I ∩ ψr(Fn), tenemos
que
Hh|a|δn(I ∩ ψr(Fn)) ≤
∑
1≤ j≤m
h(|J jn|)
≤
(
6
|a|δn−1 + 1
)
h(|a|δn)
Y esto u´ltimo tiende a cero cuando n→ ∞ por como tomamos δn en el Lema 85.
Concluyamos queHh(E˜) = 0:
Utilizando lo que probamos en el item anterior, tenemos que
0 ≤ Hh(ψr(Ki)) ≤
∑
k∈Z
Hh ([k, k + 1] ∩ ψr(Ki)) ≤
∑
k∈Z
0 = 0.
Con lo cual
0 = Hh(ψr(Ki)) para cada r ∈ N y para cada i ∈ N
De lo que se sigue:
0 ≤ Hh(E˜) ≤
∑
r∈N
∑
i∈N
Hh(ψr(Ki)) =
∑
r∈N
∑
i∈N
0 = 0.
Y ası´,
Hh(E˜) = 0.
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2) Construyamos el conjunto E de modo que E ⊆ ⋃r∈N⋃i∈N ψr(Ki):
Fijado m ∈ N, como para cada 1 ≤ r ≤ m a partir de un cierto kr resulta
ψr[kr, 2kr + 2] ⊆ (−∞,−m] ∪ [m,+∞)
tomando Im := [ma´x1≤r≤m kr, 2 ma´x1≤r≤m kr + 2], resulta
⋃
1≤r≤m
ψr(Im) ⊆ (−∞,−m] ∪ [m,+∞).
Tomando I′m := [2 ma´x1≤r≤m kr+1, 2 ma´x1≤r≤m kr+2] que tiene longitud 1. Si χ(x) := ax+b
con a ∈ [1, 2] y b ∈ [0, 1], resulta
χ(Im) ⊇ I′m.
Consideremos
E :=
⋃
m∈N
m⋃
r=1
ψr(Kr ∩ Im).
El conjunto E es cerrado por ser unio´n con m ∈ N de conjuntos cerrados ⋃mr=1 ψr(Kr∩Im) ⊆
(−∞,−m]∪[m,+∞). Adema´s E esta´ contenido en ⋃r∈N⋃i∈N ψr(Ki) por lo que (por el ı´tem
anterior) verifica queHh(E) = 0.
Dadas f1, · · · , fn ∈ F , queremos ver que
n⋂
i=1
fi(E) , ∅.
Tomamos ψr(i)(x) := ar(i)x + br(i) (ar(i) , 0), de modo que fi ◦ ψr(i) sea de la forma ax + b
con a ∈ [1, 2] y b ∈ [0, 1]. Llamemos R := ma´x{r(1), · · · , r(n)}.
Usando que cada m ∈ N puede escribirse en forma u´nica como m = (2k−1)2s−1 con k ∈ N
y s ∈ N, definimos Fm = F(2k−1)2s−1 , y χm := fi ◦ ψr(i) si para ese i existe r(i) satisfaciendo
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m = (2i − 1)2r(i)−1, o χm := id si no; tenemos que⋂
1≤i≤n
fi(E) ⊇
⋂
1≤i≤n
fi
 R⋃
r=1
ψr(Kr ∩ IR)

⊇
⋂
1≤i≤n
fi ◦ ψr(i)(Kr(i) ∩ IR)
⊇
⋂
m∈N
χm(Km ∩ IR)
=
⋂
m∈N
χm(Km)
 ∩ ⋂
m∈N
χm(IR)

⊇
⋂
m∈N
χm(Km)
 ∩ I′R
⊇
⋂
m∈N
χm
⋂
k∈N
F(2k−1)2i−1
 ∩ I′R
=
⋂
m∈N
χm(Fm)
 ∩ I′R (4.8)
donde χs es de la forma ax + b con a ∈ [1, 2] y b ∈ [0, 1].
Veamos que (
⋂
m∈N χm(Fm))∩I′R es no vacio: Por construccion I′R tiene longitud 1, y δ1 ≤ 16 ,
entonces hay al menos un intervalo de χ1(F1) que esta completamente contenido en I′R. Y
utilizando que χm es de la forma ax + b con a ∈ [1, 2] y b ∈ [0, 1], es claro que para cada
m ∈ N hay un intervalo completo de χm(Fm) en cada intervalo de χm−1(Fm−1).
Ası´, vimos que I′R contiene al menos un intervalo completo de χ1(F1), y para cada m ≥ 2
cada intervalo de χm−1(Fm−1) contiene al menos un intervalo completo de χm(Fm). Con lo
cual tenemos un encaje de intervalos cerrados en I′R ∩ (
⋂
m∈N χm(Fm)), lo que nos muestra
que I′R ∩ (
⋂
m∈N χm(Fm)) , ∅.
T. Keleti, D. Nagy, y P. Shmerkin publicaron [36] en 2014, en el que probaron el siguiente
resultado que generaliza el resultado de Davies, Marstrand y Taylor:
Teorema 87 (T. Keleti, D. Nagy, P. Shmerkin). Para cada d ≥ 1 y h funcion de dimensio´n,
existe un conjunto cerrado E ⊆ Rd, con Hh(E) = 0, tal que para cualquier familia finita
de funciones afines en Rd f1, · · · , fm, se tiene que ⋂1≤ j≤m f j(E) , ∅. Y si adema´s las funcio-
nes afines se eligen de un conjunto compacto (de funciones, fijado de antemano), entonces
conseguimos el mismo resultado de antes pero con E compacto.
Generalizamos en las Secciones 4.2 y 4.3 el resultado de Davies, Marstrand y Taylor y la
primera parte de la Proposicio´n de Keleti, Nagy y Shmerkin. Obtuvimos tambie´n resultados
y aplicaciones adicionales.
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4.2. Intersecciones finitas y configuraciones finitas
En esta seccio´n probaremos constructivamente la existencia de conjuntos pequen˜os que
tienen interseccio´n finita no vacı´a, bajo ima´genes o preima´genes de ciertas funciones.
4.2.1. Conjuntos pequen˜os con una propiedad de interseccio´n finita
Probaremos que dada una funcio´n de dimensio´n h y un conjunto F de funciones satis-
faciendo ciertas condiciones, existe un conjunto perfecto E de medida Hh nula y tal que
cualquier interseccio´n finita de las ima´genes de E por funciones de F es no vacı´a.
La idea sera´ modificar las funciones originales componie´ndolas con funciones Ψ tales
que las composiciones sean bilipschitz. Esto nos permitira´ mirar las intersecciones de las
ima´genes de E esencialmente como una interseccio´n de ima´genes bajo funciones bilipschitz.
Un primer resultado para funciones bilipschitz
Recordemos el siguiente
Teorema 88 (de Invariancia del Dominio). Si U ⊆ Rn es abierto, f : U → Rn es continua e
inyectiva. Entonces f (U) es un abierto y f : U → f (U) es un homeomorfismo.
Observacio´n 89. Si f : RN → RN es bilipschitz, entonces es biyectiva.
Pues: Claramente es inyectiva. Y como la imagen es un conjunto no vacı´o, cerrado, y
adema´s es abierto (pues, por Teorema de Invariancia del Dominio: toda f : Rn → Rn conti-
nua e inyectiva, es abierta), resulta que la imagen es Rn, es decir que la f resulta ser tambie´n
sobreyectiva.
Teorema 90. Sea F := { f : RN → RN bilipschitz} y sea h una funcio´n de dimensio´n. Veamos
que existe un conjunto cerrado E ⊆ RN , con Hh(E) = 0, tal que ⋂ni=1 fi(E) , ∅ para todo
subconjunto finito { f1, · · · , fn} ⊆ F .
Para probar el teorema principal de esta subseccio´n (Teorema 90), vamos a necesitar el
siguiente:
Lema 91. Dada h funcio´n de dimensio´n y dados L ∈ N≥2 y N ∈ N, existe una sucesio´n
(δn)n∈N ⊆ (0, 1] verificando simulta´neamente:
δ0 = 1
δn ≤ δn−1
4L
√
N
(4.9)
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para todo q ∈ Q>0 vale que2L√Nqδn−1 + 2
N h(q√Nδn)→n→∞ 0 (4.10)
Demostracio´n. Sea (qi)i∈N una enumeracio´n deQ>0. Construimos inductivamente la sucesio´n.
Tomamos δ0 = 1. Si tenemos elegidos δ0, · · · , δn−1, tomamos δn > 0 suficientemente chico
tal que δn ≤ δn−14√NL y 2L√Nqiδn−1 + 2
N h(qi√Nδn) < 1n para todo 1 ≤ i ≤ n.
Lo que resta ver es que la sucesio´n cumple la u´ltima condicio´n. Vea´moslo: Dado q ∈ Q>0,
existe un i ∈ N tal que q = qi. Dado  > 0 cualquiera, si n ≥ ma´x{i, 1 }, tenemos que(
2L
√
N
qδn−1 + 2
)N
h(qi
√
Nδn) < , por lo que vale la u´ltima condicio´n.
Con lo antes visto estamos en condiciones de probar el Teorema 90:
Para cada L ∈ N≥2, considero
FL := { f : RN → RN : ∃a > 0, ∃b ∈ (0, La) tq a||x − y|| ≤ || f (x) − f (y)|| ≤ b||x − y|| ∀x, y}.
Lema 92. Existe un conjunto cerrado EL ⊆ RN , con Hh(EL) = 0, tal que ⋂ni=1 fi(EL) , ∅
para todo subconjunto finito { f1, · · · , fn} ⊆ FL.
Demostracio´n. Sea Ψ := {ψ : RN → RN : ψ(x) := λx con λ ∈ Q>0} = (ψ j) j∈N ⊆ FL.
Fijemos una sucesio´n como en el lema anterior, y definamos F˜n ⊆ R unio´n de intervalos
cerrados a lo largo de todo R, con longitudes δn, y equiespaciados con huecos de longitud
δn−1
L2
√
N
. Sean
Fn := F˜Nn
y
Ki :=
⋂
k∈N
F(2k−1)2i−1 .
Fijamos m ∈ N. Para cada j ∈ {1, · · · ,m}, existe un k j ∈ N tal que ||ψ j(x)|| ≥ ma´x{m, L}
para todo x ∈
(
(−k j, k j)N
)C
. Definamos
k˜m := ma´x
1≤ j≤m
k j,
Im :=
(
(−k˜m, k˜m)N
)C
y
EL :=
⋃
m∈N
m⋃
j=1
ψ j(K j ∩ Im).
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Tenemos que
EL ⊆ (B(0, L))C , (4.11)
pues ψ j(K j ∩ Im) ⊆ (B(0, L))C para todo m ∈ N y todo 1 ≤ j ≤ m.
Adema´s EL es cerrado, pues
⋃m
j=1 ψ j(K j ∩ Im) es cerrado y esta´ contenido en (B(0,m))C.
Veamos que si f1, · · · , fn ∈ FL, entonces ⋂ni=1 fi(EL) , ∅.
Como fi ∈ FL, existen ci, di > 0 tales que di < Lci y
ci||x − y|| ≤ || fi(x) − fi(y)|| ≤ di||x − y|| ∀x, y.
Tomo ψr(i)(x) := λr(i)x con λr(i) ∈ Q ∩ [ 1ci , Ldi ] (el cual existe ya que di < Lci). Entonces,
||x − y|| ≤ ci||ψr(i)(x − y)||
≤ || fi ◦ ψr(i)(x) − fi ◦ ψr(i)(y)||
≤ di||ψr(i)(x − y)||
≤ di Ldi ||x − y||
= L||x − y||. (4.12)
Sea R := ma´x{r(1), · · · , r(n)} ∈ N. Tenemos, por lo anterior, definido un IR.
Llamemos ai := di
(
λr(i)k˜R + ma´x1≤ j≤N ‖( f −1i (0)) j‖
)
. Veamos que
[ai,+∞)N ⊆ fi ◦ ψr(i)(IR).
Sea x = (x1, · · · , xN) con x1, · · · , xN ≥ ai.
Quiero ver que x ∈ fi ◦ ψr(i)(IR).
Es decir, quiero ver que 1
λr(i)
f −1i (x) = ψ
−1
r(i) ◦ f −1i (x) ∈ IR =
(
(−k˜R, k˜R)N
)C
.
O lo que es lo mismo, quiero ver que existe una coordenada j0 ∈ {1, · · · ,N} tal que
|( f −1i (x)) j0 | ≥ λr(i)k˜R.
Sabemos que ||x − 0|| ≤ di|| f −1i (x) − f −1i (0)|| y que ai
√
N ≤ ||x||. Por lo tanto, tenemos que
ai
√
N ≤ ||x|| ≤ di|| f −1i (x) − f −1i (0)|| ≤ di
√
N ma´x
1≤ j≤N
‖( f −1i (x) − f −1i (0)) j‖.
Entonces, existe j0 ∈ {1, · · · ,N} tal que aidi ≤ ‖( f −1i (x) − f −1i (0)) j0‖. Ası´, por como elegimos
ai, y por desigualdad triangular, resulta
‖( f −1i (x)) j0‖ ≥
ai
di
− ‖( f −1i (0)) j0‖ ≥ λr(i)k˜R.
Por lo cual vale la inclusio´n que queriamos mostrar.
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Usando la inyectividad de fi ◦ ψ j, y llamando a := ma´x1≤i≤n ai y I := [a,+∞)N , tenemos
n⋂
i=1
fi(EL) =
n⋂
i=1
fi
⋃
m∈N
m⋃
j=1
ψ j(K j ∩ Im)

⊇
n⋂
i=1
fi
(
ψr(i)(Ki ∩ IR))
=
 n⋂
i=1
fi ◦ ψr(i)(Ki)
 ∩  n⋂
i=1
fi ◦ ψr(i)(IR)

⊇
 n⋂
i=1
fi ◦ ψr(i)(Ki)
 ∩ n⋂
i=1
[ai,+∞)N
=
 n⋂
i=1
⋂
k∈N
fi ◦ ψr(i)(F(2k−1)2i−1)
 ∩ I
⊇
⋂
m∈N
χm(Fm) ∩ I (4.13)
Donde usamos que cada m ∈ N se escribe en forma u´nica como
m = (2k − 1)2i−1 con k, i ∈ N.
Y definimos χm := fi ◦ ψr(i) si m = (2k − 1)2i−1 para algu´n k ∈ N y algu´n 1 ≤ i ≤ n, y χm = id
si no.
Veamos que (4.13) es no vacı´o:
Para esto utilizaremos lo siguiente:
1. ||x − y|| ≤ ||χm(x) − χm(y)|| ≤ L||x − y|| para todo m ∈ N y todos x, y ∈ RN .
2. Como vale que dist(x, Fn) ≤
√
N long hueco ≤ δn−1L2 para todo n ∈ N y todo x. Y como
todo y ∈ RN se puede escribir como y = χm(x) (por Observacio´n 89), tenemos que
dist(y, χm(Fn)) = dist(χm(x), χm(Fn)) ≤ δn−12 ,
para todo n ∈ N, todo y ∈ RN , y todos m, n ∈ N.
3. Si C es un cubo cualquiera de Fn, tenemos que diam(C) =
√
Nδn. Por lo tanto (usando
el primer item),
diam(χm(C)) ∈ [diam(C), L.diam(C)] = [
√
Nδn, L
√
Nδn].
Para poder probar que (4.13) es no vacı´o, nos basta ver dos cosas:
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A) Existe C1 cubo de F1 tal que I1 := χ1(C1) ⊆ I := [a,+∞)N .
B) Dados Cm cubo de Fm e Im := χm(Cm), existe un cubo Cm+1 de Fm+1 tal que Im+1 :=
χm+1(Cm+1) ⊆ Im.
Pues ası´ tendrı´amos un encaje de compactos no vacı´os (ya que χm es una funcio´n bilipschitz).
Comencemos por ver que vale el item A:
Como para todo cubo C1 de F1 vale que diam(χ1(C1)) ≤ L
√
Nδ1, y adema´s dist(χ1(F1), y) ≤
δ0
2 , eligiendo y0 como el vector que tiene en toda coordenada el valor a + 2(L
√
Nδ1 +
δ0
2 );
existe un x0 ∈ χ1(F1) tal que dist(x0, y0) ≤ δ02 . Existe C1 cubo de F1 tal que x0 ∈ χ1(C1),
cuyo dia´metro es menor o igual a L
√
Nδ1. Por lo tanto dist(x, y0) ≤ L
√
Nδ1 +
δ0
2 para todo
x ∈ χ1(C1). Y ası´, χ1(C1) ⊆ I.
Veamos ahora que vale el item B:
Sea Im := χm(Cm) con Cm cubo de Fm. Quiero ver que existe un cubo Cm+1 de Fm+1 de modo
que Im+1 := χm+1(Cm+1) ⊆ Im.
Sea x el centro de Cm, sabemos que
B(χm(x),
δm
2
) ⊆ χm
B(x, δm2 )
 ⊆ Im.
Por otra parte si y es el centro del cubo Cm+1, sabemos que
Im+1 ⊆ B(χm+1(y), L
√
N
δm+1
2
).
Ası´, si elegimos y de forma que se cumpla
B(χm+1(y), L
√
N
δm+1
2
) ⊆ B(χm(x), δm2 ),
tendremos que Im+1 ⊆ Im. Tomemos y el centro de un cubo de Fm+1 tal que
dist(y, χ−1m+1 ◦ χm(x)) ≤
√
N
2
(ladom+1 + huecom+1) =
√
N
2
(δm+1 +
δm
2
√
NL
).
Ası´, aplicando χm+1, tenemos dist(χm+1(y), χm(x)) ≤
√
N
2 (Lδm+1 +
δm
2
√
N
). Habiendo elegido y de
esa forma, y por ser δm+1 ≤ δm4√NL (por (4.9)) resulta que
√
N
2
(Lδm+1 +
δm
2
√
N
) + L
δm+1
2
√
N ≤ δm
2
,
y ası´ vale que
B(χm+1(y), L
√
N
δm+1
2
) ⊆ B(χm(x), δm2 ).
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Lema 93. Hh(EL) = 0.
Demostracio´n. Como EL ⊆ ⋃ j∈N⋃i∈N ψ j(Ki), basta ver queHh (⋃ j∈N⋃i∈N ψ j(Ki)) = 0. Sea
I˜ cubo de lado 1, sean j ∈ N e i ∈ N, para ver lo anterior, alcanza ver queHh(ψ j(Ki)∩I˜) = 0. Y
como ψ j(Ki)∩ I˜ ⊆ ⋂k∈N ψ j(F(2k−1)2i−1)∩ I˜, es suficiente ver queHhδmλ j √N(ψ j(Fm)∩ I˜) −→m→∞ 0.
ψ j(Fm) es unio´n de cubos cerrados distribuidos uniformemente (de lado y separacio´n
fija) a lo largo de todo RN , de lado λ jδm, de dia´metro λ j
√
Nδm, con huecos de longitud (en
direccio´n a los ejes) λ j δm−12L√N . Tenemos que ψ j(Fm) ∩ I˜ consiste de entre (M − 1)N y MN
paralelepı´pedos, que forman un λ j
√
Nδm-cubrimiento.
Como debe cumplirse que
(M − 2)N a´rea producto de huecos contenidos en I ≤ volumen I.
Resulta,
(M − 2)N
(
λ j
δm−1
2L
√
N
)N
≤ 1.
Entonces,
(M − 2)λ jδm−1
2L
√
N
≤ 1.
Despejando, tenemos que debe ser
M ≤ 2L
√
N
λ jδm−1
+ 2.
Ası´,
Hh
λ j
√
Nδm
(I ∩ ψ(Fm)) ≤ MNh(λ jδm
√
N)
≤
2L√N
λ jδm−1
+ 2
N h(λ jδm√N),
donde el u´ltimo te´rmino tiende a cero cuando m tiende a infinito (por (4.10)). Por lo tanto,
Hh
λ j
√
Nδm
(I ∩ ψ(Fm)) −→m→∞ 0.
Veamos como construir el conjunto E buscado, utilizando lo visto anteriormente.
Tomemos
E :=
⋃
L∈N≥2
EL.
Veamos que cumple lo que queremos:
E es cerrado, pues para cada L tenemos que EL es cerrado y esta´ contenido en B(0, L)C
(por (4.11)).
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Hh(E) = 0, por ser unio´n numerable de EL, conHh(EL) = 0.
Si f1, · · · , fn es un conjunto finito de funciones en F , tenemos que existen L1, · · · , Ln ∈
N≥2 tales que fi ∈ FLi . Tomando L := ma´x{L1, · · · , Ln} tenemos que { f1, · · · , fn} ⊆ FL.
Entonces resulta
n⋂
i=1
fi(E) ⊇
n⋂
i=1
fi(EL) , ∅.
Y con esto concluimos la prueba del Teorema.
Aplicacio´n 94. Notar que una consecuencia (que tambie´n puede ser obtenida de [36]) es
que existe un conjunto cerrado E ⊆ RN , de dimensio´n de Hausdorff cero, que contiene todos
los conjuntos finitos de puntos en el espacio (salvo traslacio´n).
Esto se debe a que dado cualquier conjunto finito de puntos en el espacio, podemos su-
poner que tiene un ve´rtice en el origen, lo podemos pensar “generado”por los otros ve´rtices
v1, · · · vk. Elegimos
f (x) =

−1
ln(x) si x ≤ 12
ln(2) si no
(4.14)
Por el Teorema, existe un conjunto cerrado E ⊆ RN de dimensio´n de Hausdorff cero tal que
para cualesquiera v1, · · · , vk en RN tenemos que
E ∩ (E − v1) ∩ · · · ∩ (E − vk) , ∅.
Es decir que E contiene cualquier conjunto finito de puntos en el espacio (salvo traslacio´n).
Un resultado ma´s general
Necesitaremos el siguiente Lema para construir el conjunto.
Lema 95. Sea h una funcio´n de dimensio´n y sean L,N ∈ N dados. Existe una sucesio´n
(δn)n∈N0 ⊆ (0, 1] satisfaciendo simultaneamente:
1. δ0 = 1,
2. δn ≤ δn−14L√N ,
3. lı´mn→+∞
(
N1
δn−1 + 1
)N
h(δnN2) = 0 para todo N1,N2 ∈ N.
Demostracio´n. Sea (qi)i∈N una enumeracio´n de N × N. Tomemos primero δ0 = 1. Una vez
que hayamos tomado δ0, · · · , δn−1, tomamos δn > 0 suficientemente chico tal que δn ≤ δn−14L√N
y (
pi1(qi)
δn−1
+ 1
)N
h(δnpi2(qi)) <
1
n
para todo 1 ≤ i ≤ n,
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donde pi1 y pi2 son las proyecciones en la primera y segunda coordenada respectivamente.
Veamos que la sucesio´n construida satisface la tercer condicio´n: Dados N1,N2 ∈ N, existe
i ∈ N tal que qi = (N1,N2). Dado ε > 0, si n > ma´x{i, 1ε }, tenemos que(
pi1(qi)
δn−1
+ 1
)N
h(δnpi2(qi)) < ε,
lo que implica la tercer condicio´n.
Teorema 96. Sean h una funcio´n de dimensio´n , F una familia de funciones continuas de
RN a RN tal que existe una familia contable de funciones cerradas, inyectivas y localmente
bilipschitz Ψ = {ψr : Ωr → RN}r∈N cada una definida sobre un conjunto cerrado Ωr y
satisfaciendo las siguientes condiciones:
lı´m‖x‖→+∞,x∈Ωr ‖ψr(x)‖ = +∞.
para cada fi ∈ F existe ψr(i) ∈ Ψ tal que fi ◦ψr(i) es una funcio´n bilipschitz no contrac-
tiva en Ωr(i)
dadas finitas funciones (cualesquiera) f1, · · · , fn ∈ F , el conjunto Aa, f1,··· , fn definido
como
Aa, f1,··· , fn :=
⋂
1≤i≤n
fi ◦ ψr(i)|Ωr(i)
((
(−a, a)N
)C)
contiene bolas arbitrariamente grandes para todo a > 0.
Entonces existe un conjunto perfecto E ⊆ RN , tal que Hh(E) = 0 y ⋂1≤i≤n fi(E) , ∅ para
cualquier subconjunto finito { f1, · · · , fn} ⊆ F .
Antes de probar el Teorema veamos algunas observaciones:
Observacio´n 97. Notar que si tenemos, por ejemplo,
F := { f1(x) := x2 + 1, f2(x) := −x2} con N = 1,
resulta que Im( f1) ∩ Im( f2) = ∅ y en este caso no puede existir tal conjunto E.
La condicio´n de que Aa, f1,··· , fn contenga bolas arbitrariamente grandes, nos esta´ diciendo
que eso no puede suceder, ma´s au´n nos dice que las ima´genes de finitas funciones de F deben
intersecarse “mucho”hacia “el infinito”. Esto u´ltimo se utiliza a la hora de armar un encaje
de compactos no vacı´os dentro de todas estas ima´genes (de composiciones), para garantizar
que la interseccio´n sera´ no vacı´a.
Observacio´n 98. La condicio´n “dada fi ∈ F existe ψr(i) ∈ Ψ tal que fi ◦ ψr(i) es bilipschitz
expansiva”, puede ser reemplazada por “dada fi ∈ F existe ψr(i) ∈ Ψ tal que fi ◦ ψr(i) es
bilipschitz con constante inferior c > 0 (uniforme para todas las fi ∈ F )”. Es claro que la
segunda condicio´n es ma´s general. Pero son equivalentes, esto se debe a que si tenemos la
segunda condicio´n podremos considerar una nueva familia Ψ˜ := {ψ ◦ g : ψ ∈ Ψ y g(x) := 1c x}
que cumpla la primera condicio´n.
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Observacio´n 99. El hecho de conseguir un conjunto cerrado bajo las hipo´tesis del Teorema
es lo o´ptimo posible, en el sentido siguiente: para cualquier familia F que verifique el enun-
ciado, no es posible conseguir un conjunto compacto. Esto es porque no existe un conjunto
acotado E tal que
⋂
1≤i≤n ϕi(E) , ∅ para cualesquiera finitas ϕ1, · · · , ϕn funciones afines.
Observacio´n 100. Vamos a citar algunas de las diferencias que introdujimos en la demos-
tracio´n del Teorema 96, para generalizar el resultado de [8]:
1. Utilizamos el Lema 95, el cual es una modificacio´n del utilizado por [8], en el que in-
trodujimos la dependencia de la constante L relacionada con la contraccio´n-expansio´n
de las composiciones de las funciones y la dimensio´n ambiente N, adema´s de introdu-
cir mayor grado de libertad al considerar N1,N2 ∈ N en lugar de solo una variable
a ∈ Q.
2. Introdujimos en la demostracio´n la dependencia del taman˜o de los huecos en funcio´n
de L y de N.
3. Escribimos la familia F = ⋃L≥2 FL, para probar el resultado en cada FL y luego
extenderlo a F .
4. Al probar que la interseccio´n es no vacı´a, nos quedamos so´lo con la familia de ı´ndices
Λ, sin introducir otras funciones (en la demostracio´n de [8] completan esos ı´ndices a
N tomando las nuevas funciones como la funcio´n identidad), porque sino´ en este caso
la interseccio´n podrı´a ser vacı´a.
5. Para poder hacer la prueba del encaje de compactos necesitamos introducir la hipo´te-
sis del conjunto A f1,··· , fn (que en cierto sentido se asemeja al rol que cumplı´a el I
′
R
en [8]) que es lo que nos permitio´ aplicar χm y χ−1m para cualquier m sin perder parte
de los conjuntos, con lo cual seguimos teniendo control sobre las distancias en los mis-
mos. En definitiva la prueba de esta parte tambie´n se basa en encaje de compactos y de
bolas, y se basa en distancias. Aunque para poder probar algunos encajes, utilizamos
el Teorema de separacio´n de Jordan-Brouwer.
6. En la prueba de Hh(E) = 0 necesitamos trabajar con un conjunto engordado y usar
que ψ es localmente bilipschitz para controlar los dia´metros del cubrimiento.
Comencemos por recordar la siguiente
Definicio´n 101. Dado x ∈ R, definimos el techo de x como dxe el menor nu´mero entero que
es mayor o igual que x.
Y recordemos tambie´n el Teorema de separacio´n de Jordan-Brouwer (el cual generaliza
el Teorema de la curva de Jordan a ma´s dimensiones):
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Teorema 102 (Jordan, Brower). Sea X una esfera topolo´gica en Rn+1, es decir que X es la
imagen de la esfera n dimensional S n por una funcio´n continua e inyectiva, en Rn+1. Entonces
el complemento Y := Rn+1 \ X consiste de exactamente dos componentes: una acotada (el
interior) y otra no acotada (el exterior), y el conjunto X es la frontera que tienen en comu´n.
Ahora si probemos el Teorema 96:
Demostracio´n. Sea F = ⋃L∈N≥2 FL, donde
FL := { f ∈ F : ∃ ψ ∈ Ψ satisfaciendo todas las hipo´tesis
tal que f ◦ ψ es bilipschitz con constantes (1, L)}.
Probaremos que dado L ≥ 2, existe un conjunto cerrado EL ⊆ B(0, L)C, tal queHh(EL) =
0 y
⋂
1≤i≤n fi(EL) , ∅ para todo subconjunto finito { f1, · · · , fn} de FL.
Para ver esto, fijemos L ≥ 2 y sea (δn)n∈N la sucesio´n dada por el Lema 95.
Definamos F˜n ⊆ R como una unio´n de intervalos cerrados de longitud δn en los reales
positivos, que son equiespaciados y los intervalos complementarios tienen longitud δn−1
L4
√
N
.
Sea Fn := F˜Nn y sea K j definidos como
K j :=
⋂
k∈N
F(2k−1)2 j−1 .
Por eleccio´n de la sucesio´n (δn)n∈N y el argumento de abajo, se sigue que K j es no vacı´o.
Fijemos ahora m ∈ N. Como por hipo´tesis lı´m‖x‖→+∞,x∈Ω j ‖ψ j(x)‖ = +∞ para cada j ∈
{1, · · · ,m}, existe k j ∈ N tal que ‖ψ j(x)‖ ≥ ma´x{m, L} para todo x ∈
(
(−k j, k j)N
)C ∩ Ω j.
Definimos
Im :=
(
(−k˜m, k˜m)N
)C
con k˜m := ma´x
1≤ j≤m
k j, (4.15)
y
EL :=
⋃
m∈N
m⋃
j=1
ψ j(K j ∩ Im ∩Ω j).
Como ψ j(K j ∩ Im ∩ Ω j) ⊆ (B(0, L))C para todo m ∈ N y todo 1 ≤ j ≤ m, tenemos que
EL ⊆ (B(0, L))C.
Adema´s, EL es cerrado, porque
⋃m
j=1 ψ j(K j ∩ Im ∩ Ω j) esta´ contenido en (B(0,m))C y es
cerrado ya que ψ j es una funcio´n cerrada.
Nuestro conjunto cerrado buscado E es
E :=
⋃
L∈N≥2
EL. (4.16)
Para poder probar que E satisface las condiciones deseadas, nosotros primero necesitamos
probar las siguientes afirmaciones:
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1. Afirmacio´n 1: Dado f1, · · · , fn ∈ FL, se tiene que ⋂ni=1 fi(EL) , ∅.
2. Afirmacio´n 2:Hh(EL) = 0.
1. Probemos la Afirmacio´n 1: Por la hipo´tesis de la familia de funciones, para cada fun-
cio´n fi asociamos una funcio´n ψr(i) tal que fi ◦ ψr(i) es bilipschitz con constantes (1, L)
en Ωr(i).
Sea R := ma´x{r(1), · · · , r(n)} ∈ N, y sea IR dado por la ecuacio´n (4.15).
Por hipo´tesis A :=
⋂
1≤i≤n fi ◦ ψr(i)|Ωr(i)(IR) contiene bolas arbitrariamente grandes.
Por lo tanto, usando la inyectividad de fi ◦ ψr(i) tenemos que
n⋂
i=1
fi(EL) =
n⋂
i=1
fi
⋃
m∈N
m⋃
j=1
ψ j|Ω j(K j ∩ Im)

⊇
n⋂
i=1
fi
(
ψr(i)|Ωr(i)(Kr(i) ∩ IR)
)
⊇
 n⋂
i=1
fi ◦ ψr(i)|Ωr(i)(Kr(i))
 ∩  n⋂
i=1
fi ◦ ψr(i)|Ωr(i)(IR)

⊇
n⋂
i=1
⋂
k∈N
fi ◦ ψr(i)|Ωr(i)(F(2k−1)2r(i)−1) ∩ A. (4.17)
Para cada r(i) ∈ {r(1), . . . , r(n)} consideremos todos los m ∈ N que son de la forma
(2k − 1)2r(i)−1 con k ∈ N y definamos gm := fi ◦ ψr(i)|Ωr(i) . Sea Λ el conjunto contable
de todos esos ı´ndices que los consideramos estrictamente ordenados (mn < mn+1 ∀n ∈
N,mn ∈ Λ). Notar que puede haber muchos gm que sean iguales. Ası´, reescribimos la
ecuacio´n (4.17) como
n⋂
i=1
fi(EL) ⊇
⋂
m∈Λ
gm(Fm) ∩ A. (4.18)
Para poder mostrar que esta u´ltima interseccio´n es no vacı´a, probaremos que:
a) Existe un cubo C1 de Fm1 tal que C1 ⊆ g−1m1(A).
b) Dado un cubo Ck de Fmk incluido en g
−1
mk (A), existe un cubo Ck+1 de Fmk+1 tal que
gmk+1(Ck+1) ⊆ gmk(Ck).
Esas dos condiciones producen una sucesio´n de conjuntos compactos anidados y, por
lo tanto, su interseccio´n sera´ no vacı´a.
Veamos esas dos condiciones:
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a) Por hipo´tesis, para cada ρ > 0 existe una bola Bρ de radio ρ contenida en A que
esta´ contenido en Im(gm1), y como los cubos de Fm1 esta´n distribuidos uniforme-
mente en todo RN con la misma longitud y separacio´n tiene que existir una bola
de radio ρL contenida en g
−1
m1(Bρ) ⊆ g−1m1(A).
b) Sea x el centro de Ck ⊆ g−1mk (A). Tenemos las siguientes inclusiones B
(
x,
δmk
2
)
⊆
Ck ⊆ g−1mk (A) y por lo tanto gmk
(
B
(
x,
δmk
2
))
⊆ gmk(Ck). Adema´s podemos ver que
B
(
gmk(x),
δmk
2
)
⊆ gmk
B (x, δmk2
) .
Sea y ∈ B
(
gmk(x),
δmk
2
)
. Si y < gmk
(
B
(
x,
δmk
2
))
, y como gmk es inyectiva y continua,
por el Teorema de separacio´n de Jordan-Brouwer, gmk
(
∂B(x,
δmk
2 )
)
es la frontera
entre las regiones gmk
(
B(x,
δmk
2 )
)
y RN \gmk
(
B(x,
δmk
2 )
)
. Claramente gmk(x) esta´ con-
tenido en la primera regio´n, y por lo asumido, y pertenece a la segunda regio´n. Por
lo tanto, debe existir z ∈ gmk
(
∂B(x,
δmk
2 )
)
tal que dist(z, gmk(x)) < dist(y, gmk(x)).
Como gmk es bilipschitz no contractiva, tenemos que
δmk
2
= dist(g−1mk (z), x) ≤ dist(z, gmk(x)) < dist(y, gmk(x)) ≤
δmk
2
,
lo que es una contradiccio´n.
Juntando todas las desigualdades, tenemos que
B
(
gmk(x),
δmk
2
)
⊆ gmk
B (x, δmk2
) ⊆ gmk(Ck). (4.19)
De aquı´ concluimos que
B := B
(
g−1mk+1(gmk(x)),
δmk
2L
)
⊆ g−1mk+1
B (gmk(x), δmk2L
) (4.20)
⊆ g−1mk+1(gmk(Ck)).
donde la primera inclusio´n se prueba analogamente que se prueba (4.19).
Para ver que de hecho hay un cubo de Fmk+1 en B, es suficiente mostrar que
√
N
(
δmk+1−1
4L
√
N
+ δmk+1
)
≤ δmk
2L
.
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Como mk+1 > mk, tenemos que δmk+1−1 ≤ δmk y δmk+1 ≤ δmk4L√N por la forma en que
tomamos la sucesio´n usando el Lema 95. Esto prueba la desigualdad deseada, y
por lo tanto la Afirmacio´n 1.
2. Probemos la Afirmacio´n 2, i.e. veamos queHh(EL) = 0.
Como EL ⊆ ⋃ j∈N⋃i∈N ψ j(Ki), es suficiente ver que
Hh
⋃
j∈N
⋃
i∈N
ψ j(Ki)
 = 0.
Sea I˜ un cubo con longitud de lado 1, y sea i, j ∈ N. Sera´ suficiente para ver eso
que Hh(ψ j(Ki) ∩ I˜) = 0. Pero como ψ j(Ki) ∩ I˜ ⊆ ⋂k∈N ψ j(F(2k−1)2i−1) ∩ I˜, veamos que
HhδnN2(ψ j(Fn) ∩ I˜) −→n→∞ 0 donde N2 := N2(ψ j,N, I˜) ∈ N.
Sea
M := #{J cubo en Fn tal que ψ j(J) ∩ I˜ , ∅}.
Como el dia´metro de los cubos en Fn es
√
Nδn ≤
√
N, si J es un cubo en Fn tal que
J ∩ ψ−1j (I˜) , ∅ tenemos que J esta´ contenido en un conjunto compacto G:
J ⊆ G := G(ψ j, I˜,N) := {x : dist(x, ψ−1j (I˜)) ≤
√
N}.
Como ψ j es una funcio´n inyectiva, cerrada y localmente bilipschitz definida en el con-
junto cerrado Ω j. Cuando restringimos al conjunto compacto G, por Lema 83 tenemos
que ψ j es bilipschitz con ciertas constantes (a, b), donde a y b solo dependen de N, I˜ y
ψ j. Por lo tanto, si J es un cubo en Fn tal que J ∩ ψ−1j (I˜) , ∅, entonces
diam(ψ j(J)) ≤ b diam(J) ≤ b
√
Nδn ≤ N2δn,
donde N2 := N2(I˜, ψ j,N) ∈ N y por lo tanto
Hhλδn(ψ j(Fn) ∩ I˜) ≤ Mh(N2δn). (4.21)
Sea ahora Q = Q(I˜,N, ψ j) un cubo de lados paralelos a los ejes y con lados de longitud
` := `(I˜,N, ψ j), que contiene a G. Tenemos que
M ≤ #{J cubo de Fn : J ⊆ Q} ≤
 `δn + δn−18L√N

N
≤
`8L√N
δn−1
+ 1
N ,
y por lo tanto M ≤
(
N1
δn−1
+ 1
)N
,
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donde N1 = N1(I˜,N, ψ j) := d`8L
√
Ne ∈ N. Reemplazando esto en la ecuacio´n (4.21)
tenemos que
Hhλδn(ψ j(Fn) ∩ I˜) ≤
(
N1
δn−1
+ 1
)N
h(N2δn)
que tiende a 0 si tomamos (δn)n∈N como en Lema 95. Esto completa la demostracio´n de
la Afirmacio´n 2.
Ahora estamos en condiciones de probar que el conjunto E dado por (4.16), satisface la
tesis del Teorema. Recordemos que E esta´ dado por:
E :=
⋃
L∈N≥2
EL.
Vale que:
E es cerrado, porque para cada L tenemos que EL es cerrado que esta´ contenido en
B(0, L)C.
Hh(E) = 0, ya que E es una unio´n contable de conjuntos de medidaHh cero.
Si f1, · · · , fn es cualquier conjunto finito de funciones de F , existen nu´meros naturales
L1, · · · , Ln ∈ N≥2 tales que fi ∈ FLi . Tomando L := ma´x{L1, · · · , Ln} tenemos que
{ f1, · · · , fn} ⊆ FL, y por lo tanto
n⋂
i=1
fi(E) ⊇
n⋂
i=1
fi(EL) , ∅.
Por el primer ı´tem, E es cerrado, y el siguiente Lema muestra que modificando ligeramente
la construccio´n del conjunto E, podemos hacer que E sea perfecto y siga satisfaciendo las
condiciones requeridas. Esto completa la demostracio´n del Teorema 96.
El siguiente Lema muestra que si nuestro conjunto E tiene puntos aislados, podemos
reemplazarlo por otro conjunto sin puntos aislados y que siga satisfaciendo las condiciones
requeridas.
Lema 103. Dada una funcio´n de dimensio´n h y un conjunto E˜ ⊆ RN que es cerrado o de
clase Fσ tal que Hh(E˜) = 0. Entonces existe un conjunto E ⊇ E˜ del mismo tipo pero sin
puntos aislados y tal queHh(E) = 0.
Demostracio´n. Sea D el conjunto (contable) de todos los puntos aislados de E˜. Para cada
x ∈ D tomando una bola B(x, rx) suficientemente chica como para no tocar el conjunto ni otra
bola elegida entorno a otro punto aislado, i.e. B(x, rx) ∩ E˜ = ∅ y B(x, rx) ∩ B(y, ry) = ∅ para
todo x , y en D.
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Sea ahora C un conjunto compacto sin puntos aislados, contenidos en [0, 1]N tal que
Hh(C) = 0.
Para cada x ∈ D podemos poner una copia reescalada y trasladada Cx ⊆ B(x, rx) de C,
que es compacto, no tiene puntos aislados y Hh(Cx) = 0. Obtenemos el conjunto buscado E
considerando E := E˜ ∪⋃x∈D Cx.
Mostraremos algunas familias de funciones para las cuales el Teorema 96 puede ser apli-
cado.
El siguiente Corolario muestra que el resultado que vimos anteriormente para las bilips-
chitz es un caso particular del Teorema 96.
Corolario 104. Sea F := { f : RN → RN bilipschitz} y sea h una funcio´n de dimensio´n.
Existe un conjunto perfecto E ⊆ RN , con Hh(E) = 0, y tal que ⋂ni=1 fi(E) , ∅ para todo
subconjunto finito { f1, · · · , fn} ⊆ F .
Demostracio´n. Consideremos la familia contable de funciones lineales
Ψ = {ψ : RN → RN ψ(x) = λx : λ ∈ Q>0},
que satisfacen las hipo´tesis del Teorema 96.
Para cada funcio´n bilipschitz f ∈ F sea (c, d) las constantes bilipschitz. Asociamos a f
cualquier funcio´n ψ(x) = λx con λ ∈ Q≥ 1c . Cualquier eleccio´n cumple que f ◦ψ es bilipschitz
no contractiva en RN . Adema´s, como f ◦ψ : RN → RN es bilipschitz, por el Teorema de Inva-
riancia del Dominio (Teorema 88), es biyectiva y por lo tanto f ◦ ψ(RN) = RN . En particular,
para cualquier a > 0, tenemos que(
f ◦ ψ
((
(−a, a)N
)C))C
= f ◦ ψ
(
(−a, a)N
)
.
Por lo tanto, dado cualquier conjunto finito de funciones f1, · · · , fn ∈ F y a > 0 tenemos
que
Aa, f1,··· , fn =
⋂
1≤i≤n
fi ◦ ψr(i)
((
(−a, a)N
)C)
= RN \
⋃
1≤i≤n
fi ◦ ψr(i)
(
(−a, a)N
)
.
Pero
⋃
1≤i≤n fi ◦ ψr(i)
(
(−a, a)N
)
es acotado (pues fi ◦ ψr(i) es continua en todo RN y (−a, a)N
acotado) y por lo tanto Aa, f1,··· , fn contiene bolas arbitrariamente grandes.
Aplicacio´n 105. Notar que una consecuencia de este Corolario (que tambie´n puede ser ob-
tenida de [36]) es que existe un conjunto cerrado E en RN con dimensio´n de Hausdorff 0 tal
que para cualquier conjunto finito A de RN , existe zA ∈ RN tal que A + zA ⊆ E; i.e. E contiene
todo conjunto finito de RN salvo translaciones.
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Esto se debe a que dado cualquier conjunto finito de puntos en el espacio, podemos su-
poner que tiene un ve´rtice en el origen, lo podemos pensar “generado”por los otros ve´rtices
v1, · · · vk. Elegimos
h(x) =

−1
ln(x) si x ≤ 12
ln(2) si no
(4.22)
Por el Corolario 104, existe un conjunto cerrado E ⊆ RN de dimensio´n de Hausdorff cero tal
que para cualesquiera v1, · · · , vk en RN tenemos que
E ∩ (E − v1) ∩ · · · ∩ (E − vk) , ∅.
Es decir que E contiene cualquier conjunto finito de puntos en el espacio (salvo traslacio´n).
Para continuar exhibiendo conjuntos de funciones que satisfagan las condiciones de nues-
tro teorema, usaremos la noracio´n R[x] para la familia de polinomios en R con coeficientes
reales.
Como consecuencia del Teorema 96, tenemos para N = 1:
Teorema 106. Sean h una funcio´n de dimensio´n, F una familia de funciones continuas de R
en R tales que existe una familia contable Ψ = {ψ j} j de funciones a valores reales, inyectivas,
cerradas, localmente bilipschitz, con dominio Dom = [c j,+∞), lı´mx→+∞ |ψ j(x)| = +∞ para
todo j ∈ N, verificando que: Para cada f ∈ F , existe ψ j ∈ Ψ tal que
lı´mx→+∞ f ◦ ψ j(x) = +∞
f ◦ ψ j es bilipschitz expansiva en [c j,+∞)
Entonces, existe E ⊆ R cerrado, tal queHh(E) = 0 y ⋂1≤i≤n fi(E) , ∅ para todo { f1, · · · , fn}
subconjunto finito en F .
De este Teorema se siguen varias aplicaciones para funciones a valore reales:
Lema 107. La familia
F := {P : P polinomio no constante, con coeficiente principal positivo}
cumple las hipo´tesis del Teorema 106.
Demostracio´n. Para cada n ∈ N, tomo la familia
Fn := {P : P polinomio de grado n con coeficiente principal positivo},
que verifica F = ⋃n∈N Fn. A la familia Fn le asociamos la familia contable
Ψn := {ψ : [1,+∞)→ R : ψ(x) :=
( x
a˜
) 1
n
+ d˜ con a˜, d˜ ∈ Q y a˜ > 0}.
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Ası´, si vemos que Ψn cumple las hipo´tesis del Teorema para Fn, tenemos que Ψ := ⋃n∈N Ψn
familia contable que cumple las hipo´tesis del Teorema para F .
Notar que Ψn es una familia de contables funciones a valores reales, con dominio [1,+∞),
inyectivas, cerradas, localmente bilipschitz, con lı´mx→∞ |ψ(x)| = +∞.
A cada P(x) =
∑n
k=0 akx
k ∈ Fn le asociamos una ψ(x) =
(
x
a˜
) 1
n
+ d˜ ∈ Ψn con a˜ ∈ Q∩ (0, an].
Por lo cual ana˜ ≥ 1, y despue´s elegiremos d˜ de forma conveniente.
Ası´ tenemos, usando el binomio de Newton, que
P ◦ ψ(x) =
n∑
k=0
ak
 x 1n
a˜
1
n
+ d˜
k
=
n∑
k=0
ak
k∑
j=0
(
k
j
)
x
j
n
a˜
j
n
d˜k− j
=
n∑
k=0
k∑
j=0
(
k
j
)
ak
a˜
j
n
d˜k− jx
j
n
=
n∑
j=0
A jx
j
n ,
donde A j :=
∑
n≥k≥ j
(
k
j
)
ak
a˜
j
n
d˜k− j. Se verifica que lı´mx→+∞ P◦ψ(x) = +∞, pues An := ana˜ ≥ 1. Para
cada 1 ≤ j ≤ n − 1, A j es un polinomio en la variable d˜ de grado n − j ≥ 1, con coeficiente
principal
(
n
j
)
an
a˜
j
n
> 0. Por lo cual podemos elegir d˜ ∈ Q suficientemente grande tal que A j > 0
para todo 1 ≤ j ≤ n − 1.
Para x > y ≥ 1, existen ξ j ∈ [x, y] tales que
P ◦ ψ(x) − P ◦ ψ(y) =
n∑
j=1
A j(x
j
n − y jn )
=
n−1∑
j=1
A j
j
n
ξ
j
n−1
j (x − y) + An(x − y)
Tomemos M :=
⌈
ma´x1≤ j≤n A j
⌉
. Y usando tambie´n que An ≥ 1, tenemos
|x − y| ≤ |P ◦ ψ(x) − P ◦ ψ(y)| ≤ Mn|x − y| ∀x, y ≥ 1.
Ası´ P ◦ ψ es bilipschitz de constantes (1, nM) en [1,+∞).
Lema 108. La familia
F := {P : P polinomio de grado impar}
cumple las hipo´tesis del Teorema 106.
4.2. INTERSECCIONES FINITAS Y CONFIGURACIONES FINITAS 93
Demostracio´n. Para cada n ∈ N impar, tomo la familia
Fn := {P : P polinomio de grado n},
que verifica F = ⋃n impar Fn. A la familia Fn le asociamos la familia contable
Ψn :={ψ : [1,+∞)→ R : ψ(x) :=
( x
a˜
) 1
n
+ d˜ con a˜, d˜ ∈ Q y a˜ > 0}
∪ {ψ : [1,+∞)→ R : ψ(x) := −
(( x
a˜
) 1
n
+ d˜
)
con a˜, d˜ ∈ Q y a˜ > 0}.
Ası´, si vemos que Ψn cumple con las hipo´tesis del Teorema para Fn, tenemos que Ψ :=⋃
n∈N Ψn familia contable que cumple con las hipo´tesis del Teorema para F .
Notar que ψn es una familia contable de funciones a valores reales, con dominio [1,+∞),
inyectivas, cerradas, localmente bilipschitz, con lı´mx→+∞ |ψ(x)| = +∞.
Sea P(x) =
∑
j a jx j ∈ Fn con n impar. Como an , 0, tenemos dos casos. O bien an > 0 o
bien an < 0.
Si an > 0, sale como en el Lema 107.
Si an < 0, es parecido. Vea´moslo. Tomo ψ(x) = −
((
x
a˜
) 1
n
+ d˜
)
con a˜ racional positivo
menor que |an|, el d˜ sera´ elegido despue´s en forma conveniente.
Usando el binomio de Newton, tenemos
P ◦ ψ(x) =
n∑
k=0
ak(−1)k
(( x
a˜
) 1
n
+ d˜
)k
=
n∑
k=0
(−1)kak
k∑
j=0
(
k
j
)
x
j
n
a˜
j
n
d˜k− j
=
n∑
j=0
B jx
j
n ,
donde B j :=
∑n
k= j
(
k
j
)
(−1)kak
a˜
j
n
d˜k− j.
Como n es impar y 0 < a˜ ≤ |an|, es Bn := |an |a˜ ≥ 1. Para cada 1 ≤ j ≤ n − 1, por ser B j
un polinomio en la variable d˜, de grado n − j, con coeficiente principal
(
n
j
)
(−1)nan
a˜
j
n
> 0 (que es
positivo pues an < 0 y n impar). Entonces podemos elegir d˜ ∈ Q suficientemente grande tal
que B j > 0 para todo 1 ≤ j ≤ n.
Para x > y ≥ 1, existen ξ j ∈ [x, y] tales que
P ◦ ψ(x) − P ◦ ψ(y) =
n∑
j=1
B j(x
j
n − y jn )
=
n−1∑
j=1
B j
j
n
ξ
j
n−1
j (x − y) + Bn(x − y)
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Tomemos M :=
⌈
ma´x1≤ j≤n B j
⌉
. Y usando tambie´n que Bn ≥ 1, tenemos
|x − y| ≤ |P ◦ ψ(x) − P ◦ ψ(y)| ≤ Mn|x − y| ∀x, y ≥ 1.
Ası´ P ◦ ψ es bilipschitz de constantes (1, nM) en [1,+∞).
Adema´s, en cualquier caso (an > 0 o an < 0) vale que lı´mx→+∞ P ◦ ψ(x) = +∞.
Lema 109. La familia
F := {b ◦ P : P polinomio no constante con coeficiente principal positivo
y b bilipschitz con lı´m
x→+∞ b(x) = +∞}
cumple las hipo´tesis del Teorema 106.
Demostracio´n. A cada P polinomio no constante con coeficiente principal positivo, le asocia-
mos ψP como en Lema 107, y a cada b bilipschitz de constantes (c, d) con lı´mx→+∞ b(x) = +∞
le asociamos ψb(x) := λx con λ ∈ Q∩ [1c , Ld ] (donde habı´amos fijado L ∈ N≥2 tal que d < Lc).
Las funciones de la familia contable Ψb son lineales, inyectivas, cerradas, bilipschitz,
con dominio R, continuas. Las funciones de la familia contable ΨP son inyectivas, cerradas,
localmente bilipschitz, con dominio [1,+∞), continuas.
Entonces, las funciones de la familia contable Ψ := ΨP ◦ Ψb son inyectivas, cerradas,
localmente bilipschitz, con dominio ψ−1b [1,+∞) = [cb,+∞) (pues ψb(x) := λx con λ > 0).
Adema´s, por ser ψb(x) := λx con λ > 0, P◦ψP un polinomio no constante con coeficiente
principal mayor o igual a 1, y por hipo´tesis lı´mx→+∞ b(x) = +∞; tenemos que
lı´m
x→∞ b ◦ P ◦ ψP ◦ ψb(x) = +∞.
Solo resta ver que b◦P◦ψP◦ψb es bilipschitz expansiva. Vea´moslo. Para esto utilizaremos
que b es bilipschitz (c, d), P ◦ ψP es bilipschitz (1,Mn) y ψb es bilipschitz [1c , Ld ].
|x − y| ≤ c|ψb(x) − ψb(y)|
≤ c|P ◦ ψP ◦ ψb(x) − P ◦ ψP ◦ ψb(y)|
≤ |b ◦ P ◦ ψP ◦ ψb(x) − b ◦ P ◦ ψP ◦ ψb(y)|
≤ d|P ◦ ψP ◦ ψb(x) − P ◦ ψP ◦ ψb(y)|
≤ dMn|ψb(x) − ψb(y)|
≤ LMn|x − y|
donde en la primera desigualdad usamos que λ ≥ 1c y en la u´ltima que dλ ≤ L.
Lema 110. La familia
F := {b ◦ P : P polinomio de grado impar
y b bilipschitz con lı´m
x→+∞ b(x) = +∞}
cumple las hipo´tesis del Teorema 106.
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Demostracio´n. (es ana´loga a la anterior) A cada P polinomio de grado impar, le asociamos
ψP como en Lema 108, y a cada b bilipschitz de constantes (c, d) con lı´mx→+∞ b(x) = +∞ le
asociamos ψb(x) := λx con λ ∈ Q ∩ [ 1c , Ld ] (donde habı´amos fijado L ∈ N≥2 tal que d < Lc).
Las funciones de la familia contable Ψb son lineales, inyectivas, cerradas, bilipschitz,
con dominio R, continuas. Las funciones de la familia contable ΨP son inyectivas, cerradas,
localmente bilipschitz, con dominio [1,+∞), continuas.
Entonces, las funciones de la familia contable Ψ := ΨP ◦ Ψb son inyectivas, cerradas,
localmente bilipschitz, con dominio ψ−1b [1,+∞) = [cb,+∞) (pues ψb(x) := λx con λ > 0).
Adema´s, por ser ψb(x) := λx con λ > 0, P◦ψP un polinomio no constante con coeficiente
principal mayor o igual a 1, y por hipo´tesis lı´mx→+∞ b(x) = +∞; tenemos que
lı´m
x→+∞ b ◦ P ◦ ψP ◦ ψb(x) = +∞.
Solo resta ver que b◦P◦ψP◦ψb es bilipschitz expansiva. Vea´moslo. Para esto utilizaremos
que b es bilipschitz (c, d), P ◦ ψP es bilipschitz (1,Mn) y ψb es bilipschitz [1c , Ld ].
|x − y| ≤ c|ψb(x) − ψb(y)|
≤ c|P ◦ ψP ◦ ψb(x) − P ◦ ψP ◦ ψb(y)|
≤ |b ◦ P ◦ ψP ◦ ψb(x) − b ◦ P ◦ ψP ◦ ψb(y)|
≤ d|P ◦ ψP ◦ ψb(x) − P ◦ ψP ◦ ψb(y)|
≤ dMn|ψb(x) − ψb(y)|
≤ LMn|x − y|
donde en la primera desigualdad usamos que λ ≥ 1c y en la u´ltima que dλ ≤ L.
4.2.2. Conjuntos perfectos conteniendo toda configuracio´n finita
Como la definicio´n de configuraciones viene dada como interseccio´n de preima´genes,
en lugar de ima´genes (ver ecuacio´n (4.1)), en esta seccio´n probaremos un resultado ana´logo
para intersecciones de preima´genes.
Teorema 111. Sea h una funcio´n de dimensio´n, F una familia de funciones continuas de
RN de RN tal que existe una familia contable Ψ = {ψ j} j de funciones inyectivas, cerradas,
continuas definidas en conjuntos cerrados Ω j ⊆ RN , en RN , y tal que ψ−1j son localmente
bilipschitz con lı´m
‖x‖→+∞,x∈Im(ψ j)
‖ψ−1j (x)‖ = +∞ para todo j, satisfaciendo:
para cada fi ∈ F existe ψr(i) ∈ Ψ y un conjunto cerrado Di ⊆ RN tal que ψr(i) ◦ fi|Di esta´
bien definida y es bilipschitz no expansiva.
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para cada a > 0 y cualquier eleccio´n de finitas funciones f1, · · · , fn ∈ F , tenemos que
Aa, f1,··· , fn :=
⋂
1≤i≤n
(ψr(i) ◦ fi|Di)−1(((−a, a)C)N)
contiene bolas arbitrariamente grandes.
Entonces existe un conjunto perfecto E ⊆ RN , tal que ⋂1≤i≤n f −1i (E) , ∅ para cada conjunto
finito de { f1, · · · , fn} ⊆ F yHh(E) = 0.
Demostracio´n. La demostracio´n es ana´loga a la prueba del Teorema 96, definiendo FL como{
fi ∈ F : ψr(i) asociada a fi satisface que ψr(i) ◦ fi|Di es bilipschitz
(
1
L
, 1
)}
,
y considerando F = ⋃L∈N≥2 FL.
Para cada L ≥ 2, construimos primer un conjunto cerrado EL ⊆ B(0, L)C tal queHh(EL) =
0, y
⋂
1≤i≤n f −1i (EL) , ∅ para cualquier subconjunto finito { f1, · · · fn} of FL.
Para esto, para cada j ∈ {1, · · · ,m}, existe km ∈ N tal que ‖ψ−1j (x)‖ ≥ ma´x{m, L} para todo
x ∈
(
(−km, km)N
)C ∩ Im(ψ j) para todo 1 ≤ j ≤ m. Definimos Im := ((−km, km)N)C y
EL :=
⋃
m∈N
m⋃
j=1
ψ−1j (K j ∩ Im) ⊆ (B(0, L))C .
Dadas f1, · · · , fn, por hipo´tesis tenemos que A := ⋂1≤i≤n(ψr(i) ◦ fi|Di)−1(IR) contiene bolas
arbitrariamente grandes. Tambie´n tenemos que
n⋂
i=1
f −1i (EL) ⊇
⋂
m∈M
g−1m (Fm) ∩ A, (4.23)
donde definimos gm := ψr(i) ◦ fi|Di para los m que son de la forma (2k − 1)2r(i)−1 con k ∈ N
y cualquier r(i) con 1 ≤ i ≤ n. Llamemos M al conjunto contable de esos ı´ndices que los
consideraremos ordenados en forma creciente.
Para probar que la interseccio´n en la ecuacio´n (4.23) es no vacı´a, veamos que
1. Existe un cubo C1 de Fm1 tal que C1 ⊆ gm1(A).
2. Dado un cubo Ck de Fmk que esta´ contenido en gmk(A), existe un cubo Ck+1 de Fmk+1
contenido en gmk+1(A), y tal que g
−1
mk+1(Ck+1) ⊆ g−1mk (Ck).
En esta forma, como g−1m es localmente bilipschitz, tenemos una sucesio´n de conjuntos com-
pactos, no vacı´os, encajados, cuya interseccio´n sera´ no vacı´a.
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Por lo tanto, Hh(EL) = 0. Como EL ⊆ ⋃ j∈N⋃i∈N ψ−1j (Ki) es suficiente ver que si I˜ es un
cubo de lados de longitud 1, j, i ∈ N, tenemos
Hhδmλ(ψ−1j (Fm) ∩ I˜) −→m→+∞ 0 donde λ := λ(ψ j,N, I˜).
Notando que
M := #{J cubo de Fm tal que ψ−1j (J) ∩ I˜ , ∅},
y razonando como en la Afirmacio´n 2 del Teorema 96 el resultado se sigue.
Finalmente, tomando
E :=
⋃
L∈N≥2
EL
y usando el Lema 103, concluimos la demostracio´n.
Ahora estamos listos para probar el resultado que esta´bamos buscando: construir un con-
junto E con medida Hh cero que contiene todo configuracio´n polinomial finita. Obtenemos
este resultado para el caso de una variable como un caso particular del Teorema 111. Entonces
lo extendemos a polinomios en varias variables en el Teorema 113.
Teorema 112. Sea h una funcio´n de dimensio´n, P la familia de polinomios no constantes
en una variable con coeficientes reales. Entonces existe un conjunto perfecto E ⊆ R, tal que
Hh(E) = 0 y ⋂1≤i≤n P−1i (E) , ∅ para cualquier subconjunto finito {P1, · · · , Pn} en P. En
particular E contiene cualquier configuracio´n polinomial finita.
Si h es tomada adecuadamente, E es un conjunto perfecto que tiene dimensio´n de Haus-
dorff cero y que contiene cualquier configuracio´n polinomial finita.
Demostracio´n. Consideremos la familia de funciones cerradas, inyectivas y continuas
Ψ := {ψ : [0,+∞)→ R, ψ(x) := qx 1n : n ∈ N, q ∈ Q>0}
∪ {ψ : (−∞, 0]→ R, ψ(x) := q(−x) 1n : n ∈ N, q ∈ Q>0};
y tal que para cada ψ ∈ Ψ, tenemos
ψ−1 es injectiva, cerrada y localmente bilipschitz y
lı´mx→+∞ |ψ−1(x)| = +∞.
Esta familia verifica que para cada P(x) :=
∑n
k=0 akx
k ∈ P con an , 0 (n ≥ 1), podemos tomar
ψ ∈ Ψ como
ψ(x) =

qx
1
n con q ∈ Q ∩
[
1
2|an | 1n
, 3
4|an | 1n
]
if an > 0
q(−x) 1n con q ∈ Q ∩
[
1
2|an | 1n
, 3
4|an | 1n
]
if an < 0.
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Tomamos MP ∈ N tal que
|P| es injectiva en [MP − 1,+∞) y tenemos que (4.24)
1
4
≤ |(ψ ◦ P|[MP−1,+∞))′(x)| ≤ 1 para todo x > MP − 1. (4.25)
En otras palabras, P|[MP−1,+∞) es siempre positiva o siempre negativa, inyectiva y ψ◦P|[MP−1,+∞)
esta´ bien definida, i.e. Im(P|[MP−1,+∞)) ⊆ Dom(ψ).
Notar que podemos pedir que la condicio´n en la derivada, como
|(ψ ◦ P)′(x)| = q | ±
∑n−1
k=0 ak+1
k+1
n x
k|
|(±∑nk=0 akxk)1− 1n | −→x→+∞ q|an| 1n ∈
[
1
2
,
3
4
]
.
En particular, ψ ◦ P es bilipschitz no expansiva con constantes (14 , 1) en [MP,+∞).
Como ψ ◦ P|[MP,+∞) es inyectiva, podemos definir su inversa.
Ma´s au´n lı´mx→+∞(ψ ◦ P)−1(x) = +∞. Adema´s
ψ ◦ P : (MP − 1,+∞)→ ψ ◦ P(MP − 1,+∞) =
(
1
2
|P(MP − 1)| 1n ,+∞
)
es abierto, y por lo tanto (ψ ◦ P)−1 :
[
1
2 |P(MP)|
1
n ,+∞
)
→ [MP,+∞) es contı´nua. Finalmente,
como ψ ◦ P|[MP,+∞) es creciente, (ψ ◦ P|[MP,+∞))−1 es tambie´n creciente.
Por el Teorema 111 con N = 1 y F = P, asociando a cada P una funcio´n ψ y MP como
indicamos arriba, obtenemos el resultado deseado.
De hecho, podemos extender este resultado al caso de polinomios en varias variables.
Teorema 113. Dada una funcio´n de dimensio´n h, y dada P˜ la familia de polinomios no
constantes en varias variables P˜ : RN → R, entonces existe un conjunto perfecto E ⊆ R tal
queHh(E) = 0, y ⋂1≤i≤n P˜−1i (E) , ∅ y cualquier subconjunto finito {P˜1, · · · , P˜n} in P˜.
Demostracio´n. Tomamos E el conjunto dado por el Teorema 112. Dados P˜1, · · · , P˜n ∈ P˜,
sera´ suficiente elegir λ2, · · · , λN ∈ R tales que
P1(t) := P˜1(t, λ2t, · · · , λNt), · · · , Pn(t) := P˜n(t, λ2t, · · · , λNt) sean polinomios no constantes
en una variable, ya que por por el Teorema 112 existe t ∈ R tal que
P˜1(t, λ2t, · · · , λNt) ∈ E
· · ·
P˜n(t, λ2t, · · · , λNt) ∈ E
de lo cual se seguira´ el resultado.
Tomando λ2, · · · , λN , sea dk := grado(P˜k) y escribiendo
P˜k(x1, · · · , xN) =
∑
0≤ j≤dk
∑
i1+···+iN= j
a(k)i1,··· ,iN x
i1
1 · · · xiNN ,
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donde a(k)i1,··· ,iN , 0 para algunos i1 + · · · + iN = dk.
Entonces,
Pk(t) := P˜k(t, λ2t, · · · , λNt) =
∑
0≤ j≤dk
t j
∑
i1+···+iN= j
a(k)i1,··· ,iNλ2
i2 · · · λNiN ,
donde a(k)i1,··· ,iN , ∅ para algunos i1 + · · · + iN = dk.
Como siempre existen λ2, · · · , λN ∈ R satisfaciendo∑
i1+···+iN=dk
a(k)i1,··· ,iNλ2
i2 · · · λNiN , 0 ∀1 ≤ k ≤ n,
se obtiene la construccio´n deseada.
No pudimos obtener un resultado similar para configuraciones polinomiales multivalua-
das usando nuestro me´todo de demostracio´n. Esto se debe al hecho de que necesitarı´amos
que si P es un polinomio multivaluado de RN → RN , i.e. P := (P1, · · · , PN) con P j : RN → R
y N ≥ 2, entonces exista un conjunto DP ⊆ RN que contenga bolas arbitrariamente grandes
tal que P|DP sea inyectivo.
No es sencillo caracterizar una familia de polinomios multivaluados que satisfagan esa
condicio´n, pero es fa´cil ver que no cualquier familia de polinomios la cumple, por ejemplo
en R2 la funcio´n polinomial P(x, y) = (x − y, (x − y)2) nunca satisfara´ esa condicio´n.
Por otra parte, el haber conseguido en particular un conjunto pequen˜o conteniendo toda
configuracio´n polinomial es un avance con respecto a otros resultados (mencionados en la
introduccio´n) en los que solo consiguen contener ciertos patrones polinomiales.
4.3. Intersecciones infinitas e infinitas configuraciones
Ahora estudiaremos resultados ana´logos para intersecciones contables, en lugar de inter-
secciones finitas.
Un primer resultado para ciertas funciones bilipschitz
Teorema 114. Dados h funcio´n de dimensio´n, L ∈ N≥2 y
F := { f : RN → RN : ∃a > 0, ∃b ∈ (0, La) tq a||x − y|| ≤ || f (x) − f (y)|| ≤ b||x − y|| ∀x, y}.
Entonces, existe E ⊆ RN , conjunto de clase Fσ, conHh(E) = 0, de modo que para cualquier
( fr)r∈Λ subconjunto contable de F se tiene que⋂
r∈Λ
fr(E) , ∅.
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Demostremos el teorema anterior: Sea
Ψ := {ψ : RN → RN : ψ(x) := λx con λ ∈ Q>0} = (ψ j) j∈N.
Lema 115. Existe E ⊆ RN , conjunto de clase Fσ, de modo que para cualquier ( fr)r∈Λ sub-
conjunto contable de F se tiene que ⋂
r∈Λ
fr(E) , ∅.
Demostracio´n. Fijemos una sucesio´n como en el Lema 91, y definamos F˜n ⊆ R unio´n de
intervalos cerrados a lo largo de todo R, con longitudes δn, y equiespaciados con huecos de
longitud δn−1
L2
√
N
. Sean
Fn := F˜Nn ,
Ki :=
⋂
k∈N
F(2k−1)2i−1
y
E :=
⋃
j∈N
⋃
i∈N
ψ j(Ki).
E es un conjunto de clase Fσ pues ψ j(Ki) es cerrado para todo i, j ∈ N.
Como fr ∈ F , existen cr, dr > 0 tales que dr < Lcr y
cr||x − y|| ≤ || fr(x) − fr(y)|| ≤ dr||x − y|| ∀x, y.
Tomo ψ j(r)(x) := λ j(r)x con λ j(r) ∈ Q ∩ [ 1cr , Ldr ] (el cual existe ya que dr < Lcr). Entonces,
||x − y|| ≤ cr||ψ j(r)(x − y)||
≤ || fr ◦ ψ j(r)(x) − fr ◦ ψ j(r)(y)||
≤ dr||ψ j(r)(x − y)||
≤ dr Ldr ||x − y||
= L||x − y||. (4.26)
Usando la inyectividad de fr ◦ ψ j(r), tenemos⋂
r∈Λ
fr(E) =
⋂
r∈Λ
fr
⋃
j∈N
⋃
i∈N
ψ j(Ki)

⊇
⋂
r∈Λ
fr ◦ ψ j(r)(Kr)
=
⋂
r∈Λ
⋂
k∈N
fr ◦ ψ j(r)(F(2k−1)2r−1)
=
⋂
l∈N
χml(Fml) (4.27)
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donde notamos χm := fr◦ψ j(r) cuando m = (2k−1)2r−1 con k ∈ N y r ∈ Λ. Y consideramos
(ml)l∈N la sucesio´n de los m ∈ N tales que se escriben como m = (2k − 1)2r−1 con k ∈ N y
r ∈ Λ, ordenada en forma creciente estricta.
Veamos que (4.27) es no vacı´o:
Para esto utilizaremos lo siguiente:
1. ||x − y|| ≤ ||χml(x) − χml(y)|| ≤ L||x − y|| para todo ml y todos x, y ∈ RN .
2. Como vale que dist(x, Fn) ≤
√
N long hueco ≤ δn−1L2 para todo n ∈ N y todo x. Y como
todo y ∈ RN se puede escribir como y = χm(x) (por Observacio´n 89), tenemos que
dist(y, χm(Fn)) = dist(χm(x), χm(Fn)) ≤ δn−12 ,
para todo n ∈ N, todo y ∈ RN , y todos m, n ∈ N.
3. Si C es un cubo cualquiera de Fn, tenemos que diam(C) =
√
Nδn. Por lo tanto (usando
el primer ı´tem),
diam(χm(C)) ∈ [diam(C), L.diam(C)] = [
√
Nδn, L
√
Nδn].
Sea C1 cubo de Fm1 . Para poder probar que (4.27) es no vacı´o, nos basta ver que: Dado Cl
cubo de Fml , existe un cubo Cl+1 de Fml+1 tal que χml+1(Cl+1) ⊆ χml(Cl).
Pues ası´ tendrı´amos un encaje de compactos no vacı´os (ya que χml es una funcio´n continua
para todo l ∈ N).
Vea´moslo: Sea Il := χml(Cl) con Cl cubo de Fml . Quiero ver que existe un cubo Cl+1 de
Fml+1 de modo que Il+1 := χml+1(Cl+1) ⊆ Il.
Sea x el centro de Cl, sabemos que
B(χml(x),
δml
2
) ⊆ χml
B(x, δml2 )
 ⊆ Il.
Por otra parte si y es el centro del cubo Cl+1, sabemos que
Il+1 ⊆ B(χml+1(y), L
√
N
δml+1
2
).
Ası´, si elegimos y de forma que se cumpla
B(χml+1(y), L
√
N
δml+1
2
) ⊆ B(χml(x),
δml
2
),
tendremos que Il+1 ⊆ Il. Tomemos y el centro de un cubo de Fml+1 tal que
dist(y, χ−1ml+1 ◦ χml(x)) ≤
√
N
2
(ladoml+1 + huecoml+1) =
√
N
2
(δml+1 +
δml+1−1
2
√
NL
).
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Ası´, aplicando χml+1 , tenemos dist(χml+1(y), χml(x)) ≤
√
N
2 (Lδml+1 +
δml+1−1
2
√
N
). Habiendo elegido
y de esa forma, utilizando que δml+1 ≤ δml4√NL (por (4.9) y ml+1 > ml), y δml+1−1 ≤ δml (pues
ml+1 − 1 ≥ ml) resulta que
δml
2
−
√
N
2
(Lδml+1 +
δml+1−1
2
√
N
) − Lδml+1
2
√
N
≥ δml
2
− √NLδml+1 −
1
4
δml
=
1
4
δml −
√
NLδml+1
≥ 0
por lo que √
N
2
(Lδml+1 +
δml+1−1
2
√
N
) + L
δml+1
2
√
N ≤ δml
2
,
y ası´ vale que
B(χml+1(y), L
√
N
δml+1
2
) ⊆ B(χml(x),
δml
2
).
Lema 116. Hh(E) = 0.
Demostracio´n. Como E =
⋃
j∈N
⋃
i∈N ψ j(Ki), basta ver queHh
(⋃
j∈N
⋃
i∈N ψ j(Ki)
)
= 0. Sea I˜
cubo de lado 1, sean j ∈ N e i ∈ N, para ver lo anterior, alcanza ver queHh(ψ j(Ki)∩ I˜) = 0. Y
como ψ j(Ki)∩ I˜ ⊆ ⋂k∈N ψ j(F(2k−1)2i−1)∩ I˜, es suficiente ver queHhδmλ j √N(ψ j(Fm)∩ I˜) −→m→∞ 0.
ψ j(Fm) es unio´n de cubos cerrados distribuidos uniformemente (de lado y separacio´n
fija) a lo largo de todo RN , de lado λ jδm, de dia´metro λ j
√
Nδm, con huecos de longitud (en
direccio´n a los ejes) λ j δm−12L√N . Tenemos que ψ j(Fm) ∩ I˜ consiste de entre (M − 1)N y MN
paralelepı´pedos, que forman un λ j
√
Nδm-cubrimiento.
Como debe cumplirse que
(M − 2)N a´rea producto de huecos contenidos en I ≤ volumen I.
Resulta,
(M − 2)N
(
λ j
δm−1
2L
√
N
)N
≤ 1.
Entonces,
(M − 2)λ jδm−1
2L
√
N
≤ 1.
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Despejando, tenemos que debe ser
M ≤ 2L
√
N
λ jδm−1
+ 2.
Ası´,
Hh
λ j
√
Nδm
(I ∩ ψ(Fm)) ≤ MNh(λ jδm
√
N)
≤
2L√N
λ jδm−1
+ 2
N h(λ jδm√N),
donde el u´ltimo te´rmino tiende a cero cuando m tiende a infinito (por (4.10)). Por lo tanto,
Hh
λ j
√
Nδm
(I ∩ ψ(Fm)) −→m→∞ 0.
4.3.1. Pequen˜os conjuntos Fσ con una propiedad de interseccio´n conta-
ble
Dado un conjunto de funciones F satisfaciendo ciertas condiciones, probaremos que exis-
te un conjunto pequen˜o de clase Fσ, sin puntos aislados, tal que las ima´genes bajo intersec-
ciones contables de funciones de F es no vacı´a.
Teorema 117. Sea h una funcio´n de dimensio´n, F una familia de funciones continuas de RN
en RN tal que existe una sucesio´n de funciones cerradas y localmente bilipschitz Ψ := (ψ j) j
definidas en conjuntos cerrados Ω j ⊆ RN , satisfaciendo que existe L ∈ N≥2 tal que
para cada fi ∈ F , existe ψr(i) ∈ Ψ tal que fi ◦ ψr(i)|Ωr(i) esta´ bien definida y es bilipschitz
con constantes (1, L);
dadas contables funciones ( fi)i∈Λ⊆N ⊆ F el conjunto
A{ fi: i∈Λ} :=
⋂
i∈Λ
fi ◦ ψr(i)(Ωr(i)),
contiene bolas arbitrariamente grandes.
Entonces existe un conjunto E ⊆ RN , de clase Fσ, sin puntos aislados, con Hh(E) = 0, tal
que
⋂
i∈Λ fi(E) , ∅ para toda familia contable { fi : i ∈ Λ} ⊆ F .
Demostracio´n. La demostracio´n de este Teorema es ana´loga a la del Teorema 96. Tenemos
una sucesio´n como en el Lema 95. Definamos para cada n ∈ N, F˜n ⊆ R unio´n de intervalos
cerrados a lo largo de R, con longitudes δn, equiespaciados, con huecos de longitud δn−1L4√N .
Sean Fn := (F˜n)N y Ki :=
⋂
k∈N F(2k−1)2i−1 el cual es un conjunto cerrado.
104 CAPI´TULO 4. Conteniendo configuraciones geome´tricas.
Primero empezamos construyendo un conjunto E ⊆ RN , del clase Fσ, tal que ⋂i∈Λ fi(E) ,
∅ para todo subconjunto contable ( fi)i∈Λ⊆N ⊆ F .
Consideremos
E :=
⋃
j
⋃
i
ψ j(Ki) ∈ Fσ.
Por hipo´tesis, para cada fi tenemos una correspondiente ψr(i) tal que fi ◦ ψr(i) es inyectiva
en Ωr(i). Como antes, tenemos
⋂
i∈Λ
fi(E) =
⋂
i∈Λ
fi
⋃
j
⋃
l
ψ j|Ω j(Kl)

⊇
⋂
i∈Λ
fi ◦ ψr(i)|Ωr(i)(Ki)
=
⋂
i∈Λ
⋂
k∈N
fi ◦ ψr(i)|Ωr(i)(F(2k−1)2i−1)
⊇
⋂
m∈M
gm(Fm), (4.28)
donde gm := fi ◦ ψr(i)|Ωr(i) para los ı´ndices m tales que m = (2k − 1)2i−1 con k ∈ N y i ∈ Λ y
denotamosM al conjunto contable de esos ı´ndices ordenados crecientemente.
Como por hipo´tesis A := A{ fi: i∈Λ} :=
⋂
i∈Λ fi ◦ ψr(i)(Ωr(i)) contiene bolas arbitrariamente
grandes, Im(gm) contiene bolas arbitrariamente grandes para m ∈ M.
Para ver que la interseccio´n dada en la ecuacio´n (4.28) es no vacı´a, veremos que
1. Existe un cubo C1 de Fm1 tal que C1 ⊆ g−1m1(A).
2. Dado un cubo Cn de Fmn contenido en g
−1
mn(A), existe un cubo Cn+1 de Fmn+1 contenido
en g−1mn+1(A) tal que gmn+1(Cn+1) ⊆ gmn(Cn).
Como gm es bilipschitz, construimos una sucesio´n de conjuntos compactos, no vacı´os y en-
cajados, cuya interseccio´n es no vacı´a.
Vea´moslo:
1. Por hipo´tesis A ⊆ Im(gm1) contiene bolas arbitrariamente grandes. Entonces g−1m1(A)
contiene bolas arbitrariamente grandes. Adema´s los cubos de Fm1 esta´n distribuidos
uniformemente (con igual lado y separacio´n) a lo largo de RN . Entonces existe C1 cubo
de Fm1 tal que C1 ⊆ g−1m1(A).
2. Sea x el centro de Cn ⊆ χ−1mn(A). Como B
(
x, δmn2
)
⊆ Cn ⊆ g−1mn(A). Entonces
B
(
gmn(x),
δmn
2
)
⊆ χmn
B(x, δmn2 )
 ⊆ gmn(Cn). (4.29)
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Por lo que
B := B
(
g−1mn+1(gmn(x)),
δmn
2L
)
⊆ g−1mn+1
B(gmn(x), δmn2L )
 ⊆ g−1mn+1(gmn(Cn)). (4.30)
La justificacio´n de las primeras inclusiones de (4.29) y (4.30) , es ana´loga a las realiza-
das anteriormente.
Para que haya un cubo de Fmn+1 en B, basta ver que
√
N
(
huecomn+1 + ladomn+1
) ≤ δmn2L . O
lo que es lo mismo, basta ver que
δmn
2L
− √N
(
δmn+1−1
4L
√
N
− δmn+1
)
≥ 0.
Y esto pasa porque como mn+1 > mn, tenemos que δmn+1−1 ≤ δmn y δmn+1 ≤ δmn4L√N por
como elegimos la sucesio´n.
Finalmente notemos que por un argumento similar al usado en la demostracio´n del Teo-
rema 96, podemos mostrar queHh(E) = 0:
Como E ⊆ ⋃ j∈N⋃i∈N ψ j(Ki) y Hh es σ-subaditiva, basta ver que para cada j, cada i y
cada I˜ cubo de lado 1, resulta queHh(ψ j(Ki) ∩ I˜) = 0.
Y como ψ j(Ki) ∩ I˜ ⊆ ⋂k∈N ψ j(F(2k−1)2i−1) ∩ I˜, nos basta ver que
Hh
δnc′(ψ j,N,I˜)
(ψ j(Fn) ∩ I˜) −→n→∞ 0
donde c′ := c′(ψ j,N, I˜) es una constante que depende solo de ψ j, N y I˜.
Sea
M : = #{J cubo de Fn tal que ψ j(J) ∩ I˜ , ∅}
= #{J cubo de Fn tal que J ∩ ψ−1j (I˜) , ∅}
Como los cubos de Fn tienen dia´metro
√
Nδn ≤
√
N, entonces si J es un cubo de Fn tal
que J ∩ ψ−1j (I˜) , ∅ resulta que J ⊆ G := G(ψ j, I˜,N) donde G es el engordado cerrado en
√
N
del conjunto ψ−1j (I˜) (el cual resulta compacto).
La funcio´n ψ j es cerrada, inyectiva, localmente bilipschitz en G compacto, entonces por
Lema 83 resulta que ψ j|G es bilipschitz de constantes (a, b) (las constantes a y b solo dependen
de N, I˜ y ψ j).
Por lo tanto si J es un cubo de Fn tal que ψ j(J) ∩ I˜ , ∅, entonces diam(ψ j(J)) ≤
b diam(J) ≤ b√Nδn = λδn donde λ := λ(I˜, ψ j,N).
Ası´,
Hhλδn(ψ j(Fn) ∩ I˜) ≤ Mh(λδn)
≤ Mh(N2δn),
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donde N2 ∈ N es tal que N2 ≥ λ (N2 depende de N, I˜ y de ψ j).
Sea Q un cubo que contiene a G, de lados paralelos a los ejes (Q depende de I˜, N y de
ψ j), y tiene lados de longitud ` := `(I˜,N, ψ j). Tenemos que
M ≤ #{J ∈ Fn : J ⊆ Q} ≤
`4L
√
N
δn−1

N
,
porque
⌈
`4L
√
N
δn−1
⌉
(δn + δn−14L√N ) ≥ `.
Por lo tanto,
M ≤
`4L
√
N
δn−1

N
≤
`4L√N
δn−1
+ 1
N
≤
(
N1
δn−1
+ 1
)N
,
donde N1 ∈ N es tal que `(I˜,N, ψ j)4L
√
N ≤ N1 (N1 depende de I˜, N y ψ j).
Ası´, junta´ndolo con lo anterior, tenemos que
Hhλδn(ψ j(Fn) ∩ I˜) ≤
(
N1
δn−1
+ 1
)N
h(N2δn)→n→∞ 0,
por como fue elegida la sucesio´n (δn)n∈N.
Por el Lema 103 el conjunto E puede ser tomado sin puntos aislados.
Observacio´n 118. El hecho de conseguir un conjunto de clase Fσ bajo las hipo´tesis del
Teorema es lo o´ptimo posible, en el sentido siguiente: para cualquier familia F que verifi-
que el enunciado, no es posible conseguir un conjunto cerrado con Hh(E) = 0 (recordemos
que nos interesan h que hagan que E sea chico). Esto es porque, el u´nico conjunto cerra-
do E ⊆ RN tal que ⋂i∈Λ fi(E) , ∅ para cualesquiera ( fi)i∈Λ contables funciones afines, es
E = RN . Esto se debe a que si E es cerrado y no es todo RN habrı´a un cubito cerrado Q
con interior no vacı´o contenido en el complemento de E, tomando fi ciertas translaciones
adecuadas podrı´amos hacer que
⋃
i∈Λ fi(Q) = RN , por lo que
⋂
i∈Λ fi(E) =
(⋃
i∈Λ fi(EC)
)C ⊆
(
⋂
i∈Λ fi(Q))
C = (RN)C = ∅.
Aplicacio´n 119. Una aplicacio´n del Teorema (tomando F como las traslaciones, Ψ como
las traslaciones en coordenadas racionales, y D = RN): Existe un conjunto E ⊆ RN de clase
Fσ, sin puntos aislados, de dimensio´n de Hausdorff cero, que contiene todos los conjuntos
contables de puntos en el espacio (salvo traslacio´n).
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Esto se debe a que dado cualquier conjunto contable de puntos en el espacio, podemos
suponer que tiene un ve´rtice en el origen, lo podemos pensar “generado”por los otros con-
tables ve´rtices {vi}i∈Λ. Elegimos
h(x) =

−1
ln(x) si x ≤ 12
ln(2) si no
(4.31)
Por el Teorema 117, existe un conjunto E ⊆ RN de claseFσ, sin puntos aislados, de dimensio´n
de Hausdorff cero tal que para cualesquiera {vi}i∈Λ contables puntos en RN tenemos que⋂
i∈Λ
(E − vi) ∩ E , ∅.
Entonces ({0} ∪ {vi}i∈Λ) + v ⊆ E (donde v depende del conjunto contable dado). Es decir que
E contiene cualquier conjunto contable de puntos en el espacio (salvo traslacio´n).
Corolario 120. Dado L ∈ N≥2, la siguiente familia satisface las hipo´tesis del Teorema 117
FL := { f : RN → RN : ∃ a > 0, ∃ b ∈ (0, La) tal que
a‖x − y‖ ≤ ‖ f (x) − f (y)‖ ≤ b‖x − y‖ ∀x, y}.
Demostracio´n. Sea Ψ := {ψ : RN → RN : ψ(x) := λx con λ ∈ Q>0} una familia contable de
funciones cerradas, localmente bilipschitz definidas en RN , y sea { fr}r∈Λ una familia contable
en F . Para cada fr existen cr, dr > 0 tal que dr < Lcr y
cr‖x − y‖ ≤ ‖ fr(x) − fr(y)‖ ≤ dr‖x − y‖ ∀x, y ∈ RN .
Tomando ψr(x) := λr x con λr ∈ Q ∩ [ 1cr , Ldr ], entonces ψr ∈ Ψ y
‖x − y‖ ≤ cr‖ψr(x − y)‖ ≤ ‖ fr ◦ ψr(x) − fr ◦ ψr(y)‖
≤ dr‖ψr(x − y)‖ ≤ dr Ldr ‖x − y‖ = L‖x − y‖.
(4.32)
Ma´s au´n, como fr ◦ ψr : RN → RN es bilipschitz, es inyectiva y entonces fr ◦ ψr(RN) = RN
y por lo tanto contiene bolas arbitrariamente grandes, y ası´ las hipo´tesis del Teorema 117 se
satisfacen.
Corolario 121. La familia F de todas las transformaciones afines inversibles de RN en RN ,
i.e.
F := { f : RN → RN f (x) := Ax + b : A ∈ RN×N inversible, b ∈ RN}.
satisface las hipo´tesis del Teorema 117.
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Demostracio´n. Consideremos la familia contable
Ψ := {ψ : RN → RN ψ(x) := Cx con C ∈ QN×N} = (ψ j) j∈N.
Para cada fi(x) = Ax + b ∈ F , como A es inversible, por la densidad de las matrices con
coeficientes racionales podemos encontrar C ∈ QN×N tal que ‖AC − 32 I‖ < 12 . Entonces
‖x‖ ≤ ‖ACx‖ ≤ 2‖x‖ para todo x ∈ RN .
Asociando a cada fi la funcio´n ψr(i)(x) = Cx, tenemos que fi◦ψr(i) es bilipschitz con constantes
(1, 2) en todo RN .
Ma´s au´n,
⋂
i∈Λ fi ◦ ψr(i)(RN) = RN . El resultado se sigue del Teorema 117.
4.3.2. Pequen˜os conjuntos Fσ conteniendo toda configuracio´n contable
En esta seccio´n nos concentraremos en preima´genes, en lugar de ima´genes. Mostraremos
que dado un conjunto de funciones F satisfaciendo ciertas condiciones, existe un conjunto
pequen˜o, de clase Fσ, sin puntos aislados, tal que las preima´genes bajo intersecciones conta-
bles de funciones de F es no vacı´a.
Teorema 122. Sea h una funcio´n de dimensio´n. Sea F una familia de funciones continuas
definidas en un conjunto cerrado D ⊆ RN conteniendo bolas arbitrariamente grandes, tal
que existe L ∈ N≥2 y una familia contable de funciones Ψ := {ψ j} j∈N que son continuas,
inyectivas y cerradas, y esta´n definidas en conjuntos cerrados Ω j ⊆ RN , tales que ψ−1j son
localmente bilipschitz, y para cada f ∈ F , existe ψ j ∈ Ψ tal que ψ j ◦ f esta´ bien definida y
es bilipschitz con constantes ( 1L , 1) en D.
Entonces existe un conjunto E ⊆ RN de clase Fσ sin puntos aislados, con Hh(E) = 0,
tal que
⋂
i∈Λ f −1i (E) , ∅ para todo subconjunto contable ( fi)i∈Λ ⊆ F . En otras palabras, E
contiene toda configuracio´n contable de F .
Notar que las hipo´tesis son ana´logas a las dadas en el Teorema 117 pero adaptadas a este
caso (tenemos preima´genes en lugar de ima´genes). El D juega el rol que tenı´a el conjunto
A{ fi:i∈Λ}. Por trabajar con patrones, ese conjunto esta´ en el conjunto de salida de las funciones,
y por ser las funciones contables tomamos el mismo conjunto para todas ellas. El encaje de
compactos va a estar en el dominio, y cada cubo que utilicemos para armar el encaje estara´
en la imagen de la respectiva composicio´n de funciones.
Demostracio´n. Otra vez, seguimos el mismo esquema de demostracio´n.
Primero mostramos que existe un conjunto E ⊆ RN de clase Fσ, tal que ⋂i∈Λ f −1i (E) , ∅
para todo ( fi)i∈Λ ⊆ F y entonces mostramos que ese conjunto verifica queHh(E) = 0.
Para esto consideremos (δn)n∈N0 una sucesio´n como en el Lema 95.
Definamos para cada n ∈ N, F˜n ⊆ R unio´n de intervalos cerrados a lo largo de R, con
longitudes δn, equiespaciados, con huecos de longitud δn−1L4√N . Sean Fn := (F˜n)
N y Ki :=⋂
k∈N F(2k−1)2i−1 el cual es un conjunto cerrado.
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Y consideremos
E :=
⋃
j
⋃
k
ψ−1j (Kk),
que, por la hipo´tesis en Ψ, es Fσ. Para i ∈ Λ tenemos j(i) tal que ψ j(i) ◦ fi es bilipschitz no
expansiva en D. Tenemos
⋂
i∈Λ
f −1i (E) ⊇
⋂
i∈Λ
(ψ j(i) ◦ fi)−1(Ki)
⊇
⋂
i∈Λ
⋂
k∈N
(ψ j(i) ◦ fi)−1(F(2k−1)2i−1)
⊇
⋂
m∈A
g−1m (Fm) (4.33)
donde (como antes) gm := ψ j(i) ◦ fi si m = (2k − 1)2i−1 con i ∈ Λ y k ∈ N yM := (mn)n∈N es
el conjunto de todos esos ı´ndices ordenados en forma creciente.
Para ver que la interseccio´n en la ecuacio´n (4.33) es no vacı´a, argumentamos como antes
notando que
A) existe un cubo C1 de Fm1 , contenido en Im(gm1) = gm1(D).
B) dado un cubo Cn de Fmn , contenido en Im(gmn) = gmn(D); existe un cubo Cn+1 de Fmn+1
que esta´ contenido en gmn+1(D) y tal que
g−1mn+1(Cn+1) ⊆ g−1mn(Cn)
Ası´ construimos una sucesio´n de conjuntos compactos, no vacı´os, y encajados (usando que
gm es bilipschitz) y por lo tanto la interseccio´n es no vacı´a.
Veamos A) Es claro porque los intervalos de Fm1 esta´n distribuidos “a lo largo” de R
N en forma uni-
forme (con igual lado y separacio´n). Y como D contiene bolas arbitrariamente grandes
y gm1 es bilipschitz, gm1(D) contiene bolas arbitrariamente grandes.
Veamos B) Sea x el centro de Cn ⊆ gmn(D).
Como B
(
x, δmn2
)
⊆ Cn ⊆ gmn(D). Entonces
B
(
g−1mn(x),
δmn
2
)
⊆ g−1mn
B (x, δmn2
) ⊆ g−1mn(Cn) ⊆ D. (4.34)
Por lo tanto
B := B
(
gmn+1(g−1mn(x)),
δmn
2L
)
⊆ gmn+1
B (g−1mn(x), δmn2L
) ⊆ gmn+1(D). (4.35)
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La justificacio´n de las primeras inclusiones de (4.34) y (4.35), es ana´loga a las hechas
anteriormente.
Para ver que hay un cubo de Fmn+1 en B, nos basta que
√
N
(
huecomn+1 + ladomn+1
) ≤ δmn
2L
.
O equivalentemente, ver que
δmn
2L
− √N
(
δmn+1−1
4L
√
N
− δmn+1
)
≥ 0.
Y eso vale pues por como elegimos la sucesio´n (δn)n∈N0 , resulta que
δmn
2L −
√
N
( δmn+1−1
4L
√
N
− δmn+1
)
≥
δmn
2L −
√
N
(
δmn
4L
√
N
+
δmn
4L
√
N
)
≥ 0.
Finalmente, analogamente a la demostracio´n del Teorema 111 el conjunto E satisface que
Hh(E) = 0:
Basta ver queHh
(⋃
j∈N
⋃
i∈N ψ−1j (Ki)
)
= 0.
Sea I˜ un cubo de lado 1, y sean i0, j0 ∈ N, basta ver que
Hh
(
ψ−1j0 (Ki0) ∩ I˜
)
= 0.
Y como ψ−1j0 (Ki0) ∩ I˜ ⊆
⋂
k∈N
(
I˜ ∩ ψ−1j0 (F(2k−1)2i0−1)
)
, nos basta ver que
lı´m
n→∞H
h
δnc′(ψ j0 ,I˜)
(
ψ−1j0 (Fn) ∩ I˜
)
= 0,
donde c′(ψ−1j0 , I˜) es una constante que solo depende de ψ
−1
j0 y I˜.
M : = #{J cubo de Fn tal que ψ−1j (J) ∩ I˜ , ∅}
= #{J cubo de Fn tal que J ∩ ψ j(I˜) , ∅}
Como los cubos de Fn tienen dia´metro
√
Nδn ≤
√
N, entonces si J es un cubo de Fn tal
que J ∩ ψ j(I˜) , ∅ resulta que J ⊆ G := G(ψ j, I˜,N) donde G es el engordado cerrado en
√
N
del conjunto ψ j(I˜) (el cual resulta compacto).
La funcio´n ψ−1j es cerrada, con dominio cerrado, inyectiva, localmente bilipschitz en G
compacto, entonces por Lema 83 resulta que ψ−1j |G es bilipschitz de constantes (a, b) (las
constantes a y b solo dependen de N, I˜ y ψ j).
Por lo tanto si J es un cubo de Fn tal que ψ−1j (J) ∩ I˜ , ∅, entonces diam(ψ−1j (J)) ≤
b diam(J) ≤ b√Nδn = λδn donde λ := λ(I˜, ψ j,N).
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Ası´,
Hhλδn(ψ−1j (Fn) ∩ I˜) ≤ Mh(λδn)
≤ Mh(N2δn),
donde N2 ∈ N es tal que N2 ≥ λ (N2 depende de N, I˜ y de ψ j).
Sea Q un cubo que contiene a G, de lados paralelos a los ejes (Q depende de I˜, N y de
ψ j), y tiene lados de longitud ` := `(I˜,N, ψ j). Tenemos que
M ≤ #{J ∈ Fn : J ⊆ Q} ≤
`4L
√
N
δn−1

N
,
pues
⌈
`4L
√
N
δn−1
⌉
(δn + δn−14L√N ) ≥ `.
Por lo tanto,
M ≤
`4L
√
N
δn−1

N
≤
`4L√N
δn−1
+ 1
N
≤
(
N1
δn−1
+ 1
)N
,
donde N1 ∈ N es tal que `(I˜,N, ψ j)4L
√
N ≤ N1 (N1 depende de I˜, N y ψ j).
Ası´, junta´ndolo con lo anterior, tenemos que
Hhλδn(ψ−1j (FLn ) ∩ I˜) ≤
(
N1
δn−1
+ 1
)N
h(N2δn)→n→+∞ 0,
por como fue elegida la sucesio´n (δn)n∈N.
Por el Lema 103 el conjunto E puede ser tomado sin puntos aislados.
Remark 123. No pudimos obtener un resultado para un conjunto contable de polinomios,
incluso en R usando nuestra te´cnica de deomstracio´n del Teorema 122.
Esto es por el hecho de que si queremos un resultado para contables intersecciones usan-
do el Teorema citado, necesitarı´amos encontrar un dominio D tal que para cada polinomio
P existe una funcio´n ψ tal que ψ◦P es bilipschitz en D. Entonces, P tendrı´a que ser inyectiva
en D, independientemente del polinomio P, lo que es claramente imposible.
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Capı´tulo 5
Espesor, juegos ganadores y
configuraciones geome´tricas.
Por los resultados probados en los capı´tulos anteriores, si estudiamos lo que pasa en con-
juntos de medida de Lebesgue nula, se ve que si usamos como nocio´n de taman˜o a la medida
h de Hausdorff (y por lo tanto tambie´n ocurre lo mismo con la dimensio´n de Hausdorff) hay
conjuntos tan grandes como queramos (de medida de Lebesgue nula) evitando muchos patro-
nes, como ası´ tambie´n conjuntos tan chicos como queramos conteniendo muchos patrones.
Esto muestra que la nocio´n de medida h de Hausdorff solamente (y por lo tanto la nocio´n de
dimensio´n de Hausdorff) no nos ayuda a analizar la contencio´n o no contencio´n de patrones
en un conjunto de medida de Lebesgue nula. Por este motivo es de intere´s buscar otra nocio´n
geome´trica de taman˜o que nos ayude a garantizar la presencia de patrones.
En [49] Broderick, Fishman y Simmons prueban que ciertos conjuntos de Cantor centrales
de la recta real contienen progresiones aritme´ticas de longitud larga. La forma en que abordan
las demostraciones tiene un enfoque diferente a los resultados que expuse anteriormente, ya
que ellos utilizan una herramienta conocida como juegos de Schmidt (y conjuntos ganadores).
Ma´s especificamente:
Definicio´n 124. Sea Mε el conjunto de Cantor ε-central que se obtiene empezando con el
intervalo cerrado [0, 1] y removiendo repetidamente de cada intervalo que aparece en la
construccio´n el intervalo abierto central de longitud relativa ε.
Teorema 125 (R. Broderick, L. Fishman, D. Simmons). Para todo ε suficientemente chico,
el conjunto Mε contiene una progresio´n aritme´tica de orden de longitud
1
ε
log( 1ε )
.
Comentario: R. Broderick, L. Fishman, D. Simmons tambie´n prueban que la longitud de
la progresio´n aritme´tica ma´s larga contenida en Mε es menor o igual a 1ε + 1. Con esto quie-
remos remarcar que au´n no se conoce el orden de longitud exacto de la progresio´n aritme´tica
ma´s larga contenida en Mε.
Comencemos por dar la definicio´n del juego que utilizan los autores a la hora de trabajar
con ese resultado:
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Definicio´n 126. Sea H una coleccio´n de subconjuntos cerrados de Rd. Dados α, β, ρ > 0 y
c ≥ 0, Alice y Bob juegan el (α, β, c, ρ,H)-juego bajo las siguientes reglas:
Para cada m ∈ N0 Bob juega primero, y despue´s Alice.
En el turno m-e´simo, Bob juega una bola cerrada Bm := B[xm, ρm], satisfaciendo ρ0 ≥
ρ, ρm+1 ≥ βρm, lı´mm→∞ ρm = 0 y B0 ⊇ B1 ⊇ · · · .
En el turno m-e´simo Alice responde eligiendo y borrando una coleccio´n contable (pue-
de ser finita) Am de conjuntos de la forma A(ρi,m,Hi,m) := {x ∈ Rd : d(x,Hi,m) ≤ ρi,m}
con Hi,m ∈ H y ρi,m > 0. La coleccio´n de Alice debe satisfacer ∑i ρci,m ≤ (αρm)c si
c > 0, o ρ1,m ≤ αρm si c = 0 (en este caso Alice puede borrar solo un conjunto).
Como lı´mm→∞ ρm = 0, existe un u´nico punto x∞ =
⋂
m∈N0 Bm llamado el resultado del
juego.
Decimos que un conjunto S ⊆ Rd es ganador si Alice tiene una estrategia que le garantiza
que si x∞ <
⋃
m∈N0
⋃
i A(ρi,m,Hi,m), entonces x∞ ∈ S .
Notar que las condiciones B0 ⊇ B1 ⊇ · · · y lı´mm→∞ ρm = 0 implican β < 1.
Los juegos de Schmidt tienen algunas buenas propiedades que son de ayuda a la hora de
estudiar la presencia de progresiones aritme´ticas, como ası´ tambie´n otras configuraciones:
monotonı´a, propiedad de interseccio´n contable e invariancia bajo similaridades.
Ma´s precisamente:
Proposicio´n 127 (Propiedad de interseccio´n contable). Sea J un conjunto contable de ı´ndices,
y para cada j ∈ J sea S j un (α j, β, c, ρ,H)-conjunto ganador, donde c > 0. Entonces, el
conjunto S :=
⋂
j∈J S j es (α, β, c, ρ,H)-ganador donde αc = ∑ j∈J αcj asumiendo que la serie
converge.
Esto es porque en el (α, β, c, ρ,H)-juego Alice puede aplicar en cada turno m, simulta´nea-
mente el turnos m de cada estrategia correspondiente a cada S j.
Proposicio´n 128 (Monotonı´a). Si S es (α, β, c, ρ,H)-ganador y α˜ ≥ α, β˜ ≥ β, c˜ ≥ c, ρ˜ ≥ ρ,
yH ⊆ H˜ , entonces S es (α˜, β˜, c˜, ρ˜, H˜)-ganador.
Esto es porque a mayores para´metros, Alice tiene ma´s libertad para sus moviemientos,
mientras que los de Bob se restringen. Por lo que dada una sucesio´n de movimientos de Bob
en el juego (α˜, β˜, c˜, ρ˜, H˜), tambie´n resulta ser una sucesio´n de movimientos de Bob en el juego
(α, β, c, ρ,H) en donde Alice tiene una respuesta ganadoraAm, la que tambie´n le servira´ para
aplicarla en el juego (α˜, β˜, c˜, ρ˜, H˜). La u´nica condicio´n que no es totalmente clara es la de
la suma con exponentes (para cuando c , 0 y c˜ , 0), la cual se deduce usando siguiente
desigualdad: Si (xi)i∈Λ ⊆ R≥0 con Λ un conjunto contable de ı´ndices y p ≤ q entonces vale
que
(∑
i x
q
i
) 1
q ≤
(∑
i x
p
i
) 1
p .
115
Proposicio´n 129 (Invarianza bajo similaridades). Sea f : Rd → Rd una biyeccio´n que satis-
face
d( f (x), f (y)) = λd(x, y) ∀x, y ∈ Rd.
Entonces un conjunto S es (α, β, c, ρ,H)-ganador si y solo si el conjunto f (S ) es (α, β, c, λρ, f (H))-
ganador.
Esto es claro, llevando y trayendo a trave´s de la funcio´n los conjuntos y estrategias de
respuesta.
Se extendio´ el resultado antes mencionado a una clase de conjuntos de Cantor mucho
ma´s generales usando la nocio´n de “espesor” dada por Newhouse (la cual es otra nocio´n bien
conocida de taman˜o) como ası´ tambie´n a la clase de configuraciones contenidas en dicho
conjunto de Cantor. Esos resultados forman parte de un trabajo en progreso [61].
Comencemos por dar las definiciones necesarias y su contexto:
Definicio´n 130. Un conjunto de Cantor general C en la recta real es un conjunto compacto,
perfecto y totalmente disconexo. Puede ser construido empezando con un intervalo cerrado
y sucesivamente removiendo intervalos abiertos (a los que llamamos gaps) en orden decre-
ciente de longitud. Cada gap Gn es removido de un intervalo cerrado In, dejando detra´s dos
intervalos cerrados Ln y Rn los intervalos a izquierda y derecha de In \ Gn respectivamente.
Notamos con |I| a la longitud del intervalo I. Definimos el espesor de C como
τ(C) := ı´nf
n∈N
mı´n{|Ln|, |Rn|}
|Gn| .
Intuitivamente el espesor es una manera de medir cua´n grande puede ser un conjunto de
Cantor respecto de los intervalos en su complemento, y si un conjunto tiene espesor grande
entonces es grande a toda escala en todas partes.
Si un conjunto tiene espesor grande, entonces tiene dimensio´n de Hausdorff grande. De
hecho es bien conocida la siguiente cota (que puede encontrarse en el libro de Palis y Takens
[44]):
Proposicio´n 131.
dimH(E) ≥ log(2)
log(2 + 1
τ(E) )
.
Por otra parte hay conjuntos de medida de Lebesgue positiva (y por la tanto de dimensio´n
1) con espesor arbitrariamente chico (por ejemplo, tomando la unio´n de dos conjuntos de
Cantor con medida de Lebesgue positiva con una gran separacio´n entre ellos), por lo que la
vuelta no vale.
La nocio´n de espesor fue inventada por Newhouse quien estaba tratando de ver cua´ndo
dos conjuntos de Cantor se intersecan. En relacio´n a esto e´l probo´ el siguiente resultado:
116 CAPI´TULO 5. Espesor y configuraciones geome´tricas.
Teorema 132 (“Gap lemma”de Newhouse). Dados dos conjuntos de Cantor C1,C2 ⊆ R, tales
que ninguno de ellos esta´ contenido en un gap del otro conjunto y tales que τ(C1)τ(C2) > 1,
entonces
C1 ∩C2 , ∅.
Recordemos que la propiedad de contener progresiones aritme´ticas es equivalente a que
cierta interseccio´n de ≥ 3 conjuntos sea no vacı´a. Desafortunadamemte el Teorema anterior
no parece poder generalizarse en ninguna forma sencilla a intersecciones de 3 o ma´s conjun-
tos. Por este motivo es que nos interesamos particularmente en el resultado [49] en donde se
garantiza la presencia de ciertas progresiones aritme´ticas en conjuntos de Cantor centrales,
utilizando en su demostracio´n intersecciones de varios trasladados particulares de conjuntos
de Cantor centrales.
Ahora vamos a ver algunos resultados en los que extendemos el Teorema 125 a conjuntos
de Cantor generales y a patrones ma´s generales.
5.1. Garantizando copias homote´ticas de ciertos conjuntos
finitos
Estudiando el resultado [49] se pudo relacionar el espesor asociado a un conjunto con los
juegos de Schmidt en el siguiente sentido: si un conjunto tiene espesor grande, entonces es
ganador con ciertos para´metros. La demostracio´n es simple, pero estos conceptos no habı´an
sido relacionados hasta ahora. Y con ese resultado, se obtuvo la siguiente generalizacio´n:
Teorema 133. Sea C ⊂ R un conjunto de Cantor general con τ := τ(C) suficientemente
grande. Entonces C contiene una copia homote´tica de todo conjunto con a lo sumo
N(τ) :=
⌊
δ
τ
log τ
⌋
elementos, donde δ > 0 es una constante universal.
Observacio´n 134. De hecho veremos que:
C contiene no numerables copias homote´ticas de cada conjunto con N(τ) elementos.
Si el dia´metro del conjunto finito es suficientemente chico (por ejemplo, menor o igual
que 18 del dia´metro del conjunto de Cantor), entonces las copias son solo translaciones.
Observacio´n 135. τ(Mε) = 1−ε2ε ∼ 1ε .
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Porque, si tomamos λ := 1−ε2 , en el paso de construccio´n m tenemos que la longitud de
cada intervalo es λm y la medida de cada gap es λm−1ε, por lo tanto
τ(Mε) := ı´nf
n∈N
mı´n{|Ln|, |Rn|}
|Gn|
= ı´nf
m∈N
λm
λm−1ε
=
λ
ε
=
1 − ε
2ε
Observacio´n 136. El Teorema anterior generaliza el resultado de Broderick, Fishman y Sim-
mons porque Mε tiene espesor ∼ 1/ε y una progresio´n aritme´tica es una copia homote´tica de
{1, . . . ,N}.
Para probar el Teorema 133, comencemos por algunas definiciones, un resultado de [49]
y una proposicio´n que nos sera´ de utilidad:
Sea P el conjunto de todos los conjuntos de un elemento de R.
Proposicio´n 137. Sea C un conjunto de Cantor con conv(C) = [0, 1] y τ := τ(C) > 0,
entonces S := (−∞, 0) ∪C ∪ (1,+∞) es
(
1
τβ
, β, 0, β2 ,P
)
-ganador para todo β ∈ (0, 1).
Demostracio´n. Tenemos que describir la estrategia de Alice. Dado B un movimiento para
Bob, como responde Alice? Si hay un n ∈ N tal que B interseca Gn y |B| ≤ mı´n{|Ln|, |Rn|},
entonces B ⊆ Ln∪Gn∪Rn, por lo que B∩Gn , ∅ y B∩Gk = ∅ para todo 1 ≤ k < n, definimos
que Alice borra Gn si es un movimiento legal (es decir si las reglas del juego lo permiten). En
cualquier otro caso, Alice no borra nada (o podria borrar cualquier cosa permitida, esto no es
relevante).
Para probar que la estrategia es ganadora, supongamos que x∞ <
⋃
m∈N0
⋃
i A(ρi,m,Hi,m),
queremos ver que x∞ ∈ S . Por absurdo, supongamos que x∞ < S , entonces existe n tal que
x∞ ∈ Gn. Probaremos que Alice borra Gn en algu´n momento (turno) del juego. Por definicio´n
x∞ ∈ Bm para todo m ∈ N0, y supusimos que x∞ ∈ Gn, por lo tanto x∞ ∈ Bm ∩ Gn para
todo m ∈ N0. Como τ > 0, tenemos que mı´n{|Ln|, |Rn|} > 0. Y lı´mm→∞ |Bm| = 0. Entonces
tomando m ∈ N0 el ma´s chico tal que mı´n{|Ln|, |Rn|} ≥ |Bm|, sabemos que Bm ∩ Gn , ∅ y
Bm ∩Gk = ∅ para todo 1 ≤ k < n. Si m = 0, |B0| = 2ρ0 ≥ 2ρ = β ≥ βmı´n{|Ln|, |Rn|}. Si m > 0,
|Bm| ≥ β|Bm−1| > βmı´n{|Ln|, |Rn|}. Por lo tanto, tenemos |Bm| ≥ βmı´n{|Ln|, |Rn|}. Entonces,
|Gn| ≤ 1
τ
mı´n{|Ln|, |Rn|} ≤ 1
τβ
|Bm| = α|Bm|.
Eso quiere decir que es legal para Alice borrar Gn en el turno m-e´simo, y su estrategia espe-
cifica que ella lo hace.
Observacio´n 138. Sea C un conjunto de Cantor con conv(C) = [0, 1] y τ := τ(C) > 0, en-
tonces por la proposicio´n anterior y monotonı´a, S := (−∞, 0)∪C∪ (1,+∞) es
(
1
τβ
, β, c, β2 ,P
)
-
ganador para todo β ∈ (0, 1) y todo c ≥ 0.
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Definicio´n 139. Dado δ > 0, una medida µ en un espacio me´trico completo X se dice Ahlfors
δ-regular si para toda bola suficientemente chica B(x, ρ) centrada en el soporte de µ, tenemos
que µ(B(x, ρ)) ∼ ρδ. El soporte de una medida Ahlfors δ-regular tambie´n se dice que es
Ahlfors δ-regular.
Finalmente, la dimensio´n Ahlfors de un conjunto S ⊆ R es el supremo sobre los δ tal que
S contiene un subconjunto cerrado Ahlfors δ-regular. La denotaremos por dimA(S ).
Observacio´n 140. La dimensio´n de Ahlfors de un conjunto es una cota inferior para su
dimensio´n de Hausdorff. Esto se debe a que si un conjunto contiene un subconjunto cerrado
Ahlfors δ-regular, por el principio de distribucio´n de masa generalizado (Proposicio´n 24),
resulta que el subconjunto (y por lo tanto el conjunto original) tiene dimensio´n de Hausdorff
mayor o igual que δ.
Teorema 141 (Broderick, Fishman, Simmons [49]). Sea S ⊆ Rd un conjunto (α, β, c, ρ,H)-
ganador, con c < 1 y β ≤ 14 . Entonces para toda bola B0 ⊆ Rd con radio ma´s grande o igual
que ρ, tenemos que
dimA(S ∩ B0) ≥ d − K1 α| log(β)| > 0 if α
c ≤ 1
K2
(1 − β1−c)
donde K1 ,K2 son constantes independientes de α, β, c, ρ (pero posiblemente dependiendo de
d yH).
Ahora veamos la Demostracio´n del Teorema 133:
Demostracio´n del Teorema 133. Sin pe´rdida de generalidad podemos suponer que conv(C) =
[0, 1], y tambie´n que el conjunto finito es {b1, · · · , bn} ⊆ [0, 18 ].
Por la proposicio´n 137 y la proposicio´n 129, sabemos que
S i := (−∞,−bi) ∪ (C − bi) ∪ (1 − bi,+∞)
es ( 1
τβ
, β, c, β2 ,P)-ganador para todo β ∈ (0, 1) y c > 0. Llamemos α := 1τβ .
Entonces, por la proposicio´n 127, S :=
⋂n
i=1 S i es (
n
1
c
τβ
, β, c, β2 ,P)-ganador para todo β ∈
(0, 1) y c > 0.
Tomando β := 14 , c := 1 − 1log(α−1) = 1 − 1log( τ4 ) , B := [
3
8 ,
5
8 ] de radio
1
8 =
β
2 = ρ, y usando el
corolario 141, tenemos que:
dimA(S ∩ B) > 0
si
nαc ≤ 1
K2
(1 − β1−c). (5.1)
Para completar la demostracio´n necesitamos probar primero que el ma´s grande n satis-
faciendo la ecuacio´n (5.1), satisface n ∼ α−1log(α−1) cuando α es suficientemente chico (es decir
cuando el espesor del conjunto de Cantor es grande).
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Tenemos que:
Por definicio´n, c = 1log(α) +1, entonces log(α
c) = c log(α) = 1+ log(α) = log(eα), entonces
αc = eα.
Y el lı´mite de
1 − β 1log(α−1)
1
log(α−1)
,
cuando α → 0+ es una constante positiva (por la regla de L’hopital), por lo tanto es acotado
para α suficientemente chico. Eso quiere decir que 1 − β 1log(α−1) ∼ 1log(α−1) .
Entonces,
1 − β1−c = 1 − β 1log(α−1) ∼ 1
log(α−1)
y tambie´n
αc = eα ∼ α,
por lo que tenemos
n = b 1
K2
(
1 − β1−c
)
αc
c ∼
(
1 − β1−c
)
αc
∼
1
log(α−1)
α
∼ α
−1
log(α−1)
=
τβ
log(τβ)
∼ τ
log(τ)
Ası´, vimos que cuando τ es grande dimA(S ∩B) > 0, entonces tenemos incontables puntos
x ∈ S ∩ B. Para cada uno de ellos, x ∈ S ∩ B y 0 ≤ bi ≤ 18 , entonces
x + bi ∈ (B + bi) ∩ (S + bi) ⊆
[
3
8
,
6
8
]
∩ ((−∞, 0) ∪C ∪ (1,+∞)).
Como [ 38 ,
6
8 ] es disjunto con (−∞, 0) y (1,+∞), tenemos que x + bi ∈ C.
Por lo que, x + {b1, · · · , bn} es una copia homote´tica del conjunto finito dado, la cual esta´
contenida en C.
5.2. Garantizando ciertas configuraciones bilipschitz
Adema´s estudiamos el resultado anterior pero para ciertas configuraciones bilipschitz.
Antes de enunciar el resultado, veamos como se relacionan los para´metros de los juegos
ganadores vı´a una funcio´n bilipschitz.
Proposicio´n 142. Sea f : R → R una funcio´n bilipschitz con constantes (c1, c2). Si S es un
conjunto (α, β, 0, ρ,P)-ganador, entonces f (S ) es un conjunto ( c2c1α, c2c1β, 0, c2ρ,P)-ganador.
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Demostracio´n. Bob juega una sucesio´n B0 ⊇ B1 ⊇ · · · de intervalos cerrados encajados de
longitudes |Bm| = 2σm, con σm → 0, σm+1 ≥ c2c1βσm and σ0 ≥ ρc2.
Queremos definir una estrategia para Alice (Am)m (satisfaciendo las reglas de el ( c2c1α,
c2
c1
β, 0, ρ,P)-
juego) guarantizando que si x′∞ :=
⋂
m Bm <
⋃
m Am, entonces x′∞ ∈ f (S ).
Como ( f −1(Bm))m es una sucesio´n de intervalos cerrados de longitudes | f −1(Bm)| =: 2ρm ∈[
2σm
c2
, 2σmc1
]
. Entonces existe x∞ := f −1(x′∞) =
⋂
m f −1(Bm).
Tenemos que
ρm+1 ≥ σm+1c2 ≥
βσm
c1
≥ βρm
y ρ0 ≥ σ0c2 ≥ ρ. Como S es un conjunto (α, β, 0, ρ,P)-ganador, entonces Alice tiene una
estrategia (A′m)m (satisfaciendo las reglas del (α, β, 0, ρ,P)-juego y) guarantizando que si x∞ =⋂
m f −1(Bm) <
⋃
m A′m, entonces x∞ ∈ S .
Tenemos que |A′m| =: 2ρ′m donde ρ′m ≤ αρm. Definimos Am := f (A′m). Tenemos que
|Am| =: 2σ′m ∈
[
c12ρ′m, c22ρ
′
m
]
. Entonces,
σ′m ≤ c2ρ′m ≤ c2αρm ≤
c2
c1
ασm.
Si la estrategia de Alice es (Am)m, entonces como x∞ <
⋃
m Am, tenemos que x′∞ <
⋃
m A′m,
y como S es un conjunto (α, β, 0, ρ,P)-ganador, tenemos que x′∞ ∈ S . Por lo tanto, x∞ =
f (x′∞) ∈ f (S ).
Con la ayuda de la proposicio´n anterior, estamos en condiciones de probar un resultado
para configuraciones bilipschitz:
Teorema 143. Dadas constantes A ≥ 1, D > 0, m > 0 y F := FA,D una familia de funcio-
nes bilipchitz f con constantes (c1( f ), c2( f )) tales que
c2( f )
c1( f )
≤ A, (c1( f ))−1 ≤ D y tales que
existe un intervalo cerrado de longitud m > 0 contenido en
⋂
f∈F f −1([0, 1]). Sea C ⊂ R un
conjunto de Cantor general con τ := τ(C) suficientemente grande. Entonces C contiene toda
configuracio´n en la famlia F con a lo sumo
N(τ) :=
⌊
δ
τ
log τ
⌋
elementos, donde δ > 0 es una constante que no depende de τ (puede depender de A, D y m).
Adema´s, C contiene no numerables copias de cada configuracio´n que lo satisface.
Demostracio´n. Por la proposicio´n 137, S := (−∞, 0)∪C∪(1,+∞) es un conjunto
(
α, β, 0, β2 ,P
)
-
ganador para todo β ∈ (0, 1), donde α := 1
τβ
. Entonces, por la proposicio´n 142 para toda f
en F tenemos que f −1(S ) es un conjunto
(
c2( f )
c1( f )
α, c2( f )c1( f )β, 0, (c1( f ))
−1 β
2 ,P
)
-ganador. Por lo que,
por monotonı´a (proposicio´n 128), para toda f en F tenemos que f −1(S ) es un conjunto
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Aα, Aβ, c,Dβ2 ,P
)
-ganador para todo c > 0 y β ∈ (0, 1A ). Entonces, por propiedad de intersec-
cio´n contable (proposicio´n 127), ⋂
1≤i≤n
f −1i (S )
es un conjunto
(
n
1
c Aα, Aβ, c,Dβ2 ,P
)
-ganador.
Ahora, tomemos β := mı´n{mD ; 14A } y β˜ := Aβ ∈ (0, 14 ]. Por hipo´tesis
⋂
1≤i≤n f −1i ([0, 1])
contiene un intervalo cerrado de longitud m, y por definicio´n de β sabemos que Dβ ∈ (0,m],
por lo tanto
⋂
1≤i≤n f −1i ([0, 1]) contiene un intervalo de longitud Dβ. Entonces, aplicando el
Corolario 141, tenemos que
dimA
 ⋂
1≤i≤n
f −1i (S ) ∩ B
 > 0 si nAcαc ≤ 1K2 (1 − β˜1−c)
donde K2 es una constante grande.
Tomemos c := 1 − 1log(α−1) = 1 − 1log(τβ) .
Para completar la demostracio´n necesitamos mostrar primero que el ma´s grande n satis-
faciendo la ecuacio´n nAcαc ≤ 1K2 (1 − β˜1−c), satisface n ∼ α
−1
log(α−1) donde α es suficientemente
chico (es decir que el espesor τ es grande).
Tenemos que:
Por definicio´n, c = 1log(α) + 1, entonces log(α
c) = c log(α) = 1 + log(α) = log(eα), por lo
tanto αc = eα.
Y el lı´mite de
1 − β˜ 1log(α−1)
1
log(α−1)
,
con α → 0+ es una constante positiva (por L’hopital), por lo que es acotada para α suficien-
temente chico. Eso quiere decir que 1 − β˜ 1log(α−1) ∼ 1log(α−1) .
Entonces, tenemos que
1 − β˜1−c = 1 − β˜ 1log(α−1) ∼ 1
log(α−1)
,
Ac = A1−
1
log(α−1) →α→0+ A por lo tanto Ac ∼ 1
y tambie´n
αc = eα ∼ α,
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por lo tanto tenemos que
n = b 1
Ac
1
K2
(
1 − β˜1−c
)
αc
c ∼
(
1 − β˜1−c
)
αc
∼
1
log(α−1)
α
∼ α
−1
log(α−1)
=
τβ
log(τβ)
∼ τ
log(τ)
La conclusio´n de la demostracio´n: Cuando τ es suficientemente grande vimos que
dimA
 ⋂
1≤i≤n
f −1i (S ) ∩ B
 > 0.
Entonces, existen incontables puntos x ∈ ⋂1≤i≤n f −1i (S ) ∩ B. Entonces, fi(x) ∈ S para todo i
y por hipo´tesis x ∈ B ⊆ ⋂1≤i≤n f −1i ([0, 1]), por lo tanto fi(x) ∈ S ∩ [0, 1] = C para todo i.
Observacio´n 144. El resultado anterior implica el Teorema 133. Pues como ese resultado
es salvo homotecia (es decir, basta verlo para uno copia homotetica de C y para una copia
homote´tica del conjunto finito), podemos suponer que conv(C) = [0, 1] y que el conjunto
finito {b1, · · · , bn} esta´ contenido en [0, 18 ]. Ahora tomando fi(x) := x + bi, c1 = c2 = A = D =
1, F := {x 7→ x + b : b ∈ [0, 18 ]} y el intervalo cerrado [ 38 , 58 ] satisfacen las hipo´tesis del
Teorema anterior.
Capı´tulo 6
Dimensiones Lq y proyecciones de
medidas aleatorias.
A lo largo de este capı´tulo, desarrollaremos el resultado que obtuvimos en [24]. Proba-
remos la preservacio´n de las dimensiones Lq para q ∈ (1, 2] bajo cualquier proyeccio´n, para
una clase de medidas en el plano que incluyen ciertas medidas autosimilares, estocasticamen-
te autosimilares y ciertos productos de medidas.
Entre otras aplicaciones y ejemplos, obtuvimos resultados para: el caso determinı´stico, las
medidas autosimilares aleatorias, proyecciones de medidas no-homogeneas autosimilares, y
tambie´n obtuvimos estimaciones uniformes por debajo para “box-counting”.
6.1. Resultados principales
El modelo
Nuestra situacio´n general es la siguiente. Una regla es un sistema iterado de funciones
( f1, . . . , fk), donde cada funcion f j es una similaridad estrictamente contractiva en Rd (la di-
mensio´n ambiente d sera´ 1 o 2, ma´s adelante asumiremos cierta homogeneidad adicional so-
bre las reglas). Trabajaremos con un conjunto finito de N reglas ( f (i)1 , . . . , f
(i)
ki
), i ∈ {1, . . . ,N}.
Como las funciones f (i)j son uniformemente contractivas, si R > 0 es suficientemente grande,
entonces f (i)j (B[0,R]) ⊂ B[0,R] para todo i ∈ {1, . . . ,N}, j ∈ {1, . . . , ki}, donde B[0,R] es la
bola cerrada de radio R centrada en el orı´gen.
Vamos a construir conjuntos de tipo Cantor (con encajes de bolas) aleatorios, en donde de
antemano sortearemos ω el cual nos dira´ que reglas aplicar en cada nivel de su construccio´n.
Dada una sucesio´n ω = (ωn)n∈N ∈ Y := {1, . . . ,N}N definimos el espacio de palabras de
longitud n (posiblemente con n = ∞) con respecto a ω con la fo´rmula
X(ω)n :=
n∏
j=1
{1, . . . , kω j}.
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Notar que todo X(ω)n son subconjuntos de un mismo arbol comu´n Xn :=
∏n
j=1{1, . . . , kma´x},
donde kma´x = ma´xNi=1 ki.
Para cada n ∈ N y u ∈ X(ω)n consideramos la bola
B(ω)u = f
(ω)
u (B[0,R]),
donde f (ω)u = f
(ω1)
u1 ◦ · · · ◦ f (ωn)un . Definimos el conjunto compacto
C(ω) :=
⋂
n∈N
⋃
u∈X(ω)n
B(ω)u .
Notar que, para todo n, tenemos la inclusio´n B(ω)ul ⊂ B(ω)u , para cada u ∈ X(ω)n y l ∈ {1, . . . , kωn+1}
(donde ul denota la concatenacio´n de u y l). En otras palabras, estos discos son encajados.
Ma´s au´n, sus dia´metros tienden a cero uniformemente. Alternativamente, C(ω) = ∆ω
(
X
(ω)
∞
)
,
donde ∆ω es la funcio´n de codificacio´n dada por
{∆ω(u)} =
∞⋂
n=1
B(ω)u|n ,
donde u|n es la restriccio´n de la palabra infinita u a sus primeras n coordenadas. Dado u ∈
X
(ω)
n , el cilindro [u]ω como el conjunto de palabras infinitas en X
(ω)
∞ que empiezan con u, y
notar que ∆ω([u]ω) ⊂ B(ω)u .
Observemos que no asumimos que {B(ω)u : u ∈ X(ω)n } son disjuntos o tienen alguna condi-
cio´n de separacio´n. Tampoco excluimos la posibilidad de que haya una u´nica regla (N = 1),
en cuyo caso C(ω) es un conjunto autosimilar determinı´stico.
Aunque C(ω) esta´ definida para todo ω, nuestros resultados sera´n de naturaleza proba-
bilı´stica, y estaremos sorteando ω de acuerdo a una probabilidad invariante y ergo´dica µ para
el shift a izquierda T en Y .
No estaremos interesados en conjuntos C(ω) en sı´ mismos, sino en medidas soportadas en
ellos. Para cada i, sea pi = (p
(i)
1 , . . . , p
(i)
ki
) un vector de probabilidad. En cada X(ω)∞ podemos
definir la medida producto
η(ω) =
∞∏
n=1
pωi .
La proyeccio´n de η(ω) vı´a la funcio´n de codificacio´n es una probabilidad de Borel η(ω) en
C(ω). En el caso determinı´stico N = 1, esto es simplemente una medida autosimilar en C(ω).
El caso aleatorio surge naturalmente, incluso si a priori uno solo esta´ interesado en medidas
autosimilares determinı´sticas. Por ejemplo, las medidas condicionales en fibras de medidas
autosimilares y autoafines determinı´sticas suelen tener esta forma, y uno puede descomponer
una medida autosimilar arbitraria como
∫
η(ω) dµ(ω) para una eleccio´n apropiada de pesos pi
y medida µ; ver Seccio´n 6.4.4 debajo.
Aunque la familia de medidas producto que acabamos de describir proporciona nuestra
clase principal de ejemplos, las pruebas se extienden a familias ma´s generales {η(ω) : ω ∈ Y}
de probabilidades de Borel en X∞ satisfaciendo las siguientes condiciones:
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(a) Cada η(ω) esta´ soportada en X(ω)∞ .
(b) La funcio´n ω 7→ η(ω) es continua (considerando la topologı´a de´bil en el espacio de
probabilidades de Borel en X∞, donde X∞ esta´ dotado de la topologı´a producto). En
otras palabras, para cualquier funcio´n continua g en X∞, tenemos que
lı´m
ω′→ω
∫
g(u)dη(ω
′)(u) =
∫
g(u)dη(ω)(u).
(c) Existe K ≥ 1 tal que para todo ω ∈ Y la medida η(ω) satisface
η(ω) ([uv]ω) ≤ K η(ω)([u]ω) η(Tnω)([v]Tnω), (6.1)
para todo u ∈ X(ω)n , v ∈ X(Tnω)m .
Cuando η(ω) es la medida producto como arriba, esta condicio´n se cumple con igualdad
y K = 1. Esto sugiere que, en general, las medidas η(ω) satisfaciendo (6.1) (o ma´s bien
sus proyecciones η(ω) bajo ∆ω) pueden ser pensadas como satisfaciendo algu´n tipo de “sub-
autosimilaridad”. Adema´s observemos que, como los cilindros generan la σ-algebra de Borel
de cada espacio X(ω)∞ , se sigue de (6.1) que
η(ω) ({uy : y ∈ A}) ≤ K η(ω)([u]ω) η(Tnω)(A), (6.2)
para cada u ∈ X(ω)n y conjunto de Borel A ⊂ X(Tnω)∞ .
Dimensio´n Lq de proyecciones
Ahora nos especializaremos en el caso d = 2 y asumimos que las reglas son de la forma
{ f (i)1 , . . . , f (i)ki }, donde la funcio´n f (i)j : R2 → R2 es una similaridad definida por
f (i)j (x) := λiRαi x + t
i
j, (6.3)
donde λi ∈ (0, 1), tij ∈ R2 y Rαi es la matrı´z de rotacio´n de a´ngulo αi ∈ [0, 2pi). En otras
palabras, cada regla es un IFS homoge´neo (solo las translaciones difieren).
Consideramos el cı´rculo unitario S 1 dotado con la medida de Haar normalizada corres-
pondiente L. Adema´s, definimos la funcio´n continua α : Y → S 1 por la fo´rmula α(ω) :=
e−iαω1 , y la funcio´n skew-product S en Y × S 1 como
S(ω, v) =
(
T(ω), α(ω)v
)
. (6.4)
Recordar que ω se dice µ-gene´rico si 1n
∑n
i=1 δTiω converge a µ (aquı´, y a lo largo del
capı´tulo, cuando hablemos de convergencia de medidas de probabilidad estara´ referido a
convergencia de´bil). La proyeccio´n ortogonal en la recta generada por v ∈ S 1 (identificada
con R) es denotada Πv, i.e. Πv(x, y) = 〈(x, y), v〉.
Recordemos que a lo largo de este Capı´tulo siempre tomaremos logaritmos en base 2, a
menos que se indique lo contrario.
Ahora podemos enunciar nuestro primer resultado principal del capı´tulo:
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Teorema 145. Supongamos que tenemos dadas N reglas de la forma (6.3). Sea µ una medida
ergo´dica T-invariante en {1, . . . ,N}N. Sea {η(ω)}ω∈{1,...,N}N una familia de medidas satisfacien-
do las condiciones (a)-(c) de arriba, y escribamos η(ω) = ∆ωη
(ω) para la proyeccio´n de η en
C(ω). Asumamos adema´s que la medida producto µ × L es ergo´dica para el skew-product S
definido en (6.4).
Entonces para cada q ∈ (1, 2] hay un nu´mero D(q), tal que para µ-casi todo ω vale que
Dq(η(ω)) = D(q), y
Dq(Πvη(ω)) = mı´n(D(q), 1) para todo v ∈ S 1. (6.5)
Ma´s au´n, la convergencia de − logC
q
Πvη(ω)
(n)
n(q−1) a Dq(Πvη
(ω)) es uniforme en v ∈ S 1.
Si Dq(η(ω)) = D(q) para todo punto µ-genericoω, o si D(q) ≥ 1, entonces las conclusiones
valen para todo ω que sea µ-generico.
Ejemplos y aplicaciones de este resultado sera´n discutidos en la Seccio´n 6.4. La asuncio´n
de cada regla es homoge´nea es necesaria para utilizar nuestro me´todo, y serı´a interesante
saber si puede ser removida (recordamos que para la dimensio´n de Hausdorff hay resultados
similares que no requieren homogeneidad, ver [16, 29]).
Convoluciones de medidas de Cantor
Recordemos la definicio´n de convolucio´n de medidas:
Definicio´n 146. La convolucio´n µ ∗ ν de dos medidas µ, ν en Rd es
µ∗ν(A) :=
∫∫
1A(x+y) dµ(x)dν(y) = µ×ν {(x, y) : x + y ∈ A} = (µ×ν) ((x, y)→ x + y)−1 (A).
Es decir, que es el push-forward del producto µ × ν bajo la funcio´n suma (x, y) 7→ x + y.
En esta seccio´n nos ocuparemos de las convoluciones de dos medidas en R, una de las
cuales en una medida determinı´stica soportada en un conjunto autosimilar, mientras que la
otra es una medida aleatoria satisfaciendo propiedades ana´logas a las de la seccio´n previa.
Recientemente, ha habido mucho intere´s en comprender el comportamiento de varias dimen-
siones de medidas bajo convolucio´n, en relacio´n con su estructura algebraica y geome´trica,
ver por ejemplo [28, 29, 43]. La mayorı´a de los resultados conocidos son para dimensio´n de
Hausdorff (o entropı´a) ma´s que para dimensiones Lq. La excepcio´n es [43, Teorema 1.1], que
nosotros generalizamos debajo.
Fijadas N reglas de la forma { f (i)1 , . . . , f (i)ki }, donde f (i)j (x) = aix + tij para algunas pro-
porciones ai ∈ (0, 1) y traslaciones tij ∈ R, y sea {ν(ω) : ω ∈ Y} una familia de medidas
satisfaciendo las condiciones (a)-(c) de arriba (con ν(ω) en lugar de η(ω)). Asumiremos sin
pe´rdida de generalidad que f (i)j ([0, 1]) ⊂ [0, 1]; podemos siempre lograr esto a trave´s de un
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cambio afı´n de coordenadas, el cual no afectara´ el enunciado del Teorema. Como antes, deno-
tamos ν(ω) = ∆ων
(ω), donde ∆ω la funcio´n de codificacio´n. Las medidas ν(ω) sera´n soportadas
en conjuntos de Cantor C(ω) ⊂ [0, 1] construidos a partir de la sucesio´n de reglas ω.
Consideramos una regla ma´s {g1, . . . , gk′}, donde g j(x) = bx + t′j para alguna contraccio´n
b ∈ (0, 1) y translaciones t′j ∈ R. Otra vez, asumimos que g j([0, 1]) ⊂ [0, 1] para todo j ∈
{1, . . . , k′}. Este es un caso especial del marco anterior con N = 1 regla, pero repetimos
algunas definiciones con el fin de corregir la notacio´n. Denotamos el espacio de co´digos por
X′n = {1, . . . , k′}n (permitiendo n = ∞), y la funcio´n codificadora dada por ∆′ : X′∞ → [0, 1],
esto es,
{∆′(u)} =
∞⋂
n=1
gu1 ◦ · · · ◦ gun([0, 1]).
El cilindro de palabras infinitas en X′∞ empezando con u sera´ denotado simplemente por [u].
Sea adema´s ϑ una probabilidad de Borel satisfaciendo la condicio´n ana´loga a (c) en el
caso aleatorio, esto es, asumimos que
ϑ([uv]) ≤ K′ ϑ[u]ϑ[v], (6.6)
para alguna constante K′ > 0, y fijamos ϑ = ∆′ϑ.
Fijemos r ∈ N tal que
1 < mı´n
i=1,...,N
b
ari
(6.7)
y, para esta eleccio´n de r, fijamos l ∈ N suficientemente grande tal que
ma´x
i=1,...,N
b
ari
< b−l. (6.8)
Escribimos β := ln(b−l) y αi1...ir = ln
(
b
ai1 ...air
)
para cada eleccio´n de ı´ndices 1 ≤ i1, . . . , ir ≤ N.
(Tenga en cuenta que estos son logaritmos naturales.)
Notar que 0 < αi1...ir < β para todo 1 ≤ i1, . . . , ir ≤ N y tambie´n que β puede hacerse
arbitrariamente grande tomando l apropiadamente. Consideremos el espacio S 1β obtenido to-
mando el intervalo [−β, β) e identificando sus puntos extremos, i.e. −β = β, y dotemoslo con
la medida Lebesgue normalizada Lβ. Adema´s, definamos la funcio´n continua α : Y → R por
la fo´rmula α(ω) := αω1...ωr y la funcio´n skew-product S en Y × S 1β como
S(ω, s) = (Tr(ω), s +(β) α(ω)),
donde, como antes, T denota el operador shift izquierdo en Y , y +(β) representa la suma
natural en S 1β. Adema´s, para cada n ∈ N definimos la n-e´sima rotacio´n Rn : Y × S 1β → S 1β por
la fo´rmula
Rn(ω, s) := piS 1β (S
n(ω, s)) = s +(β) αω1...ωr +(β) · · · +(β) αωr(n−1)+1...ωrn ,
donde piS 1β denota la proyeccio´n de Y × S 1β en S 1β.
Ahora podemos enunciar nuestro resultado principal para convoluciones:
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Teorema 147. Sea µ una medida ergo´dica, invariante para ({1, . . . ,N}N,T) tal que la medida
producto µ × Lβ es ergo´dica para el sistema dina´mico ({1, . . . ,N}N × S 1β,S).
Entonces para cada q ∈ (1, 2] existe un nu´mero D(q), tal que para µ-casi todo ω vale que
Dq(ν(ω) × ϑ) = D(q), y
Dq(ν(ω) ∗ Atϑ) = mı´n(D(q), 1) para todo t ∈ [e−β, eβ), (6.9)
donde At(x) = tx escala por t. Adema´s, la convergencia de −
logCq
ν(ω)∗Asϑ
(n)
n(q−1) a Dq(ν
(ω) ∗ Asϑ) es
uniforme en t ∈ [e−β, eβ).
Si Dq(ν(ω)) = D(q) para todo punto ω que sea µ-gene´rico, o si D(q) ≥ 1, entonces las
conclusiones de arriba valen para todo punto ω que sea µ-gene´rico.
Notar que (x, y) 7→ x + Aty es, salvo un homeomorfismo afı´n, la proyeccio´n ortogonal
de a´ngulo arctan(t); por lo tanto, este resultado tambie´n se puede interpretar en te´rminos de
proyecciones de la medida del producto ν(ω) × ϑ. De nuevo, el supuesto de homogeneidad en
las reglas es crucial. Adema´s, no sabemos si el enunciado es cierto si ϑ es tambie´n tomada
aleatoriamente de acuerdo a una sucesio´n de reglas. Aunque esto parece natural, no parece
posible construir un cociclo como el que esta´ en el nu´cleo de nuestra demostracio´n.
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Notacio´n y preliminares
Recordemos que Y = {1, . . . ,N}N. Para cada n ∈ N definamos la n-e´sima rotacio´n Rn :
Y × S 1 → S 1 por la fo´rmula
Rn(ω, v) := piS 1 (S n(ω, v)) = α(ω) · · ·α(Tn−1ω)v,
donde piS 1 denota la proyeccio´n de Y × S 1 en S 1.
Es fa´cil ver que para u ∈ X(ω)n podemos descomponer f (ω)u como
f (ω)u (x, y) = λω1 · · · λωnRn(ω, (1, 0)) · (x, y) + d(ω)u (6.10)
para una cierta constante d(ω)u ∈ R2 (aquı´ y en lo que sigue identificamos R2 con C ⊃ S 1). Ma´s
au´n, si F(ω)u denota la inversa de f
(ω)
u , entonces de (6.10) obtenemos que
F(ω)u (x, y) =
Rn(ω, (1, 0))
λω1 · · · λωn
·
(
(x, y) − d(ω)u
)
.
Para cadaω ∈ Y denotamos la medida proyectada Πvη(ω) por η(ω)v , i.e. η(ω)v (B) = η(ω)(Π−1v (B))
para todo conjunto de Borel B ⊆ R.
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Adema´s, para cada n ∈ N definimos L(ω)n como el u´nico entero no negativo tal que
2−L
(ω)
n ≤ λω1 · · · λωn < 21−L
(ω)
n , (6.11)
y consideramos la familia de intervalos D(ω)n dada por
D(ω)n = DL(ω)n = {[2−L
(ω)
n j, 2−L
(ω)
n ( j + 1)) : j ∈ Z}.
Notar que para cada ω ∈ Y las familias D(ω)n esta´n encajadas: para todo n ∈ N, cada ele-
mento de D(ω)n+1 es un subintervalo de exactamente un elemento de D
(ω)
n . Con esto, para q > 1
definimos las funciones τq,n : Y × S 1 → R
τq,n(ω, v) :=
∑
I∈D(ω)n
(
η(ω)v (I)
)q
= Cq
η(ω)v
(L(ω)n ), (6.12)
recordar (1.1).
Para concluir estos preliminares de la demostracio´n del Teorema 145, daremos la versio´n
del Teorema de proyeccio´n de Marstrand que mencionamos en la introduccio´n, debida a Hunt
y Kaloshin [30, Teorema 1.1].
Teorema 148. Sea η una probabilidad Borel en R2. Si q ∈ (1, 2], entonces
Dq(Πvη) = mı´n(Dqη, 1) para casi todo v ∈ S 1.
Un cociclo subaditivo
Nuestro objetivo es mostrar que dado q > 1 existe un cociclo subaditivo continuo Fq =
(φq,n)n∈N tal que
lı´m inf
n→+∞
φq,n(ω, v)
−L(ω)n
= Dq(η(ω)v ), lı´m sup
n→+∞
φq,n(ω, v)
−L(ω)n
= D
q
(η(ω)v ), (6.13)
para todo (ω, v) ∈ Y × S 1. Hacemos esto en dos pasos. Primero mostramos que la familia
(log τq,n)n∈N para τq,n definida en (6.12) es, salvo constante aditiva, un cociclo subaditivo.
Entonces, probamos que existe una τq,n “suave” ana´loga de τq,n que es continua. De esos
hechos se seguira´ que el cociclo Fq = log τq,n tiene las propiedades deseadas.
En esta seccio´n establecemos el nu´cleo de esta estrategia, mostrando que existe K1 > 1
tal que para toda n,m ∈ N y (ω, v) ∈ Y × S 1 uno tiene
τn+m(ω, v) ≤ K1 τn(ω, v) τm(S n(ω, v)), (6.14)
donde por simplicidad hemos suprimido q de la notacio´n. Esto implica que la familia (log K1τn)n∈N
es un cociclo subaditivo.
Empecemos por introducir una definicio´n.
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Definicio´n 149. Dado M ∈ N, decimos que dos familiasP,P′ de conjuntos son M-equivalentes
en un conjunto W (o simplemente M-equivalentes si el espacio ambiente W es sobreentiendo
por contexto) si
(i) W ∩⋃A∈P A = W ∩⋃B∈P′ B.
(ii) Cada elemento de P interseca como mucho M elementos de P′ y viceversa.
La siguiente consecuencia simple de la desigualdad de Ho¨lder que fue probada en [53,
Lemma 5.3].
Lema 150. Si P y P′ son particiones M-equivalentes en un conjunto de Borel W, ρ es una
probabilidad con ρ(W) = 1 y q ≥ 1, entonces
M1−q
∑
B∈P′
ρ(B)q ≤
∑
A∈P
ρ(A)q ≤ Mq−1
∑
B∈P′
ρ(B)q.
Ahora, dejemos fijo n,m ∈ N, (ω, v) ∈ Y × S 1 y demostremos (6.14). Recordemos que
∆ω : X(ω) → C(ω) es una funcio´n de codificacio´n, y sea Πv : X(ω) → R la composicio´n Πv ◦∆ω.
Dado J ∈ D(ω)n definamos
X
(ω)
J (v) := {u ∈ X(ω)n : [u]ω ∩ Π
−1
v (J) , ∅}, (6.15)
y consideremos el intervalo Ĵ el cual tiene el mismo centro xJ que J pero su longitud es
|Ĵ| = 9|J|, i.e.
Ĵ =
[
xJ − 92 |J|, xJ +
9
2
|J|
)
.
No es dificil ver que, tomando Ĵ de esta forma, uno tiene Πv[u]ω ⊂ Ĵ para todo u ∈ X(ω)J (v).
Adema´s, notemos que si u ∈ X(ω)n y y ∈ X(Tnω)∞ , entonces ∆ω(uy) = f (ω)u (∆Tnω(y)), y por lo tanto
∆−1ω ( f
(ω)
u A) ∩ [u]ω =
{
uy : y ∈ ∆−1Tnω(A)
}
. (6.16)
Si I ∈ D(ω)n+m es tal que I ⊂ J, entonces
η(ω)v (I) =
∑
u∈X(ω)n
η(ω)
(
[u]ω ∩ Π−1v (I)
)
=
∑
u∈X(ω)J (v)
η(ω)|[u]ω
(
Π
−1
v (I)
)
por (6.15)
=
∑
u∈X(ω)J (v)
η(ω)|[u]ω
(
∆−1ω f
(ω)
u F
(ω)
u Π
−1
v (I)
)
=
∑
u∈X(ω)J (v)
η(ω)
({uy : y ∈ ∆−1TnωF(ω)u Π−1v (I)}) por (6.16)
≤ K
∑
u∈X(ω)J (v)
η(ω)([u]ω) η
(Tnω)(∆−1Tnω(F
(ω)
u Π
−1
v (I))) por (6.2). (6.17)
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Ahora, observemos que, por definicio´n de X(ω)J (v),∑
u∈X(ω)J (v)
η(ω)([u]ω) ≤ η(ω)v (Ĵ). (6.18)
Por lo tanto, usando (6.17), Ho¨lder y (6.18) obtenemos que
(
η(ω)v (I)
)q ≤
K ∑
u∈X(ω)J (v)
η(ω)([u]ω) η(T
n(ω))
(
F(ω)u Π
−1
v (I)
)
q
≤ Kq
 ∑
u∈X(ω)J (v)
η(ω)([u]ω)

q
q′
×
×
∑
u∈X(ω)J (v)
η(ω)([u]ω)
(
η(T
n(ω))
(
F(ω)u Π
−1
v (I)
))q
≤ Kq(η(ω)v (Ĵ))q−1 ∑
u∈X(ω)J (v)
η(ω)([u]ω)
(
η(T
n(ω))
(
F(ω)u Π
−1
v (I)
))q
.
Sumando sobre todo I ∈ D(ω)n+m tal que I ⊂ J, tenemos que∑
I∈D(ω)n+m
I⊂J
(
η(ω)v (I)
)q ≤ Kq (η(ω)v (Ĵ))q−1 Λv(J), (6.19)
donde
Λv(J) =
∑
I∈D(ω)n+m
I⊂J
∑
u∈X(ω)J (v)
η(ω)([u]ω)
(
η(T
n(ω))(F(ω)u Π−1v (I)))q
=
∑
u∈X(ω)J (v)
η(ω)([u]ω)
∑
I∈D(ω)n+m
I⊂J
(
η(T
n(ω))(F(ω)u Π−1v (I)))q . (6.20)
Ahora, usando (6.10) no es difı´cil de ver que para cualquiera de esos intervalos I y u ∈
X
(ω)
J (v) uno tiene que
F(ω)u Π
−1
v (I) =
(
Πv ◦ f (ω)u
)−1
(I) = Π−1v′
(
1
λω1 · · · λωn
· (I − Πv(d(ω)u ))
)
(6.21)
donde v′ := Rn(ω, v). Escribamos ` = λωn+1 · · · λωn+m , y notemos que la familia{
1
λω1 · · · λωn
(I − Πv(d(ω)u )) : I ∈ D(ω)n+m
}
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esta´ compuesta de intervalos consecutivos de igual longitud entre 12` y `. Como lo mismo
es cierto para la familia D(T
nω)
m , estas familias son 6-equivalentes. Se sigue del Lema 150 y
(6.21) que ∑
I∈D(ω)n+m
I⊂J
(
η(T
n(ω))(F(ω)u Π−1v (I)))q ≤ 6q−1τm(Tn(ω), v′) = 6q−1τm(S n(ω, v)). (6.22)
Combinando (6.18), (6.19), (6.20) y (6.22) se obtiene∑
I∈D(ω)n+m
I⊂J
(
η(ω)v (I)
)q ≤ (6K)q (η(ω)v (Ĵ))q τm(S n(ω, v)). (6.23)
Finalmente, sumando (6.23) sobre todo J ∈ D(ω)n , concluimos que
τn+m(ω, v) =
∑
J∈D(ω)n
∑
I∈D(ω)n+m
I⊂J
(
η(ω)v (I)
)q
≤ (6K)qτm(S n(ω, v))
∑
J∈D(ω)n
(
η(ω)v (Ĵ)
)q
≤ (54K)qτn(ω, v)τm(S n(ω, v))
donde para obtener la u´ltima desigualdad usamos el Lema 150 aplicado a las familias D(ω)n y
{Ĵ : J ∈ D(ω)n }, que son 9-equivalentes. Esto nos muestra (6.14) para K1 := (54K)q.
Una ana´loga continua de τn
Ahora construimos para cada n ∈ N una funcio´n continua τn que es comparable salvo
constante multiplicativas a τn. Para tal fin, consideramos ψ ∈ C∞0 (R) soportada en [−2, 2) tal
que 0 ≤ ψ ≤ 1 y ψ|[−1,1) ≡ 1. Para cada n ∈ N y ω ∈ Y definimos ψ(ω)n : R2 → R por la fo´rmula
ψ(ω)n (x, y) = ψ(2
L(ω)n (x − y)).
Para cualquier y ∈ R fijo la funcio´n ψ(ω)n,y (x) := ψ(ω)n (x, y) es soportada en el intervalo [y −
21−L
(ω)
n , y+21−L
(ω)
n ) y es igual a 1 en el intervalo [y−2−L(ω)n , y+2−L(ω)n ). Definimos τn : Y×S 1 → R
por la fo´rmula
τn(ω, v) :=
∫
R
(∫
R
ψ(ω)n (x, y)dη
(ω)
v (x)
)q−1
dη(ω)v (y).
Notar que τn puede ser reescrito como
τn(ω, v) =
∫
X∞
(
Ψ(ω)n (u, v)
)q−1
dη(ω)(u),
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donde
Ψ(ω)n (u, v) :=
∫
ψ(ω)n (Πv(u),Πv(u
′)) dη(ω)(u′).
Afirmamos que τn es continua. De hecho, esto es una consecuencia del siguiente hecho.
Lema 151. Sea X un espacio me´trico compacto y sea {ρ(ω) : ω ∈ X} una familia de proba-
bilidades de Borel en algu´n otro espacio me´trico compacto Z, tal que ω 7→ ρ(ω) es con-
tinua con la topologı´a de´bil (es decir que si ω′ → ω entonces ρω′ → ρω de´bil, o sea∫
g(u) dρω
′
(u) → ∫ g(u) dρω(u) para toda g continua). Entonces, para toda funcio´n conti-
nua h : X × Z → R, la funcio´n ω 7→ ∫ h(ω, u) dρ(ω)(u) es continua.
Demostracio´n. Por continuidad uniforme, dado ε > 0 tenemos |h(ω, u)−h(ω′, u)| < ε siempre
que d(ω,ω′) sea suficientemente chico. Se sigue que
lı´m sup
ω′→ω
∣∣∣∣∣∫ h(ω, u) dρ(ω)(u) − ∫ h(ω′, u) dρ(ω′)(u)∣∣∣∣∣ ≤
ε + lı´m
ω′→ω
∣∣∣∣∣∫ h(ω, u) dρ(ω)(u) − ∫ h(ω, u) dρ(ω′)(u)∣∣∣∣∣ = ε.
En la u´ltima igualdad usamos la hipo´tesis, con g(u) := h(ω, u) (ahı´ω esta´ fijado de antemano).
Notar que Ln(ω) es continua, porque solo depende de las primeras n coordenadas de
ω, y por lo tanto ψ(ω)n (x) es continua en (ω, x). Podemos entonces aplicar el Lema 151 con
X = Y × X∞ × S 1, Z = X∞, ρ(ω,u,v) = η(ω), y h((ω, u, v), u′) = ψ(ω)n (Πv(u),Πv(u′)) para obtener
que Ψ(ω)n (u, v) es continua en (ω, u, v). Una segunda aplicacio´n del Lema 151, con X := Y×S 1,
Z := X∞ y h(ω, v, u) :=
(
Ψ
(ω)
n (u, v)
)q−1
, da la continuidad de τn.
Resta ver que τn es equivalente a τn, i.e. existe M > 1 tal que
M−1τn ≤ τn ≤ Mτn. (6.24)
Para mostrar la desigualdad derecha, notemos que para todo (ω, v) ∈ Y × S 1 tenemos que
τn(ω, v) =
∑
j∈Z
∫ ( j+1)2−L(ω)n
j2−L
(ω)
n
(∫
R
ψ(ω)n (x, y)dη
(ω)
v (x)
)q−1
dη(ω)v (y)
≤
∑
j∈Z
∫ ( j+1)2−L(ω)n
j2−L
(ω)
n
(
η(ω)v ([y − 21−L
(ω)
n , y + 21−L
(ω)
n ))
)q−1
dη(ω)v (y)
≤
∑
j∈Z
∫ ( j+1)2−L(ω)n
j2−L
(ω)
n
(
η(ω)v ([( j − 2)2−L
(ω)
n , ( j + 3)2−L
(ω)
n ))
)q−1
dη(ω)v (y)
≤
∑
j∈Z
[
η(ω)v ([( j − 2)2−L
(ω)
n , ( j + 3)2−L
(ω)
n ))
]q
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que, al notar que las familias D(ω)n y {[( j − 2)2−L(ω)n , ( j + 3)2−L(ω)n ) : j ∈ Z} son 5-equivalentes,
implica que τn ≤ 5q−1τn. Para demostrar la desigualdad izquierda, observemos que para todo
ω ∈ Y and j ∈ Z tenemos la inclusio´n
[ j2−L
(ω)
n , ( j + 1)2−L
(ω)
n ) ⊆ [y − 2−L(ω)n , y + 2−L(ω)n )
cuando y ∈ [ j2−L(ω)n , ( j + 1)2−L(ω)n ). Entonces, para (ω, v) ∈ Y × S 1 obtenemos que
τn(ω, v) =
∑
j∈Z
(
η(ω)v ([ j2
−L(ω)n , ( j + 1)2−L
(ω)
n ))
)q
≤
∑
j∈Z
∫ ( j+1)2−L(ω)n
j2−L
(ω)
n
(
η(ω)v ([y − 2−L
(ω)
n , y + 2−L
(ω)
n ))
)q−1
dη(ω)v (y)
≤
∑
j∈Z
∫ ( j+1)2−L(ω)n
j2−L
(ω)
n
(∫
R
ψ(ω)n (x, y)dη
(ω)
v (x)
)q−1
dη(ω)v (y) = τn(ω, v)
lo que muestra que
τn ≤ τn ≤ 5q−1τn
y por la tanto ambas desigualdades son equivalentes. Ma´s au´n, si reemplazamos τn por
5q−1K1τn, donde la constante K1 es como en (6.14), entonces (6.24) sigue valiendo (para
una constante M distinta), y
log τn+m(ω, v) ≤ log τn(ω, v) + log τm(S n(ω, v)).
Notar que log τn esta´ bien definida por (6.24), ya que τn es estrictamente positiva por su
definicio´n. Ma´s au´n, cada log τn es continua, porque τn lo es. Entonces, concluimos que la
sucesio´n (log τn)n∈N es un cociclo subaditivo continuo en Y × S 1.
Demostracio´n de la ecuacio´n (6.13)
Escribimos φn = log τn por simplicidad. Ahora podemos mostrar que
Dq(η(ω)v ) = lı´m infn→+∞
φn(ω, v)
−(q − 1)L(ω)n
(6.25)
para todo (ω, v) ∈ Y × S 1, y del mismo modo para Dq(η(ω)v ). Se sigue de la definicio´n de τn y
(6.24) que ∣∣∣∣∣φn(ω, v) − logCqη(ω)v (L(ω)n )
∣∣∣∣∣
es uniformemente acotada (independiente de n). Como L(ω)n → ∞ cuando n → ∞, es sufi-
ciente chequear que
lı´m inf
n→∞
logCq
η(ω)v
(L(ω)n )
−L(ω)n
= lı´m inf
k→∞
logCq
η(ω)v
(k)
−k .
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El “≥” de la desigualdad es claro, pues el lı´mite en la izquierda es tomado sobre una sub-
sucesio´n. Para ver la otra desigualdad, fijado k y elegido n tal que L(ω)n ≤ k < L(ω)n+1. Notar
que L(ω)n+1 ≤ L(ω)n + `∗, donde `∗ = 1 + ma´xNi=1 | log λi|. Por otro lado, la sucesio´n k 7→ Cqν(k)
es siempre decreciente para q > 1, pues para un intervalo dia´dico J = I1 ∪ I2 uno tiene que
ν(J)q ≥ ν(I1)q + ν(I2)q. Por lo tanto
logCq
η(ω)v
(k)
−k ≥
logCq
η(ω)v
(L(ω)n )
−L(ω)n+1
≥
logCq
η(ω)v
(L(ω)n )
`∗ − L(ω)n
,
siempre que n sea suficientemente grande.
La afirmacio´n para Dq se sigue tomando lı´mite sobre una subsucesio´n apropiadada de k,
y el caso de Dq es ana´logo.
Un cociclo subaditivo para las medidas η(ω)
El ana´lisis anterior de las medidas η(ω)v tiene una correspondencia, pero mas simple para
las medidas η(ω). Como las demostraciones son muy similares, solo indicamos los resultados,
dejando los detalles al lector interesado. Sea Qn la famlia de cuadrados dia´dicos
{[ j12−n, ( j1 + 1)2−n) × [ j22−n, ( j2 + 1)2−n) : j1, j2 ∈ Z}.
Escribamos Q(ω)n = QL(ω)n , y definamos
ξn(ω) =
∑
Q∈Q(ω)n
(
η(ω)(Q)
)q
.
Entonces uno puede chequear, como antes, que existe una sucesio´n de funciones continuas
ξn, tal que
M−1ξn(ω) ≤ ξn(ω) ≤ Mξn(ω)
para alguna constante M > 0 (dependiendo de q) y todo ω ∈ Y , y ma´s au´n
ξn+m(ω) ≤ ξn(ω) ξm(Tn(ω)).
Desde aquı´ se puede deducir, como lo hicimos anteriormente para las proyecciones η(ω)v , que
Dq(η
(ω)) = lı´m inf
n→∞
log ξn(ω)
−L(ω)n
, Dq(η(ω)) = lı´m sup
n→∞
log ξn(ω)
−L(ω)n
. (6.26)
Conclusio´n de la demostracio´n
Empezamos aplicando (6.26) para mostrar que Dq(η(ω)) existe y es constante en µ-casi
todo punto. Sin embargo, antes de que podamos hacerlo, esta´ claro que debemos entender el
comportamiento del cociente L
(ω)
n
n cuando n tiende a infinito. Esto es el propo´sito del siguiente
Lema.
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Lema 152. Si ω ∈ Y es µ-gene´rico, entonces
lı´m
n→+∞
−L(ω)n
n
=
∫
Y
log λω˜1dµ(ω˜).
Demostracio´n. Por definicio´n de L(ω)n tenemos 2−L
(ω)
n <
∏n
i=1 λωi ≤ 21−L
(ω)
n para todo n ∈ N, es
suficiente ver que
lı´m
n→+∞
∑n−1
i=0 log
(
λ(Ti(ω))1
)
n
=
∫
Y
log λω˜1dµ(ω˜).
Pero esto se sigue del hecho de que ω es µ-gene´rico, porque la funcio´n ω˜ 7→ log λω˜1 es
continua en Y .
Ahora se sigue del Teorema ergo´dico subaditivo (Teorema 45) que para µ-casi todo ω
vale que
lı´m
n→∞
log ξn(ω)
−L(ω)n
=
ı´nfn∈N
[
1
n
∫
Y
log ξn(ω˜) dµ(ω˜)
]∫
Y
log(λω˜1)dµ(ω˜)
=: D(q).
Deducimos de (6.26) que Dq(η(ω)) existe y es igual a D(q) para µ-casi todo ω. Ma´s au´n, si ω
es µ-gene´rico, entonces se sigue del Teorema 57 que
lı´m inf
n→∞
log ξn(ω)
−L(ω)n
≥ D(q),
de donde Dq(η
(ω)) ≥ D(q).
Ahora pasemos las proyecciones η(ω)v . Comencemos observando que para todo (ω, v) ∈
Y × S 1 tenemos
Dq(η(ω)v ) ≤ D
q
(η(ω)v ) ≤ mı´n{D
q
(η(ω)), 1}.
De hecho, esto se desprende de los hechos bien conocidos de que Dq no crece bajo funciones
Lipschitz, y nunca puede exceder la dimensio´n del espacio ambiente.
Ahora, como µ × Lβ es ergo´dica por hipo´tesis, el Corolario 58 combinado con el Lema
152 implican que cualquier punto µ-gene´rico ω satisface, para cada v ∈ S 1,
mı´n{Dq(η(ω)), 1} ≥ Dq(η(ω)v ) = lı´m infn→+∞
φn(ω, v)
−L(ω)n
=
1
µ∗
lı´m inf
n→+∞
φn(ω, v)
n
≥ Φ
µ∗
(6.27)
donde
Φ := ı´nf
n∈N
[
1
n
∫
Y
φnd(µ × Lβ)
]
, µ∗ :=
∫
Y
log λω1dµ(ω).
Por lo tanto, dado cualquier ω ∈ Y , si queremos probar (6.5), entonces es suficiente ver que
mı´n{Dq(η(ω)), 1} = Φ
µ∗
(6.28)
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Como (φn)n∈N es un cociclo subaditivo acotado, el Teorema ergo´dico subaditivo (Teorema
45) y una aplicacio´n del Teorema de Fubini implican que µ-casi todo ω ∈ Y satisface
lı´m
n→+∞
φn(ω, v)
−L(ω)n
=
Φ
µ∗
para L-casi todo v ∈ S 1. Por (6.13), resulta que Φ
µ∗ es igual para (µ × L)-casi todo valor de
Dq(η
(ω)
v ), y por el Teorema 148 y Fubini, deducimos que es igual a mı´n(D(q), 1) (este es el
punto de la demostracio´n donde usamos que q ≤ 2). Por lo tanto, si tomamos
E = {ω ∈ Y : Dq(η(ω)) = D(q)},
entonces (6.28) vale para todo ω ∈ E, y si D(q) ≥ 1, tambie´n para ω en el conjunto G de
puntos µ-genericos.
Concluimos que para todo ω en el conjunto de µ-medida total G ∩ E, todas las desigual-
dades en (6.27) son igualdades, y por lo tanto (6.5) es satisfecho. Si G ⊂ E, o si D(q) ≥ 1,
entonces (6.5) vale para todo punto µ-gene´rico ω.
La afirmacio´n sobre la convergencia uniforme sobre v ∈ S 1 se sigue del ana´lisis de arriba,
y la uniformidad en el Corolario 58 (que implica que la desigualdad de ma´s a la derecha en
(6.27) vale uniformemente en v, para todo ω ∈ G fijo). Con esto terminamos la demostracio´n
del Teorema 145.
6.3. Demostracio´n del Teorema 147
Preliminares
La demostracio´n del Teorema 147 se sigue el mismo esquema general de la prueba del
Teorema 145. Indicaremos entonces, donde radican las principales diferencias, y esbozare-
mos u omitiremos las demostraciones que sigan de cerca los argumentos del Teorema 145.
Dado ω ∈ Y , escribimos η(ω) = ν(ω) × ϑ. Para s ∈ [−β, β) consideremos la proyeccio´n
ortogonal Πs en el espacio lineal generado por el vector (1, es), i.e. Πs(x, y) = x + esy, y
escribamos Πs = Πs ◦ ∆ω donde, abusando un poco de la notacio´n, tambie´n denotamos por
∆ω : X
(ω)
∞ × X′ → [0, 1]2 la funcio´n de codificacio´n del producto
∆ω(u, u′) = (∆ω(u),∆′(u′)).
Para cada ω ∈ Y , denotemos la medida proyectada Πsη(ω) por η(ω)s . Entonces η(ω)s no es otra
cosa que la convolucio´n ν(ω) ∗ Aesϑ en la que estamos interesados.
Para (u, v) ∈ X(ω)n ×X′n′ definimos la funcio´n producto h(ω)u,v : [0, 1]2 → [0, 1]2 por la fo´rmula
h(ω)u,v (x, y) :=
(
f (ω)u (x), gv(y)
)
.
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A lo largo de la demostracio´n va a ser importante trabajar con familias de pares (u, v) tales
que la excentricidad del recta´ngulo hωu,v([0, 1])
2 sea acotada, y se comporte como una rotacio´n
bajo la accio´n del skew-product S. Para hacer esto, necesitamos introducir un nu´mero de
familias de pares de palabras. Famlias similares aparecen en [43], aunque aquı´ necesitaremos
una familia adicional debido a la configuracio´n algo ma´s complicada.
Por lo tanto, consideremos las familias W(ω) = (W(ω)n )n∈N, Y(ω) = (Y
(ω)
n )n∈N yZ(ω) =
(Z(ω)n )n≥3l de pares de palabras definidas como
W(ω)n = X
(ω)
rn × X′n+2lξ(ω)n ,
Y(ω)n = X
(ω)
rn × X′n+2l(ξ(ω)n +1),
Z(ω)n = X
(ω)
rn × X′n+2l(ξ(ω)n −1),
donde ξ(ω)n := #
{
k ∈ {1, . . . , n} : Rk−1(ω, 0) + α(Trk(ω)) ≥ β
}
cuenta el nu´mero de veces k ≤ n
para el cual la k-e´sima rotacio´n del origen 0 ∈ S 1β dada por Rk(ω, 0) cruza el punto final β.
Si identificamos cada palabra (u, v) ∈ X(ω)n × X′n′ con el recta´ngulo Q(ω)u,v := I(ω)u × Iv, obtenido
como la ima´gen de la funcio´n h(ω)u,v , entonces tenemos las siguientes propiedades de W(ω), Y(ω)
y Z(ω):
i. Cada recta´ngulo de W(ω), Y(ω) y Z(ω) es el producto de intervalos ba´sicos de C(ω) y C′
(donde C′ es la ima´gen de X′ bajo la funcio´n de codificacio´n), cada uno de esos posible-
mente pertenezca a diferentes pasos de las construccio´n de C(ω) y C′, respectivamente.
ii. Un simple ca´lculo usando (6.7) y (6.8) muestra que el taman˜o de todos los recta´ngulos
en W(ω)n , Y
(ω)
n y Z
(ω)
n es, respectivamente,
aω1 . . . aωrn × aω1 . . . aωrneR
n(ω,0),
aω1 . . . aωrn × aω1 . . . aωrneRn(ω,0)−2β,
aω1 . . . aωrn × aω1 . . . aωrneR
n(ω,0)+2β.
En particular, la excentricidad de los recta´ngulos en cada familia, i.e. su relacio´n altura-
ancho, siempre son acotados entre e−3β y e3β.
iii. Bajo la convencio´nW(ω)0 := {[0, 1]2}, para n ∈ N0 los recta´ngulos enW(ω)n+1 son obtenidos
de aquellos en W(ω)n avanzando r pasos en la construccio´n de C(ω), y avanzando un paso
en la construccio´n de C′ si el recta´ngulo resultante tiene excentricidad entre e−β y eβ,
o 2l + 1 pasos en la construccio´n en cualquier otro caso. Por (6.7), la primer opcio´n
incrementa la excentricidad del recta´ngulo resultante por un factor de eR
n+1(ω,0)−Rn(ω,0)
con respecto a su predecesor en W(ω)n , mientras que la segunda opcio´n tiene el efecto de
llevar la excentricidad del recta´ngulo resultante a un valor entre e−β y eβ.
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iv. Los recta´ngulos en Y(ω)n son obtenidos de los de W
(ω)
n avanzando 2l pasos en la cons-
truccio´n de C′ y manteniendo los mismos intervalos ba´sicos en la construccio´n de C(ω).
Esto produce recta´ngulos con mayor ancho que alto.
v. Los recta´ngulos en Z(ω)n son obtenidos de los de W
(ω)
n yendo 2l pasos hacia atra´s en
la construccio´n de C′ (notar que eso es posible porque n ≥ 3l) manteniendo los mis-
mos intervalos ba´sicos en la construccio´n de C(ω). Esto produce recta´ngulos con mayor
altura que ancho.
vi. Para cada n ∈ N, los recta´ngulos en W(ω)n cubren el conjunto producto C(ω) × C′ (y
los recta´ngulos simbo´licos son disjuntos, aunque sos proyecciones geome´tricas pueden
solaparse). La misma afirmacio´n vale para Y(ω)n y Z
(ω)
n .
A partir de las consideraciones anteriores es fa´cil ver que para (u, v) ∈ W(ω)n podemos
descomponer h(ω)u,v como
h(ω)u,v (x, y) = aω1 . . . aωrn
(
x, eR
n(ω,0)y
)
+ (t(ω)u , tv) (6.29)
para ciertas translaciones t(ω)u , tv ∈ [0, 1]. Ma´s au´n, si H(ω)u,v denota la inversa de h(ω)u,v , entonces
de (6.29) obtenemos
H(ω)u,v (x, y) =
1
aω1 · · · aωrn
(
x, e−R
n(ω,0)y
) − 1
aω1 · · · aωrn
(
t(ω)u , e
−Rn(ω,0)tv
)
.
Obviamente, descomposiciones similares valen para h(ω)u,v y H
(ω)
u,v siempre que (u, v) ∈ Y(ω)n o
(u, v) ∈ Z(ω)n .
Notamos que la familia (η(ω))ω∈Y satisface las siguientes condiciones, muy relacionadas
con (a)-(c) dadas antes.
(a’) Cada η(ω) esta´ soportada en X(ω)∞ × X′∞.
(b’) La funcio´n ω 7→ η(ω) es continua.
(c’) Existe K′′ > 0 tal que
η(ω)
(
[uv]ω × [u′v′]) ≤ K′′ η(ω)([u]ω × [u′]) η(Tnω)([v]Tnω × [v′]), (6.30)
para todo ω ∈ Y , todo (u, u′) ∈ W(ω)n ∪ Y(ω)n ∪ Z(ω)n , y todo (v, v′) ∈ X(Tnω)m × X′m′ .
De hecho probaremos el resultado para proyecciones de familias de medidas η(ω) satisfa-
ciendo esas condiciones (i.e. no importara´ que η(ω) sea una medida producto para cada ω).
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Un cociclo multiplicativo
Para cada n ∈ N definimos L(ω)n como el u´nico entero no negativo tal que
2−L
(ω)
n ≤ aω1 · · · aωrn < 21−L
(ω)
n , (6.31)
y, como en la demostracio´n del Teorema 145, consideramos las familias encajadas de inter-
valos D(ω)n dadas por
D(ω)n = {[2−L
(ω)
n j, 2−L
(ω)
n ( j + 1)) : j ∈ Z}.
Con esto, para q > 1 definimos las funciones τq,n : Y × S 1β → R
τq,n(ω, s) :=
∑
I∈D(ω)n
(
η(ω)s (I)
)q
. (6.32)
Similarmente a la demostracio´n del Teorema 145, mostraremos que τq,n es un cociclo
submultiplicativo (salvo una constante multiplicativa), y entonces construiremos un “mejor”
cociclo τq,n que sea comparable con τq,n. A diferencia de la situacio´n del Teorema 145, las
funciones τq,n no sera´n continuas, pero sera aproximable por funciones continuas en una
forma adecuada. Como q estara´ fijo, lo sacaremos de la notacio´n.
Por lo tanto, el primer paso a probar es que existe K1 > 1 tal que para todo n,m ∈ N and
(ω, s) ∈ Y × S 1β, uno tiene que
τn+m(ω, s) ≤ K1 τn(ω, s) τm(Sn(ω, s)). (6.33)
Para ver esto, fijemos n,m ∈ N, (ω, s) ∈ Y×S 1β, y veamos que vale (6.33). Consideraremos tres
casos separados, dependiendo de si −β ≤ Rn(ω, 0) + s < β, Rn(ω, 0) + s ≥ β o Rn(ω, 0) + s <
−β. En el primer caso uno tiene Rn(ω, s) = Rn(ω, 0) + s mientras que en el segundo tenemos
Rn(ω, s) = Rn(ω, 0)+ s−2β y en el tercero vale sin embargo que Rn(ω, s) = Rn(ω, 0)+ s+2β.
Para la prueba en el primer caso usaremos solo la familia W(ω), y lo remplazamos con la
familia Y(ω) para la prueba del segundo caso, y con Z(ω) para la prueba del tercero. Excepto
por esa diferencia, la prueba de los tres casos son completamente ana´logas por lo que solo
comentaremos el primer caso.
La prueba es una variante menor de la demostracio´n de (6.14). Dado J ∈ D(ω)n definamos
W
(ω)
J (s) := {(u, v) ∈ W(ω)n : ([u]ω × [v]) ∩ Π
−1
s (J) , ∅}
y consideremos el intervalo Ĵ que tiene el mismo centro que J pero de longitud |Ĵ| = 65e2β|J|.
La constante es tomada para asegurar que Πs([u]ω × [v]) ⊂ Ĵ para todo (u, v) ∈ W(ω)J (s).
Si I ∈ D(ω)n+m es tal que I ⊂ J, entonces
η(ω)s (I) ≤ K′′
∑
(u,v)∈W(ω)J (s)
η(ω)([u]ω × [v]) η(Trnω)(H(ω)u,v Π−1s (I))
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Esto puede verse en una forma muy smilar a (6.17); por lo que omitiremos los detalles. Si
continuamos argumentando como en la demostracio´n del Teorema 145, obtenemos ma´s
∑
I∈D(ω)n+m
I⊂J
(
η(ω)s (I)
)q ≤ (K′′)q (η(ω)s (Ĵ))q−1 ×
×
∑
(u,v)∈W(ω)J (s)
η(ω)(Q(ω)u,v )
∑
I∈D(ω)n+m
I⊂J
(
η(T
rn(ω))(H(ω)u,v Π−1s (I)))q , (6.34)
recordemos (6.19) y (6.20). Ahora usando (6.29) no es difı´cil de ver que para cualquiera de
esos intervalos I y (u, v) ∈ W(ω)J tenemos
H(ω)u,v Π
−1
s (I) =
(
Πs ◦ h(ω)(u,v)
)−1
(I) = Π−1t
(
1
aω1 · · · aωrn
· (I − Πs(t(ω)u , t′v))
)
, (6.35)
donde t := Rn(ω, s) (de hecho, tenemos (6.35) para t = Rn(ω, 0) + s el cual, en este caso,
coincide con Rn(ω, s); este es el punto en donde es importante usar la familia apropiada de
recta´ngulos). Ma´s au´n, las familias D(ω)n+m y{
1
aω1 · · · aωrn
(I − Πs(d(ω)u , dv)) : I ∈ D(ω)n+m
}
se puede ver que son 6-equivalentes, por lo tanto por Lema 150 y (6.35) obtenemos∑
I∈D(ω)n+m
I⊂J
(
η(T
rn(ω))(H(ω)u,v Π−1s (I)))q ≤ 6q−1τm(Trn(ω), t) = 6q−1τm(Sn(ω, s)). (6.36)
Combinando esto con (6.34), y razonando exactamente como al final de la Seccio´n 6.2, final-
mente deducimos que la relacion del cociclo (6.33) vale para algu´n K1 > 0 dependiendo de
q.
Una funcio´n C-aproximable por arriba ana´loga de τn
Para poder aplicar el Corolario 58, necesitamos un cociclo C-aproximable (recordemos la
definicion 56). A diferencia de la situacio´n en el Teorema 145, hay ahora una discontinuidad
inherente en el punto final del intervalo [−β, β); tengamos en cuenta que la identificacio´n
de los puntos extremos es necesaria para aplicar herramientas de teorı´a ergo´dica, en lo que
respecta a la definicio´n geome´trica de τn, no existe tal identificacio´n. Este problema surge ya
en [43, p. 107], donde (en el curso de probar que lo que efectivamente es un caso particular del
Teorema 147) se afirma incorrectamente que las funciones φn (correspondientes a nuestra τn)
son continuas. De hecho, hay continuidad hasta el punto final del intervalo. Afortunadamente,
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esto resulta ser un problema menor, dado que el conjunto de discontinuidades es pequen˜o el
nuevo cociclo sigue siendo C-aproximable por arriba.
Pasemos a los detalles. Primeramente, en estrecha analogı´a con la Seccio´n 6.2, definimos
ψ(ω)n (x, y) = ψ(2
L(ω)n (x − y)).
donde ψ ∈ C∞0 (R) esta´ soportada en [−2, 2), 0 ≤ ψ ≤ 1 y ψ|[−1,1) ≡ 1, y
τn(ω, s) :=
∫
R
(∫
R
ψ(ω)n (x, y)dη
(ω)
s (x)
)q−1
dη(ω)s (y).
Entonces uno puede checkear, como en la Seccio´n 6.2, que existe una constante M ≥ 1 tal
que
M−1τn(ω, s) ≤ τn(ω, s) ≤ Mτn(ω, s) para todo n ∈ N, (ω, s) ∈ Y × S 1β, (6.37)
y τn es continua en Y × (−β, β). Como claramente tenemos 0 ≤ τn ≤ 1, el hecho de que τn es
C-aproximable es ahora consecuencia del siguiente Lema.
Lema 153. Dada una medida µ en Y, toda f : Y × S 1β → R acotada que es continua en
Y × (−β, β) es tambien C-aproximable por arriba en (Y × S 1β, µ × Lβ).
Demostracio´n. Para δ ∈ (0, β) sea g : S 1β → [0, 1] una funcio´n continua tal que g|[β− 12 δ,−β+ 12 δ] ≡
0 y g|[−β+δ,β−δ] ≡ 1, donde identificamos −β = β.
La funcio´n Mδ : Y × S 1β → R definida por la fo´rmula
Mδ(ω, s) = f (ω, s)g(s) + ‖ f ‖∞(1 − g(s))
es continua en Y ×S 1β y tambie´n satisface f ≤ Mδ ≤ 2‖ f ‖∞. Ma´s au´n, como Mδ y f coinciden
en Y × [−β + δ, β − δ], tenemos que∫
Y×S 1β
(Mδ − f )d(µ × Lβ) ≤ 2‖ f ‖∞Lβ([β − δ,−β + δ]) = 2δ‖ f ‖∞
β
lo que muestra que f es C-aproximable por arriba.
Para esto, se sigue que si para cada n ∈ N definimos φn : Y × S 1β → R por la fo´rmula
φn := log(K1τn)
donde K1 es como en (6.33), entonces la sucesio´n (φn)n∈N es un cociclo subaditivo en Y × S 1β.
Notar que cada φn esta´ bien definida dado que τn, y por lo tanto tambie´n τn, son estrictamente
positivas. Ma´s au´n, por el Lema 153 tenemos que φn sera´ C-aproximable por arriba siempre
que siga siendo acotada. Este hecho sera´ una consecuencia de (6.37) y del siguiente Lema.
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Lema 154. Para cada n ∈ N tenemos
0 < ı´nf
(ω,s)∈Y×S 1β
τn(ω, s) ≤ sup
(ω,s)∈Y×S 1β
τn(ω, s) < +∞.
Demostracio´n. Notar que, como η(ω)s es una probabilidad para cada (ω, s), tenemos
τn(ω, s) =
∑
I∈D(ω)n
(
η(ω)s (I)
)q ≤ ∑
I∈D(ω)n
η(ω)s (I) = η
(ω)
s (R) = 1.
Para ver la otra desigualdad notemos que para todo (ω, s) ∈ Y × S 1β tenemos
Sop(η(ω)s ) ⊆ Πs([0, 1] × [0, 1]) ⊆ [0, 1 + eβ]
por lo que para cada n ∈ N existen como mucho cn,β intervalos I ∈ D(ω)n satisfaciendo
η(ω)s (I) , 0, donde cn,β ∈ N es una constante que, como ı´nfi=1,...,N ai > 0, puede ser toma-
da independientemente de ω. Entonces, para cada (ω, s) existe como minimo un I ∈ D(ω)n tal
que η(ω)s (I) ≥ 1cn,β , lo que implica que
1
cqn,β
≤ ı´nf
(ω,s)∈{1,...,N}N×S 1β
τn(ω, s).
Conclusio´n de la demostracio´n
El resto de la prueba del Teorema 147 sigue exactamente las mismas lineas de la prueba
del Teorema 145. En particular, (6.13) vale en la forma actual. Los detalles se dejan al lector
interesado.
6.4. Ejemplos y aplicaciones
6.4.1. El caso determinı´stico
Cuando hay solo N = 1 regla, obtenemos la siguiente consecuencia inmediata del Teore-
ma 145
Corolario 155. Sea { f j(x) = λRαx+ t j}kj=1, donde λ ∈ (0, 1), Rα es una rotacion en α ∈ [0, 2pi)
y t j ∈ R2 son translaciones. Sea η una medida en X∞ := {1, . . . , k}N tal que
η([uv]) ≤ K η[u] η[v]
para algu´n K > 1 y toda palabra finita u ∈ Xm, v ∈ Xn, y sea η la proyeccio´n de η bajo la
funcio´n de codificacio´n.
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Si α/pi es irracional, entonces para todo q ∈ (1, 2] y todo v ∈ S 1 vale que
Dq(Πvη) = mı´n(Dqη, 1),
y ma´s au´n la convergencia de − logC
q
Πvη
(n)
n(q−1) a mı´n(Dqη, 1) es uniforme sobre v ∈ S 1.
Demostracio´n. El sistema dina´mico (Y × S 1,S) degenera a una rotacio´n por α en el cı´rculo,
para la cual la medida de Lebesgue es ergo´dica. Esto es entonces un caso especial del Teorema
145.
Las medidas η satisfaciendo las hipo´tesis incluyen el producto de medidas (Bernoulli) en
X∞. Cuando η es Bernoulli, tenemos que η es una medida autosimilar en el conjunto auto-
similar correspondiente, por lo que en particular obtenemos la existencia y preservacio´n de
las dimensiones Lq de proyecciones de medidas autosimilares para sistemas iterados de fun-
ciones homoge´neos en el plano (para el cual la parte lineal contiene una rotacio´n irracional),
independientemente de los solapamientos. Para dimensio´n de Hausdorff es sabido que vale
incluso para sistemas no-homoge´neos [16,29]; a continuacio´n recuperaremos esto como otra
consecuencia del Teorema 145.
En una forma similar, tenemos la siguiente consecuencia de la demostracio´n del Teorema
147.
Corolario 156. Para (i, j) ∈ {1, . . . , k1} × {1, . . . , k2}, sea
fi, j(x, y) = (ax + ti, by + u j),
donde 0 < a < b < 1 y ti, u j ∈ R.
Para i = 1, 2, sea νi una medida en {1, . . . , ki}N tal que
νi([uv]) ≤ K νi([u]) νi([v]), (6.38)
para toda palabra u ∈ {1, . . . , ki}m, v ∈ {1, . . . , ki}n. Sea νi una proyeccio´n de νi bajo la
respectiva funcio´n de codificacio´n.
Si log a/ log b es irracional, entonces para todo t > 0,
Dq(ν1 ∗ Atν2) = mı´n(Dq(ν1) + Dq(ν2), 1),
donde Atx = tx, y ma´s au´n
− logC
q
ν1∗Atν2(n)
(q − 1)n → mı´n(Dq(ν1) + Dq(ν2), 1)
uniformemente sobre subconjuntos compactos de (0,+∞).
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Demostracio´n. Como no hay espacio de co´digos, la asuncio´n de ergodicidad en el Teorema
147 se reduce a Lb siendo ergo´dica para la funcio´n s 7→ s +β ln(b/a) en S 1β, donde β = ln(b−`)
y ` ∈ N es arbitrariamente grande (recordemos (6.7) y (6.8); tomamos r = 1 pues a < b).
Como log b/ log a es irracional, esos sistemas son isomorfos a una rotaciones irracionales
para algu´n valor de `, por lo tanto la afirmacio´n se sigue de la prueba del Teorema 147.
Esto extiende [43, Teorema 1.1], y la mayor parte de las generalizaciones de la Seccio´n
[43, Section 5]. Ma´s precisamente, permitimos superposiciones en la construccio´n, nuestras
medidas en las conjuntos de Cantor son ma´s generales, y obtenemos convergencia uniforme
sobre conjuntos compactos de escalas t.
6.4.2. Medidas autosimilares aleatorias
A continuacio´n volvemos al marco del Teorema 145 con N reglas diferentes, pero asu-
miendo que las medidas η(ω) tienen la siguiente estructura de producto. Para cada i ∈ {1, . . . ,N},
sea pi = (pi,1, . . . , pi,ki) un vector de probabilidades, y sea
η(ω) =
∞∏
n=1
pωi . (6.39)
Es inmediato que las propiedades (a)-(c) valen. (Recordar la Seccio´n 6.1). Sea µ una medida
ergo´dica para (Y,T), donde como de constumbre Y = {1, . . . ,N}N.
Queremos obtener una fo´rmula explı´cita para las dimensiones Lq de las proyecciones η(ω);
para esto, necesitamos asumir cierta condicio´n de separacio´n. Por simplicidad asumimos la
siguiente condicio´n de separacio´n fuerte:
para cada i ∈ {1, . . . ,N}, los discos f (i)1 (B), . . . , f (i)ki (B) son disjuntos, (6.40)
donde B = B[0,R] es una bola tal que f (i)j (B) ⊂ B para todo i, j, recordar la Seccio´n 6.1. El
siguiente Lema es standard, pero incluimos la demostracio´n.
Lema 157. Sea la familia η(ω) dada por (6.39), y supongamos que (6.40) vale. Entonces para
cada q > 1, la dimensio´n Lq de η(ω) = ∆ωη
(ω) existe y es constante en el conjunto de puntos
µ-gene´ricos ω, y esta´ dada por el valor
Dq(η(ω)) =
∫
log (pq
ω˜1,1
+ · · · + pq
ω˜1,kω˜1
) dµ(ω˜)
(q − 1) ∫ log(λω˜1) dµ(ω˜) . (6.41)
Demostracio´n. Para cada n ∈ N definamos
θn(ω) :=
∑
u∈X(ω)n
(
η(ω)(B(ω)u )
)q
.
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Notar que tenemos
Dq(η(ω)) = lı´m
n→∞
log θn(ω)
(q − 1) log(λω1 · · · λωn)
.
De hecho, esto se sigue de la definicio´n de L(ω)n en la ecuacio´n (6.11), y el hecho de que las
familias D(ω)n y {B(ω)u : |u| = n} son C-equivalentes en sop(η(ω)) para algu´n C > 0, razonando
como en la demostracio´n de la ecuacio´n (6.25).
Observar que en el n-e´simo paso de la construccio´n de C(ω) tenemos kω1 · · · kωn discos,
cada uno de medida pω1,i1 · · · pωn,in (para una eleccio´n dada de i j ∈ {1, · · · , kω j}). Entonces
θn(ω) =
∑
i1∈{1,··· ,kω1 }
· · ·
∑
in∈{1,··· ,kωn }
pqω1,i1 · · · pqωn,in
=
n∏
j=1
(pqω j,1 + · · · + p
q
ω j,kω j
).
Sea H(ω) := log (pqω1,1 + · · · + p
q
ω1,kω1
) (que es obviamente continua, pues depende solo de
ω1). Notemos entonces que log θn(ω) =
∑n
j=1 H(T j−1(ω)). Sea G el conjunto de puntos µ-
genericos. Si ω ∈ G, entonces
1
n
log θn(ω) −→
∫
H(ω˜) dµ(ω˜) =
∫
log (pq
ω˜1,1
+ · · · + pq
ω˜1,kω˜1
) dµ(ω˜). (6.42)
Similarente, fue probado en la demostracio´n del Lema 152 que para todo ω ∈ G,
log(λω1 · · · λωn)
n
−→
∫
log(λω˜1)dµ(ω˜). (6.43)
Ası´, por las ecuaciones (6.42) y (6.43), concluimos que
(q − 1)Dq(η(ω)) = lı´m
n→+∞
log θn(ω)
log(λω1 · · · λωn)
= lı´m
n→+∞
1
n log θn(ω)
1
n log(λω1 · · · λωn)
=
∫
log (pq
ω˜1,1
+ · · · + pq
ω˜1,kω˜1
) dµ(ω˜)∫
log(λω˜1) dµ(ω˜)
.
Esto concluye la demostracio´n.
Aplicando esto al caso en que µ es una medida de Bernoulli, obtenemos la siguiente
consecuencia del Teorema 145.
Corolario 158. Sea la familia η(ω) dada por (6.39), y supongamos que (6.40) vale. Sea r =
(r1, . . . , rN) un vector de probabilidad y sea µ la medida r-Bernoulli. Finalmete, asumamos
que αi/pi es irracional para algu´n i con ri > 0.
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Entonces para cada q ∈ (1, 2] y cada µ-gene´rico ω
Dq(Πvη(ω)) = mı´n(D(q), 1) para todo v ∈ S 1,
donde
D(q) =
∑N
i=1 ri log(p
q
i,1 + · · · + pqi,ki)
(q − 1) ∑Ni=1 ri log(λi) .
Ma´s au´n, la convergencia de − logC
q
Πvη(ω)
(n)
(q−1)n a mı´n(D(q), 1) es uniforme en v ∈ S 1.
Demostracio´n. La ergodicidad de µ×L para el skew-product dado en (6.4) es cla´sica cuando
µ es una medida de Bernoulli (asumiendo que algu´n αi/pi es irracional), ver por ejemplo [45,
Corolario 4.5]. La afirmacio´n es entonces inmediata del Teorema 145 y Lema 157.
6.4.3. Estimaciones uniformes para box-counting
Una cota superior en Cqµ(n) para q > 1 provee (vı´a desigualdad de Ho¨lder) una cota
inferior en el nu´mero de cubos en Dn que intersecan el sop(µ):
1 =
∑
I∈Dn
µ(I) ≤ #{I ∈ Dn : I ∩ sop(µ) , ∅}1/q′Cqµ(n)1/q. (6.44)
Junto con nuestros resultados principales, esto da cotas inferiores uniformes para “box-
counting”para las proyecciones de los soportes de las medidas en cuestio´n. Daremos un
ejemplo concreto.
Corolario 159. Sea A ⊂ R2 un conjunto autosimilar, esto es, A = ⋃ki=1 fi(A) para algunas
similaridades contractivas fi. Si la parte ortogonal de alguna fi es una rotacio´n irracional,
entonces para todo ε > 0 hay un δ > 0 tal que para todo n ∈ N y v ∈ S 1, la proyeccio´n ΠvA
interseca al menos δ 2(γ−ε)n intervalos en Dn, donde γ = mı´n{dimH(A), 1}.
Demostracio´n. Asumimos que fi(x) = λRα(x) + ti donde α/pi es irracional y, ma´s au´n, la
condicio´n de separacio´n fuerte vale. De hecho, cualquier conjunto autosimilar del plano A
para el cual una de las funciones generadoras contienen una rotacio´n irracional, contiene
conjuntos autosimilares de esta especial forma y dimensio´n arbitrariamente cerca de la de A,
ver por ejemplo [52, Lemma 4.2].
Si η es la medida (1k , . . . ,
1
k )-Bernoulli en {1, . . . , k}N, y η es su proyeccio´n en A vı´a la
funcio´n de codificacio´n, entonces es bien sabido que D2(η) = dimH(A) = log k/| log λ|. La
afirmacio´n ahora se sigue del Corolario 155 y (6.44).
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6.4.4. Proyecciones de medidas no-homogeneas autosimilares
Usamos una representacio´n integral de medidas autosimilares para recuperar un resultado
de [29] en la dimensio´n de Hausdorff de proyecciones de medidas planas auto-similares.
Sean f j(x) = λ jRα j(x) + t j, j = 1, . . . , k similaridades contractivas (es decir, λ j ∈ (0, 1)). Sea
p = (p1, . . . , pk) un vector de probabilidad y sea ν la medida autosimilar correspondiente. Es
decir, ν es la proyeccio´n de la medida p-Bernoulli ν bajo la funcio´n de codificacio´n ∆ dada
por
{∆(u)} =
∞⋂
n=1
fu1 · · · fun(B),
donde B es una bola suficientemente grande tal que f j(B) ⊂ B para todo j.
Fijemos un entero grande `. Para cada u ∈ {1, . . . , k}`, sea N j(u) que cuenta el nu´mero de
veces que el sı´mbolo j aparece en u, y escribamos N(u) = (N1(u), . . . ,Nk(u)). Notar que N
toma valores en
Σ :=
(`1, . . . , `k) : `i ≥ 0,∑
i
`i = `
 ⊂ {0, 1, . . . , `}k,
por lo tanto en particular #Σ ≤ (`+1)k (e´sta es una estimacio´n no muy delicada, pero suficiente
para nosotros; la idea en que tiene taman˜o polinomial en `).
Adema´s, si N(u) = N(v), entonces las funciones fu y fv tienen la misma parte lineal (y
posiblemente distintas traslaciones), donde como es usual fu = fu1 ◦ · · · ◦ fu` . Por lo tanto,
para cada σ ∈ Σ, { fu : N(u) = σ} es una regla va´lida en el sentido de la Seccio´n 6.1.
Nuestro objetivo es desintegrar ν sobre las fibras de la funcio´n
(un)n∈N 7→ (N(u( j−1)`+1 . . . u j`)) j∈N
que divide u en bloques de longitud ` y aplica N a cada bloque. Aunque dicha desintegra-
cio´n existe en un entorno muy general (ver por ejemplo [12, Capı´tulo 5]), en esta simple
configuracio´n hay una expresio´n explı´cita, que ahora describimos.
Para cada σ ∈ Σ, escribimos
rσ =
∑
u∈{1,...,k}`:N(u)=σ
pu1 · · · pu` =:
∑
u∈{1,...,k}`:N(u)=σ
pu.
Consideramos la probabilidad condicional pσ en la fibra {u ∈ {1, . . . , k}` : N(u) = σ}, ex-
tendida a todo {1, . . . , k}` asignando masa cero al complemento de la fibra. Formalmente,
pσ,u = pu/rσ if N(u) = σ, y pσ,u = 0 en otro caso.
Notar que uno puede muestrear una sucesio´n u = (u1, . . . , u`) de acuerdo con ν en la
forma siguiente: tomar σ ∈ Σ de acuerdo con el vector de probabilidad r; entonces tomar u
de acuerdo con el vector de probabilidad pσ. Gracias a la estructura producto de ν, esto se
extiende a sucesiones infinitas como sigue.
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Para cadaω ∈ ΣN, sea η(ω) la medida producto ∏∞i=1 pωi (esto es una medida en ({1, . . . , k}`)N,
la que podemos identificar con {1, . . . , k}N en forma cano´nica). Explicitamente,
η(ω)([u1, . . . , un`]) = pω1,(u1...u`) · · · pω j,(u(n−1)`+1,...,un`).
Finalmente, escribamos µ para la medida r-Bernoulli en ΣN.
Lema 160.
ν(·) =
∫
ΣN
η(ω)(·) dµ(ω).
Demostracio´n. Es suficiente chequear que ambas medidas coinciden en cualquier cilindro
A = [i1 . . . in`] =: [v1 . . . vn] donde v j = (i( j−1)`+1 . . . i j`) (como cualquier cilindro se parte
como una union finita de esos cilindros). Pero∫
η(ω)(A) dµ(ω) =
∫
ΣN
pω1,v1 · · · pωn,vn dµ(ω)
=
∫
ωi=N(vi)
pω1,v1 · · · pωn,vn dµ(ω)
=
n∏
j=1
rN(v j)
n∏
j=1
pN(v j),v j
=
n∏
j=1
pv j = ν(A).
Hemos definido las cosas para que las funciones de codificacio´n ∆ω coincidan con la
funcio´n de codificacio´n original ∆ para ν, despue´s de la identificacio´n usual de
(
{1, . . . , k}`
)N
con {1, . . . , k}N. Por lo tanto, se sigue del Lema anterior que tambie´n
ν =
∫
η(ω) dµ(ω). (6.45)
Esta es la desintegracio´n a la que nos referı´amos arriba, y es preservada bajo proyecciones
ortogonales.
Desafortunadamente, las dimensiones Lq no funcionan bien con las representaciones inte-
grales, pero la dimensio´n de Hausdorff si lo hace. Esto nos permite recuperar, vı´a una prueba
bastante diferente que evita la maquinaria de procesos con valores en medidas, el siguiente
resultado que fue primero obtenido en [29] (notemos, sin embargo, que los me´todos de [29]
se extienden a dimensiones ma´s altas, mientras que nuesto enfoque no sirve para dimensiones
d ≥ 3).
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Corolario 161. Supongamos que fi, p y ν son como arriba, y asumamos adema´s que la
condicio´n de separacio´n (6.40) vale. Entonces
dimH(Πvν) = mı´n{dimH ν, 1} para todo v ∈ S 1.
Demostracio´n. Se sigue de la definicio´n de dimensio´n de Hausdorff de una medida y de la
representacio´n (6.45) que si dimH(Πvη(ω)) ≥ s para µ-casi todo ω, entonces dimH(Πvν) ≥ s.
Mostraremos que lo anterior vale para todo v ∈ S 1 con un valor de s que puede hacerse
arbitrariamente cerca de mı´n{dimH ν, 1} tomando ` suficientemente grande.
Primero, la condicio´n de separacio´n implica que
dimH(ν) =
∑k
i=1 pi log(pi)∑k
i=1 pi log(λi)
=
∑
u∈{1,...,k}` pu log(pu)∑
u∈{1,...,k}` pu log(λu)
,
donde λu = λu1 · · · λuk , ver por ejemplo [11, Teorema 5.2.5].
Por otra parte, obtenemos del Corolario 158 que para todo ω µ-gene´rico, todo v ∈ S 1, y
todo q ∈ (1, 2],
dimH(Πvη(ω)) ≥ Dq(Πvη(ω)) = mı´n
(∑
σ∈Σ rσ log(
∑
u∈{1,...,k}` p
q
σ,u)
(q − 1) ∑σ∈Σ rσ log(λσ) , 1
)
,
donde λσ = λu para todo u tal que N(u) = σ. (Para la desigualdad de ma´s a la izquierda,
recordemos que la dimensio´n Lq con q > 1, es siempre una cota inferior para la dimensio´n de
Hausdorff.) Haciendo q→ 1+, y recordando las definiciones de rσ, pσ,u, tenemos que
dimH(Πvη(ω)) ≥ mı´n
(∑
σ∈Σ rσ
∑
u∈{1,...,k}` pσu log pσu∑
σ∈Σ rσ log(λσ)
, 1
)
= mı´n
(∑
u∈{1,...,k}` pu log(pu/rN(u))∑
u∈{1,...,k}` pu log(λu)
, 1
)
≥ mı´n(dimH ν, 1) −
∑
u∈{1,...,k}` pu log(rN(u))∑
u∈{1,...,k}` pu log(λu)
= mı´n(dimH ν, 1) −
∑
σ∈Σ rσ log(rσ)
`
∑k
i=1 pi log(λi)
≥ mı´n(dimH ν, 1) + log #Σ
`
∑k
i=1 pi log(λi)
≥ mı´n(dimH ν, 1) + k log(` + 1)
`
∑k
i=1 pi log(λi)
−→ mı´n(dimH ν, 1) as ` → ∞,
donde en la quinta lı´nea usamos que la entropı´a de un vector de probabilidad de longitud M
esta´ acotado por log M. Esto completa la demostracio´n.
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