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ЗАСТОСУВАННЯ НЕЙРОННИХ МЕРЕЖ АРХІТЕКТУРИ UNET, DEEPLABV3, 
PSPNET ДЛЯ СЕМАНТИЧНОЇ СЕГМЕНТАЦІЇ ОБЛИЧЧЯ НА ФОТОГРАФІЇ 
 
Анотація. У даній роботі досліджено можливість та доцільність 
застосування штучних нейронних мереж архітектури UNet, DeepLabV3, 
PSPNet для вирішення задачі семантичної сегментації обличчя на 
фотографії. Навчання мережі проводилося на датасеті Labeled Faces in the 
Wild (LFW) Part Labels Database. Семантична сегментація проводилася по 3 
класам: волосся, область обличчя, фон. В результаті дослідження вдалося 
досягти достатньо високої точності сегментації для мережі UNet (Mean 
IoU = 85.6%, Pixel Accuracy = 95.7%), що відповідає рівню найкращих 
реалізацій моделей на датасеті LFW, при цьому досліджена модель 
достатньо компактна, завдяки чому може використовуватися у мобільних 
та веб-додатках. 
Ключові слова: сегментація обличчя, штучні нейронні мережі, 
класифікація, LFW, UNet, Keras, обробка фотографій. 
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ПРИМЕНЕНИЕ НЕЙРОННЫХ СЕТЕЙ АРХИТЕКТУРЫ UNET, DEEPLABV3, 
PSPNET ДЛЯ СЕМАНТИЧЕСКОЙ СЕГМЕНТАЦИИ ЛИЦА НА ФОТОГРАФИИ 
 
Аннотация. В данной работе исследована возможность и 
целесообразность применения искусственных нейронных сетей 
архитектуры UNet, DeepLabV3, PSPNet для решения задачи семантической 
сегментации лица на фотографии. Обучение сети проводилось на 
датасете Labeled Faces in the Wild (LFW) Part Labels Database. 
Семантическая сегментация проводилась по 3 классам: волосы, область 
лица, фон. В результате исследования удалось достичь достаточно 
высокой точности сегментации для сети UNet (Mean IoU = 85.6%, Pixel 
Accuracy = 95.7%), что соответствует уровню лучших реализаций моделей 
на датасете LFW, при этом исследованая модель достаточно компактна, 
благодаря чему может использоваться в мобильных и веб-приложениях. 
Ключевые слова: сегментация лица, искусственные нейронные 
сети, классификация, LFW, UNet, Keras, обработка фотографий. 
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APPLYING UNET, DEEPLABV3, PSPNET NEURAL NETWORKS FOR 
SEMANTIC SEGMENTATION OF FACES ON PHOTO 
 
Abstract. This paper describes research on ability and feasibility of applying 
neural networks of UNet, DeepLabV3, PSPNet architectures in semantic 
segmentation of faces. The training was performed on Labeled Faces in the Wild 
(LFW) Part Labels Database. Semantic segmentation was performed by 3 classes: 
hair, face region, background. As the result of the research it was achieved fairly 
high level of segmentation accuracy for model UNet (Mean IoU = 85.6%, Pixel 
Accuracy = 95.7%) which is comparable with results of state of the art models on 
LFW dataset, meanwhile the trained model is compact enough to be appropriate for 
using in mobile and web applications. 
Keywords: semantic face segmentation, neural networks, classification, 
LFW, UNet, Keras, photo processing. 
 
1. Вступ 
Семантична сегментація зображень широко використовується у задачах 
комп’ютерного зору таких як пошук та виділення об’єктів, опис зображень, 
комплексне розуміння сцени та ін. Один із напрямків семантичної сегментації – 
сегментація обличчя, де задача полягає у правильному попіксельному 
назначенні класів елементам обличчя, таких як власне контур обличчя, ніс, 
рот, очі, волосся, тощо. Першими напрямками сегментації, які привернули 
увагу дослідників є семантична сегментація сцени й біомедичних зображень 
які можуть використовуватися, наприклад, для задач безпілотного керування 
транспортними засобами, чи автоматичної обробки біомедичних даних, таких 
як рентгенівські знімки. По зазначеним задачам навіть проводяться регулярні 
змагання, такі як PASCAL VOC challenge [1], що мотивує багатьох дослідників 
розвивати цю сферу. 
Семантична сегментація обличчя довгий час привертала менше уваги, 
але останні роки завдяки розвитку індустрії доповненої реальності й 
підвищенні потужності процесорів мобільних пристроїв стала комерційно 
вигідною задачею для розважальних додатків із віртуального нанесення 
макіяжу [2] й перенесення стилю [3], редагування рис обличчя, обмін 
обличчями [4], зміни зачісок, кольору волосся, додавання різноманітних масок 
та ефектів, тощо. Крім того семантична сегментація обличчя може 
використовуватися як один із способів розпізнавання обличь [5, 6], визначення 
виразу/емоцій [7], передбачення явної особистості [8]. 
Семантична сегментація обличь має рад складностей у зв’язку із 
наявністю багатьох змінних умов, що варто брати до уваги: різний колір шкіри, 
освітленість, якість фотографії, поза та вираз обличчя, додаткові об’єкти на 
фоні, тощо. Особливу складність представляє сегментація волосся[9] через 
його різноманіття форм, кольорів, розмитість контурів та можливу збіжність по 
кольору з фоном. 
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Зважаючи на більший рівень дослідженості сфери сегментації сцени, 
для цієї задачі було реалізовано більше моделей, тож у даній роботі було 
перевірено можливість та доцільність застосування декількох кращих моделей 
реалізованих для сегментації сцени (PSPNet [10], DeepLabV3 [11]) та 
біомедичних знімків (UNet [12]) у задачі сегментації обличчя. 
2. Пов’язані роботи  
Останні роки штучні нейронні мережі та їх модифікації стали 
використовуватися для більшості задач штучного інтелекту. Семантична 
сегментація – не виключення. На зміну «класичним методам» [13] прийшли 
алгоритми засновані спершу на повнозв’яних нейронних мережах, згодом – 
засновані на згорткових нейронних мережах(таких як AlexNet [14], VGGNet [15], 
GoogLeNet [16]), які на даний момент дають найкращі результати у задачах 
пов’язаних із обробкою зображень. 
Більшість робіт пов’язаних із семантичною сегментацією, що засновані 
на нейронних мережах використовують архітектуру автокодувальника із 
кодувальником – згортковою нейронною мережею й декодувальником – 
набором шарів оберненої згортки. У роботах останніх років було 
запропоновано підходи «розширеної згортки» [17] та «просторового 
пірамідального об'єднання» [11] для врахування контексту сцени. 
У багатьох роботах також використовується Conditional random fields 
для пост-обробки результатів, наприклад [18, 19]. 
У роботах [18, 19, 20] наведено перевірку точності сегментації на 
датасеті LFW, тож у даній роботі результати порівнюються із цими роботами. 
3. Особливості реалізації 
3.1. Навчальні дані 
Навчання проводилося на датасеті Labeled Faces in the Wild (LFW) Part 
Labels Database [21], адже це найбільший із публічно доступних датасетів який 
включає в собі 2927 пар фотографій лиця людей і відповідних їм результатів 
попіксельної сегментації. Фотографії зроблені для різних людей у різних позах, 
із різними об’єктами на фоні. На фотографіях сегментовані фон, шкіра обличчя 
(включаючи вуха і шию) й волосся(включаючи вуса й бороди за наявності).  
Під час навчання усі зображення було масштабовано до розміру 
64x64px для підвищення швидкості навчання, адже у межах дослідження 
розмір зображень був не суттєвим (для використання у реальних додатках 
можна провести повторне навчання нейронної мережі на більших зображеннях 
із налаштуваннями моделі які показали найкращі результати). 
При подачі зображень на вхід моделі із генератора з кожним 
зображенням ще додатково виконувалися випадкові модифікації (з метою 
уникнення перенавчання): поворот до 20°, можливо відображення по 
горизонталі, масштабування до 20%. 
Співвідношення тренувальної / валідаційної вибірки: 80% / 20% 
(зображення для відповідних вибірок обиралися випадковим чином). 
3.2. Метрики 
Під час навчання моделей у якості функції втрат використовувалася 
Categorical cross entropy. Вимірювання проводилось по метрикам: попіксельна 
точність (Precision) [22], Mean IoU (Jaccard Index) [23]. 
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Досліджувані моделі нейронних мереж було реалізовано мовою Python 
3.6 на фреймворку Keras [24] із Tensorflow backend [25] у відповідності до 
опису зазначеного у [10, 11, 12]. 
Експериментальним шляхом було виявлено що найбільшу точність дає 
розмір порції навчання (batch size) = 16 для UNet й 128 для Deeplabv3 та 
PSPNet (також було перевірено batch size = 8, 32, 64, 128, 256, 512). 
Експериментальним шляхом було виявлено що найбільшу точність дає 
оптимізатор Adadelta [26] (також було перевірено Nesterov accelerated gradient 
descent [27], Adam [28]). 
Для навчання кожної із досліджуваних моделей використовувалося 500 
епох. 
4. Отримані результати 
У результаті дослідження було виявлено що на датасеті LFW найкращі 
результати серед моделей PSPNet, DeepLabV3, UNet дає UNet. Порівняння 
отриманих результатів сегментації наведено у таблиці 1. 
Розмір навченої моделі UNet становить 65.4 Мб. 
Порівняння отриманих результатів із існуючими роботами наведено у 
таблиці 2. 
Приклад сегментації обличчя на навченій моделі UNet наведено  
на рис. 1. 
 
Рис. 1. Приклад результатів сегментації. 
 
Таблиця 1. Порівняння результатів сегментації PSPNet, DeepLabV3, 
UNet  
 Mean IoU, % Precision, % 
PSPNet 68.25 88.17 
DeepLabV3 80.00 93.87 
UNet 85.66 95.73 
 
Таблиця 2. Порівняння отриманих результатів із існуючими роботами  
 Mean IoU, % Precision, % 
[18] н/д 92.47 
[19] 88.82 96.67 
[20] н/д 94.82 
UNet у цій роботі 85.66 95.73 
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В результаті дослідження було виявлено, що серед моделей PSPNet, 
DeepLabV3, UNet найкращі результати для семантичної сегментації обличчя 
на фотографії при навчанні на датасеті LFW дає UNet. Причиною може бути 
те, що по-перше моделі PSPNet й DeepLabV3 мають значно більше шарів, тож 
для їх навчання необхідно більший датасет; по-друге моделі PSPNet, 
DeepLabV3 організовані таким чином щоб враховувати контекст сцени, який 
насправді є не дуже суттєвим у випадку сегментації фотографії де більшу 
частину займає обличчя людини.  
Навчена модель UNet показала досить вдалі результати, що відповідає 
рівню найкращих реалізацій моделей на датасеті LFW, що означає можливість 
та доцільність її використання у задачах семантичної сегментації обличчя на 
фотографії, проте все ж існують роботи [29] на приватних датасетах які 
показують ще вищі результати (до 94.8% Mean IoU). Тож за необхідності 
підвищення точності сегментації необхідно вдосконалити датасет (більше 
тренувальних даних, точніше розмічення пікселів). 
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