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a b s t r a c t
A graph is called bisplit if its vertex set can be partitioned into three stable sets I, Y
and Z such that Y ∪ Z induces a complete bipartite graph (a biclique). In this paper, we
investigate the edge vulnerability parameters of bisplit graphs. Let G = (Y ∪ Z, I, E)
be a noncomplete connected bisplit graph with minimum vertex degree δ(G). We prove
that its edge-connectivity is δ(G), and if |Z | ≥ |Y | ≥ 32 δ(G), then its edge-toughness is
min{δ(G), |E(G)||V (G)|−1 }. Examples are given to show that the condition cannot be dropped out.
Moreover, it is shown that if |Y ∪ Z | < 2δ(G), then the edge-integrity of G equals |V (G)|.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Throughout this paper we consider simple, finite and undirected graphs. For terminology and notation not defined here
we refer to Bondy and Murty [1]. Let G = (V , E) be a graph. The symbols κ(G), κ ′(G) and δ(G) denote the connectivity,
edge-connectivity and minimum degree of G, respectively. We use ω(G) for the number of components of G, and τ(G) for
the order of a largest component of G. A set S ⊆ V (S ⊆ E) is a vertex cut (edge cut), if ω(G− S) > ω(G). For two subsets S1
and S2 of V , we use [S1, S2] for the set of edges with one end in S1 and the other end in S2.
A graph is split if its vertex set can be partitioned into a clique and a stable (independent) set [2]. An undirected graph
G = (V , E) is bisplit, if its vertex set can be partitioned into three stable sets I, Y and Z such that Y ∪ Z induces a complete
bipartite graph (a biclique), where |Z | ≥ |Y | [3]. We denote a bisplit graph G by G = (Y ∪ Z, I, E). If N(I) 6= Y ∪ Z , say
v ∈ (Y ∪Z)\N(I), then by replacing I by I∪{v} and Y ∪Z by (Y ∪Z)\{v}, G can be rewritten as G = ((Y ∪Z)\{v}, I∪{v}, E),
in which N(I ∪ {v}) ⊆ (Y ∪ Z) \ {v}. Hence in the following we always assume that N(I) = Y ∪ Z for any bisplit graph
G = (Y ∪ Z, I, E).
There are several measures of vulnerability of a network. The vulnerability parameters one generally encounters
are connectivity and edge-connectivity, which measure the vulnerability of a graph. These two parameters give the
minimum cost to disrupt the network, but they do not take into account what remains after destruction. To measure the
vulnerability of networks more properly, some vulnerability parameters have been introduced and studied. Among them
are (edge-)toughness, (edge-)integrity, scattering number, (edge-)tenacity and several variants of (edge-)connectivity, each
of which measures not only the difficulty of breaking down the network but also the effect of the damage. In general, for
most of the aforementioned parameters, the corresponding computing problem is NP -hard. So it is of interest to give the
formulae or algorithms for computing these parameters for special classes of graphs. Here, for our purpose, we only give
the definitions of edge-toughness and edge-integrity of a graph. The edge-toughness of a noncomplete connected graph G,
denoted by t ′(G), is defined as
t ′(G) = min
{ |X |
ω(G− X)− 1 : X is an edge cut of G
}
.
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This concept, introduced by Gusfield [4], is motivated by the following theorem of Tutte and Nash-Williams [5,6]:
Theorem 1 ([5,6]). A graph G has k edge-disjoint spanning trees if and only if |X | ≥ k(ω(G − X) − 1) for every subset X of
E(G).
The edge-integrity I ′(G) of G = (V , E)was introduced by Barefoot et al. [7] and is defined as
I ′(G) = min{|X | + τ(G− X) : X ⊆ E}.
It is well known that split graphs have many interesting properties such as simple induced subgraph characterization,
linear time recognition as well as polynomial time algorithms for someNP -hard problems. Woeginger [8] proved that the
toughness of split graphs can be computed in polynomial time, and Zhang et al. [9] showed that the scattering number of
split graphs can also be computed in polynomial time. Recently, Zhang and Zhang [10] studied the edge vulnerability of split
graphs, and they prove the following results.
Theorem 2 ([10]). If G is a noncomplete connected split graph, then κ ′(G) = δ(G).
Theorem 3 ([10]). If G is a noncomplete connected split graph, then t ′(G) = min{δ(G), |E(G)||V (G)|−1 }.
Theorem 4 ([10]). Let G be a noncomplete connected split graph with minimum vertex degree δ(G). If δ(G) is greater than half
the size of its clique, then I ′(G) = |V (G)|.
In this paper, motivated by [10], we study similar problems for bisplit graphs. Replacing ‘‘clique’’ in the definition of split
graphs with ‘‘biclique’’, one obtains bisplit graphs. Despite the slight difference in definitions, these two classes of graphs
have quite different properties. But some attractive properties such as linear time recognition are still preserved, see [3].
Note that bisplit graphs form an intermediate class between 2-colorable (i.e., bipartite) and 3-colorable graphs, the
former can be recognized in linear time and the recognizing problem for the latter is NP -complete [11,12]. On the other
hand, as pointed out in [3], bisplit graphs are comparability graphs since they are transitively orientable. Therefore bisplit
graphs are between bipartite graphs and comparability graphs. Both the bipartite graphs and comparability graphs have
characterizations in terms of forbidden induced subgraphs. In view of the above two observations on bisplit graphs, in [3]
the authors studied recognition problem and the forbidden induced subgraph characterization problem for bisplit graphs.
In [3] an O(|V ||E|) time algorithm to recognize bisplit graphs is given, and later such an O(|V |2) time algorithm is obtained
in [13].
Our goal in this paper is to determine some edge vulnerability parameters of bisplit graphs. In Section 2, we prove that
κ ′(G) = δ(G) for a noncomplete connected bisplit graph G. In Section 3, subject to some condition, a formula for computing
the edge-toughness of noncomplete connected bisplit graphs is presented. In the last section,we show that if |Y∪Z | < 2δ(G),
then the edge-integrity of G equals |V (G)|.
Note that by definition the edge vulnerability of a complete graph is easy to determine. Also when investigating graph
parameters, it is clear thatwe only need to consider connected graphs. Hence, inwhat follows,wemay assume that all graphs
are noncomplete and connected. Moreover, if no ambiguities are likely to arise, we frequently omit any explicit reference
to the graph G by simply writing δ, κ and κ ′ etc.
2. Edge-connectivity of bisplit graphs
The following result is well known.
Lemma 1 ([1]). For any graph G, κ ≤ κ ′ ≤ δ.
Theorem 5. Let G = (Y ∪ Z, I, E) be a noncomplete connected bisplit graph.
(i) If |Y | ≥ δ, then κ = δ;
(ii) if |Y | < δ, then κ ≥ |Y |.
Proof. First suppose that |Y | ≥ δ and S∗ is a vertex cut of Gwith |S∗| < δ. Since |Y | ≥ δ, S∗ ∩ (Y ∪ Z) is also a vertex cut of
G. By the definition of bisplit graphs, there must be a vertex u ∈ I such that it is a component of G− (S∗ ∩ (Y ∪ Z)). Thus, we
have d(u) ≤ |S∗ ∩ (Y ∪ Z)| ≤ |S∗| < δ, a contradiction. It implies that κ ≥ δ and by Lemma 1, we have κ = δ. Let |Y | < δ.
Then G− S∗ is connected for any subset S∗ of V with |S∗| < |Y |, and therefore κ ≥ |Y |. 
Remark 1. The result of Theorem 5-(ii) is the best possible, as shown in the following example.
For a positive integer δ > 1, we construct a bisplit graph G = (Y ∪ Z, I, E)with δ(G) = δ and κ = |Y | as follows.
Let |Y | ≤ 23δ < δ, Z = {u1, . . . , u2(δ−|Y |)}, I = {v1, . . . , v2(δ−|Y |)}, N(vi) = Y ∪ {u1, . . . , uδ−|Y |} for i = 1, . . . , δ − |Y |
and N(vi) = Y ∪ {uδ−|Y |+1, . . . , u2(δ−|Y |)} for i = δ− |Y | + 1, . . . , 2(δ− |Y |). Then ω(G− Y ) = 2, therefore κ ≤ |Y |. In fact,
it is easy to see that κ = |Y |.
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Theorem 6. If G = (Y ∪ Z, I, E) is a noncomplete connected bisplit graph, then κ ′ = δ.
Proof. If |Y | ≥ δ, then κ ′ = δ by Theorem 5 and Lemma 1. So we assume that |Y | < δ. Suppose X∗ is an arbitrary edge cut
of G. Let G∗ be a smallest component (i.e., its order is smallest) of G−X∗ with |G∗| = i. If i ≤ δ, then |X∗| ≥ i(δ− (i−1)) ≥ δ
since |X∗| ≥ |[V (G∗), V (G)\V (G∗)]|. So assume that δ < i ≤ b |V (G)|2 c. Let |V (G∗)∩Y | = j, |V (G∗)∩Z | = s and |V (G∗)∩I| = t .
Then, by the definition of bisplit graphs, we have
|X∗| ≥ |[V (G∗), V (G) \ V (G∗)]|
= s(|Y | − j)+ j(|Z | − s)+ |[V (G∗) ∩ I, (Y ∪ Z) \ V (G∗)]| + |[(Y ∪ Z) ∩ V (G∗), I \ (V (G∗) ∩ I)]|
≥ s(|Y | − j)+ j(|Z | − s)+ t(δ − (s+ j))+ (|I| − t)(δ − (|Y | + |Z | − s− j)).
Since G∗ is a smallest component of G− X∗, it is impossible that both j = |Y | and s = |Z | hold at the same time.
Case 1. j = |Y | and s < |Z |.
If |Z | − s ≥ δ, then |X∗| ≥ j(|Z | − s) ≥ δ. If |Z | − s < δ, then |X∗| ≥ j(|Z | − s) + (|I| − t)(δ − (|Z | − s)). Since
δ < i = j+ s+ t ≤ b |V (G)|2 c, we have |I| > t and thus |X∗| ≥ |Z | − s+ δ − (|Z | − s) = δ.
Case 2. j < |Y | and s = |Z |.
Since |Z | ≥ |Y |, we have |I| > t , then |X∗| ≥ s(|Y | − j)+ (|I| − t)(δ − (|Y | − j)) ≥ δ.
Case 3. j < |Y | and s < |Z |.
If s+ j ≥ δ, then |X∗| ≥ s(|Y | − j)+ j(|Z | − s) ≥ s+ j ≥ δ. Recalling that j+ s+ t = i > δ, if s+ j < δ, then t > 0, and
therefore |X∗| ≥ s(|Y | − j)+ j(|Z | − s)+ t(δ − (s+ j)) ≥ δ. 
3. Edge-toughness of bisplit graphs
The edge-toughness of a graph can be used as a more refined measure of graph vulnerability than that based on edge-
connectivity [4]. We can see it from the definition of edge-toughness that the smaller the edge-toughness is, the more
vulnerable the graph is, i.e., more components will be created by fewer edge deletions. If graphs have the same edge-
connectivity, then we may use edge-toughness to compare these graphs. In the following, subject to some condition, we
show that the edge-toughness of bisplit graphs can be obtained directly from a formula.
Theorem 7. Let G = (Y∪Z, I, E) be a noncomplete connected bisplit graphwith |Z | ≥ |Y | ≥ 32δ. Then t ′(G) = min{δ, |E(G)||V (G)|−1 }.
Proof. Clearly, t ′(G) ≤ min{δ, |E(G)||V (G)|−1 }. Let X∗ be an arbitrary edge cut of G. In the following, wewill prove that |X
∗|
ω(G−X∗)−1 ≥
min{δ, |E(G)||V (G)|−1 } always holds.
By the definition of edge-toughness, we have t ′(G) ≥ 1 for any connected graph G. If δ = 1, then we have t ′(G) = δ = 1.
Hence we may assume that δ > 1.
Case 1. X∗ ⊆ [Y ∪ Z, I].
Obviously, there are two classes of components of G − X∗. One class contains only one component, which includes all
vertices of Y ∪ Z , while in the other class, every component is a vertex of I . Suppose that there are k2 components in the
second class. Then |X∗| ≥ k2δ and ω(G− X∗) = k2 + 1. Thus
|X∗|
ω(G− X∗)− 1 ≥
k2δ
(k2 + 1)− 1 = δ.
Case 2. X∗ ⊆ E(Y ∪ Z).
Denote the components of G− X∗ by G1, . . . ,Gk, and let B := Y ∪ Z, Bj = V (Gj) ∩ B for j = 1, 2, . . . , k. Since N(I) = B,
each component Gj must contain at least one vertex vj ∈ I . Clearly N(vj) ⊆ Bj. So δ ≤ d(vj) ≤ |Bj|.
We claim that |X∗| ≥ (k−1)δ. Note that B =⋃kj=1 Bj and B induces a complete bipartite graph. If Bi∩Y 6= ∅ and Bi∩Z 6= ∅
for some i ∈ {1, 2, . . . , k}, then |X∗| ≥ ∑j6=i |[Bi, Bj]| ≥ ∑j6=i |Bj| ≥ (k− 1)δ. Now assume that Bi ∩ Y = ∅ (i.e., Bi ⊆ Z) or
Bi ∩ Z = ∅ (i.e., Bi ⊆ Y ) for any i ∈ {1, 2, . . . , k}, say Bi ∩ Y = ∅ for i ∈ S and Bi ∩ Z = ∅ for i ∈ S¯ = {1, 2, . . . , k} \ S. It is
obvious that S 6= ∅ and S¯ 6= ∅. Thus |X∗| ≥∑i∈S |Bi|∑j∈S¯ |Bj| ≥ δ(k− 1)δ ≥ (k− 1)δ.
Now it follows that
|X∗|
ω(G− X∗)− 1 ≥
(k− 1)δ
k− 1 = δ.
Case 3. X∗ ∩ E(Y ∪ Z) 6= ∅ and X∗ ∩ [Y ∪ Z, I] 6= ∅.
As in the proof of Case 2, we denote the components of G− X∗ by G1, . . . , Gk. Let B = Y ∪ Z , and let Bj = V (Gj) ∩ B for
j = 1, . . . , k.
Case 3.1. |Bj| ≥ δ for some jwith 1 ≤ j ≤ k.
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Without loss of generality, we may assume that |Bj| ≥ δ for j = 1, . . . , k1, 0 < |Bj| < δ for j = k1 + 1, . . . , k1 + k2,
and |Bj| = 0 for j = k1 + k2 + 1, . . . , k1 + k2 + k3 = k. If Bj ⊆ Y (or Bj ⊆ Z) for j = 1, . . . , k1 and Bj ⊆ Z (or Bj ⊆ Y ) for
j = k1 + 1, . . . , k1 + k2, then it is easy to see that
|X∗| ≥ 1
2
(k1δk2 + k2k1δ)+ k3δ ≥ (k1 + k2 + k3 − 1)δ.
Thus
|X∗|
ω(G− X∗)− 1 ≥
(k1 + k2 + k3 − 1)δ
(k1 + k2 + k3)− 1 = δ.
If Bj ∩ Y 6= ∅ and Bj ∩ Z 6= ∅ for some jwith 1 ≤ j ≤ k1, and Bj ⊆ Z (or Bj ⊆ Y ) for j = k1 + 1, . . . , k1 + k2. Then, recalling
that |Z | ≥ |Y | ≥ 32δ,
|X∗| ≥ (k1 − 1)δ + k2 32δ + k3δ ≥ (k1 + k2 + k3 − 1)δ.
If Bj ⊆ Z (or Bj ⊆ Y ) for j = 1, . . . , k1, and Bj ∩ Y 6= ∅ and Bj ∩ Z 6= ∅ for some j with k1 + 1 ≤ j ≤ k1 + k2, then, setting
Bj ⊆ Z (or Bj ⊆ Y ) for j ∈ S ′, where S ′ ⊆ T := {k1 + 1, . . . , k1 + k2}, we have
|X∗| ≥ k1δ + (|T \ S ′| − 1)k1δ + |S ′|32δ + k3δ
≥ (k1 + k2 + k3 − 1)δ.
Thus, in both subcases, we obtain
|X∗|
ω(G− X∗)− 1 ≥ δ.
Hence, in the following we may assume that Bj ∩ Y 6= ∅ and Bj ∩ Z 6= ∅ for some jwith 1 ≤ j ≤ k1, and Bj′ ∩ Y 6= ∅ and
Bj′ ∩ Z 6= ∅ for some j′ with k1 + 1 ≤ j′ ≤ k1 + k2.
Case 3.1.1. k1 ≥ 1 and k2 = 1.
Since a complete bipartite graph has the greatest number of edges if the sizes of its partition sets are as equal as possible,
we obtain
|X∗| ≥
⌊
1
2
k1δ
⌋
+
⌈
1
2
k1δ
⌉
+ k3δ ≥ (k1 + k2 + k3 − 1)δ.
Thus
|X∗|
ω(G− X∗)− 1 ≥
(k1 + k2 + k3 − 1)δ
(k1 + k2 + k3)− 1 = δ.
Case 3.1.2. k1 = 1 and k2 > 1.
Case 3.1.2.1. |Bj| ≥ 2 for j = k1 + 1, . . . , k1 + k2 (or |B1| ≥ 2δ).
Combination of the arguments of Case 3.1.1 and that of Case 2 yields
|X∗| ≥ 2k2
⌊
δ
2
⌋
+ 2(k2 − 1)+ k3δ ≥ (k1 + k2 + k3 − 1)δ
(or |X∗| ≥ k2δ + k3δ ≥ (k1 + k2 + k3 − 1)δ when |B1| ≥ 2δ).
Thus
|X∗|
ω(G− X∗)− 1 ≥
(k1 + k2 + k3 − 1)δ
(k1 + k2 + k3)− 1 = δ.
Case 3.1.2.2. |Bj| = 1 for some jwith k1 + 1 ≤ j ≤ k1 + k2 and δ ≤ |B1| < 2δ.
Without loss of generality, we assume that |Bj| = 1 for j = k1 + 1, . . . , k1 + k′2, where 1 ≤ k′2 ≤ k2. Since a complete
bipartite graph has the greatest number of edges if the sizes of its partition sets are as equal as possible and |Z | ≥ |Y | ≥ 32δ,
we obtain
(i) if |B1| = δ = even or δ < |B1| < 2δ, then
|X∗| ≥ 2(k2 − k′2)
⌊ |B1|
2
⌋
+
⌊ |B1|
2
⌋
k′2 +
1
2
k′2
(
|Y | −
⌈ |B1|
2
⌉)
+
(⌈ |B1|
2
⌉
−
⌊ |B1|
2
⌋)(
(k2 − k′2)+
1
2
k′2
)
+ k3δ
≥ (k2 − k′2)|B1| +
k′2
2
(
|Y | +
⌊ |B1|
2
⌋)
+ k3δ
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≥ (k2 − k′2)δ +
k′2
2
(
3
2
δ + 1
2
δ
)
+ k3δ
= (k1 + k2 + k3 − 1)δ;
(ii) if |B1| = δ = odd, then similarly, we have
|X∗| ≥ δ + 1
2
(k2 − k′2)+
δ − 1
2
(k2 − k′2)+ k′2|Y | + k3δ ≥ (k1 + k2 + k3 − 1)δ.
Thus again
|X∗|
ω(G− X∗)− 1 ≥
(k1 + k2 + k3 − 1)δ
(k1 + k2 + k3)− 1 = δ.
Case 3.1.3. k1 > 1 and k2 > 1.
This case can be settled in a similar manner as in Case 3.1.2 by dividing it into two subcases: (i) |Bj| ≥ 2 for k1 + 1 ≤ j ≤
k1 + k2, (ii) |Bj| = 1 for k1 + 1 ≤ j ≤ k1 + k′2 and |Bj| ≥ 2 for k1 + k′2 + 1 ≤ j ≤ k1 + k2.
Case 3.2. |Bj| < δ for j = 1, 2, . . . , k1.
Suppose that |V (Gj)| ≥ 2 for j = 1, . . . , k1, |V (Gj)| = 1 and V (Gj) ⊆ B for j = k1 + 1, . . . , k1 + k2, and |V (Gj)| = 1 and
V (Gj) ⊆ I for j = k1 + k2 + 1, . . . , k1 + k2 + k3 = k. Then Gj contains at least one vertex of Bwhen j = 1, . . . , k1. If k1 = 0,
then X∗ = E(G) and ω(G− X∗) = |V (G)|. This implies
|X∗|
ω(G− X∗)− 1 =
|E(G)|
|V (G)| − 1 .
So we may assume that k1 ≥ 1. Let l = min{|Bj| : j = 1, 2, . . . , k1}. Without loss of generality, assume that |B1| = l and let
|V (G1)| = n1. If k1 = 1, since 0 < l < δ and |Z | ≥ |Y | ≥ 32δ, we have
|X∗| ≥ k2
⌊
l
2
⌋
+
(
|Z | −
⌈
l
2
⌉)(
|Y | −
⌈
l
2
⌉)
+ k3δ
≥ k2
⌊
l
2
⌋
+ 1
2
k2δ + k3δ
≥ k2
⌊
l
2
⌋
+ 1
2
k2(l+ 1)+ k3l
≥ (k1 + k2 + k3 − 1)l.
If k1 ≥ 2, then we have
|X∗| ≥ (k1 − 1)l+ k2
⌊
1
2
k1l
⌋
+ k2 − 1+ k3δ
≥ (k1 − 1)l+ k2l+ k3l
≥ (k1 + k2 + k3 − 1)l.
SettingX∗1 = X∗∪E(G1), we have either |X∗1 | ≤ |X∗|+(n1−l)l ≤ |X∗|+l(n1− l+12 ) (if l = 1) or |X∗1 | ≤ |X∗|+( 12 l)2+(n1−l)l ≤
|X∗| + l(n1 − l+12 ) (if l ≥ 2), and ω(G− X∗1 ) = ω(G− X∗)+ n1 − 1. Therefore,
|X∗|
ω(G− X∗)− 1 −
|X∗1 |
ω(G− X∗1 )− 1
≥ |X
∗|
(k1 + k2 + k3)− 1 −
|X∗| + l(n1 − l+12 )
(k1 + k2 + k3)− 1+ n1 − 1
= (n1 − 1)|X
∗| − (k1 + k2 + k3 − 1)l(n1 − l+12 )
(k1 + k2 + k3 − 1)(k1 + k2 + k3 + n1 − 2) ≥
(k1 + k2 + k3 − 1)l[(n1 − 1)− (n1 − l+12 )]
(k1 + k2 + k3 − 1)(k1 + k2 + k3 + n1 − 2) .
Since k1, l are positive integers and k2, k3 are nonnegative integers, we have n1 − 1 ≥ n1 − l+12 . Therefore, (k1 + k2 + k3 −
1)l((n1 − 1)− (n1 − l+12 )) ≥ 0 and
|X∗|
ω(G− X∗)− 1 ≥
|X∗1 |
ω(G− X∗1 )− 1
.
If k1 = 1, then X∗1 = E(G) and ω(G− X∗1 ) = |V (G)|, and
|X∗|
ω(G− X∗)− 1 ≥
|X∗1 |
ω(G− X∗1 )− 1
= |E(G)||V (G)| − 1 .
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If k1 > 1, then by assumption each component of G− X∗1 has fewer than δ vertices and G− X∗1 has k1 − 1 components with
at least two vertices. Repeating the above process, we can get a sequence of edge cuts X∗1 , . . . , X
∗
k1
such that
|X∗|
ω(G− X∗)− 1 ≥
|X∗1 |
ω(G− X∗1 )− 1
≥ · · · ≥ X
∗
k1
ω(G− X∗k1)− 1
,
where X∗k1 = E(G) and ω(G− X∗k1) = |V (G)|. Hence again
|X∗|
ω(G− X∗)− 1 ≥
|E(G)|
|V (G)| − 1 .
This settles Case 3.2 and completes the proof of the theorem. 
Remark 2. The result in Theorem 7 is the best possible in the sense that the condition |Z | ≥ |Y | ≥ 32δ cannot be dropped
out, as shown in the following examples.
For an even integer δ > 0, we construct a bisplit graph G = (Y ∪ Z, I, E) with δ(G) = δ, |Y | = |Z | = 32δ − 1 and
t ′(G) < min{δ, |E(G)||V (G)|−1 } as follows.
Let Y = {u1, . . . , u 3
2 δ−1}, Z = {u
′
1, . . . , u
′
3
2 δ−1
}, I = {v1, v2, v′1, . . . , v′k}, N(v1) = {u1, . . . , uδ−1, u′1}, N(v2) =
{u′1, . . . , u′δ−1, u1} and N(v′i) = {uδ, . . . , u 32 δ−1, u
′
δ, . . ., u
′
3
2 δ−1
} for i = 1, . . . , k, where k is a sufficiently large integer.
Setting X∗ = E(G)− E(G− {u1, . . . , uδ−1, u′1, . . . , u′δ−1, v1, v2}), then we have
t ′(G) ≤ |X
∗|
ω(G− X∗)− 1 =
2δ
(
δ − ( 12 − 12δ ))
2δ
= δ −
(
1
2
− 1
2δ
)
< δ
and
|X∗|
ω(G− X∗)− 1 <
( 3
2δ − 1
)2 + (k+ 2)δ
3δ + k− 1 =
|E(G)|
|V (G)| − 1
for sufficiently large k. Hence for sufficiently large k, t ′(G) < min{δ, |E(G)||V (G)|−1 }.
For an odd integer δ > 1, we construct a bisplit graph G = (Y ∪ Z, I, E) with δ(G) = δ, |Y | = |Z | = 12 (3δ − 1) and
t ′(G) < min{δ, |E(G)||V (G)|−1 } as follows.
Let Y = {u1, . . . , u 1
2 (3δ−1)}, Z = {u
′
1, . . . , u
′
1
2 (3δ−1)
}, I = {v1, v2, v′1, . . . , v′k}, N(v1) = {u1, . . . , uδ−1, u′1}, N(v2) =
{u′1, . . . , u′δ} and N(v′i) = {uδ, . . . , u 12 (3δ−1), u
′
δ+1, . . . , u
′
1
2 (3δ−1)
} for i = 1, . . . , k, where k is a sufficiently large integer.
Again setting X∗ = E(G)− E(G− {u1, . . . , uδ−1, u′1, . . . , u′δ, v1, v2}), we have
t ′(G) ≤ |X
∗|
ω(G− X∗)− 1 =
δ
(
2δ + 12 + 12δ
)
2δ + 2− 1 < δ,
and
|X∗|
ω(G− X∗)− 1 <
( 1
2 (3δ − 1)
)2 + (k+ 2)δ
3δ + k =
|E(G)|
|V (G)| − 1
for sufficiently large k. Hence again t ′(G) < min{δ, |E(G)||V (G)|−1 }when k is large enough.
Note that |Y ||Z | ≥ (|Y | + |Z | − 1)δ implies that |E(G)||V (G)|−1 ≥ |Y ||Z |+|I|δ|Y |+|Z |+|I|−1 ≥ δ. Hence we have the following corollary.
Corollary 1. Let G = (Y ∪Z, I, E) be a noncomplete connected bisplit graph with |Z | ≥ |Y | ≥ 32δ. If |Y ||Z | ≥ (|Y |+|Z |−1)δ,
then t ′(G) = δ. 
4. Edge-integrity of Bisplit graphs
It is well known that the problem of computing the edge-integrity of general graphs isNP -hard [14].
Theorem 8 ([15]). Let G be a graph of diameter 2. Then I ′(G) = |V (G)|.
It is easy to see that the diameter of every bisplit graph is at most 4. For a bisplit graph G = (Y ∪ Z, I, E), if |Y ∪ Z | < 2δ,
then its diameter is 2. So we have
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Theorem 9. Let G = (Y ∪ Z, I, E) be a noncomplete connected bisplit graph with minimum vertex degree δ. If |Y ∪ Z | < 2δ,
then I ′(G) = |V (G)|. 
Remark 3. The result in Theorem 9 is the best possible. For a positive integer δ ≥ 1, we construct a bisplit graph
G = (Y ∪ Z, I, E)with δ(G) = δ, |Y ∪ Z | = 2δ and I ′(G) < |V (G)| as follows.
Let Y = {u1, . . . , uδ}, Z = {u′1, . . . , u′δ}, I = {v1, . . . , vδ2−δ+1, v′1, . . . , v′δ2−δ+1} and N(vi) = {u1, . . . , uδ}, N(v′i) =
{u′1, . . . , u′δ} for i = 1, . . . , δ2−δ+1. Setting X∗ = E(Y∪Z), we have I ′(G) ≤ |X∗|+τ(G−X∗) = 2δ2+1 < 2δ2+2 = |V (G)|.
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