We propose rectified factor networks (RFNs) as generative unsupervised models, which learn robust, very sparse, and non-linear codes with many code units. RFN learning is a variational expectation maximization (EM) algorithm with unknown prior which includes (i) rectified posterior means, (ii) normalized signals of hidden units, and (iii) dropout. Like factor analysis, RFNs explain the data variance by their parameters. For pretraining of deep networks on MNIST, rectangle data, convex shapes, NORB, and CIFAR, RFNs were superior to restricted Boltzmann machines (RBMs) and denoising autoencoders. On CIFAR-10 and CIFAR-100, RFN pretraining always improved the results of deep networks for different architectures like AlexNet, deep supervised net (DSN), and a simple "Network In Network" architecture. With RFNs success is guaranteed.
Introduction
The advent of deep learning (Hinton & Salakhutdinov, 2006; Bengio et al., 2007) and its success in both academic challenges and industrial applications is to a large part based on better input representations compared to previous approaches (Sutskever et al., 2014; Dahl et al., 2012; Krizhevsky et al., 2012; Graves et al., 2013; Ciresan et al., 2012) . These representations are sparse, highly overcom-plete, and hierarchical. Input codes at higher levels capture more complex and higher non-linear explanatory factors of the observed input . Rectified linear units (ReLU) (Nair & Hinton, 2010; Glorot et al., 2011; Zeiler et al., 2013) and dropout Warde-Farley et al., 2013; Baldi & Sadowski, 2014) are techniques to obtain very sparse representations. Beyond complex and abstract representation on different levels, in particular these sparse representations increased the performance of deep learning architectures. Sparse representations were originally motivated by findings in sensory neural systems and are well known objectives in machine learning (Olshausen & Field, 1996; Hinton & Ghahramani, 1997; Girolami, 2001) . The key advantage of sparse representations is that dependencies between coding units are much easier to model and much easier to interpret. Most importantly, distinct concepts are much less likely to interfere in sparse representations. Using sparse representations, structures in data often break down to co-occurrences of features, i.e. features that are simultaneously present in samples. In bioinformatics sparse codes excelled in biclustering of gene expression data (Hochreiter et al., 2010) and in finding DNA sharing patterns between humans and Neanderthals (Hochreiter, 2013) . Successful deep learning methods like autoencoders and restricted Boltzmann machines (RBMs) construct highly overcomplete sparse representations with hundreds or thousands of coding units.
Our goal is to advance sparse, overcomplete, and hierarchical representations by generative models like factor analysis for: (1) modeling the input noise, (2) decorrelating the hidden units, (3) estimating the information content in hidden units. Consequently, noisy input components are arXiv:1502.06464v1 [cs. LG] 23 Feb 2015 down-weighted during learning and coding units regard the noise in the detected patterns. In contrast, highly predictive inputs are up-weighted and thereby allow identifying interesting parts in the input. Decorrelation leads to a better coverage of the feature space and forces more variety into hidden units. Thus, rare and small input structures are more likely to be detected. Furthermore, the sparseness of hidden units is increased by decorrelation, since sparse variables have low correlations as known from independent component analysis. High information content of a hidden unit is reflected by a large activation which in turn hints at higher specificity, higher precision, or a more consistent input structure.
However generative models with many sparse hidden units face several severe problems. First, generative models prefer to explain parts of data by noise instead of a small signal. Since additive noise assumes equal noise for each sample, small or rare signals are explained away by noise. The second problem is that sparse priors like Laplacians for the coding units are computationally very expensive when calculating the code for a new input (Olshausen & Field, 1996; Hoyer, 2004; Rozell et al., 2008; Gregor & LeCun, 2010) . The representation of the input is the mean of the posterior, which is for standard factor analysis a linear mapping of the input. However, standard factor analysis yields neither sparse nor non-linear codes as required for stacking. On the other hand, for non-Gaussian priors, the computation of the posterior mean of a new input requires either to numerically solve an integral or to iteratively update a variational parameter (Girolami, 2001; Palmer et al., 2006) . Variational updates are expensive as they have to compute the inverse of the hidden units' empirical covariance matrix. Furthermore, generative models with sparse priors do not ensure sparse posterior means. For example, rectified factor analysis, which rectifies Gaussian priors and selects models using a variational Bayesian learning procedure, does not yield sparse posteriors (Harva & Kaban, 2005; . We propose rectified factor networks (RFNs) which possess the advantages of generative models but still construct sparse codes with many coding units.
Rectified Factor Network
A rectified factor network (RFN) consists of a single or stacked factor analysis model(s) with many sparse, nonlinear hidden units (factors) . The factor analysis model is v = W h + .
(1)
The prior h ∼ N (0, I) on the hidden units h ∈ R l , i.e. the factors, and the noise ∼ N (0, Ψ) on visible units v ∈ R m , i.e. the input or observations, are independent. The model parameters are the weight (factor loading) matrix W ∈ R m×l and the noise covariance matrix Ψ ∈ R m×m . We assume diagonal Ψ to explain correlations between input components by the hidden units (signal) and not by correlated noise. The factor analysis model is depicted in Fig. 1 . Given the mean-centered data {v} = {v 1 , . . . , v n } and the covariance matrix C = 1 n n i=1 v i v T i , we base RFN learning on the expectation maximization (EM) update for maximizing the likelihood of the factor analysis model. In the EM algorithm, the hidden unit posterior p(h i | v i ) is Gaussian with mean µ hi|vi and covariance matrix Σ hi|vi . The posterior is computed in the E-step for the old parameters (W , Ψ) which are then updated in the M-step. See supplementary Section S10 for maximum likelihood factor analysis.
We modify this EM algorithm with respect to four issues: (i) rectifying the posterior values (enforcing non-negative means) leads to sparse and non-linear codes; (ii) normalizing the posterior values (signal part of the posterior) across data samples increases the information in the coding units and keeps the reconstruction error low; (iii) dropout of posterior means regularizes and increases sparseness; (iv) gradient descent update in the M-step in the Newton direction allows stochastic updates by mini-batches and dropout while ensuring efficient implementations on GPUs. Rectifying can be implemented by the posterior constraint method (Ganchev et al., 2010; Graca et al., 2007) . The posterior constraint method minimizes the Kullback-Leibler distance between the variational distribution and the posterior with particular constraints on the posterior. In our case the constraints are non-negative posterior means. However, this approach leads to a constraint quadratic (in the number of factors) optimization problem for computing the posterior means (see supplementary Section S6.1). Hence, the posterior constraint method is computationally too complex for codes with many units. Furthermore, normalization, which is essential for our approach, cannot be realized by posterior constraints. Instead of the Kullback-Leibler distance of the posterior constraint method, we minimize the Fréchet distance (Fréchet, 1957) between the variational distribution and the posterior under the constraint of non-negative posterior means (see supplementary Section S6.2). The RFN learning algorithm with learning rates η Ψ and η W , dropout rate d, and the lower bound Ψ min on Ψ kk is
Rectifier: µ hi|vi j = max 0, µ hi|vi j Normalizer: 1 n i µ hi|vi 2 j = 1
Dropout: µ hi|vi j = δ µ hi|vi j , Pr(δ = 0) = d E-step2: 
Analysis of RFN Learning
In this section RFN learning is analyzed and justified. The RFN objective is unknown because the modification of the posterior disconnects any prior from the posterior. The modified posterior also has a prior but it is not known, thus the likelihood cannot be computed. First, we show via a fixed point analysis that trained RFN models explain the data variance via noise and signal like factor analysis. Next, RFN learning is formulated as a variational EM algorithm that maximizes the data likelihood for an unknown prior. Finally, we derive the Newton update rule that is used by RFN learning.
Fixed Point
We derive a fixed point of the algorithm which is independent of the posterior modification. The fixed point solution explains the variation in the data by noise and signal like factor analysis. How much data variance is explained by signal and how much by noise depends on the information in the hidden units about the input. The following theorem states that the RFN model explains the data covariance matrix C by a noise part Ψ and a signal part W S W T , where S is an estimate of the second moments of the hidden units.
Theorem 1 (Fixed Point). For fixed points of RFN learning with full Ψ update holds
Proof. The fixed point equation for the W update is
where the last equation is obtained by multiplying the previous from the right hand side by W T . The fixed point equation for the full (not only diagonal) Ψ update is
(3) and obtain the equation of the theorem.
Like with standard factor analysis, the data variance is explained by the model via the parameters Ψ (noise) and W (signal). In contrast to standard factor analysis, the second moment S of the unknown prior is estimated. With dropout and mini-batches, µ hi|vi become random variables and U and S are replaced by their expectations.
How much data variation is explained by signal W S W T and how much is explained by noise Ψ depends on (a) the model complexity like the number of factors, (b) the measurement noise on the visible units, and (c) the amount of information about the visible units v that is coded in the hidden units µ h|v . If µ hi|vi contains sufficient amount of information about v i , then the fixed point equation can be fulfilled when restricting Ψ to a diagonal matrix. We ensure sufficient amount of information in the hidden units by minimizing the Fréchet distance between the variational distribution and the posterior. That a diagonal Ψ is sufficient, can be shown by a large U stemming from correlated v i and µ hi|vi . A large U leads to a large W which in turn keeps both Σ hi|vi and Ψ small. Ψ is basically the least squares error (see more details in the supplementary Section S8).
Variational EM
The following theorem states that RFN learning can be described as a variational EM algorithm (Ghahramani & Hinton, 1998; Neal & Hinton, 1998; Jordan et al., 1999; Beal, 2003; Girolami, 2001; Palmer et al., 2006) .
Theorem 2 (variational EM). Learning rectified factor networks (RFNs) is equivalent to a variational expectation maximization (EM) algorithm for factor analysis with an unknown prior on the factors.
Proof. We consider maximum likelihood factor analysis with a variational EM algorithm. The Gaussian prior is parametrized by the variational parameter ξ:
Using a variational distribution Q(h | v), the data likelihood can be bounded:
where D KL denotes the Kullback-Leibler divergence.
(Ŵ ,Ψ,ξ) are the parameters that describe Q(h | v), while (W , Ψ) are the parameters of the posterior p(v | h), and ξ are the parameters of the prior p(h). The variational EM maximizes F in its M-step with respect to the parameters (W , Ψ) and in its E-step with respect to Q given by (Ŵ ,Ψ,ξ). The posterior p(h | v) is a Gaussian with following mean and covariance matrix:
The variational EM minimizes in its E-step
. We approximate the unknown posterior
which is the posterior of the model with Gaussian prior p(h; ξ) for some ξ i . µ Q is the result of RFN learning after steps (i)-(iii): rectifying, normalizing, and dropout. We set µ h|v = µ Q and solve Eq. (7) for ξ:
See more details in the supplementary Section S7. In the variational EM, the distribution Q is a variational approximation to the posterior (Ghahramani & Hinton, 1998) .
Also RFN learning approximates the posterior of a prior which can be expressed by a parametrized family of shifted Gaussians.
RFN learning estimates ξ via µ Q , which allows to approximate the prior by
S estimates the second moment of the prior via Q, which is an exact approximation of the posterior after learning converged. The RFN objective is to maximize
Thus, the M-step minimizes the reconstruction error weighted by Ψ for given hidden activations µ. See more details on the RFN objective in supplementary Section S9.
Gradient Descent Update Rule
For RFN learning, we derive the gradient descent update rule in the Newton direction. The M-step maximizes the objective
The Hessian H W of ( 2 n log L) with respect to W as a vector is:
where ⊗ is the Kronecker product of matrices. For the product of the negative inverse Hessian with the gradient we have:
Thus, if we apply a Newton update then the update direction for W in the M-step is
We recover the exact EM update if the learning rate is 1. The Newton update converges fast, but comes at the cost of inverting S. For large S matrices, ∆W = U − W S is an alternative update rule, though it converges slower.
The Hessian H Ψ of ( 2 n log L) with respect to Ψ as a vector is a diagonal matrix with [H Ψ ] ij = 0 for i = j and for i = j:
Since we maximize the bound, we have to ensure that the Hessian is negative definite, that is,
For another approach see supplementary Section S5.2. The Newton update direction is:
Again we recover the EM update if the learning rate is 1.
Experiments

Comparison of RFNs to Other Unsupervised Methods
In this section, we assess the performance of rectified factor networks (RFNs) as unsupervised methods for data representation. The number of components are fixed to 50 for each method. We compare
(1) RFN: rectified factor networks, (2) RFNn: RFNs without normalization, (3) DAE: denoising autoencoders with rectified linear units, (4) RBM: restricted Boltzmann machines with Gaussian visible units and hidden binary units, (5) FAsp: factor analysis with Jeffrey's prior (p(z) ∝ 1/z) on the hidden units which is sparser than a Laplace prior, (6) FAlap: factor analysis with Laplace prior on the hidden units, (7) ICA: independent component analysis by FastICA (Hyvärinen & Oja, 1999) , (8) SFA: sparse factor analysis with a Laplace prior on the parameters, (9) FA: standard factor analysis, and (10) PCA: principal component analysis.
We generated nine different benchmark datasets (D1 to D9), where each dataset consists of 100 instances for averaging the results. Each instance consists of 100 samples and 100 features resulting in a 100×100 data matrix. Into these data matrices, structures are implanted as biclusters (Hochreiter et al., 2010) . A bicluster is a pattern across a particular number of features which is found in a particular number of samples. The size of the bicluster is given by the number of features that form the pattern and by the number of samples in which the pattern is found. The datasets had different noise levels and different bicluster sizes. We considered large and small bicluster sizes, where large biclusters have 20-30 samples and 20-30 features, while small biclusters have 3-8 samples and 3-8 features. The signal strength (scaling factor) of a pattern in a sample was randomly chosen according to the Gaussian N (1, 1). Finally, to each data matrix background noise was added, where the noise is distributed according to a zero-mean Gaussian with standard deviation 1, 5, or 10. The datasets are described in Tab. 1. Table 1 . Overview over the datasets. Shown is the background noise ("noise"), the number of large biclusters (n1), and the number of small biclusters (n2). D1 D2 D3 D4 D5 D6 D7 D8 D9 noise 1 5 10 1 5 10 1 5 10 n 1 10 10 10 15 15 15 5 5 5 n 2 10 10 10 5 5 5 15 15 15
We evaluated the methods according to the sparseness of the components. Sparseness is the percentage of the components for which their absolute value is smaller than 0.01. We aim at very sparse representations. The second criterion is the reconstruction error when reconstructing the input from the values of the hidden units. For computing the reconstruction error, we used the Frobenius norm of the matrix difference between reconstructed matrix and data matrix. Thus, we used the sum of the squared reconstruction errors across samples. We aim at keeping the information of the input in the hidden units. If applicable, the third criterion is the error in modeling the covariance by the generative model. Again we used the Frobenius norm of the matrix difference between model covariance matrix and data covariance matrix. We aim at representing the covariance structure of the data by the model parameters. See supplementary sections S3 and S4 for more details on the data and supplementary Section S2 for information on hyperparameter selection for the different methods. The results are given in Tab. 2 by the mean over 100 instances for each dataset. In the supplementary Section S3 we also confirm the result for models with 100 and 150 coding units. Furthermore, we confirmed the results for different noise levels (See supplementary Section S4). RFNs yield the most sparse code with a low reconstruction error and a good approximation of the covariance matrix. 
Unsupervised Pretraining for Permutation Invariant Networks
In this section, we assess the performance of rectified factor networks (RFNs) as a pretraining procedure for the first layers of deep networks. We stacked RFNs in the same way as described by Vincent et al. (2010) , namely first training a single layer RFN and then passing the resulting representation as input for training to the next RFN. We conducted experiments with deep network architectures where the first layer was pretrained by RFNs (RFN-1). We also tested few architectures, where we stacked 3 RFNs giving a 3-layered RFN. The classification performance of deep networks with RFN pretrained layers was compared to (i) support vector machines, (ii) deep networks pretrained by stacking denoising autoencoders (SDAE), (iii) stacking regular autoencoders (SAE), (iv) restricted Boltzmann machines (RBM), and (v) stacking restricted Boltzmann machines (DBN).
The benchmark datasets are from previous publications (LeCun et al., 2004; Vincent et al., 2010; Larochelle et al., 2007; Krizhevsky, 2009 ) and contain: (i) MNIST (original MNIST), (ii) basic (a smaller subset of MNIST for training), (iii) bg-rand (MNIST digits with random noise background), (iv) bg-img (MNIST digits with random image background), (v) rect (discrimination between tall and wide rectangles), (vi) rect-img (discrimination between tall and wide rectangular images overlayed on different background images), (vii) convex (discrimination between convex and concave shapes), (viii) CIFAR-10 (60k 32x32 color images in 10 classes, with 6k images per class), and (ix) NORB (29,160 stereo image pairs of 50 toys belonging to 5 generic categories). The dataset characteristics in terms of size of training, validation and test set is given in the second column of Tab. 3. In all experiments we apply no further data preprocessing except median centering and learn the representation in an unsupervised fashion. We followed Vincent et al. (2010) and selected the models based on the validation set performance. The RFNs have as possible hyperparameters: (i) the number of units in the layers from {1024, 2048, 4096} and (ii) the dropout rate from {0.0, 0.25, 0.5, 0.75}. The learning rates were fixed to η W = 0.1 and η Ψ = 0.01 which we found to be well suited for RFN learning on separate artificial toy datasets, where the task was to find biclusters (Hochreiter et al., 2010) . For supervised fine-tuning with stochastic gradient descent, we selected the learning rate from {0.1, 0.01, 0.001}, the masking noise from {0.0, 0.25}, and the number of layers from {1, 3}. Again following Vincent et al. (2010) , fine-tuning was stopped early, where the stopping time was selected based on the validation set performance.
The results of the comparison of deep networks with RFN pretrained low layers and other models are given in Tab. 3, while Fig. 2 shows some examples of the learned filters. The test error rate is reported for seven classification problems. A 95% confidence interval is computed according to Vincent et al. (2010) . The result of the best performing method is given in bold, as well as the result of those methods for which confidence intervals overlap. In only one case RFN low layer pretraining was significantly worse than the best method but still the second best method. In six out of the nine experiments RFN low layer pretraining performed best, where in four cases it was significantly better than all other methods.
Unsupervised Pretraining for Convolution Networks
As convolutional networks are the state-of-the-art in vision, we assess the performance of RFNs for pretraining the first layer of deep convolutional networks on two benchmark datasets: CIFAR-10 and CIFAR-100. We do not use RFNs for pretraining the whole network but only the first layers. All higher layers are randomly initialized as described in the publications where they were introduced.
We conducted experiments with three deep convolutional network architectures where the first convolution layer is pretrained by RFNs: (i) the AlexNet , (ii) Deeply Supervised Networks (DSN) (Lee et al., 2014) , and (iii) our 5-Convolution-Network-In-Network (5C-NIN) similar to Lin et al. (2013) 's Network In Networks. Next, we describe the datasets and the architecture of the 5C-NIN net.
The CIFAR datasets contain 60k RGB-color images of size 32x32, divided in into 50k training and 10k testing images, split between 10 and 100 categories, respectively. Both datasets were preprocessed in the same way as described by Goodfellow et al. (2013) , namely by global contrast normalization and ZCA whitening. Additionally, the datasets were augmented by padding the images with four zero pixels at all sides. For data augmentation, at the beginning of every epoch, images in the training set were distorted Table 3 . Comparison of deep networks with first layers pretrained by RFNs and other models. Test error rate on all considered classification problems is reported together with a 95% confidence interval. The result of the best performing method is given in bold, as well as those for which confidence intervals overlap. The first column gives the dataset, the second the size of training, validation and test set, the last column indicates the number of hidden layers of the RFN pretrained deep network which is chosen according to the validation set performance. In only one case RFN lower layer pretraining was significantly worse than the best method but still the second best method. In six out of the nine experiments RFN lower layer pretraining performed best, where in four cases it was significantly better than all other methods. by random translation and random flipping in horizontal and vertical directions. For the AlexNet we neither preprocessed nor augmented the datasets.
Dataset
Inspired by Lin et al. (2013) 's Network In Network, we constructed a similar network architecture. The architecture has five convolutional layers, each followed by a 2x2 max-pooling layer (stride 1) and a multilayer perceptron (MLP) convolutional layer (Lin et al., 2013) . Regularization was done by dropout and ReLUs on the outputs of each convolution layers. We followed Krizhevsky (2009) for weight initialization, learning rates, and learning policies. The networks were trained using mini-batches of size 100 and 128 for 5C-NIN and AlexNet, respectively.
For RFN pretraining, we randomly extracted 5x5 patches from the training data to construct 192 filters for DSN and 5C-NIN while 32 for AlexNet. These filters served as incoming weights for the first convolutional layer of each network. Thereafter we trained the networks using default setting and repeated training with randomly initialized weights in the first layer. The three networks pretrained with RFNs and with random initialization are compared in Tab. 4. In comparison, the lower part of the 
Conclusion
We have introduced rectified factor networks (RFNs) for constructing very sparse and non-linear input representations with many coding units in a generative framework. 
S1. Introduction
This supplement contains additional information complementing the main manuscript and is structured as follows: First, additional information on the selected hyperparameters of the benchmark methods is given in Section S2. The sections S3 and S3 describe the data generation of the benchmark datasets and report the results for three different experimental settings, namely for extracting 50 (undercomplete), 100 (complete) or 150 (overcomplete) factors / hidden units. Next, RFN's modified EM algorithm via gradient descent step and via Newton step is reported in the Subsection S5.1 and Subsection S5.2, respectively. In Subsection S6.1 we show, that minimizing the Kullback-Leibler distance in the posterior constraint method would lead to a quadratic optimization procedure for each E-step and therefore minimize the Fréchet distance, which is describes in the Subsection S6.2. Next, Section S7 describes RFN learning as a variational EM algorithm.
In Section S8, we derive a fixed point of the algorithm which is independent of the posterior modification. Next, we describe the RFN objective in Section S9. Finally, Section S10 describes the maximum likelihood factor analysis model and the model selection by the EM-algorithm.
S2. Hyperparameters Selected for Method Assessment
In this section, we report the selected hyperparameters, that were used to assess the performance of the compared methods on the benchmark datasets in sections S3 and S4. For all methods, we used the default setting as given by the original publications or the software, so far they were applicable. The number of iterations were chosen to ensure that the algorithms converged. Convergence was estimated on additional instances of the datasets. The Laplace weight decay rate for SFA was chosen to be small in order to ensure low reconstruction error. Tab. S5 lists the selected hyperparameters. The performance of RFNs as unsupervised methods for data representation was compared to:
(1) RFN: rectified factor networks, (2) RFNn: RFNs without normalization, (3) DAE: denoising autoencoders with rectified linear units, (4) RBM: restricted Boltzmann machines with Gaussian visible units and hidden binary units, (5) FAsp: factor analysis with Jeffrey's prior (p(z) ∝ 1/z) on the hidden units which is sparser than a Laplace prior, (6) FAlap: factor analysis with Laplace prior on the hidden units, (7) ICA: independent component analysis by FastICA (Hyvärinen & Oja, 1999) , (8) SFA: sparse factor analysis with a Laplace prior on the parameters, (9) FA: standard factor analysis, (10) PCA: principal component analysis. Table S5 . Hyperparameters of all methods that were used to assess the performance of rectified factor networks (RFNs) as unsupervised methods for data representation. We choose the default parameters of the methods as given by the original publications or the software. The number of iterations were chosen to ensure that the algorithms converged. Convergence was estimated on additional instances of the datasets. The Laplace weight decay rate for SFA was chosen to be small in order to ensure low reconstruction error. We generated nine different benchmark datasets (D1 to D9), where each dataset consists of 100 instances for averaging the results. Each instance consists of 100 samples and 100 features resulting in a 100×100 data matrix. Into these data matrices, structures are implanted as biclusters (Hochreiter et al., 2010) . A bicluster is a pattern consisting of a particular number of features which is found in a particular number of samples. The size of a bicluster is given by the number of features that form the pattern and by the number of samples in which the pattern is found. The datasets had different noise levels and different bicluster sizes. We considered large and small bicluster sizes, where large biclusters have 20-30 samples and 20-30 features, while small biclusters have 3-8 samples and 3-8 features. The signal strength (scaling factor) of a pattern in a sample was randomly chosen according to the Gaussian N (1, 1). Finally, to each data matrix background noise was added, where the noise is distributed according to a zero-mean Gaussian with standard deviation 1, 5, or 10. The datasets are described in Tab. 1. Features and samples that do not belong to a bicluster have a random bicluster membership drawn from N (0, 0.5). The results are given in tables S6, S7, and S8 by the mean over 100 instances for each dataset. RFNs yield the most sparse codes with low reconstruction errors and a good approximations of the covariance matrices. We have shown on this benchmark dataset I that RFNs construct very sparse codes of the input with low reconstruction errors that explain the covariance structure of the input. With more factors RFN, like DAEs and RBMs, yield lower reconstruction errors and sparser codes. Table S6 . 
Method
S4. Dataset II
This datasets was generate as described in Section S3, but now features and samples that do not belong to a bicluster have a random bicluster membership drawn from N (0, 0.01) .
The tables S9, S10, and S11 show the results on the benchmark datasets II for 50 (undercomplete), 100 (complete) and 150 (overcomplete) extracted factors / hidden units, respectively. The factors / hidden units were extracted by RFN, RFN without normalization (RFNn), denoising autoencoder (DAE), restricted Boltzmann machine (RBM), factor analysis with a very sparse prior (FAsp), factor analysis with a Laplace prior (FAlap), independent component analysis (ICA), sparse factor analysis (SFA), factor analysis (FA), and principal component analysis (PCA) on nine datasets. The assessment criteria are: sparseness of the factors (SP) reported in percent (%) of the samples the factor/component is smaller than 0.01, reconstruction error (ER), and the difference between the empirical and the model covariance matrix (CO). The lower right column block gives the average SP (%), ER and CO. Results reported here, are the mean of 100 instances for each dataset together with the standard deviation of 100 instances. The maximal value in the table and the maximal standard deviation was set to 999 and to 99, respectively.
The results for benchmark dataset II are given in tables S9, S10, and S11 by the mean over 100 instances for each dataset. Also with lower noise level, RFNs yield the most sparse codes with low reconstruction errors and a good approximations of the covariance matrices. We have shown on this benchmark dataset I that RFNs construct very sparse codes of the input with low reconstruction errors that explain the covariance structure of the input. With more factors RFN, like DAEs and RBMs, yield lower reconstruction errors and sparser codes. These results confirmed the results from dataset I, where the noise level was higher. Table S9 . 
S5. Generalized Expectation Maximization: Gradient Based M-Step
We modify the EM algorithm via gradient descent step in the M-step instead of computing the maximum. This approach is called Generalized Expectation Maximization (GEM) and is typically used if maximization cannot be realized but an increase of the lower bound on the likelihood can be achieved. We require gradient ascent to allow for stochastic gradients because of dropout and mini batches as well as for efficient implementations on GPUs.
S5.1. Gradient Ascent
The gradients in the M-step are:
This gives the gradients:
which is the diagonal of
For using subterms of previous gradient ∇ W log L, this can be written as
The first term enters with a factor of 2 in contrast to the gradient ∇ W log L. Therefore only the sums
and
must be computed for both gradients.
is the estimated covariance matrix (matrix of second moments for zero mean).
The generalized EM algorithm update rules are:
S5.2. Newton Update
Instead of gradient ascent, we now consider a Newton update step. The gradients are
The EM update of Ψ is
The EM diagonal updates of Ψ are
where c i is computed using the optimal W from the W -update. The Newton update for finding the roots of ∂f ∂v is
where η is a small step size and H is the Hessian of f with respect to v evaluated at v n . We denote the update direction by
Update of W . The Hessian H W of ( 2 n log L) with respect to W as a vector is:
where ⊗ is the Kronecker product of matrices and vec makes a vector out of a matrix. The inverse of H W is
For the product of the negative inverse Hessian with the gradient we have:
This is the exact EM update if stepsize is 1. Since the objective is a quadratic function in W , one Newton update would lead to the exact solution. However for rectified linear posteriors and for dropout we want to have small changes of the matrix W . For the Newton update we require S −1 . S was defined as
For rectified linear and for dropout the posterior mean µ hi|vi is different for each example. Therefore, the sum 1 n n i=1 µ hi|vi µ T hi|vi must be computed which requires l 2 update steps for each sample v i . This gives O(nl 2 ) updates. For computing S −1 we require l 3 steps. Therefore computing S −1 requires O(l 2 (l + n)) computations.
Update of Ψ. We restrict everything to the diagonal entries of Ψ:
If we define
the update is
We exploited that Ψ is diagonal. The Hessian H Ψ of ( 2 n log L) with respect to Ψ as a vector is:
Therefore the Hessian H Ψ is a diagonal matrix. Since we maximize the likelihood, we have to ensure that the Hessian is negative definite:
The Newton update direction for component Ψ ii is the negative inverse Hessian multiplied by the gradient. The Hessian is diagonal, therefore for the update direction each component of the gradient is divided by the corresponding negative component of the Hessian:
To ensure Ψ ii < 2c i we either set in the denominator of the Ψ ii update Ψ ii = c i and obtain
or, alternatively, we set c i = Ψ ii and obtain
The latter is the EM solution minus the actual Ψ ii .
S6. Posterior Constraint vs. Fréchet Distance
We want to minimize the distance between the posterior p and the variational Q, where Q is constraint to non-negative mean values (rectifying). To minimize the distance enforces high information content in the posterior means about the input.
S6.1. Posterior Constraint Method
Rectifying can be implemented by the posterior constraint method (Ganchev et al., 2010; Graca et al., 2007) . However, this approach leads to a constraint quadratic (in the number of factors) optimization problem. If Q approximates the posterior p, then the posterior constraint method uses the Kullback-Leibler divergence (KL-divergence) (Kullback & Leibler, 1951) :
Q is from a Gaussian family
and the posterior is Gaussian, too:
The Kullback-Leibler divergence between Q and p is
We assume that Q is from the mean rectified family of normal distributions in analogy to the rectified linear units used for neural networks. That means we consider the family of normal distributions which have mean larger equal zero. This leads to the constraints:
where the inequality is meant per component.
We now minimize Eq. (48) for Q in this family. Eq. (48) has a quadratic form in µ q , where Σ q does not enter, and terms in Σ q , where µ q does not enter. Therefore we can separately minimize for Σ q and for µ q .
For the minimization with respect to Σ q , we require
For optimality the derivative of the objective D KL (Q p) with respect to Σ q must be zero:
This gives
Using the second order derivative of the matrices as vectors, we confirm that it is a minimum.
If we use only terms in µ q , the minimization with respect to µ q gives the constraint minimization problem:
If λ is the Lagrange multiplier for the constraints, then the dual is
The Karush-Kuhn-Tucker conditions require for the optimal solution for each component j:
Further the derivative of the Lagrangian with respect to µ q gives
which can be written as
Concluding, the posterior constraint method (Ganchev et al., 2010; Graca et al., 2007) leads to a constraint quadratic (in the number of factors) optimization problem.
S6.2. Fréchet Distance
Since the Kullback-Leibler distance (Kullback & Leibler, 1951) would lead to a quadratic optimization procedure for each E-step, we move to another distance measure for normal distributions. In 1957 Fréchet introduced a distance between multivariate normal distributions G and H (Fréchet, 1957) . The Fréchet distance is defined as the minimum over an expectation over all distribution Z which have G and H as marginals. X and Y are random variables that are distributed according to G and H and take values v and h, respectively. Z is a distribution on (v, h) which has as marginals
The expectation under Z of the quadratic distance between X and Y is defined as
The Fréchet distance between distributions G and H is defined as
The minimization is taken over all distributions Z which have G and H as marginals. The minimization is governed by optimizing the covariance structure between the marginals. If the X and Y have zero means and covariance matrices Σ G and Σ H , respectively, then
where Σ GH is the covariance matrix between X and Y determined by Z. Dowson and Landau (Dowson & Landau, 1982) showed that the Fréchet distance for multivariate normal distributions G and H is
where µ G , µ H and Σ G , Σ H are the respective means and covariance matrices of G and H, respectively.
For the minimization of the squared Fréchet distance d 2 (Q, p) with respect to Σ q , we require
as for the KL divergence. Again using the second order derivative of the matrices as vectors, we confirm that it is a minimum. This solution follows immediately from the fact that
defines a metric on the covariance matrices (Dowson and Landau, 1982) . If we use only terms in µ q , the minimization with respect to µ q gives the constraint minimization problem:
The Lagrangian with multiplier λ ≥ 0 is
The derivative with respect to µ q is
The Karush-Kuhn-Tucker (KKT) conditions require for the optimal solution that for each constraint j:
If 0 < µ pj then Eq. (70) requires 0 < µ qj because the Lagrangian λ j is larger than or equal to zero: 0 ≤ λ j . From the KKT conditions Eq. (71) follows that λ j = 0 and, therefore, 0 < µ qj = µ pj . If µ pj < 0 then Eq. (70) requires 0 < λ j because the constraints of the primal problem require 0 ≤ µ qj . From the KKT conditions Eq. (71) follows that µ pj = 0 and, therefore, 0 < λ j = −µ pj . If µ pj = 0, then Eq. (70) and the KKT conditions Eq. (71) lead to µ pj = µ qj = λ j = 0.
Therefore the solution of problem Eq. (68) is
This is the rectifying update rule of the RFN algorithm. Therefore, the RFN algorithm ensures that the mean values of the posterior still contains information on the input. Normalization of the hidden mean values does not change the information content since normalization is a fixed rescaling procedure for a learned RFN model.
S7. Posterior for Gaussian Shift Prior
We want to formulate RFN learning as a variational EM algorithm. Toward this end we have to introduce a Gaussian shift prior. Here we derive the posterior of the factor analysis model given a Gaussian shift prior. We consider the posterior on the hidden factor if the prior is a Gaussian shifted by the variational parameter ξ. The Gaussian prior is parametrized by the variational parameter ξ:
For the prior on the latent variables we have
We obtain for the first two moments of the data:
For the covariances we have:
We need some algebraic identities. Woodbury matrix identity gives
Using again the Woodbury matrix identity, we have
and obtain
The conditional distribution (a | u) of two random variables a and u that both follow a Gaussian distribution is:
Thus, the mean of p(h | v, ξ) is
Furthermore it follows that the covariance matrix of p(h | v, ξ) is
S8. RFN Fixed Point
The fixed point equation for the W update is
where for the last equation we multiplied the previous from the right hand side by W T . The fixed point equation for the full (not only diagonal) Ψ update is
where we inserted Eq. (94). Since both C and Ψ are symmetric we have W U T = U W T = C − Ψ. Inserting U W T in last Eq. (94) gives
Therefore the model corresponding to the fixed point explains the empirical matrix of second moments C by a noise part Ψ and a signal part W S W T . Like factor analysis the data variance is explained by the model via the parameters Ψ (noise) and W (signal).
In contrast to standard factor analysis, S estimates the second moments of the prior. The model distribution's mean is
The model distribution's second moment is
The fixed point equation Eq. (94) gives W = U S −1 . If v i and µ hi|vi are correlated, then U is large. The eigenvalues of Σ hi|vi are smaller than one. The normalization step keeps the variance of µ hi|vi to one. Therefore the eigenvalues of S are bounded. The bound is 2 for decorrelated inputs and hidden units while it goes to 1 if Σ hi|vi goes to zero. Thus, large U leads to large W . Therefore Σ hi|vi = I + W T Ψ −1 W −1 is small, and Eq. (94) becomes
In this case, W is a least squares estimate for reconstruction
Therefore Ψ becomes small as the least square estimate keeps i small. In summary, correlation between v i and µ hi|vi leads to large W , small Σ hi|vi , and small Ψ. Therefore Ψ can be constrained to a diagonal matrix without changing the solution.
S9. RFN Objective
For the i-th sample the data vector or the vector of visible units is v i and the vector of hidden units is h i . For the moment we assume to have only sample v i . The model likelihood is p(v i ), the probability that the model produces visible units v i . The prior on hidden units is p(h i ), the probability to generate hidden unit activations without further information. The posterior of the hidden units is p(h i | v i ), the probability of hidden unit activations if data v i has been observed. We defined a variational distribution Q(h i ) which is computed from v i using current parameter estimates but is independent of the parameters. The variational distribution Q(h i ) is introduced to bound the log-likelihood log p(v i ):
F is the objective in our framework which has to be maximized. F is called the negative free energy. F is equal to the log-likelihood log p(v i ) if
that is,
Therefore F is equal to the log-likelihood log p(v i ) if the variational distribution is equal to the posterior.
We focus on the decomposition of F in the two terms in the last but one line of Eq. (101). The first term is the expected reconstruction error E:
The expectation is over hidden variables h i distributed according to Q(h i ). The second term in the objective is the Kullback-Leibler divergence D KL (Q(h i ) p(h i )) between the variational distribution Q(h i ) and the prior p(h i ). D KL penalizes distributions Q(h i ) which deviate from the desired prior distribution p(h i ). Therefore Q(h i ) should contain information on v i to allow for a low reconstruction error but at the same time it should be close to a desired distribution. Therefore D KL and p(h i ) determine how information on v i is stored in h i , while E enforces to store information on v i in h i . The negative free energy F is
If E is viewed as energy and p(h i ) as distribution of the initial or default state, then Q(h i ) indicates how far the energy E pushes the hidden states h i away from their initial states. The maximal value of F is an equilibrium between large E and small D KL .
We can generalize to n samples. The expected reconstruction error E for n data samples is
and objective becomes
Next we define the model in order to compute the likelihood and the reconstruction error. We utilize a factor analysis model with parameters W and Ψ given by
where the Gaussian noise i is
Thus, the conditional probability of data v i given hidden variables h i is:
The expected reconstruction error E using parameters (W , Ψ) is
For Gaussian noise, the component-wise reconstruction errors are weighted by Ψ. The variational distribution Q(h i ) is computed from v i using estimatesŴ andΨ of the parameters W and Ψ. We assume that Q(h i ) is independent of the parameters W and Ψ.
For computing the expected weighted reconstruction error E we need only the mean and the variance of
is Gaussian and its log is a quadratic function in h i . The mean of Q(h i ) is
and the variance
The second moment of Q(h i ) can be obtained by
The objective F is a function of the parameters (W , Ψ) and the first and second (central) moments {µ hi|vi , Σ hi|vi } of Q(h i ):
F is maximized with respect to both (W , Ψ) and {µ hi|vi , Σ hi|vi }. The parameters (W , Ψ) enter only E but not D KL (Q p). The parameters (W , Ψ) are adjusted to make the data v i more likely to be produced by the model given the current Q(h i ). Thus, E is maximized with respect to (W , Ψ) and, thereby, made less negative. However, there is a tradeoff when updating the moments (µ hi|vi , Σ hi|vi ) of the variational distribution Q(h i ): these moments should explain the data via large (less negative) E and at the same time they should push Q(h i ) close to the prior p(h i ) to decrease
The next step in model design is to choose the variational and the prior distribution. We assume that both the variational distribution and the prior are Gaussian.
• the variational distribution Q(h i ) is Gaussian distributed:
• the prior p(h i ) is a zero mean Gaussian with the identity as covariance matrix (standardized Gaussian):
where N denotes a Gaussian distribution with mean vector and covariance matrix as parameters. Therefore, the variational distribution Q(h i ) is
The objective F becomes
Since we have chosen Q(h i ), we can compute E:
Also the Kullback-Leibler divergence can be computed:
The full objective is
This objective can be rewritten as
Now we can maximize F. First we maximize it with respect to the parameters (W , Ψ) (M-step) and then with respect to the moments (µ hi|vi , Σ hi|vi ) of the variational distribution Q (E-step).
First we maximize F with respect to (W , Ψ). Since the parameters (W , Ψ) only enter E, we have only to maximize this term with respect to (W , Ψ). The derivative of E with respect to Ψ is
For the optimal Ψ we have
which gives
The derivative of E with respect to W is
For the optimal W we have
We have defined
Using these definitions, the optimal parameters are
Using last equation we obtain:
Therefore we can reformulate the update of the optimal Ψ if the optimal W is given:
Next we maximize F with respect to the moments (µ hi|vi , Σ hi|vi ) of the variational distribution Q. We have following derivatives:
We set the derivatives of the objective
with respect to (µ hi|vi , Σ hi|vi ) to zero and obtain
Without D KL we obtain for µ hi|vi the least squares estimator
and the covariance Σ hi|vi of the hidden units goes to zero:
Next we introduce a variational parameter ξ i for the i-th sample which only enters the prior. The Gaussian prior is parametrized by ξ i which shifts the mean away from zero:
The Kullback-Leibler divergence becomes D KL (N (µ hi|vi , Σ hi|vi ) N (ξ i , I))
= 1 2 Tr(Σ hi|vi ) + 1 2 µ hi|vi − ξ i T µ hi|vi − ξ i − 1 2 l − 1 2 ln Σ hi|vi .
Only the derivative with respect to µ hi|vi changes:
For the optimal moments that determine Q(h i ) we obtain
If a desired mean vector µ q i for sample v i is given, then the variational parameter ξ i can be chosen to be
which enforces
Using the mean µ 0 hi|vi of Q(h i ) obtained by a zero mean Gaussian prior, we can choose µ q i using rectifying, dropout, and normalization. If the dropout probability is d, then we determine µ q i as follows: Pr(δ = 0) = d , Pr(δ = 1) = 1 − d (156)
S10. Maximum Likelihood Factor Analysis
We are given the data {v} = {v 1 , . . . , v n } which are assumed to be centered, which can be done by subtracting the mean µ from the data. The model is
where h ∼ N (0, I) , ∼ N (0, Ψ) .
The model contains the observations v ∈ R m , the noise ∈ R m , the factors h ∈ R l , the factor loading matrix W ∈ R m×l , and the noise covariance matrix Ψ, which is a diagonal matrix from R m×m . The data variance is explained through a signal part W h and through a noise part . The parameters of the model are W and Ψ. From the model assumption it follows that v | h ∼ N (W h, Ψ) .
If h is given, then only the noise is a random variable. In general, the number l of factors is smaller than the number m of features of the observations: m ≥ l. A diagonal Ψ assumes that the measurements are independent and the noise parts of the components are mutually independent. Therefore, the observations are mutually independent if the factors are known (only the noise is the random variable). Thus, correlations between observations can only be explained by factors.
We will now consider the likelihood of the data. Let E denote the expectation of the data (i.e. the factor distribution and the noise distribution is combined), then we obtain for the first two moments:
Rectified Factor Networks
The variance can be computed as
Therefore, the marginal distribution for v is v ∼ N 0 , W W T + Ψ .
This means that the observations are Gaussian distributed. The log-likelihood of the data {v} under the model (W , Ψ) is
where |.| denotes the absolute value of the determinant of a matrix.
To maximize the likelihood is difficult since a closed form for maximizing the likelihood does not exists. Therefore, we apply the EM-algorithm. We introduce a distribution Q which estimates the hidden states, here the factors. Using
then
where we used the fact that a ∼ N (µ a , Σ aa ) , u ∼ N (µ u , Σ uu ) , 
We obtain
The EM algorithm for maximum likelihood maximizes in the M-step a lower bound for the log-likelihood:
Using the expectation
and neglecting all terms which are independent of W and Ψ, the M-step requires to maximize log L = − m n 2 log (2π) − n 2 log |Ψ| − 1 2
Solving above equations gives:
where "diag" enforces a diagonal matrix by setting all non-diagonal elements to zero.
From Eq. (176) we obtain
and can replace the last term of Eq. (177) with the left hand side of above equation. This leads to the fact that one term 1 n n i=1 E hi|vi (h i ) W new v T i cancels in Eq. (177). We obtain
This leads to the following EM updates:
The EM algorithms can be reformulated as:
Speed Ups. To speed up the algorithm especially for m > l the matrix inversion lemma can be used:
where Ψ −1 can be evaluated very fast because it is a diagonal matrix.
Another speed up is obtained by
and C is the empirical covariance matrix (matrix of second moments), which has to be computed only once.
We can also compute 
Using these equations the E-step and the M-step can be unified and all sums n i=1 are removed and the matrix C can be computed once at the beginning of the iterative procedure.
MAP factor analysis. Above EM algorithm can be generalized to a maximum a posteriori (MAP) method with posterior p(W , Ψ | {v}) which is proportional to the product between the likelihood p({v} | W , Ψ) and the prior p(W ):
therefore up to a constant independent of the parameters the log-posterior is log (p(W , Ψ | {v})) = log (p({v} | W , Ψ)) + log (p(W )) .
