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ABSTRACT 
Mapping coastal marshes is an important component in the management of coastal 
environments. Classification of marshes using remote sensing data has traditionally been 
performed by employing either parametric supervised classification algorithms or 
unsupervised classification algorithms. The implementation of these conversional 
classification methods is based on the underlying distributions concerning the 
probability density functions (PDF). Neural network procedures provide an alternative 
approach to this classification because they are essentially non-parametric data 
transformations that are not restricted by any underlying assumptions. 
The major objective of this study was to evaluate the ability of neural networks using 
Moderate Resolution Imaging Spectro-radiometer (MODIS) data to classify coastal 
marshes based on the phenelogical stages of plants. The first stage of the study was to 
develop a neural network model. The analysis shows that six day images with eight 
input variables each are required to perform the classification. The variables are: 
MODIS bands - the near infrared and the near infrared composite bands, biophysical 
variables – the leaf area index (LAI) and the fraction of photosynthetically active 
radiation (fPAR). Other variables are vegetation indices – the normalized difference 
vegetation index (NDVI), the enhanced vegetation index (EVI), and the wetness index 
(WI), and, the day time land surface temperature. The near infrared and the wetness 
index were found to be the strongest predictor variables in the classification. Six hidden 
neurons and one output neuron are required in the neural network model for the output 
of six classes.  
 xiii
The second stage of the dissertation was the model application. Images from four 
years: 2001, 2002, 2003, and 2004 were classified using the model. Accuracy 
assessment of the classification indicates that neural network techniques using MODIS 
data can achieve an accuracy of over 80% (at 0.95 confidence level). Using the 
classified images change detection was performed to determine the loss and gain of four 
marsh types; saline marsh, brackish marsh, intermediate marsh, and, fresh water marsh 
found in the south eastern coastal areas of Louisiana. The greatest gain was in the 
intermediate marsh, 3.0% of the study area, and the greatest loss was in the brackish 
marsh, 3.8% of the study area. 
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CHAPTER ONE: INTRODUCTION 
1.1 The Problem Explained 
 
One of the primary goals of studying the coastal wetlands vegetation structure is to 
understand how the coast functions as an ecosystem. Coastal wetlands have considerable 
control over the entire coastal ecosystems performing a variety of functions of vital 
importance to the environment and to society. These wetlands are among the most 
productive ecosystems on the planet, producing more organic matter per unit area than 
forests, grasslands and cultivated fields (Mitsch and Gosselink, 2000). Coastal marsh 
landscapes typically fringe low-energy coastal environments, but in places they may 
extend inland tens to hundreds of kilometers. As a consequence of their high 
productivity and interactions with the coastal ocean, coastal marshes provide numerous 
benefits to the society (Odum, 1988). Hydrologically, wetlands regulate water flow by 
retaining storm flows for short periods thus reducing flood peaks. They protect coastal 
areas by buffering the erosive action of waves and other storm effects. Wetlands control 
biogeochemical processes by retaining or transforming excess nutrients and by trapping 
sediment and heavy metals. Biologically, wetlands provide many wildlife habitat 
components such as breeding grounds and nesting sites as well as other critical habitats 
for a variety of fish and wildlife species, and provide unique habitat requirements for 
many threatened and endangered plants and animals (Mitsch and Gosselink, 2000). 
Although wetlands are generally beneficial, they can at times adversely affect water 
quality. For example, waters leaving wetlands have shown elevated coliform counts, 
reduced oxygen content, and color values that exceed the standard for drinking water. 
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All these societal benefits have a quantifiable economic value and, therefore, marsh 
impairment and degradation have associated costs.  
The high productivity and resulting societal benefits of coastal marshes are sustained 
by recurrent interactions between physical and biological processes. These processes 
operate within the context of human modification of the landscape, including changes 
imparted to mechanical and biological energy flow (e.g., land use).  
In the last two centuries, coastal urbanization has destroyed extensive areas of 
coastal marsh forcing a dependence on the few remaining marsh ecosystems to maintain 
key ecosystem functions, such as organic matter production and interception and 
transformation of terrestrial nutrients. Likewise, coastal marsh processes continue to 
function under a regime of eustatic sea level rise. As a consequence, some of the extant 
marsh landscapes are subject to greater instability, whereas new marsh areas are likely to 
develop in different coastal locations. Hence these unique and biologically essential 
landscapes are subject to degradation in response to natural and anthropogenic 
influences. 
Spatial heterogeneity of coastal vegetation is generally well organized. There are a 
variety of transitional areas where land based and water based ecosystems overlap. 
Wetlands have long been known to most ecologists by more traditional terms such as 
bog, marsh, fen, and swamp. While most people use these terms interchangeably, to 
many who study wetlands, these terms have specific meanings that richly describe the 
various vegetation types they represent. In many cases, salinity, tidal range, sediment 
composition, and topography are among the major variables that determine the 
distribution of vegetation communities in coastal areas. Based on the salinity gradient, 
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Chabreck (1970, 1972) delineated and mapped four vegetations zones in southern 
Louisiana. The tidal freshwater vegetation environment, which occurs where the average 
salinity is below 0.5 ppt, salinity may rise above this concentration periodically during 
droughts. Salt marsh salinities have been variously defined, but for the purposes of this 
study they are limited to the range of 18.0 – 35.0 ppt (fig. 1.1). Between these two are 
the intermediate (0.5 – 5.0 ppt) and brackish vegetation (average 5.0 –18.0 ppt), zones.  
Although these coastal vegetations occur in recognizable and characteristic 
communities, their distinction is not clear cut because they form a continuum. 
Depending on the method employed, surveys to map vegetation in the same wetland can 
produce different results. Plot sampling techniques can give very accurate estimates of a 
species dominance in the plot surveyed, but using this information to describe the entire 
wetland most often results in uncertain classifications. Until recently, zonation of coastal 
wetlands plant communities in Louisiana has been conducted using transect sampling 
techniques. In this approach, transects are placed at regular intervals in the field and 
vegetation types and environmental data are sampled along each transect. Chabreck 
(1970) used 33 transects placed at an interval of 0o7’30” longitude (approx. 14km). The 
lengths of the transects from the coastline were variable, ranging between 10.8 km and 
60 km. Sampling stations (Figure 1.2) were located at intervals of approximately 0.8km . 
Despite producing a more accurate picture of species abundance and distribution 
throughout the wetland, this method has not been very successful because it is time 
consuming, labor intensive, costly, and repeatability is very difficult. Further, depending 
on the size of the wetland, an inadequate number of transects or incorrect placement of 
the transects could result in misleading interpretations.  
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Figure 1.1: Relationship between salinity gradient and vegetation types in a coastal 
estuarine (Source: Odum, 1988) 
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Figure 1.2: Sampling transects in coastal Louisiana. About twenty transects cover 
Barataria bay (Source USGS 2000). 
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1.2 Rationale and Justification of the Study 
Vegetation classification using remote sensing techniques has become increasingly 
available and useful for environmental monitoring because these techniques have the 
ability to provide time series data. There is a broad consensus that remotely sensed data 
can provide an accurate and repeatable means of vegetation mapping and monitoring, 
especially with respect to areas with changing land use and land management activities 
(Townsend, 2002). In particular, remote sensing-based approaches are able to exploit 
distinct spectral properties from different vegetation types and temporal information 
related to phenological dynamics in vegetation (Lotsch et al 2003). In addition, there are 
several other advantages in using satellite data including the fact that preparation and 
upgrading vegetation inventories for large regions can be done in a relatively short 
period of time. Classification of remotely sensed data has traditionally been performed 
by employing either parametric supervised classification algorithms or unsupervised 
classification algorithms. These latter algorithms employ clustering techniques to 
identify spectrally distinct groups of data, and have been used widely with imagery such 
as Landsat or SPOT. The implementation of these classification methods is based on the 
underlying distributions need to be assumed and that the classifier is theoretically 
optimal if and only if its assumptions concerning the probability density functions (PDF) 
are correct. This assumption, coupled with the generally low resolution of satellite 
images, poses a problem when classifying complex coastal ecosystems with satellite 
data. Even if higher resolution satellite images were to be used in classification of 
coastal wetlands vegetation structure, it is by no means clear that this would produce 
satisfactory results in terms of completeness. Thus methods that have already been 
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developed for vegetation classification in terrestrial environments have little relevance to 
coastal areas where there is a unique wetlands vegetation cover. To help differentiate 
vegetation types at the biome level in such circumstances, the use of satellite data and 
other specific information such as the leaf area index (LAI), the fraction of 
photosynthetically active radiation (fPAR), temperature, and vegetation indices 
specifically developed for use in coastal areas offers a promising approach. 
In order to make use of this vegetation biophysical variables data, it is important to 
investigate and develop new classification procedures that can perform better than the 
conventional methods and that can produce more accurate results. To achieve this, a 
classification procedure based on remote sensing data, and which simultaneously 
incorporating more variables other than remote sensing data, seems to be a viable 
alternative for classifying the coastal wetlands vegetation types. Investigations based on 
regression trees, discriminant functions analysis, and neural networks show that, at least 
in terrestrial environments, classification using neural networks gives better results than 
the conventional classification methods (Heermann and Khazenie, 1992, and Bischof et 
al., 1992),. Classification with neural network techniques is simple and is based on 
observable, unambiguous characteristics of vegetation structure that are important to 
coastal ecosystems and that can be measured in the field for validation.  
1.3 Overall Hypothesis and Study Objectives 
 
The overall hypothesis of my study is – images from different seasons in a year are 
able to discriminate the vegetation types based on changes of plants spectral 
characteristics and environmental conditions. 
There are three objectives in my study: 
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• The first objective was to examine the feasibility of using neural networks to 
classify coastal wetlands vegetation types in Southern Louisiana using 
remotely sensed and environmental data. Neural networks may provide a 
practical approach to this classification problem because they are essentially 
non-parametric data transformations that have very limited assumptions and 
can account for nonlinear effects given a sufficiently complex partitioning of 
the classification space (Linderman et al, 2004). Furthermore, neural 
networks are more likely to learn the complex variability in the signature due 
to varying vegetation conditions and are able to do so more efficiently than 
traditional classifications methods. For the neural network approach to 
succeed, it is necessary to develop precise measures of coastal vegetation 
types, depicting both spatial and temporal variations in composition and 
photosynthetic activity.  
• The second objective was to test the validity of the neural network 
classification method by comparing the vegetation maps produced in this 
study to those produced by the United States Geological Survey (USGS, 
2001)  
• The third objective was to examine the sensitivity of LAI and fPAR 
variables in neural network classification of coastal vegetation types. Until 
recently, LAI and fPAR have been used to classify six structurally distinct 
biomes: grasses and cereal crops, shrubs, broadleaf crops, savannas 
broadleaf forests, and needle leaf forests. All these tests were in the 
terrestrial environment where the vegetation types are spectrally very 
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different making it easy to apply LAI and fPAR classification. My objective 
was to test the usefulness of LAI/fPAR classification method in the coastal 
environment where characteristics of the vegetation are quite similar to each 
other but their photosynthetic activities are different. 
1.4 The Study Area 
 
To test the hypothesis that Moderate Resolution Imaging Spectro-radiometer 
(MODIS) could be used to extract meaningful structural information for coastal 
wetlands classification, a study area was sought that could meet the criteria of having a 
mixture of different vegetation types and show substantial vegetation changes. The study 
area selected was Barataria Bay (Figure 1.3), centered at 29.5oN and 89.9oW, in southern 
Louisiana. Located on the west side of the modern Mississippi River Delta, the Bay is 
one of the Louisiana coastal areas that receives the lowest amount of sediments from the 
Mississippi River because of the levee protection systems. As a result, ecological 
changes have resulted in a highly dynamic coastal environment in which wetland 
vegetation types have continually been replacing one another. The situation is likely to 
change following the commissioning the Davis Pond Freshwater Diversion structure in 
2001 (Figure 1.3). The Davis Pond Freshwater Diversion structure, located on the west 
bank of St. Charles Parish, is expected to imitate the historic spring floods, providing 
controlled freshwater, sediments, and nutrients from the Mississippi River into the Bay 
as part of the Louisiana Coastal Restoration Program. By allowing these vital 
components into the Bay, gradual ecological changes will occur, possibly restoring the 
former ecological conditions. Barataria Bay has thus become the center of much 
research on coastal ecology.  
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Figure 1.3: The location of the Barataria Bay in Southern Louisiana. The location of 
Davis Pond fresh water diversion structure is shown by the asteristic. The 
Number 1 is Lake Cataouatche and number 2 is lake Lac Des Allemands. 
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Barataria Bay (Bay) has an area of approximately 3,000 square miles within the 
Mississippi deltaic plain and is bordered by the Mississippi River to the east, the Bayou 
Lafourche to the west, and the Gulf of Mexico to the south. Bays, lakes, and bayous 
occur throughout the system from the relatively salty expanses of Caminada Bay to 
freshwater lakes like Salvador, Cataouatche(1), and Lac Des Allemands(2) (Fig 1.3). 
The lower part of the Bay is affected by the daily tides which are greatly wind 
influenced. Air temperatures range from approximately 300C in summer to 100C in 
winter (White et al 1978). The higher salinities found at the mouth of the Bay support 
massive pure stands of Spartina alteniflora and, to a smaller extent, Avicensia 
germinans.  
More northern regions of the Bay grade towards plant species less tolerant of higher 
salt concentrations. This is reflected in the marshes grading from pure S. alterniflora 
stands to J. roemerianus plus S.alterniflora association to a S. patens plus D. spicata 
association, then to pure stands of S. patens, and finally to fresh bulltongue vegetation 
types in the northern-most region (Visser et al, 1998, Day et al, 1989 and White et al, 
1978). Because fluctuating tides act synergistically with decreasing salinities, the 
simplistic gradient above becomes complex depending upon the exact location within 
the basin.  
1.5. Outline of the Dissertation 
This dissertation comprises of six chapters Chapter 1 is the introduction. Chapter 2 
contains a brief description of the structural characteristics of vegetation in Louisiana’s 
coastal marshes. Also included in chapter 2 is a discussion on the biophysical properties 
of vegetation, which is a short account of vegetation response to electromagnetic 
The Gulf Coast 
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radiation. The discussion on vegetation biophysical variables is followed by a 
description of some vegetation indices that are common in remote sensing and the 
mathematical relationship between these indices and the vegetation biophysical 
properties. 
Chapter 3 gives an overview of neural networks. It presents a general overview of 
neural network and gives specific examples where neural networks have been applied in 
oceanography. In this context, the potential use of neural networks to classify coastal 
marshes is discussed. Chapter 4 outlines the procedure of selecting input variables to the 
neural network that is developed in this dissertation.  
Chapter 5 reports the application of neural network computing to determine the 
importance of different parameters that are used to perform the actual classification. The 
discussion includes the decision process used on the choosing of the scaling function, 
the activation function, the training method, optimization of the number of neuron in the 
hidden layer, and the measurement of the importance of input variables.  
Chapter 6 reports the results of the application of the neural network model to 
classify coastal vegetation types. Chapter 6 includes an assessment of the classification. 
Finally Chapter 7 summarizes the results and implications of the results. 
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CHAPTER TWO: LITERATURE REVIEW 
2.1 Structural Characteristics of Plants in the Gulf of Mexico 
 
Along the coast, saltwater marshes flourish wherever accumulation of sediments is 
equal to or greater than the rate of land subsidence and where there is adequate 
protection from destructive waves and storms. The important physical and chemical 
variables that determine the structure of salt water marsh include tidal flooding 
frequency and duration, soil salinity, soil permeability, and nutrient limitation especially 
nitrogen (Mitsch and Gosselink, 2000).  Coastal salt marshes are predominantly 
intertidal, that is, they are found in areas at least occasionally inundated by high tide but 
not flooded during low tide. A gently sloped rather than steep shoreline allows for tidal 
flooding and stability of the vegetation. The vegetation of salt marshes is divided into 
zones of upper and lower marshes. The intertidal zone or low marshes next to the 
estuary or tidal creek is dominated by the tall Spartina alterniflora. In the high marsh, S. 
alterniflora gives way to the extensive stands of Spartina patens mixed with Distchlis 
spicata and occasional patches of Iva frutescens. Beyond the S. patens zone and at 
normal high tide Juncus gerard forms pure stands (Day et al, 1989). At the upper edge 
of a marsh inundated only by spring tides, two groups of species are common depending 
on the local rainfall and temperature. Most of the salt marshes are stiff perennial grasses 
that grow to between 0.17 m to 3 m in height. For example, S. alterniflora has two 
growth forms; tall and short.  The saltwater marshes of coastal Louisiana are vast 
expanses. The water table in the marsh communities is typically within 0.3048 m (1 
foot) of the land surface and the annual average level may closely coincide with this 
surface (Palmisano, 1970). The marshes parallel the shoreline and usually form a band 
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of only a few hundred meters in southwest Louisiana but may be very extensively in the 
southeastern marshes.  
The brackish marshes are further removed from the influence of the saline Gulf 
water. They comprise the major marsh type of much of Louisiana. Water depths exceed 
those of the salt water marsh and organic soils are usually well developed. This marsh 
type contains many bayous and small lakes. The vegetation may be more diverse and is 
intermediate in height between the saltwater marshes to the south and the freshwater 
marshes to the north. The brackish marsh can be considered one of the ecotones between 
the saline and freshwater marshes in which halophytic species decrease in frequency and 
abundance as salinity decreases and freshwater species increases. Thousands of acres are 
dominated by a few species of plants: S. patens and Distichlis spicata are frequent 
associates over much of the brackish marsh. Since Distichlis spicata tend to form dense 
stands, their value to wildlife is low. However, two valuable species found in scattered 
associations are Scirpus olneyi and Scirpus robustus. Both species occur in localized but 
distinct situations in the brackish marsh. While Scirpus robustus is more often associated 
with more salt tolerant species and is frequently found growing in dense stands, on the 
other hand, Scirpus olneyi is generally located in the interior of marshes removed from 
tidal activity and usually in low, wet situations (Chabreck, 1970). These sedges occupy 
only a small portion of the total brackish marsh but are important wildlife food plants in 
these areas. Brackish marshes are also a very important nursery ground for commercial 
seafoods especially shrimp, menhaden, and blue crabs. 
Intermediate vegetation type has more vegetation diversity than the brackish water 
marsh. Spartina patens is the most dominant species. Two other species that occur in 
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this environment are Phragmites communis and Sagitaria falcate. Intermediate and 
freshwater vegetation types share many characteristics, and in most cases it is very 
difficult to distinguish between the two. 
Fresh water marsh types occupy over a million acres in Louisiana. This marsh type 
lies between the intermediate marshes to the south and the Mississippi River alluvial 
plain to the north and around the freshwater lakes in the region. Water levels are usually 
deeper and plant species are more diverse (93 species) than in either of the above 
mentioned types (Chabreck, 1970). The major group of these freshwater marshes is the 
extensive floating marshes (locally called ‘flotant’) dominating the Mississippi deltaic 
plain. This freshwater floating marsh described as Panicum hemitomon floats freely, 
easily supporting the weight of a person, and is extensive and unbroken in much of the 
northern parts of the Mississippi River Delta Plain. The sub-dominant vegetation species 
are Typha latifolia and Sagitaria latifolia.  
Although the vegetation has been described as individual communities, the 
boundaries of each community are often not distinct. Other factors such as topographic 
relief, tidal fluctuation, soil salinity, and organic matter are all acting to influence the 
distribution and abundance of plant communities. For example an inverse relationship 
exists in coastal marshes between water salinity and the organic matter content of soils 
(Chabreck, 1970), as shown in Figure 2.1. 
2.2 The Biophysical Properties of Vegetation 
 
Remote sensing is challenging to use in coastal areas because it is difficult to define 
vegetation classes based on their spectral responses alone due to the common 
heterogeneity of the vegetation types and factors affecting spectral responses. There are  
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Figure 2.1: The inverse relationships between the water salinity and the organic matter 
content of the soils (Source: Palmisano, 1970) 
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several factors that influence the reflectance quality of vegetation on satellite images. 
These are: the leaf pigments, cell structure, and the water content or relative turgidity of 
the leaves. Within the electromagnetic spectrum, bands will produce different levels of 
reflectance rates (Figure 2.2). For example, in the visible bands (0.4 – 0.7 μm) a lower 
reflectance will occur as more light will be absorbed by the leaf pigments than reflected. 
In the blue (0.45 μm) and red (0.67 μm) wavelengths there is reflectance corresponding 
to chlorophyll absorption bands. In this spectral region, the interaction between the 
coming solar radiation and a plant canopy determines the quantity of radiation that is 
absorbed by the plant elements for biological activities. This absorbed radiation is called 
the fraction of photosynthetically active radiation (fPAR). There is a close relationship 
between the fraction of radiation that is absorbed by plant canopies and the fraction that 
is reflected from the canopy and recorded by a remote sensing system. Reflected energy 
in the spectral region from 0.74 – 1.1μm has shown to be correlated with plant biomass 
(Jensen, 1983). In this near-infrared region, healthy green vegetation is generally 
characterized by high reflectance and very low absorbance. Since greenness in plants 
increases with growth stage, obviously the amount of infrared reflectance is controlled 
by the stage of the growth of the plant. 
Thus, as the biomass increases the total green leaf area per unit ground surface area 
(the leaf area index-LAI) increases. On the other hand, there is a strong relationship that 
exists between the reflectance in the region from 1.3 – 2.5 μm and the amount of water 
present in the leaves of a plant canopy. The spectral reflectance of green vegetation in 
this region is dominated by strong water absorption bands that occur at 1.4, 1.9, and 2.7 
μm. In these mid-infrared wavelengths, vegetation reflectance peaks occur at about 1.6  
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Figure 2.2: Spectral reflectance characteristics of green vegetation (Source: Jensen, 
1983) 
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and 2.2 μm, between the water absorption bands. Generally, as the moisture content of 
the leaves decreases, reflectance in the mid-infrared region increases. The degree to 
which incident solar radiation in the mid-infrared region is absorbed by the vegetation is 
a function of the total amount of water present on the leaf. Therefore, if proper choices 
of sensor and spectral bands are made in coastal remote sensing, it may be possible to 
monitor the relative turgidity in plants.  
With the concept of spectral reflectance curve introduced, it is possible to identify 
two biophysical vegetation variables that may be remotely sensed namely LAI and 
fPAR. While LAI defines an important structural property of a plant canopy and the 
equivalent layers of leaves the vegetation displays relative to a unit ground area, fPAR 
measures the proportion of available radiation in the specific photosynthetic 
wavelengths of the spectrum. Because LAI most directly quantifies the plant canopy 
structure, it is highly related to a variety of canopy processes, such as photosynthesis and 
leaf literfall. LAI is thus an abstraction of a canopy structural property, a dimensionless 
variable that ignores canopy detail such as leaf angle distribution, canopy height, or 
shape. PAR, on the other hand, is a radiation term, so it is more directly related to 
remotely sensed variables such as simple ratio and normalized difference vegetation 
index (NDVI) than LAI. The fPAR is frequently used to translate direct satellite data, 
such as NDVI, into simple estimates of primary productivity. It does not define plant 
canopy directly as LAI but is more specifically related to satellite indices. Neither LAI 
nor fPAR are critical variables themselves, rather they are both essential intermediate 
variables used to calculate the biogeochemistry of coastal vegetation. 
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These two vegetation biophysical parameters can be estimated from remote sensing 
data using empirical relationship between values of LAI/fPAR and vegetation indices 
which include near-infrared (NIR) to red (RED) and band ratios and the (normalized 
difference vegetation index) NDVI. Indeed, when LAI/fPAR are mapped at a global 
scale using these empirical methods, their limitations are well known. For example, no 
unique relationship between LAI/fPAR and vegetation index is applicable everywhere 
and at all the time because the reflectance of plant canopies depend on a number of other 
factors. However, since these empirical relationships are site- and sensor-specific and 
are valid only during specific seasons, they are more suitable for application to areas of 
complex ecosystems such as those in coastal wetlands where the classification is based 
on seasonal vegetation variations. This means that a separate investigation on the 
applicability of LAI/fPAR has to be carried out to suit the coastal environment. 
2.3 Vegetation Indices 
 
Vegetation indices (VIs) are simple ratios of bands that are designed to numerically 
separate or stretch the pixel value of various features in the images. They are well 
established tools that are simple to implement and can be compared to multi-spectral 
data. For hyperspectral data, many VIs can be computed. Many indices have been 
developed that use different band combinations. They take advantage of the distinctive 
feature of leaf chlorophyll absorption maximum at about 0.69 μm and lack of absorption 
in the adjacent near infrared region at 0.85μm (Fig.2.2). This results in a strong 
absorption contrast across the 0.65 – 0.85 μm wavelength interval. Vegetation captures 
this contrast through the combinations of bands red/near-infrared reflectance. 
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Vegetation indices can be grouped into two groups based on the iso-vegetation lines 
in the Red-NIR spectral space. The first group is of those with iso-vegetation lines 
converging at a single point (Figure. 2.3a, and c). The indices that use this assumption 
are the “ratio-based” indices which measure the slope of the line between the point and 
the pixel spectrum. The widely used ratio-based indices are the normalized difference 
vegetation index (NDVI), the simple ratio (SR), and the soil adjusted vegetation index 
(SAVI). For MODIS the following indices have been recommended: the atmospherically 
resistant vegetation index (ARVI) and more recently the enhanced vegetation index 
(EVI). The normalized difference vegetation index is given by equation 2.1:  
RR
RR
REDNIR
REDNIRNDVI +
−=          [2.1] 
and the simple ratio is given by equation 2.2: 
R
R
RED
NIRSR =           [2.2] 
where RNIR and RRED indicate reflectance in the near-infrared and red wavebands, 
respectively. These two indices are readily convertible (Gamon et al, 1995) by equation 
2.3: 
NDVI1
NDVI1SR −
+= .         [2.3] 
However, NDVI has been found to be very sensitive to bare soil in each pixel. Therefore 
some hybrid vegetation indices were developed to account for the soil background effect 
(Huete, 1988). Among these is the soil adjusted vegetation index: 
( )L1
LRR
RRSAVI
REDNIR
REDNIR +++
−= .      [2.4] 
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Figure 2.3: The different types of vegetation indices. Slope based vegetation indices (a) 
and (c), and distance based vegetation indices, (b) 
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where L is a soil correction term. An L value of 0.5 has been found to significantly 
reduce the effect of reflectance from bare soil in highly vegetated canopies (Qi et al, 
1993). However, Liu et al., (1991) and Huete (1988) found soil and atmospheric 
influence to be interactive such that the removal of one source of noise increases the 
presence of the other. Using airborne multi-spectral data, a feedback term for 
simultaneous correction was developed, resulting in the Enhanced Vegetation Index 
(EVI) given by equation 2.5: 
( )L1
LR BLUEC 2RC1 REDR NIR
R REDR NIREVI ++−+
−= .     [2.5]  
EVI is thus a modified NDVI with a soil adjustment factor L and two coefficients, C1 
and C2, which describe the use of the blue band in the correction of the red band for 
atmospheric aerosol. The coefficients C1, C2, and L have been empirically determined as 
6.0, 7.5, and 1.0 respectively (Huete et al., 1994). 
The atmospherically resistant vegetation index (ARVI) has been developed to be 
used for remote sensing of vegetation from the MODIS sensor. The index takes 
advantage of the presence of the blue channel (0.459 – 0.479 μm) in the MODIS sensor 
in addition to the red (0.62 – 0.67μ) and the near infrared (0.841 – 0.876 μm) that 
compose the NDVI. As compared to the NDVI, the resistance of the ARVI to 
atmospheric effects is accomplished by a self-correction process for the atmospheric 
effect on the red channel using the difference in the radiance between the blue and the 
red channels to correct the radiance in the red channel. Mathematically ARVI is given 
by equation 2.6: 
RR
RRARVI
RBNIR
RBNIR
+
−=          [2.6] 
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where  
( )RRγRR RBRRB −−=         [2.7] 
The subscript R and B denote the red and blue channels respectively. The parameter γ is 
the single value that reduces the atmospheric effects and it depends on the characteristics 
of the aerosol. Test results by Kaufman and Tanre (1992) have indicated that unless the 
aerosol is known, a value of γ = 1.0 should be adopted for minimizing the atmospheric 
effects. 
The second group is the one with all iso-vegetation lines remaining parallel to the 
soil line (Figure 2.3b). The indices that are related to the soil line are called 
“perpendicular” vegetation indices and they measure the perpendicular distance from the 
soil line to the pixel spectrum. Among them is the perpendicular vegetation index (PVI) 
which is calculated from the formula (Richardson and Wiegand. 1977), 
PVI = ( )bRedaNIR
1
1
a2
−×−
+ ,      [2.8] 
where a and b are the parameters of the soil line. Also included in this group are the 
weighted difference vegetation index (WDVI) and the difference vegetation index 
(DVI).  
PVI has a smaller dynamic range and is also sensitive to atmospheric effects. It is 
relatively easy to use but the soil line has to be determined first. PVI works better than 
NDVI where there is less vegetation cover and moisture or where water predominantly 
covers the ground, as is always the case in coastal wetlands (Broge and Leblanc, 2000). 
Most of the indices based on the soil line are inadequate if no atmospheric correction has 
been performed.  
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All the commonly used vegetation indices have advantages and limits related to 
experimental conditions for which they have been defined. The correlations between 
themselves are low as shown by Baret and Guyot (1991) through theoretical simulations. 
Furthermore, defining the best vegetation index to be used depends on the kind of the 
sensors which are considered because of the difference in band types (wavelength and 
width) for each sensor. This means, for example, that a vegetation index defined from 
data acquired with NOAA - AVHRR sensor is different from that defined using data 
acquired with the Landsat – TM sensor because of the different bands used. As a 
radiometric measure, vegetation indices have served as precise measures of the amount, 
structure, and condition of vegetation and have been used as indicators of seasonal and 
inter-annual variations in vegetation. Vegetation LAI and FPAR have shown to have a 
strong correspondence with a variety of vegetation indices although the form of the 
relationship varies from linear to curvilinear. 
2.4 Relationship between LAI, FPAR and Vegetation Indices 
 
The principal aim of a vegetation index is to define a simple relationship between the 
reflectance measured by a sensor and a parameter of interest. The index specified should 
be sensitive to the parameter of interest, such as FPAR or LAI, but insensitive to 
expected perturbing factors. The relationships between a spectral index such as NDVI 
and biophysical variables, LAI and FPAR, have been studied extensively (Boegh et al, 
2002, Baret and Guyot, 1991). Their relationships are often used as an empirical but 
effective method of calculating LAI and FPAR using NDVI-LAI and NDVI-FPAR 
regression curves (Zhang et al, 2000). Many studies have reported substantial empirical 
evidence to suggest that biophysical variables are related to spectral vegetation (Myneni 
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and Williams, 1994, Lotsch et al, 2003). This relationship has also been demonstrated 
quasitheoretically using radiative transfer models of varying degree of detail (Baret and 
Guyot, 1991). While their results are impressive there is a need to discuss their 
variability before these relationships can be used to convert satellite data to biophysical 
variables.  
Generally, both FPAR and NDVI respond to the amount of leaf area in a vegetation 
canopy. This suggests a casual relationship between them. Regression models by 
Myneni et al. (1991) and Myneni and Williams (1994) have indicated that the following 
linear, scale invariant relationship (equation 2.9), (N = 252, r2 = 0.912) exists: 
60.142NDVI1.1638fPAR −×=       [2.9] 
A highly significant linear relationship was also found between canopy LAI and simple 
ratio (SR), where 
4.4LAI3.16SR =×=        [2.10] 
This linear models or algorithms are valid for solar zenith angles less than 60o, view 
zenith angle about the nadir or less than 30o, soils or backgrounds of moderate 
brightness (NDVI about 0.12); and atmospheric optical depth less than 0.65 at 550nm). 
This means that atmospheric and bi-directional effects must be corrected and 
background contribution to the signal must be accounted for. 
The leaf area index (LAI) has also variably been related to vegetation indices. The 
variability has depended on the type of vegetation index that has been used.  An analysis 
by White et al (1997) indicated that LAI has an exponential relationship with NDVI 
(equation 2.9),  
e4.972ndvi0.2273LAI =        [2.11] 
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They also reported a linear relationship with SR (equation 2.12),  
0.069SR1.2565LAI −×=        [2.12] 
An analysis by Boegh et al. (2002) produced the following relationship between LAI 
and the enhanced vegetation index (equation 2.13), 
0.118EVI3.61LAI −×=        [2.13] 
The empirical methods described above are simple to implement but the accuracies 
reported are very low (Weiss et al, 2000). The standard linear regression models 
employed in empirical methods do not model nonlinear relations well except over small 
ranges. However results published by Brown (1981) suggest that with coarse resolution 
satellite images (e.g. MODIS), these methods can still produce satisfactory results.  
Based on the work by Chen et al (2002), examining the seasonal patterns in 
vegetation indices and LAI/FPAR can be useful in distinguishing functional vegetation 
types in coastal wetlands. Strong relationships between vegetation indices and 
biophysical properties during different plant growing seasons, support their use as 
classification tools in complex environments, like coastal wetlands. The choice of a VI is 
dependent on many factors; among these is the amount of vegetation cover in the area, 
the nature of the relationships and the way they change in canopy, soil type, and 
atmospheric parameters. In coastal areas, the saltwater marshes have low plant cover, 
changing uniformly to high plant cover in the freshwater environment. This 
phenomenon makes it difficult to use a single vegetation index. For example, in the 
freshwater environments it is virtually impossible to use perpendicular vegetation 
indices, but NDVI is at its best. Whereas, in saltwater environments, PVI’s would work 
best and NDVI would not produce good results. The question of which vegetation index 
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is best in the coastal environments is open to investigation and is discussed in detail in 
chapter four. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 29
CHAPTER THREE: NEURAL NETWORKS - AN OVERVIEW 
3.1 Definition of Neural Network 
 
A neural network can be regarded as an attempt to make a computer based 
simulation of the way a human brain works. Brain and nervous system functions are by 
no means fully understood. A neural network is not meant to be an artificial brain but a 
system which is capable of performing tasks similar to those which a human brain is 
capable of. For example, humans are able to do several things at the same time – parallel 
processing – and deal with large quantities of data. Neural networks are mathematical 
models designed to mimic the way a simple biological nervous system is believed to 
operate. They are also known as artificial neural networks, parallel distributed 
processing models, adaptive systems, self-organizing systems, or neural computing 
systems. They are based on simulated nerve cells or neurons that are joined together in a 
network. 
An understanding of neural networks assumes certain knowledge of the 
corresponding biological terms and the way nerve cells work. The human brain consists 
of a number of specialized nerve cells or neurons. These neurons consist of a cell body 
called soma and have projections called dendrites and axon. Dendrites conduct impulses 
towards the nucleus where the processing is done (Figure 3.1). Axons carry impulses 
away from the nucleus to other neurons. When a signal (or input) is sent through the 
dendrites, the soma can respond by “firing or not firing”. Whether a neuron fires 
(generates an output signal) or not depends on the strength of the signal received. Input 
signals to a neuron can either be exciting or inhibiting. The neuron then “computes” the 
weighted sum of these inputs. If the sum of the weighted inputs exceeds a threshold  
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Figure 3.1: Schematic diagram of the biological neurons showing the four basic 
components: dendrites, nucleus, axon and the synapses. 
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value, the neuron will fire. The strength of the input and output signals can depend on 
such factors as fatigue and stress which can increase or lower the rate at which the cell 
fires. What happens when several of these neurons work together is not fully understood. 
Artificial Neural networks are an attempt to model a brain. These neural networks 
are based on the way neurons operate in order to solve problems that the brain is good at 
solving, such as pattern recognition and forecasting, but that computers are not good at 
solving. Some times neural networks are described as “biologically inspired” because 
their initial idea comes from the brain, but it does not matter whether or not the end 
product works the way the brain does, as long as it produces good answers to the 
problem. 
The basic building block in a neural network is a node, or an artificial neuron, 
which works in a way similar to a biological neuron. This biological behavior is 
simulated by processes or functions which respectively perform the summing of the 
weighed input – the sum function – and deciding whether the neuron should fire or not – 
the transfer or activation function (Figure. 3.2). The weighted input channels correspond 
to the dendrites accepting stimuli, and the weight that is associated with an input channel 
represents the strength of the stimulus that is fed to this channel.  
In the biological neuron, the center where the incoming stimuli are processed is the 
nucleus. The cell will fire if the combined strengths of the stimuli are sufficiently high. 
A similar effect is found in the artificial neuron, where the sum function and transfer 
function mimic the processing that is done in the nucleus. The result in the sum function 
is used as input for the transfer function. If the input exceeds the value of a threshold 
specified by the transfer function, the artificial neuron will fire. 
 32
 
 
 
 
 
 
 
 
 
Figure 3.2: A neural network processing unit/node showing the four basic functions of a 
biological neuron (Source: Paola and Schowegerdt, 1993).  
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The node inputs are summed and the value of the sum, NET, is passed through an 
activation function. A processing unit (Figure 3.2) is essentially an equation which is 
sometimes referred to as a transfer function, and is presented in equation 3.1: 
NETi = Σwijapj + biasi,        [3.1] 
where variable wij represents the weights between node j to node i in the previous layer, 
apj is the output of node j for pattern p, and biasi, can be considered a connection to a 
node that is always at full activation.  
The behavior of the neural network depends on both weights and the input-output 
function (transfer function) that is specified. This function typically falls into one of 
three categories: linear, threshold, and sigmoid. (Figure 3.3). Variations to each of these 
categories exist.  
For the linear transfer function, the output activity is proportional to the total 
weighted output. For the threshold (or hard limit) transfer function, the output is set at 
one of the two levels depending on whether the total input is greater than or less than 
some threshold value which in many cases is 1. In the sigmoid transfer function, the 
output varies continuously but not linearly as the input changes. The sigmoid transfer 
function bears a greater resemblance to the real neurons than do linear and threshold 
transfer functions, and is therefore used most often in the design of an artificial neruon 
The sigmoid transfer function is given by equation 3.2 ( Heermann and Khazenie, 1992): 
( )
e NET1
1netf
i
i −+=           [3.2] 
An artificial neuron (henceforth neuron will refer to an artificial neuron) takes 
weighted signals from neurons, combines them, transforms them, and outputs a numeric 
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Figure 3.3: Main types of transfer functions: (i) linear, (ii) threshold and (iii) sigmoid 
transfer functions. 
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result. Just like the brain, neurons do not stand alone. A number of these are arranged in 
layers, where one layer handles the input, one layer transmits the result (output), and in 
between are a number of hidden layers (Figure 3.4). These layers have similar 
characteristics and execute their transfer functions in synchronization. The input layer 
represents the raw information that is fed into the network. The activity of the hidden 
layer is determined by the activities of the input layer and the weights on the connections 
between the input and the hidden layers. The behavior of the output layer depends on the 
activity of the hidden layers and the weights between the hidden layer and the output 
layer This arrangement of neurons is called a neural network (NN)(Figure 3.5). 
 Many neural networks have been developed based on the inter-layer connections. 
The most widely used NN is known as the feed-forward neural network. This is called 
feed-forward because the neurons on the first layer send their outputs to the neurons in 
the second layer, but they do not receive any input from the neurons on the second layer. 
Feed-forward neural networks are straightforward networks that associate input to 
outputs. Feedback networks have signals traveling in both directions by introducing 
loops in the network. Feedback networks are dynamic; their state is changing 
continuously until they reach an equilibrium point. A competitive neural network is 
another form of intra-layer connections where, within a single layer, a neuron can make 
a variable number of connections to other neurons in the layer. These connections can be 
used to simulate that a neuron can excite its nearest neighbors while it inhibits other 
neurons in the layer. This is also known as an “on-center/off-surround connection”. 
Another form is the so-called recurrent connection. The neurons within a layer 
communicate their output to each other before they are allowed to send their outputs to 
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Figure 3.4: Arrangement of a neural network in layers. In some cases there may be 
different numbers of neurons in different layers 
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Figure 3.5: A multi-layer network, showing how the mathematical operations are related 
to the different layers of neurons. 
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another layer. Generally some conditions among the neurons of the layer should be 
achieved before they communicate their outputs to one another. The communication 
continues until the neurons reach a condition where the outputs no longer change.  
All neural networks have neurons that accept data and neurons that produce outputs. 
The behavior of neural networks, how they map input data to output data, is influenced 
primarily by the transfer functions, how they are interconnected, and the weights of 
those interconnections. Details about these different neural network architectures are 
found in literature (Abdi et al., 1999; Tso and Mather, 2001; Paola and Schowegerdt, 
1994). The neural network architecture that I am going to use for this study, is the one 
that implements feed-forward back-propagation training algorithm.  
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CHAPTER FOUR: DATA SELECTION, PRE-PROCESSING AND ASSEMBLY 
4.1 Overview 
This chapter discusses decisions made in the selection of the data that were used to 
classify vegetation in the study area. I will discuss the selection of the data from 
MODIS, the data derived from this primary data, image geometric correction and re-
projection. A flowchart of these procedures is shown in Figure 4.1. 
4.2 Land Surface Reflectance Data 
The satellite data obtained from the Moderate Resolution Imaging Spectro-
radiometer (MODIS) on board the Terra platform. Prior to the launch of Terra, most 
research on global and regional vegetation mapping has used data collected by the 
AVHRR instrument onboard the National Oceanic and Atmospheric Administration 
(NOAA) series of satellites. Although recent work has provided promising results, the 
utility of AVHRR data for land cover classification is limited by a high level of 
atmospheric noise, lack of onboard calibration, and limited spectral information (Lotsch, 
et al 2003). MODIS provides superior spectral and spatial resolution, atmospheric 
correction and calibration relative to AVHRR data (Lotsch, et al 2003). MODIS is a 36 
channel imaging spectrometer sensing radiation between 0.4 and 14.5 μm. Two of the 
channels (1 and 2) are within the visible and near infrared range with a spatial resolution 
of 250 m. Five channels (3 to 7) are also within the visible and near infrared range with a 
spatial resolution of 500m, and 29 channels (8 to 36) include parts of the visible to 
thermal infrared range at 1000m spatial resolution (Table 4.1). MODIS derived imagery 
provide a comprehensive series of regional and global observations of the earth’s land, 
ocean, and atmosphere in the visible and infrared regions of the spectrum in such a way 
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Figure 4.1: Flowchart of the procedures in data selection, pre-processing and assembly 
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Table 4.1: Specifications of the MODIS bands 
Band Bandwidth (nm) IFOV Primary 
Use 
Band Bandwidth 
(μm) 
IFO
V 
Primary 
Use 
        
1 (Red) 626-670 250m L 20 3.660-3.840 1km O, L 
2 (NIR) 841-876 250m A, L 21 3.929-3.989 1km Fire, 
volcano 
3 (Blue) 459-476 500m L 22 3.929-3.989 1km A, L 
4 545-565 500m L 23 4.020-4.080 1km A, L 
5 1230-1250 500m L 24 4.433-4.498 1km A 
6 1628-1652 500m A, L 25 4.482-4.549 1km A 
7 (MIR) 2105-2155 500m A, L 27 6.535-6.895 1km A 
8 405-420 1km O 28 7.175-7.475 1km A 
9 438-448 1km O 29 8.400-8.700 1km L 
10 483-493 1km O 30 9.580-9.880 1km Ozone 
11 526-536 1km O 31 10.780-11.280 1km A, L 
12 546-556 1km O 32 11.770-12.270 1km A, L 
13 662-672 1km O 33 13.185-13.485 1km A, L 
14 673-683 1km O 34 13.485-13.785 1km A 
15 743-753 1km O 35 13.785-14.085 1km A 
16 862-877 1km O 36 14.085-14.385 1km A 
17 890-920 1km A     
18 931-941 1km A     
19 915-965 1km A     
26 1360-1390 1km Cirrus     
 
Note: A – atmospheric studies; L – land studies; O – ocean studies; IFOV – 
instantaneous field of view. 
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as to view the entire surface of the earth every two days. 
MODIS operates continuously, collecting data from all bands during the day and 
from the infrared bands during the night. The MODIS instrument has onboard 
calibration sub-systems that include a solar diffuser, a spectro-radiometric calibration 
assembly, a plate type black body, and a space viewer (Vermonte et al., 1999). With a 
swath width of 2300 km, the MODIS instrument images the entire earth’s surface every 
1 to 2 days. This high temporal resolution enables MODIS data to play a vital role in the 
development of a validated, interactive earth observation system and to assess global and 
local changes accurately enough to assist in making decisions concerning the protection 
of the environment. In this study, only four of the high resolution bands (bands 1, 2, 3, 
and 7) of MODIS were selected. 
Bands 1, 2, 3, and 7 were selected for this study because they have distinct spectral 
responses to vegetation, and have successfully been used in vegetation mapping in 
terrestrial environments (Gitelson et al. 2002). Band 1 (red) and band 3 (blue) are 
characterized by strong chlorophyll absorption. A high correlation therefore exists 
between spectral reflectance in these wavelengths and the chlorophyll concentration in 
the vegetation. In band 2 (NIR, between 0.0.841 – 0.876 μm wavelengths), high levels 
of reflectance occur because of the absence of major absorption, and multiple scattering 
of photons as a function of internal structure of the leaves. Reflectance in the NIR region 
means that a strong relationship exist between spectral reflectance in this region and the 
amount of green vegetation present. Bands 7 (2.105 – 2.115 μm), the Mid-infra red 
(MIR) band, also commonly known as the ‘water absorption band’, was selected 
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because water in the vegetation leaves strongly absorb radiation at these wavelengths. 
Nemani et al (1993) found that MIR response decreases with increasing canopy closure. 
Horler and Ahern (1986) suggested that MIR bands are sensitive to vegetation density, 
making them useful for monitoring regeneration.  
I obtained land surface reflectance data from NASA’s Land Processes Distributed 
Active Archive Center (DAAC). DAAC produces band 1 (Red) and band 2 (NIR) data 
globally on a daily basis after performing the atmospheric and geometric corrections. In 
addition, DAAC also produces data for band 3 and band 7 together with bands 1 (also 
called Red composite) and 2 (also called NIR composite) over limited areas at 250m 
resolution every 16 days (Vermote et al., 1999). 
4.3 Vegetation Biophysical Variables Data 
 
I also obtained a set of data derived from MODIS data. These data sets were the two 
vegetation biophysical variables the leaf area index (LAI) and the fraction of 
photosynthetically active radiation (fPAR). LAI defines the number of equivalent layers 
of leaves the vegetation displays relative to a unit ground area. fPAR measures the 
proportion of available radiation in the specific photosynthetically active wavelengths of 
0.4 - 0.7μm that a canopy absorbs. LAI and fPAR have been successfully used to 
classify structurally distinct vegetation types at a global scale. I used these data to 
classify coastal vegetation that has nearly similar spectral characteristics but different 
photosynthetic activities. DAAC produces fPAR and LAI data at 1000 m spatial 
resolution on an eight day compositing period. FPAR and LAI data sets were selected to 
coincide with the dates when land surface reflectance data were available. I further 
processed the FPAR and LAI so that their pixel sizes match with the land surface 
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reflectance data. This further processing was done by using the Nearest Neighbor 
technique of the “Image Geometric Correction” tool of Erdas Imagine software (Erdas 
Imagine Version 8.7), in which the 1000 m pixels are subdivided into 16 pixels, each 
with a size of 250 m. 
4.4 Vegetation Indices Data 
 
I also obtained two vegetation indices products from DAAC. These products were 
derived from MODIS bands 1 and 2 for the Normalized Deference Vegetation Index 
(NDVI), and bands 1, 2 and 3 for the Enhanced Vegetation Index (EVI). EVI is MODIS-
specific. The incorporation of the blue band in the transformation results in an improved 
sensitivity (relative to NDVI) in high biomass regions and improved vegetation 
monitoring. DAAC produces the vegetation indices at 250 m spatial resolution on a 16 
day compositing period. 
In addition to vegetation, the coastal environments may include areas of bare soil 
and water. An individual pixel may contain all of these. For this study I developed a set 
of indices that characterized vegetation, water, and soil conditions of each pixel. The 
derivation of these vegetation indices, that I call the soil, water vegetation index 
(SWVI), is based on the occurrence of the soil line in spectral space. The soil line is a 
hypothetical line in spectral space that describes the variation in the spectrum of bare 
soil in the image. This line can be found in a scatter plot of the red and NIR values for 
the pixels in the image (Figure 4.2). The plot shows a fairly linear boundary along the 
lower right side of the scatter plot. The straight line that best describes this boundary is 
the soil line. There is a tip on the graph opposite the soil line due to a strong NIR 
reflectance and a weak red reflectance, that is a characteristic of green vegetation. This  
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Figure 4.2: Scatter plot of red reflectance against NIR. On the plot there is a fairly linear 
boundary along the lower right side of the scatter plot. The straight line that 
best describes this boundary is the soil line.  
 
 
Figure 4.3: Development of the soil water vegetation indices. 
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point is defined as the green vegetation point. Pixels partially covered by vegetation are 
plotted between the bare soil line and the vegetation point. The perpendicular distance 
between the pixels positions in the Red/NIR space and the soil line is the perpendicular 
vegetation index (PVI) (Richardson and Wiegand, 1977). The principle of the SWVI is 
depicted in Figure 4.3. In Figure 4.3, the water-soil edge corresponds to the different soil 
moisture contents. If the vegetation cover increases over that of the dry soil, the pixel 
positions will move along soil-vegetation edge. But if the vegetation cover increases 
over that of water, the pixels positions will move along the water-vegetation edge 
toward the vertex labeled “vegetation”. The equations of the lines that correspond to the 
edges of the triangle were calculated and formulas were obtained for measuring the 
distances between the spectral points and the lines. PVI for a specific pixel is defined 
from the triangle as the length PV (see Section 2.3), the index values for Soil (SI), and 
Wetness (WI) are defined as the lengths of line segments PS, and PW, respectively. The 
vegetation, water and soil corners of the triangle were determined for each image by 
determining the maximum and minimum pixel values in each of the Red and NIR bands. 
The pixel with the maximum Red value defined the soil corner. The pixel with the 
maximum NIR value defined the vegetation corner. The pixel value for the minimum 
Red value defined the water corner. 
4.5 Land Surface Temperature Data 
Land surface temperature (LST) is one of the key parameters in the physics of land 
surface processes, combining surface-atmosphere interactions and the energy fluxes 
between the atmosphere and the ground. On land, temperature is among the main 
determinant of the rate of growth of vegetation and temperature governs the seasonal 
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start and termination of growth (Kaufman, et al. 2003). Over vegetation surfaces 
temperature is also directly controlled by evapotranspiration (Carson, et al. 1994). 
Because these processes differ with vegetation types, LST may be used to determine 
classes of vegetation communities. Land temperature was also included in the data set 
for classification of coastal wetlands vegetation types. 
The datasets used for this study were the daily daytime and nighttime MODIS LST, 
also from NASA’s DAAC. As was with the biophysical variables, the LST and are 
retrieved at 1000 m spatial resolution. I further processed the land surface temperature 
data so that their pixel sizes match with the land surface reflectance data. This further 
processing was done by using the Nearest Neighbor technique of the “Image Geometric 
Correction” tool of Erdas Imagine software (Erdas Imagine Version 8.7), in which the 
1000 m pixels are subdivided into 16 pixels, each with a size of 250. 
4.6. Image Registration to Multi-Temporal Data 
Image registration involves matching two or more images of the same scene 
acquired from different viewpoints, by different sensors, and at different times so that 
the pixels of the same coordinates in the images correspond to the same part of the 
scene. Proper registration was important in my study because all the image data 
collected were stacked together to form multiple layer images. A wide range of 
registration techniques have been developed for many different types of applications and 
data. These range from the use of common ground control points positively identified on 
the images, to the use of automatic registration algorithms. In all cases, a transformation 
is done to bring the images to the same geometric datum. 
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In my study, a total of 15 image layers were collected for each ‘image day’. Each of 
these layers was projected to a geographic coordinate system (Latitude/Longitude 
coordinate system), and to the World Geodetic Surface (WGS 84) datum using the Erdas 
imagine “Image geometric correction” tool. The image layers were then stacked together 
to form ‘single day’ images each of 15 layers. The list of the data sets that form a single 
data image is shown in Table 4.2. 
4.7 Scene Selection  
The strategy for selecting MODIS data for this study was formulated to target 
vegetation phenology and image quality (i.e., cloud and haze free images). Yang et al. 
(2001) calculated AVHRR derived NDVI on a biweekly basis for the entire United 
States fro the period 1996-2000. I obtained from Dr. Yang five years of biweekly data 
for 16 locations in coastal Louisiana. These point locations were selected to represent 
the four vegetation classes using the 2000 United State Geological Survey (USGS) 
vegetation map (A GAP Analysis of Louisiana, 2000). For each vegetation type, I 
selected four points. The averages of the four points (for five years) for each of the 
vegetation types were plotted as a function of time (Figure 4.4). 
Inspection of Figure 4.4 indicates that the vegetation types separate best in the May 
to August time period. Because South Louisiana is generally covered by scattered clouds 
during the summer months, it was difficult, if not impossible, to find an individual scene 
completely cloud free during these months. I therefore, had to select images from other 
time periods. A total of 24 clear sky images for South East Louisiana (six from each year 
from 2001 to 2004) were selected. The image times span February to June and from 
September to December (Table 4.3). 
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Table 4.2 List of Predictor variables that were used in this study. 
Layer Number Predictor Variable 
1 Red 
2 NIR 
3 Red – 16 day Composite images 
4 NIR – 16 day Composite images 
5 Blue band 
6 MIR band 
7 NDVI 
8 EVI 
9 fPAR 
10 LAI 
11 Land Surface Temperature (Day time) 
12 Land Surface Temperature (Night time) 
13 Wetness Index 
14 Soil Index 
15 Perpendicular Vegetation Index 
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Figure 4.4: Seasonal characteristics of vegetation types derived from multi-temporal 
NDVI. Peak greenness occurs at different times for different vegetation 
cover type. Fresh marsh reaches its peak first followed by intermediate 
marsh then brackish marsh and lastly saline marsh 
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Table 4.3: Dates when data sets were selected. In each year, three data sets for the spring 
season and three data sets for the fall season were selected. 
 
Phase Year/Month 
 2001 2002 2003 2004 
18th February 5th April 17th March 31st March 
21st March 15th May 14th April 13th April 
Phase I 
(Spring/early 
Summer) 18th April 18th June 3rd May 30th May 
27th September 18th October 21st October 13th October 
4th November 22nd November 19th November 6th November 
Phase II 
(Fall/Winter) 
20th December 28th December 18th December 10th December 
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4.8 Selection of Sampling Sites and Preparation of Training Sets 
Because I want to use a neural network model to classify the vegetation types in my 
study area, I selected 29 locations within the study area to serve as training sites for the 
neural network models. The sites were selected to correspond with the four plant 
communities that I will classify. The identification of the location of the sampling sites 
on the images was done by linking the location coordinates on the satellite images to an 
existing 2001 vegetation map produced by the United States Geological Survey (USGS 
2001) (Figure 4.5). The USGS used Landsat imagery and the Interactive Self Organizing 
Data Analysis (ISODATA) technique to produce the vegetation map. Color infrared 
aerial photography was also used to aid image labeling in the classification process. 
Other data used to produce these maps were the National Wetlands Inventory Habitat 
data and the USGS 1:100, 000 hydrologic data. Between four and five sampling sites for 
each vegetation class were identified (Figure 4.6). 
To pick up pixels from the images, the AOI (Area of Interest) tool of the Erdas 
Imagine software was used to create rectangles over the sites on the images. Pixels 
within the rectangles were converted into ASCII format and exported to excel spread 
sheet for further processing. Each rectangle picked between 111 and 143 pixels. The 
total number of pixels sampled from each of the vegetation classes was balanced so that 
the difference across classes was not greater than 15 pixels (Table 4.4). This was 
necessary because neural networks work better when the numbers of training pixels for 
the vegetation class are approximately equal. 
In addition to the training data sets, a similar procedure was used to separately pick 
testing data sets from the image. The testing data sets were used to test the quality of 
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Figure 4.5: The 2001USGS vegetation map for Barataria bay.  
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Figure 4.6: Exact location (by coordinates) of sampling sites on the satellite image for 
the training pixels.  
 
Table 4.4: Training and testing data sets 
Class 
No. of 
Sampling 
sites per 
class 
Size of the 
Training sets 
(No. of pixels) 
Size of the 
Testing sets 
(No. of 
pixels) 
Total 
(No. of 
pixels) 
Water 4 665 342 1007 
Saline marsh 6 666 339 1005 
Brackish marsh 5 672 343 1015 
Intermediate 
marsh. 4 670 340 1010 
Fresh marsh 5 659 349 1008 
Agricultural Area 5 671 338 1009 
Total 29 4003 2051 6054 
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trained neural network models. Generally testing data sets would be partitioned from the 
training data sets. Here I decided not to partition the training data sets for testing, instead 
to pick the testing data sets separately from the image to avoid overstating the testing 
results. 
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CHAPTER FIVE: CLASSIFICATION PROCEDURES USING NEURAL 
NETWORKS 
5.1 Overview 
In many regions land cover classes vary spectrally. In coastal areas, where 
vegetation classes present high diversity and spatial complexity, these different 
vegetation classes can present interclass confusion, introducing errors into resulting 
spectral classification. A number of sophisticated classification methods that incorporate 
neural network methods have recently been explored (Ingram, 2005).  
In this chapter, a classification model based on neural networks is explored to check 
its suitability to classify vegetation types in the complex coastal environment. The 
procedures (Figure 5.1) include decisions on which algorithm, data scaling method, and 
transfer functions must be used in the training of the neural network. Other procedures 
included optimization of the number of hidden neurons, determination of the relative 
importance of input variables, selection of the learning rate, testing for correlation of the 
input variables, and assessing for performance of the combination of input variables, 
assessing for the image combinations required. The procedures were meant to formulate 
the final architecture of the neural network model. 
5.2 Selection of the Data Scaling Method and the Transfer (Activation) Function 
The training process is better behaved in terms of producing consistent results and 
speeding up the computing time when the data are scaled prior to training neural 
networks. Scaling also ensures that the relative importances of input variables are 
equally represented when the neural network is trained. Consider the case involving two 
variables that are being trained to predict an output variable. If, for example, one input 
variable has a maximum of one and a minimum of zero while the other input variable  
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Figure 5.1: Flowchart showing classification procedures using neural networks  
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has a maximum of 10000 and a minimum of zero, the neural network will spend more 
time learning the second variable than the first variable because the second variable has 
a greater range. By scaling both variables, the NN will spend equal time in learning both 
variables.   
It is possible to scale the data using any of the linear scaling methods (i.e. –1 to 1; 0 
to 1) or to standardize the data to have a mean of zero and a variance of one. In this 
study the data are scaled to have a minimum of –1 and a maximum of +1 using the 
equation: 
1P2
PP
PP
minmax
min
n −−
−=          [5.4] 
where Pn is the transformed input value, p is the input value, Pmin is the minimum value 
of input and Pmax is the maximum value of the input. The decision to choose this method 
of scaling the data came after making a pre-analysis of the data on skewness and 
kurtosis. The results of the pre-analysis showed a high kurtosis and low skewness which 
called for the use of the scaling method that would scale the data to the range of between 
-1 and +1. 
The scaling method was chosen with regard to the transfer function used to train the 
neural network. Among the several transfer functions available in NN computing, the 
following are the most common: (i) Hyperbolic Tangent, (ii) Logistic (i.e. Log-
Sigmoid), and (iii) Pure Linear. The Hyperbolic Tangent function requires input values 
to be scaled from –1 to 1. The Logistic transfer function requires input values be scaled 
from 0 to 1. Mixing up the scaling method and transfer functions might result in poor 
training and inconsistent results. The equations of the transfer functions are: 
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Log-Sigmoid,  
e x1
1a −−=           [5.1] 
Hyperbolic Tangent, 
ee
ee
xx
xx
a −
−
+
−=  and,         [5.2] 
Pure Linear, 
a = x  ,          [5.3] 
where a is the output vector and x is the input vector. 
The hyperbolic tangent transfer function is used in this study because it was 
consistent with the scaling of the input values. 
5.3 Examining the Effect of the Size of the Training Data Set  
The performance of an NN is also dependent on the size of the data set to be used in 
the training. The influence of the training set on classification extends well beyond the 
training stage. The size of the training set can have a major impact on the ability of the 
network to generalize and thus on the accuracy with which an independent test set may 
be classified. On the one hand, neural networks require that training data sets be large 
enough to represent the characteristic of each class. On the other hand, because training 
data sets are used to ‘teach’ a supervised classification it is important to ensure that the 
training data are adequate. Adequacy means there no erroneous or unrepresentative 
samples are included. This is particularly important in neural networks because neural 
networks train directly on the sample data themselves, and are thus likely to be 
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significantly influenced by the presence of training sample data that are not 
representative.  
In my stud,y the size of the training set was determined using an approach proposed 
by Tribou and Noble (2004). The NN model was run 10 times while the size of the 
training, validation, and testing sets was varied. In each case the values of r2 for training, 
testing and validation were examined using analysis of variance (Post hoc with Tukey’s 
adjustment). The results show that there was no significant difference (at 95% 
confidence level – P > F = 0.768) when training was done using 506, 1011, 1617, 3027 
or 4057 data points (Table 5.1) Since previously the size of the data sets collected for 
each image was 6054, it was decided that this size of the data sets should not be 
changed.  
5.4 Selection of the Training Method 
The choice of the training method depends on many factors including the complexity 
of the problem, the number of data points in the training data set, the error goal, and 
whether the network is being used for classification or function approximation. Other 
researchers (Demuth and Beale, 1992, Paola and Schowegerdt 1993) have worked to 
determine the memory requirement and speed of the various algorithms that implement 
back propagation training scheme.  
In my study an analysis was performed to determine which training algorithm can 
best classify satellite data in coastal areas. The focus here was not on speed but rather on 
consistency and stability of the algorithm when variables were changed. The experiment 
described in Section 5.2 was repeated 15 times using the Levenberg-Marquardt training 
method and Conjugate Gradient method. Each time, the number of hidden neurons was  
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Table 5.1: Assessment of the effect of size of the training data on accuracy 
        R2       Mean   
Size Dataset Run Training Testing Validation   Training Testing Validation 
288 1 1 0.74 0.77 0.77         
288 1 2 0.75 0.77 0.77         
288 1 3 0.75 0.78 0.77         
288 1 4 0.74 0.74 0.75         
288 1 5 0.70 0.66 0.73         
288 1 6 0.75 0.77 0.77         
288 1 7 0.75 0.78 0.77         
288 1 8 0.73 0.70 0.74         
288 1 9 0.74 0.74 0.76         
288 1 10 0.75 0.77 0.77   0.74 0.75 0.76 
                    
506 2 1 0.79 0.82 0.82         
506 2 2 0.80 0.82 0.82         
506 2 3 0.80 0.82 0.82         
506 2 4 0.79 0.79 0.80         
506 2 5 0.74 0.70 0.78         
506 2 6 0.79 0.82 0.82         
506 2 7 0.80 0.83 0.82         
506 2 8 0.78 0.74 0.78         
506 2 9 0.79 0.79 0.81         
506 1 10 0.79 0.82 0.82   0.79 0.79 0.81 
                    
1011 3 1 0.79 0.81 0.83         
1011 3 2 0.78 0.80 0.84         
1011 3 3 0.78 0.81 0.82         
1011 3 4 0.79 0.81 0.83         
1011 3 5 0.76 0.78 0.81         
1011 3 6 0.68 0.61 0.63         
1011 3 7 0.79 0.81 0.83         
1011 3 8 0.75 0.79 0.78         
1011 3 9 0.78 0.80 0.82         
1011 3 10 0.79 0.81 0.83   0.77 0.78 0.80 
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Table 5.1(continued) 
        R2       Mean   
Size Dataset Run Training Testing Validation   Training Testing Validation 
1617 4 1 0.77 0.76 0.78         
1617 4 2 0.80 0.80 0.82         
1617 4 3 0.80 0.79 0.82         
1617 4 4 0.77 0.77 0.80         
1617 4 5 0.80 0.80 0.82         
1617 4 6 0.73 0.71 0.72         
1617 4 7 0.80 0.79 0.82         
1617 4 8 0.80 0.80 0.82         
1617 4 9 0.74 0.73 0.76         
1617 4 10 0.77 0.77 0.78   0.78 0.77 0.79 
                    
3027 5 1 0.78 0.80 0.80         
3027 5 2 0.78 0.81 0.80         
3027 5 3 0.78 0.81 0.80         
3027 5 4 0.77 0.77 0.79         
3027 5 5 0.73 0.68 0.76         
3027 5 6 0.78 0.81 0.80         
3027 5 7 0.78 0.81 0.80         
3027 5 8 0.76 0.73 0.77         
3027 5 9 0.77 0.77 0.79         
3027 5 10 0.78 0.80 0.80   0.77 0.78 0.79 
                    
4057 6 1 0.76 0.76 0.78         
4057 6 2 0.79 0.79 0.81         
4057 6 3 0.79 0.79 0.81         
4057 6 4 0.77 0.77 0.79         
4057 6 5 0.79 0.79 0.81         
4057 6 6 0.72 0.70 0.71         
4057 6 7 0.79 0.79 0.81         
4057 6 8 0.79 0.79 0.81         
4057 6 9 0.73 0.72 0.75         
4057 6 10 0.76 0.76 0.77   0.77 0.76 0.78 
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changed from one to fourteen. The coefficient of correlation between the target values 
and the predicted values were examined.  
For neural networks trained with the Levenberg-Marquardt method, correlation 
coefficients of predicted versus target values increased with the number of hidden until a 
threshold of 5 neurons was attained. Neural networks containing 5 or more hidden 
neurons correctly predicted the target values, r2 almost remained constant (Figure 5.2). 
This shows that there is a clear and consistent relationship between r2 and the number of 
hidden neurons. Effectively r2 does not increase much with the number of hidden 
neurons beyond 5. For neural networks trained with the Conjugate Gradient method, the 
target values were inconsistently predicted regardless of the number of hidden neurons 
(Figure 5.3). Although some neural networks trained with Conjugate Gradient yielded 
excellent predictions e.g., neural networks trained with 7 and 10 hidden neurons had an 
r2>0.98, predictions varied for neural networks trained with the number of hidden 
neurons, indicating that different neural networks yield inconsistent results compared to 
those trained using the Levenberg-Marquardt method (Compare Figure 5.2 and Figure 
5.3). For this study I used the Levenberg-Marquardt method. 
5.5 Optimizing the Number of Hidden Neurons  
The optimal number of hidden neurons depends on (Tribou and Noble, 2004): (i) the 
number of input and output variables, (ii) the number of training records, (iii) the 
amount of noise in the output variables, (iv) the complexity of the relationship between 
input and output variables, and (v) the type of transfer functions used. Because there is 
no ‘rule of thumb’ to determine the optimal number of hidden neurons (Sarle, 1999), the 
problem was approached by repeatedly training NNs (15 times) with fixed numbers of  
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Figure 5.2: Predictions based on the Levenberg-Marquardt. The predictions are 
consistent with the increasing number of Neuron. 
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Figure 5.3: Variation of the coefficient of correlation with the number of hidden neuron 
based on the conjugate gradient descent. 
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hidden neurons and identifying the optimal number of hidden neurons from those that 
yielded the lowest generalization estimator score. Two generalization estimators were 
used: Schwarz’s Bayesian criterion (SBC), and corrected Akaike’s Information Criterion 
(AICc). Equations 5.5 and 5.6 were used to calculate the SBC (Schwarz, 1978) and 
AICc score (Hurvich and Tsai, 1989): 
( )nplog
n
SSEnlogSBC +⎟⎠
⎞⎜⎝
⎛=        [5.5] 
n
2p1
pn
n
SSEnlogAIC c +−
++⎟⎠
⎞⎜⎝
⎛=       [5.6] 
where n represents the number of training cases, p, represents the number of weights and 
biases and SSE is the sum square error for each of the neural network. 
These estimators were calculated by determining the sum of squares errors (SSE) for 
each of the 15 neural networks, discarding neural networks that had SSE lower than the 
25th percentile (rounded up), calculating the estimators using the remaining neural 
networks, and taking the median value. Neural networks with low SSE were discarded 
because it was assumed that the neural network did not reach the global error minimum.  
These calculations were conducted for neural networks with different number of hidden 
neurons. The median generalization estimator score were ranked from lowest to the 
highest and neural networks with the lowest score had the optimal number of hidden 
neurons. It is evident from Table 5.2 that when 6 hidden neurons were used in the 
analysis, the model gave the lowest AIC’s score. As such it was decided that the number 
of hidden neurons should be set to six. 
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Table 5.2 Results of optimization of the number of hidden neurons. 
 
Rank No. of Hidden Nodes SBC Score AICc Score 
1 6 -14907.92 -7624.23 
2 3 -15215.09 -7535.07 
3 5 -14796.51 -7380.89 
4 7 -14474.85 -7322.90 
5 2 -15119.11 -7306.61 
6 9 -14114.48 -7225.44 
7 4 -14740.64 -7192.91 
8 10 -13622.80 -6864.93 
9 8 -13865.52 -6845.11 
10 1 -13964.56 -6019.40 
. 
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5.6 Selection of the Learning Rate  
 
To address the problem of slow training, attention was devoted to small details 
during the development of the back-propagation algorithm. The back-propagation 
algorithm, like other numerical algorithms can become unstable if the steps are too large. 
McClelland (1989) recommended 1/n as the proper size of the learning rate β, where n is 
the total number of nodes in the network. However, this approach may result in a very 
large value of β and may result in saturation of the weights in less than ten steps because 
of a large number of training patterns in classification of remote sensing data. Based on 
this information, Heermann and Khazenie (1992), proposed the addition of the term 1/p, 
where p is the number of patterns, to the equation, and a multiplicative factor was also 
incorporated to improve the estimate. The resulting equation is  
β =C0  n
1
p
1 ××          [5.7] 
Heermann and Khazenie suggest a value of 10 for Co based on empirical observations. 
Based on the equation 5.7, I set the learning rate at 0.02.  
5.7 Measuring the Relative Predictive Importance of Input Variables  
Neural networks can be used to identify a variable, or combination of variables, that 
play important roles in predicting outputs. This was done using the approach proposed 
by Tribou and Noble (2004).The approach is based on repeatedly training neural 
networks (15 times) using one input variable 6 hidden neurons, and one output neuron, 
and determining which variable yields the lowest generalization estimator scores. Two 
generalization estimators were used: Schwarz’s Bayesian criterion (SBC), and corrected 
Akaike’s Information Criterion (AICc). These estimators were calculated by 
determining the sum of squares errors (SSE) for each of the 15 neural networks, 
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discarding neural networks having SSE lower than the 25th percentile (rounded up), 
calculating the generalization estimator scores (using the remaining neural networks), 
and determining the median value.  The neural networks with low SSE were discarded 
because they were considered to be ‘stuck’ in a local minimum. By using neural 
networks, it was thus possible to determine the predictive importance of individual input 
variables. The performance of these predictor variables was analyzed from the spring 
and fall data sets. (Figures 5.4 to 5.11). The results show that there are predictor 
variables that consistently predict and perform well all year round (e.g., the wetness 
index). However, there are other predictor variables whose performances were quite 
seasonal, that is, they performed better in spring, but not in the fall season (e.g., NDVI, 
temperature and biophysical variable PAR). Others performed better in the Fall but not 
in Spring (e.g., night temperature). The performances of a few predictor variables were 
quite varied. They did not show any pattern of performance with season (e.g. EVI, all 
multi-date composite satellite data).  
5.8 Post-Training Analysis for the Neural Network Models 
The performance of a trained network can be measured to some extent by the errors 
on the training, validation and test sets, but it is often useful to investigate the network 
response in more detail. One option is to perform a regression analysis between the 
network response and the corresponding targets, using the test data set. Here the network 
output and corresponding targets are passed to the regression function. The regression 
returns three parameters m, b, and r. The parameters m and b correspond to the slope and 
the y-intercept of the best linear regression relating observed values against predicted 
values. 
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Figure 5.4: The relative importance of predictor variables for the Spring of 2001 
 
Sensitivity Analysis of Classification Variables
 Spring 2002
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Figure 5.5: The relative importance of predictor variables for the spring of 2002.  
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Sensitivity Analysis of Classification Variables
  Spring 2003
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Figure 5.6: The relative importance of predictor variables for the spring 2003.  
 
Sensitivity Analysis of Classification Variables
 Spring 2004
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Figure 5.7: The relative importance of predictor variables for the spring of 2004.   
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Sensitivity Analysis for the Classification Variables 
 Fall 2001
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Figure 5.8: The relative importance of predictor variables for fall 2001.  
 
Sensitivity Analysis of Classification Variables 
 Fall 2002
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Figure 5.9. The relative importance of predictor variables for fall, 2002.  
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Sensitivity Analysis of Classification Variables 
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Figure 5.10: The relative importance of predictor variables for Fall 2003.  
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Figure 5.11: The relative importance of predictor variables for Fall 2004.  
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The variable r is the measure of how well the variation in the input is explained by the 
targets. All the neural network models trained had r-values between 0.981 and 0.999 
(Figures 5.12 & Figure 5.13). 
In addition to post-training regression analysis, frequencies for the predicted values were 
computed to check on the overlap of the different classes. The trained neural network was 
run on the test data set. The neural network produced a value for each input pixel. Each 
input pixel had a tag that identified its vegetation class. The frequency distribution of the 
output values for each class was computed. In addition, maximum, minimum, mean and 
standard deviation values of the predicted values were computed for each class. These 
computations were separately done for the single day images, two day image combinations, 
and all images combined for the spring and fall seasons. The procedure was done in order to 
get an understanding on how many pixels in one vegetation class were misclassified into 
another vegetation class. The predicted values were taken to be correctly classified if 95% of 
the values are within μ+1.96σ, where μ is the mean and σ is the standard deviation.  
For the single day images, (Figure 5.14 is an example plot of all classes for a single day. 
February 18th, 2001), the predicted values of water ranged from 0.0 to 0.104 with a mean of 
0.01±0.06, on the average. Saline marsh pixels had a calculated mean of 0.21±0.03 on the 
average. Only 2.0% of classified water pixels fell within 2σ (standard deviations) of saline 
marsh pixels, while 1.5% of classified saline marsh pixels fell within 1.96σ of classified 
water pixels, and 2.0% of classified saline marsh pixels fell within 1.96σ of brackish marsh. 
Classified brackish marsh had a mean of 0.39+0.04 on the average, while classified 
intermediate marsh had a mean of 0.6+0.5, on the average. About 2.2% of the classified 
brackish marsh type fell within 1.96σ of saline marsh and 1.5% of brackish marsh marsh 
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Figure 5.12: Post-training regression analysis. This analysis was done for the data of 
February 2001.  
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Figure 5.13: Post-training regression analysis when all the data sets for the year are used in 
training. The results are much better that when single day image data are used. 
 
 
 
 
 
 76
 
 
 
 
 
 
 
0 0.2 0.4 0.6 0.8 1
0
50
100
150
200
250
300
Training Result for February 2001
Distribution of Frequencies of Predicted Values
Precicted Values
Fr
eq
ue
nc
y waterSaline
brackish
intermediate
fresh
Agriculture
 
Figure 5.14: An example of the distribution of frequencies of predicted values when a single 
day image data are used in training. Other examples of frequency distribution in 
the spring are shown in Appendix I 
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fell within 1.96σ of intermediate marsh. However, 3.5% of intermediate marsh fell within 
1.96σ of brackish marsh. About 1.9% of the classified marsh fell within 1.96σ of fresh 
marsh. This means that there was a greater overlap between marsh and intermediate marsh. 
The freshwater vegetation type had a mean of 0.78+0.04. The calculated target values for 
agricultural area had a mean of 1.0, on the average. Nearly 2.2% of classified fresh marsh 
fell within 1.96σ of intermediate marsh. Only 1% of classified fresh marsh pixels fell within 
1.96σ of agriculture pixels. Thus, with single day image data sets classification of water and 
agriculture from marsh vegetation types was good (within 1.5%), while the other marsh 
types were overlapping each other in about 3%. This was the trend irrespective of data from 
which day was used. The single day data sets for fall showed similar results. 
Computations similar to those explained above were done for the two day data set 
combinations. This approach, however, did not show any improvements in terms of a 
decrease in overlap between vegetation classes, except for the fresh marsh in the spring 
season and saline marsh in the fall (Figures 5.15 and 5.16).  
With the two day image data sets of the spring combined, only 1.7% of fresh marsh 
pixels fell within 1.96σ of intermediate marsh. Also, only 1.2% of intermediate marsh pixels 
fell with 1.96σ of fresh marsh (Figure 5.15). This means that the combination of data sets for 
the spring show some improvements in discriminating between fresh marsh and intermediate 
marsh but not between other classes. On the other hand, when the two day image data sets 
for the fall are combined, only 1.3% of saline marsh pixels fell within 1.96σ of the brackish 
marsh and only 1.2% of the brackish marsh pixels fell within 1.96σ of saline marsh. Indeed 
this result indicate that the two day data set combination in the fall season has some 
improvements in discriminating saline marsh and brackish marsh (Figure 5.16 ). 
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Figure 5.15: An example of distribution of frequencies of predicted values when two day 
image data of the spring season are used in training. Other examples of frequency 
distribution in the spring are shown in Appendix I. 
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Figure 5.16: An example of distribution of frequencies of predicted values when two day 
image data sets of the fall season are used in training. Other examples of 
frequency distribution in the fall are shown in Appendix I. 
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The results were somehow different when three day image data sets were used. There were 
some improvements of what was observed with the two day image data sets in terms of 
overlap. The overlap between intermediate marsh and brackish marsh was greater than with 
the other classes: 3.2% of intermediate vegetation type pixels fell within 1.96σ of brackish 
marsh (Figure 5.17) for the spring data sets. 2.8% of brackish marsh pixels fell within 1.96σ 
of intermediate vegetation type (Figure 5.18). 
The major question after these tests must be, can single season satellite data be used to 
vegetation classes in the coastal environment? Since it was noted that there was very little 
improvements in reducing overlap between the different vegetation classes even when three 
data sets of the same season were used, the answer to this question is - a clear no!  
In a further attempt to improve the training results, an analysis was done after images of 
the spring and the fall seasons were combined to predict the vegetation classes. Here three 
images of the spring season and the fall were combined to predict the coastal vegetation 
classes. The results were quite different from what was observed before; each of the 
vegetation classes was separated from the other class with an overlap of less that 1%, on the 
average (Figures 5.19). In each case the calculated standard deviation of the predicted values 
was less than +0.03, on the average. Having achieved this level of correct classification, a 
further training of the models was stopped because these results were considered 
satisfactory. Because the intention was to determine the optimum number of images, these 
results indicate a minimum of six images were necessary; three for the spring season and 
three for the fall season. Increasing the number of images to four (2001) for a single season, 
did not change the results. No tests were carried for fewer data sets, such as two data sets for 
the spring and two for the fall. The reason for this decision is that the two day combinations 
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Figure 5.17: An example of frequency distribution when three day images of the spring 
season are used for prediction. Other examples of frequency distribution in the 
spring are shown in Appendix I. 
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Figure 5.18: An example of frequency distribution when three day images of the fall season 
are used for prediction.  
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Figure 5.19: An example of distribution of frequencies of predicted values when data sets 
for the spring and fall 2001 were combined.  
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in the spring and fall had not produced satisfactory results in the previous analyses. Hence, it 
was assumed that such a combination would not produce better results in the analysis in 
question. At this juncture the six day image data sets: three for the spring and three for the 
fall were concluded to be an optimum combination.  
5.9 Final Network Architecture 
The procedure described in Section 5.5 was used to determine the final list of predictor 
variables to be used in the neural network. This was a two stage procedure; in the first stage 
predictor variables were analyzed in combinations to determine which variables were the 
best combinations for the predictions. To determine the best set of combinations, all 
variables in the year, and a set of random numbers, were stack together and combinations of 
five variables was repeatedly trained (15 times) using 6 hidden neurons, and one output 
neuron, and determining which combination of variables yields the lowest generalization 
estimator. Again two generalization estimators were used: the Schwarz’s Bayesian Criterion 
(SBC), and the corrected Akike’s Information Criterion (AICc). The set of random numbers 
provided the cut off point, below which the combinations were considered to make no 
contributions to the predictions. Mid-Infrared and night time temperature, were determined 
to have little significance when used in combinations. The second stage was to determine 
variables that had a higher autocorrelation (at 0.995 confidence level). The perpendicular 
vegetation index (PVI), the soil index (SI), the Red_Composite band, the blue band, and the 
red band were determined to have a relationship with other variables. All these variables 
together with those that had little significance when used in combinations were removed 
from further analysis. The remaining eight variables: the wetness index (WI), the near 
infrared (NIR) band, the NIR_C band, the normalized difference vegetation index (NDVI), 
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the Enhanced Vegetation Index (EVI), day time temperature (Td), the leaf area index (LAI) 
and the fraction of photosynthetically active radiation (fPAR) were determined to be the best 
predictors variables to be used in the study. 
Generally, for classification of multispectral imagery a three layer (single hidden layer) 
fully interconnected network is sufficient and is the most common implementation reported 
in literature (Paola and Schowengerdt, 1993). In most of the literature reviewed, for 
example, (Benediktsson, 1990, Bishof et al. 1993 and Heerman and Khazenie, 1992) a trial 
and error method has been used to determine the number of hidden layer nodes that resulted 
in the best classification. The literature leads to the conclusion that the number of hidden 
layer nodes used is proportional to the number of input-output nodes (i.e. number of classes) 
and relatively independent of the number of input nodes. Table 5.4 lists of some of the 
researchers and the architectures of the networks used. Most of researchers shown in the 
table used the number of output nodes equal to the number of classes. 
The final architecture of the model is shown in Figure 5.20. It has 48 input neurons, 6 
hidden neurons, and one output neuron. The neural network that I have developed and 
described in this chapter must be trained in each year with new data. The experiments done 
in this study, show that a model trained in one year can not be used for the second year, 
though the variables are the same. 
At this stage the model was considered ready to be trained and accept data sets from the 
study area for the classification. Using the trained model simulation was done for each year 
and the resulting classified maps are presented and discussed in Chapter 6. 
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Table 5.3: Summary of some of the data coding techniques and network structures used in classification of remotely sensed data.  
Author Imagery Input data coding Output data coding Network structure 
Benediktsson 
(1990a) 
MSS, Elevation, slope, 
aspect data Gay coding  Temperature 
56-32-10 and  
56-32-4 
Benediktsson 
(1990b) 
60 bands of simulated 
HIRIS 
Binary coding, 12 
bits per band 
3 outputs, one 
per class 
240-15-3, 480-15-3 
and 720-20-3 
Bischof, et al 
(1992) 7 TM bands 13 inputs per band  
4 outputs, one 
per class 
91-5-4, 116-8-4 
 and 140-8-4 
Heerman and 
Khazenie (1992 3 TM bands 
Binary data, 8 bits 
per band 
5 outputs, one 
per class 24-24-5 
Key et al (1990) Merged AVHRR and SMMR 
Individual pixel 
values 
12 outputs, one 
per class 7-10-12 
This study 6 dates of 8 MODIS bands 
Individual pixel 
values 
One output 
node 48-6-1 
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Figure 5.20: The final architecture of the NN model used in this study. NIR = Near Infra Red, fPAR = fraction of Photosynthetically 
Active Radiation, LAI = Leaf Area Index, WI = wetness index, NDVI = Normalized Difference Vegetation Index, EVI = 
Enhanced Vegetation Index, NIR_C = Near Infra Red – Composite, Td = Day time land surface temperature. Six images 
(three in the spring/early summer and three in the fall/early winter) are required for the prediction. 
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CHAPTER SIX: RESULTS OF MODEL APPLICATIONS 
6.1 Vegetation Cover Maps 
 
The final products of this neural network computing are the coastal wetlands cover 
maps. These maps are produced in accordance with the modified LA-GAP level III. The 
classes that are described here are the South-Eastern Louisiana coastal marshes based on the 
categories proposed by Chabreck (1970) as described in Section 1.1.  
Before the classified images are presented, it is important to distinguish between land 
cover and land use as the two definitions, in some cases, may cause confusion. The satellite 
sensor detects reflectance from the surface of the earth in response to the physical properties 
of earth surface features, that is, land cover and environmental conditions at the time of data 
acquisition. The land cover is not always a direct corollary to what the land is actually being 
used for – land use. It is not always possible to distinguish between the use of the land and 
the associated land cover with remote sensor acquired data. In the classification definitions 
given here, land cover prevails over land use. 
Figure 6.1 shows the original image for 2001 that was classified using the neural 
network procedure and Figures 6.2 to 6.5 show the classified images for 2001, 2002, 2003 
and 2004, respectively. 
6.2 Classification Accuracy and Assessment 
The success of image classification is measured during accuracy assessment. In 
statistical context, accuracy comprises bias and precision and the distinction between the 
two is sometimes important as one may be traded for the other (Foody, 2002). In thematic 
mapping from remotely sensed data, the term classification accuracy is typically taken to 
mean the degree of ‘correctness’ of a map or a classification. 
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Figure 6.1: Original image of the MODIS of 2001. Images of this kind were used to 
produce classified images of 2001, 2002, 2003 and 2004. 
 
 
 
 90
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.2: Classified image of 2001 
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Figure 6.3: Classified image of 2002 
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Figure 6.4: Classified image of 2003 
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Figure 6.5: Classified image of 2004 
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A thematic map derived with a classification may be considered accurate if it provides a 
unbiased representation of the land cover of the region it portrays. In essence, therefore, 
classification accuracy is typically taken to mean the degree to which the derived image 
classification agrees with reality or conforms to the ‘truth’ (Jensen and van der Wel, 1994). 
A classification error is, thus, some discrepancy between the situation depicted on the 
thematic map and reality on the ground.  
Many methods of accuracy assessment have been discussed and used in remote sensing 
(Foody, 2002; Jenssen and van der Wel, 1994; Rosenfield 1987; Aronoff, 1982). The 
method that is used in this study is derived from an error matrix or confusion matrix. The 
error matrix is a cross tabulation of the classified class labels against those observed on the 
ground for a sample of cases at specified locations. Many measures of the classification 
accuracy may be derived from the error matrix. One of the most popular is the percentages 
of cases correctly allocated. This is an easily interpretable guide to the overall accuracy of 
the classification. When attention focuses on the accuracy of the individual classes, then the 
percentage of cases correctly allocated may be derived from the error matrix by relating the 
number of cases correctly allocated to the class to the number of cases of that class. This is 
achieved from two stand points, giving rise to terms ‘user’s accuracy’ and ‘producer’s 
accuracy’, depending on whether the calculations are based upon the matrix’s rows or 
column marginals. The producer’s accuracy shows the proportion of pixels in the reference 
data set that are correctly recognized by the classifier. The user’s accuracy measures the 
proportion of pixels identified by the classifier as belonging to the class that agree with the 
reference data. 
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Although informative, measures of percentage of cases correctly classified have often 
been criticized. A major problem for some users is that some cases may have been allocated 
to correct class purely by chance (Congalton, 1991; Rosenfield and Fitzpatrick-Lin, 1986). 
To accommodate for the effect of change agreement, the Cohen’s kappa coefficient has 
often been used and some commentators argue that it should, in some circumstances, be 
adopted as a standard measure of classification accuracy. The kappa-coefficient may also be 
used to compare different classification methods that are based on the same data. The kappa 
coefficient uses all the information from the whole error (confusion) matrix in order that a 
chance allocation of labels can be taken into consideration. 
The kappa coefficient is defined by equation 7.1 (Tso and Mather, 2001). In this study, I 
used the calculated kappa coefficient values to compare this classification with the method 
used by the USGS  
( )
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k ,        [6.1] 
where, k   = the estimated kappa coefficient  
 r   = the number of columns (or rows in error matrix) 
xii = is the entry (i,i) in the error matrix, 
xi+= the marginal totals of row i. 
x+i= the marginal totals in column j 
N = the total number of observations. 
I obtained the data that were used in assessing the accuracy of this classification from a 
variety of sources. The first set of data was obtained from Gregg Steyer of the USGS field 
office at Louisiana State University. These data were used for assessing the accuracy of the 
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year 2001 image, and had 1771 data points. The USGS collected vegetation information at 
predetermined stations spaced at 0.8 km (0.5 mile) intervals along the North-South transects 
spaced 3 km apart in coastal Louisiana. Vegetation information collected included marsh 
type (fresh, intermediate, brackish or saline), water and other (agricultural lands, urban 
centers etc).  
I obtained the second set of data from the Louisiana Department of Natural Resources 
(DNR) through their website: http://dnr.louisiana.gov/crm/coastres/monitoring.asp. The 
DNR collected these data sets using the stratified random sampling method. The DNR data 
sets were used to assess the classification accuracy for the subsequent years (2002 to 2004). 
I obtained the third set of data from Dr Jenneke Visser’s, Dr Irving Mendelssohn’s, and Dr 
Eugene Turner’s research labs at Louisiana State University, Department of Oceanography 
and Coastal Sciences, and were used for assessing the 2004 image. These data sets were 
randomly collected at points of their interest. I collected an additional data set by visiting the 
field. During the fieldwork, vegetation was surveyed by visiting points and species 
occurring in approximately 30m radius from a station was recorded and assigned an 
abundance value (3 = abundant, 2 = common and 1 =  uncommon). Vegetation class was 
primarily assigned based on dominant species and co-dominant composition, and 
secondarily on the taxa observed using the method described by Visser et al. (2002) Table 
(6.1)  
Initially I computed the optimum number of points that would be required. From the 
computations I determined that a minimum of 200 points would produce satisfactory results 
in the accuracy assessment. The number of data points available was much larger than what 
was computed; however, I used all the data points.  
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Table 6.1: Classification criteria for the vegetation types for the Louisiana deltaic plain. 
Dominant species is the most important criteria followed by other species 
(Source: Visser, et al. 2002) 
 
Vegetation Type Dominant Species Other Species 
1.  Fresh Maidencane Panicum hemitomon > Sagitaria Lancifolia 
 
2.  Fresh Bulltongue Sagitaria lancifolia > Panicum hemitomon no Spartina pattens 
3.  Fresh Spikerush Eleocharis spp. and Hydrocotyle spp. no Spartina pattens 
4.  Oligohaline Bulltongue Sagitaria lancifolia > Spartina patens no Panicum hemitomon 
5.  Oligohaline Spikerush Eleocharis spp. > Sagitaria lancifolia 
no Panicum hemitomon 
6.  Oligohaline Wiregrass Spartina patens > Sagitaria lancifolia > 3 
7.  Mesohaline Wiregrass Spartina patens < 2, no Sagitaria lancifolia 
8.  Mesohaline Mixture 
Spartina alterniflora and 
Spartina patens and/or Distichlis 
spicata 
 
9.  Polyhaline Oystergrass Spirtina alterniflora  
10. Polyhaline Mangrove Avicenia germinal and Spartinal alterniflora 
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6.2.1 Classification Accuracy Assessment for the 2001 Image 
The columns in the error matrix (Table 6.2) represent the test (reference) data, while 
rows represent the labels assigned by the neural network model. The numbers of reference 
pixels for each class in the data set (column sums) were 468 for water, 146 for saline marsh, 
357 for brackish marsh, 307 for intermediate marsh, 359 for fresh marsh and 134 for others 
giving a total of 1771 reference pixels. The row sums show that 378 were classified as 
water, 155 as saline marsh, 441 as brackish marsh, 322 as intermediate marsh, 378 as fresh 
marsh and 87 as other. The main diagonal entries of the error matrix represent the number of 
pixels that are given the same identification by the neural network and the reference data. 
These were the number of the pixels that were considered to be correctly classified. In the 
table the numbers of correctly classified pixels were 359, 128, 322, 239, 313, and 74 for the 
six classes: water, saline, brackish, intermediate, fresh and other, respectively. These gave 
the overall accuracy of 81.03%.  
Looking at the individual classes, brackish marsh class had the highest producer’s 
accuracy of 90.2% and thus it was estimated that this proportion of brackish marsh pixels 
had been correctly classified. Classes water, intermediate and other achieved only 76.71%, 
77.85% and 55.22%, respectively of the producer’s accuracy, which indicates that a 
considerable number of pixels belonging to these classes had been classified erroneously or 
in other words, there was an omission error of around 23% for water and intermediate, and 
about 45% for the class other. 
Water had the highest user’s accuracy showing that most of the pixels labeled water on 
the classified image were actually water. On the other hand, although brackish had the 
highest producer’s accuracy, only 73.02% of the area labeled brackish was actually covered 
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Table 6.2 Classification accuracy assessment report – 2001 
 
A. ERROR MATRIX 
   
Reference Data 
    
Classified Data Water 
Saline 
marsh 
Brackish 
marsh 
Intermediate 
marsh 
Fresh 
marsh Other 
Row 
Total 
          Water 359 9 0 7 0 3 378 
Saline marsh 11 128 16 0 0 0 155 
Brackish marsh 50 6 322 56 4 3 441 
Intermediate marsh 25 0 18 239 35 15 332 
Fresh marsh 23 0 1 2 313 39 378 
Other 0 3 0 3 7 74 87 
Column Total 468 146 357 307 359 134 1771 
 
B. ACCURACY TOTALS 
          Class 
           Name 
 
Reference
    Totals 
Classified 
    Totals 
Number
Correct 
Producers 
 Accuracy 
Users 
Accuracy 
          Water 468 378 359 76.71% 94.97% 
         Saline marsh 146 155 128 87.67% 82.58% 
       Brackish marsh 357 441 322 90.20% 73.02% 
   Intermediate marsh 307 332 239 77.85% 71.99% 
          Fresh marsh 359 378 313 87.19% 82.80% 
          Other 134 87 74 55.22% 85.06% 
         Totals 1771 1771 1435 
Overall Classification Accuracy =     81.03%  
 
C. KAPPA (K^) STATISTICS 
   
Overall Kappa Statistics = 0.7648 
   
Conditional Kappa for each Category. 
Class Name Kappa
                                                   Water 0.93  
                                                  Saline marsh 0.81  
                                                Brackish marsh 0.66  
                                            Intermediate marsh 0.66  
                                                   Fresh marsh 0.78  
                                                   Other 0.84  
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by brackish marsh on the ground. This means that 26.98% of pixels classified as brackish 
were actually other information classes. The class brackish had, therefore, a commission 
error of 26.98%. The same can be said for the intermediate marsh.  
6.2.2 Classification Accuracy Assessment for the 2002 Image 
The reference (field) data used in assessing the accuracy of the 2002 classified image 
were all obtained from the office of Louisiana Department of Natural resources (LDNR). 
However, there were some missing data for the classes saline marsh and other. The number 
of reference data points were quite unbalanced between classes. There were 18 reference 
points for water (Table 6.3), 30 for brackish marsh, 122 for intermediate marsh and 187 for 
fresh water marsh, giving a total of 357 points. The overall accuracy was 86.55%. This is 
slightly higher than the overall accuracy obtained for 2001. The discrepancy is largely due to 
the imbalance of the reference points used. 
6.2.3 Classification Accuracy Assessment for the 2003 Image 
The reference (field) data used in assessing the accuracy of the 2003 classified image 
were obtained from Louisiana Department of Natural resources (LDNR). Like the 2002 
image, there were some missing data for the classes saline marsh and other (Table 6.4). 
There were, however, much fewer points available for this year than those for 2002. Some 
of the points used in 2002 ceased to be active. No information was available for their 
specific locations. There were 50 reference points for water, 32 for brackish marsh, 54 for 
intermediate marsh and 77 for fresh water marsh, giving a total of 213 points. The overall 
accuracy was 82.63%. This is slightly higher than the overall accuracy calculated for 2001. 
6.2.4 Classification Accuracy Assessment for the 2004 Image 
The reference (field) data used in assessing the accuracy of the 2001 classified image 
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Table 6.3 Classification accuracy assessment report - 2002 
A. ERROR MATRIX 
  Reference Data  
Classified Data 
     
Water 
Saline 
marsh 
Brackish 
mash 
Intermediate 
marsh  
Fresh 
marsh 
     
Other 
 Row 
Total
          Water 13 0 4 5 3 0 25 
   Saline marsh 0 0 0 0 0 0 0 
 Brackish marsh 0 0 21 8 0 0 29 
Intermediate ma 0 0 5 100 9 0 114 
    Fresh marsh 5 0 0 8 175 0 188 
          Other 0 0 0 1 0 0 1 
Column Total 18 0 30 122 187 0 357 
 
B. ACCURACY TOTALS 
          Class 
           Name 
Reference
    Totals 
Classified
    Totals 
Number 
Correct 
Producers 
 Accuracy 
Users 
Accuracy 
          Water 18 25 13 72.22% 52.00% 
   Saline marsh 0 0 0       ---   --- 
 Brackish marsh 30 29 21 70.00% 72.41% 
Intermediate ma 122 114 100 81.97% 87.72% 
    Fresh marsh 187 188 175 93.58% 93.09% 
          Other 0 1 0       ---   --- 
         Totals 357 357 309
    
Overall Classification Accuracy =     86.55% 
 
C. KAPPA (K^) STATISTICS  
    
Overall Kappa Statistics = 0.7776 
    
Conditional Kappa for each Category. 
    
                                        Class Name           Kappa  
                                                   Water 0.4945   
                                        Saline marsh 0   
                                   Brackish marsh 0.6988   
                             Intermediate marsh 0.8134   
                                        Fresh marsh 0.8548   
                                                   Other 0   
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Table 6.4 Classification accuracy assessment report - 2003 
A. ERROR MATRIX 
   Reference Data 
Classified Data 
     
Water 
Saline 
marsh 
Brackish 
marsh 
Intermediate 
marsh 
Fresh 
marsh 
     
Other 
Row 
Total 
          Water 44 0 0 1 7 0 52 
   Saline marsh 0 0 0 0 0 0 0 
 Brackish marsh 0 0 31 0 0 0 31 
Intermediate ma 1 0 1 45 14 0 61 
    Fresh marsh 5 0 0 8 56 0 69 
          Other 0 0 0 0 0 0 0 
Column Total 50 0 32 54 77 0 213 
 
B. ACCURACY TOTALS 
          Class 
           Name 
Reference
Totals 
Classified
Totals 
Number 
Correct 
Producers 
Accuracy 
Users 
Accuracy 
          Water 50 52 44 88.00% 84.62% 
   Saline marsh 0 0 0 --- --- 
 Brackish marsh 32 31 31 96.88% 100.00% 
Intermediate ma 54 61 45 83.33% 73.77% 
    Fresh marsh 77 69 56 72.73% 81.16% 
          Other 0 0 0 
         Totals 213 213 176 
 
Overall Classification Accuracy =     82.63% 
 
C. KAPPA (K^) STATISTICS  
    
Overall Kappa Statistics = 0.7624 
    
Conditional Kappa for each Category. 
                                        Class Name           Kappa  
                                                  Water 0.80   
                                       Saline marsh 0   
                                  Brackish marsh 1.00   
                            Intermediate marsh 0.65   
                                       Fresh marsh 0.71   
                                                   Other 0   
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were obtained from different sources. 638 data points were obtained from the office of 
Louisiana Department of Natural resources (LDNR), 114 data points were obtained from 
several research laboratories at Louisiana State University (8 points from Dr. Jennekke 
Visser, 48 points from Dr Eugene Turner’s laboratory, and 56 points from Dr Irving 
Mendelssohn’s research laboratory). In addition, 50 data points came from my own 
fieldwork. All these points were randomly collected. In total there were 802 points. Not all 
of these points were used in the classification assessment; some were discarded because they 
fell outside of the area of interest. Only 686 points were used in the accuracy assessment 
(Table 6.5).  
The numbers of sample pixels for each class in the data set (column sums) were 179 for 
water, 68 for saline marsh, 107 for brackish marsh, 145 for intermediate marsh, 147 for fresh 
marsh and 40 for others giving the total of 686 test pixels. The row sums show that 150 were 
classified as water, 67 as saline marsh, 106 as brackish marsh, 150 as intermediate marsh, 
151 as fresh marsh and 17 as other. The correctly classified pixels were 157, 61, 89, 120, 
117, and 7 for the six classes; water, saline, brackish, intermediate, fresh and other, 
respectively. This gave the overall accuracy of 81.34%. 
Looking at the individual classes, all classes, except for classes fresh marsh and other, 
the producer’s accuracies were above 80.00%. Classes fresh marsh and ‘other’ achieve only 
79.59 and 35.00%, respectively, of the producer’s accuracy. The class ‘other ‘ had the 
highest omission error of 65%. Most of the data for class ‘other’ were classified as fresh 
marsh
 104
Table 6.5 Classification accuracy assessment report - 2004 
A. ERROR MATRIX 
  
Reference Data 
  
Classified Data Water 
Saline 
marsh 
Brackish 
marsh 
Intermediate 
marsh 
Fresh 
marsh Other 
Row 
Total 
          Water 157 3 9 8 16 2 195 
   Saline marsh 6 61 0 0 0 0 67 
 Brackish marsh 6 4 89 5 1 1 106 
Intermediate marsh 5 0 8 120 12 5 150 
    Fresh marsh 5 0 0 11 117 18 151 
          Other 0 0 1 1 1 14 17 
Column Total 179 68 107 145 147 40 686 
 
B. ACCURACY TOTALS 
          Class 
           Name 
Reference 
Totals 
Classified
Totals 
Number
Correct 
Producers 
Accuracy 
Users 
Accuracy 
          Water 179 195 157 87.71% 80.51% 
   Saline marsh 68 67 61 89.71% 91.04% 
 Brackish marsh 107 106 89 83.18% 83.96% 
Intermediate marsh 145 150 120 82.76% 80.00% 
    Fresh marsh 147 151 117 79.59% 77.48% 
          Other 40 17 14 35.00% 82.35% 
         Totals 686 686 558 
    
Overall Classification Accuracy =     81.34% 
 
C. KAPPA (K^) STATISTICS  
    
Overall Kappa Statistics = 0.7659 
    
Conditional Kappa for each Category. 
 Class Name Kappa  
                                                    Water 0.73  
                                             Saline marsh 0.90  
                                           Brackish marsh 0.81  
                                       Intermediate marsh 0.74  
                                              Fresh marsh 0.71  
                                                    Other 0.81  
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The kappa coefficients calculated for the four classifications; (0.7648, 0.7776, 0.7624, 
and 0.7659) for the 2001, 2002, 2003 and 2004 classifications, respectively, imply that the 
accuracies of classifications are 76.48%, 77.76%, 76.24%, and 76.59?%, better than would 
result from a random assignment. In addition, the results from the kappa coefficient suggest 
the method of classification using neural networks is consistent.  
6.3 Change Detection 
Table 6.6 and Figure 6.6 show the acreage totals by class for 2001, 2002, 2003 and 2004. 
The acreage values on the figure indicate that there was a steady increase in land loss (water 
encroachment) during the four year period. At the same time saline marsh decreased 
between 2001 and 2002 but remained relatively stable between 2002 and 2004. Brackish 
marsh had a steady decrease during the four year period with a greater decrease between 
2003 and 2004. Intermediate marsh had a steady increase with the largest increase occurring 
in the period between 2003 and 2004. Fresh marsh remained stable between 2001 and 2002 
and, after a slight drop in 2003 it made a slight increase in 2004.  
Table 6.7 shows the acreage (in hectares) changes by class that occurred between 2001 
and 2004 in the study area. The 9th column (change from) lists the acreage that changed from 
its 2001 class to another in 2004. The 9th row (changed to) is the total acreage that changed 
into the 2004 class from another. For example, 53,013 ha that were classified as brackish 
marsh in 2001 were assigned another class in 2004. In the same time interval, 18,600 ha that 
were classified as brackish marsh in 2004 were assigned to another class in 2001. Brackish 
marsh, therefore, experienced a net loss of 34,413. For all classed a total of 130,001 ha 
(14.3% of the entire study area) changed from one class in 2001 to another class in 2004. 
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The greatest gain of acreage in the study area was in the intermediate marsh (Figure 6.7), 
totaling 14,475 ha (4.3% of the study area). Most of 14,175 ha gained was from brackish 
marsh. This change in marsh acreage was a result of 24,975 ha of 2001 intermediate marsh 
changing to other classes in 2004 and 39450 ha of other 2001 classes changing to 
intermediate marsh in 2004. The net land loss for the entire study area (net gain of water) for 
the three years period was 27,450 ha or 3.0% of the project area. The gain in intermediate 
marsh and loss in brackish marsh is most evident in the NE corner of the study area (east 
side of the Mississippi River). It is most likely that the changes are due to the operation of 
the Caernarvon Fresh water Diversion Structure. 
There are several factors that have contributed to all the vegetation (class) changes. 
These factors had different contributions to different marsh types. For example, intermediate 
marsh had the greatest marsh gain in the study area (Figure 6.6 and Table 6.6). These 
increases are found to occur mainly in areas where large fresh water diversion structures 
from the Mississippi River (Caernavon in Breton Sound and Davis Pond in the Barataria 
Bay) are operational. 
The fresh water diverted from the Mississippi River is diluting and displacing intruding 
saltwater and pushing it towards the Gulf of Mexico. While saltwater intrusion is reduced, 
floods deposit vital sediment to the marsh. Visible signs of change or restoration in these 
wetlands include increase in marsh acreage. Data from the Louisiana DNR monitoring 
(http://dnr.louisiana.gov/crm/coastres/monitoring.asp) in one area near the Caernavon 
structure and observations made in vegetation cover and a transition of brackish marsh and 
to intermediate marsh and fresh marsh. 
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Table 6.6: Acreage (hectares) totals by class for land cover type between 2001 and 2004.  
Class Name 2001 2002 2003 2004 2004-2001 % Change 
Water 387644 403049 399324 415093 27449 3.0 
Saline marsh 134418 124707 127256 124750 -9668 -1.1 
Brackish marsh 149457 140575 142795 113963 -34413 -3.8 
Intermediate 
marsh 83850 87920 90937 9325 14475 1.6 
Fresh marsh 101863 102394 97151 100901 -962 -0.1 
Other 52819 51409 52588 55938 3119 0.3 
Total 910051 910051 910051 910051   
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Figure 6.6: Vegetation cover by area coverage between 2001 and 2004.  
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Table 6.7: Matrix of land cover change from 2001 to 2004 
 
Vegetation in 2004 (ha) 
Class Name Water Saline marsh 
Brackish 
marsh 
Intermediate 
marsh 
Fresh 
marsh Other 
Change 
from 
% of 
study 
area 
Water 378831 6156 1713 656 288 0 8813 1.00 % 
Saline marsh 18031 109631 6756 0 0 0 24787 2.70% 
Brackish marsh 9556 8963 96444 31725 2769 0 53013 5.80% 
Intermediate marsh 3419 0 10131 58875 11425 0 24975 2.70% 
Fresh marsh 4475 0 0 7069 85325 4994 16538 1.80% 
Other 781 0 0 0 1094 50944 1875 0.2% 
Change to 36263 15119 18600 39450 15576 4994 131001 14.30% 
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Figure 6.7: Intermediate marsh gain and loss between 2001 and 2004. Most of the gain is in 
areas where large fresh water diversion programs from the Mississippi River are 
operational.  
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There was also a transition of intermediate marsh to brackish marsh near West Point on 
southern eastern side of the Barataria Bay. Although there are fresh water siphons from the 
Mississippi River, the salinity data at station BA04-04 (Figure 6.8 and Figure 6.9) for the 
period 1997 to 2004, indicate the salinity levels were much higher than normal between 
2000 and 2001. This can be attributed to the effect of the severe drought that occurred at that 
time and the fact that fresh water siphons were operating sparingly during 2000 and 2001. 
The marsh transition from Brackish to intermediate marsh was also observed in the 
upper Barataria Bay (in the vicinity of station BA02-31 Figure 6.8). The average monthly 
salinity levels in this area changed from an average of 4ppt in 1999 to 0.6ppt in 2004 (Figure 
6.10 ). Vegetation in the vicinity of station BA02-31 transitioned from brackish marsh to 
intermediate marsh (Figure 6.7).  
There was also a significant loss of fresh marsh to water on the northwestern parts of the 
study area (Figure 6.11). This area is dominated by the peat based fresh water floating 
marsh, with the Panicum hemitomon the dominant species (Sasser et al. 1995). A study by 
Swarzenski (2003) indicates that large volumes of fresh water flow through the marsh from 
the lower Atchafalaya River. River water carries sulfate into these marshes where it is 
reduced to sulfide and in the process organic matter is degraded. Sulfide is also very toxic to 
freshwater plants and its presence inhibits the uptake of organic nutrients such as ammonium 
(NH4+) and ortho phosphate (PO4+). These two processes turn large areas of this plant 
community into open water as it was observed during the classifications. However, this fresh 
water also influences salinity in many canals, bayous and lakes area around Lake de Cade. 
Salinity observations at station TE28-160 have shown that the water salinity level  
 
 
 111
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8: Location of salinity monitoring stations which were used in the study. All these 
stations are run by the Louisiana Department of Natural Resources. 
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Figure 6.9: Salinity change at station BA04-04 in Barataria Bay. Salinity changed from an 
average of 5ppt in 1997 to an average of 2.5ppt in 2004.  
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Salinity Change at Station BA02-31 
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Figure 6.10: Salinity change at station BA02-31 in Barataria Bay. Water salinity levels 
remained almost unchanged between 1997 and 2004.  
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Figure 6.11: Fresh water marsh gain and loss between 2001 and 2004. Most of the loss is in 
north western parts due to the influx of fresh water from Lower Atchafalaya 
River. 
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has persistently been below the 0.2ppt level(Figure 6.12). As the result, there is a transition 
from intermediate marsh to fresh marsh on western areas of Lake De Cade. This expansion 
of fresh marsh southward is attributed to the discharge of fresh water from lower 
Atchafalaya via the Gulf Intercoastal Waterway (GIWW). 
Though I see no evidence of the impact of hurricanes on vegetation changes, storm 
surges driven by hurricanes can force large volumes of salt water far inland. In addition 
hurricanes can be direct agents of conversion of marsh land to open water. The combined 
effect of these two processes can have a significant impact on vegetation class changed in 
coastal Louisiana. (It is estimated that Hurricane Katrina was responsible for the destruction 
of one hundred square miles of marsh land in South East Louisiana (USGS, 2006) 
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Salinity Change at Station TE28-160
in Terrebonne Bay
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Ja
n-
97
M
ay
-9
7
Se
p-
97
Ja
n-
98
M
ay
-9
8
Se
p-
98
Ja
n-
99
M
ay
-9
9
Se
p-
99
Ja
n-
00
M
ay
-0
0
Se
p-
00
D
ec
-0
0
Ap
r-0
1
Au
g-
01
D
ec
-0
1
Ap
r-0
2
Au
g-
02
D
ec
-0
2
Ap
r-0
3
Au
g-
03
D
ec
-0
3
Ap
r-0
4
Au
g-
04
D
ec
-0
4
Time
Sa
lin
ity
 (p
pt
)
 
 
Figure 6.12: Salinity change at station TE28-160 in Terrebonne Bay. Water salinity level 
changed from an average of 0.2ppt in 1997 to an average of 0.1ppt in 2004.  
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CHAPTER SEVEN: DISCUSSIONS AND CONCLUSIONS 
7.1 Discussions 
This dissertation has presented a new approach for classifying wetlands marsh types 
using multi-temporal satellite and environmental data, combined with neural network 
computing. The major question after all these tests was, “can neural networks and moderate 
resolution satellite images be used in mapping of coastal wetlands vegetation types in 
coastal Louisiana?” Looking back at the results presented in Chapters 5 and 6, but also 
recalling what has been reported in the literature about the correctness of such maps, the 
answer to this question is - yes. 
7.1.1 The Neural Network Model 
The neural network model developed in this study has some similarities and differences 
to models reported by other researchers. For example (Heermann and Khazenie, 1992), there 
is an agreement on the number of neurons in the hidden layer, though different approaches 
were used to determine the numbers of neurons. The major difference is in the output layer. 
Many authors (Table 5.3) have argued that the number of output neurons should be equal to 
the number of classes. It would be expected that with six classes in my model, six output 
neurons could be used. However, I found that one output neuron was sufficient. Though the 
general consensus is that the decrease in the number of output neurons would result in a 
dramatic decrease in training time, the processing ability of the single neuron is limited (see 
for example, Heermann and Khazenie, (1992). Paola and Schowegerdt, (2001) argue that a 
single output neuron generally requires finely tuned weights to correctly partition the data 
space into the final classes. In general, a lower number of output neurons requires an 
increase in the number of hidden neurons. In my study the number of hidden neurons was 
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determined with the idea of using one output neuron in which the continuous range of the 
output value of that single neuron is partitioned into regions corresponding to the various 
vegetation classes. I observed that the training time was reduced from an average of 4.5 
minutes with six output neurons to an average of 1.15 minutes with one output neuron. 
Whether six output neurons or a single output neuron was used, there was no significant 
change for r2 (the coefficient of determination) in the post training regression analysis.  
Using the methods described in Chapter 5, the number of images used per season was 
three, (i.e., three images for the Spring and three images for the Fall). In most case,s when 
three images per season were used post-training regression analysis gave the optimum linear 
fit between predicted (output) values and target values. Increasing the number to four 
images per season did not improve the results. It can, therefore, be said that the optimum 
number of images for the classification wetlands using MODIS data and neural network is 
six: three in the spring and three in the fall time. 
7.1.2 The Relative Importance of Input Variables 
The input variables used in my model were not the same ones that would normally be 
used in conventional classification schemes. Unlike with the conventional technique of 
maximum likelihood, where the two bands NIR and the Red bands are key components, the 
neural network developed here did not use the red band of the MODIS data. This was due to 
the high correlation of the red band with the NIR band and other input parameters used in 
the neural network.  
The sensitivity of the vegetation biophysical parameters LAI and fPAR in wetland 
classification using a neural network were also studied. The parameters have already been 
used to classify six structurally distinct biomes in terrestrial environments where vegetation 
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spectral characteristics are different. Because this current classification scheme is for coastal 
environments where vegetation photosynthetic activities are considered to be different, these 
input variables were initially thought to be key input variables to the neural network. 
However, sensitivity analysis showed that two variables have shown to be only moderately 
important in the predictions when used alone (an average r2 = 0.4) but they make 
considerable contribution to prediction when used in combination with other input variables 
(i.e., with NIR, NDVI and WI an average of r2 = 0.85). Their contributions were greater 
during fall than in the spring. 
Throughout the my analysis the wetness index variable, (one of the three components of 
WSVI) showed the greatest strength to predicting all marsh types (an average of r2 = 0.85 
when used alone and an average of r2 = 0.92 when used with NDVI and NIR). However, 
WI’s sensitivity to do the predictions is so strong that there are occasions when wetness 
index has also shown an ability to combine with a set of any random numbers to give 
reasonable predictions. The way WI is computed it could also be used with data from a 
different sensor, say Landsat TM. In view of this, it is recommended that if one intends to 
check the importance of predictor variables using a set of data from a different sensor, the 
other variables should initially be tested for their importance without combining them with 
the wetness index. 
The variable Td (daytime land surface temperature) has generally better predictive power 
in the late spring/early summer (May and June) and mid fall (October) when used in 
combination with other variables (r2 = 0.9)  than when used alone (r2 = 0.58). This indicates 
that in selecting images efforts should be made to make sure that the images of May and 
June and October and November are included. 
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7.1.3 Classified Images and Change Detection 
Overall, the classification and change detection methods that I applied were successful 
and should provide useful background information to wetland managers. For the first time it 
has been shown that characterization of vegetation types can now be easily done on a yearly 
basis. The achieved classification accuracies in this study (>80%) were satisfactory. A 
similar classification by LA-GAP project achieved an overall accuracy of 74% (USGS 
2000). Though this figure is lower than the 80% achieved in my study, the LA-GAP used 
Landsat TM images which had a much higher spatial resolution (25m). Landsat TM images 
show more detail and can detect a more spatial variability than the 250m resolution MODIS 
images I used. In addition, while in the LA-GAP project there were 23 land cover classes, 
there were only six classes in my analysis. Also, the LA-GAP produced classified image 
maps that covered the whole of the state of Louisiana, I analyzed a relatively a small region 
covering a portion of the coastal marshes. According to GAP standards, for a classification 
method to be considered sufficient for thematic mapping it must be able to provide at least 
80% of classification accuracy (at the 95% confidence level). The maps created in my 
analysis have classification accuracies for all four years higher than the specified 80%. 
Another assessment of mapping accuracy is the kappa coefficient. The kappa 
coefficients in my analysis averaged 0.76, while the kappa coefficient from LA-GAP (based 
on the same vegetation classes) was 0.73. Thus, the difference in overall classification 
accuracies between that obtained by LA-GAP and that obtained in this study was not 
significant because, in both cases, the accuracies were satisfactory for the intended uses of 
the maps, and the kappa coefficients are similar.  
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A number of the land cover classes were found to be spectrally very similar and 
separating these classes in my classification scheme was difficult. For example, fresh water 
marsh is spectrally indistinguishable from forested wetlands. Although the solution adopted 
was to concentrate the tests on marshes and to exclude the forested wetlands, a likely 
alternative solution would be to deal with the excluded classes separately as a second stage 
classification. Also, the observed spectral overlap between classes may have been due both 
to land use practices and land cover characteristics. Most noticeable was the lack of 
distinction between wetland emergent and nonwetland grasslands like pasture. In Louisiana, 
much of the pasture land is actually reclaimed wetlands. Not only do these pastures lie 
adjacent to wetlands, but often the wetlands are dry in the late summer and thus cannot be 
distinguished from lowland pastures based on the spectral characteristics, indices, vegetation 
photosynthetic activity or environmental conditions.  
Evidence from vegetation surveys conducted in 2000 and 2001 suggest that vegetation 
types can change within one growing season (Linscombe and Chabreck, 2001). Therefore 
the one-year time step used for the classifications in this study was appropriate, though, the 
final results of vegetation changes cover a four year period. My results of vegetation change 
were consistent with the results obtained by Visser et al. (2003), who noted that vegetation 
communities appear to switch in progression from one community to another along the 
salinity gradient (i.e., fresh ?? intermediate ?? brackish ?? saline). As Table 6.7 
shows, there was no transition from saline marsh to either intermediate or fresh marsh. Also, 
there was no transition from intermediate marsh to saline marsh or from fresh marsh to 
either saline marsh or brackish marsh. Salinity was the predominant driving force in these 
changes among these vegetation communities. Extreme salinities may have lead to 
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conversion from fresh and intermediate mashes to open water. A secondary driving force 
was water inundation. Salinity stress on a vegetation community may be worsened with 
inundation stress because at higher inundations level, the salinity tolerance of vegetation is 
lower. The effect of inundation was also seen in the areas where brackish marsh had been 
transitioned to saline marsh, though the salinity remained the same.  
My analysis and results relate to the issue of flooding and suspended sediments in the 
coastal Louisiana. Studies by Swenson (2000) have shown that a 1 cm change in water level 
results in a 3.9% change in the time a marsh is flooded. Based on the data provided by the 
Louisiana Department of Natural Resources (Figures 7.1 to 7.3) at three locations in the 
Barataria Bay and Breton Sound, the change in water elevation relative to the marsh surface 
in coastal Louisiana is on the average, within 60 cm (i.e. + 30 cm) (Appendix lll). While this 
situation does not appear to affect the performance of the individual predictor variables, in 
my analysis it can affect the performance of neural network in the delineation of the water-
land edge. This, coupled with the low spatial resolution (250m) of the satellite image, made 
it difficult to accurately identify the true edge-water line. As a result, the use of an existing 
coast line was necessary in the determination of the edge.  
Clouds are always a problem for remote sensing and were not specifically addressed in 
this study. South Louisiana is persistently covered by clouds in the summer, especially from 
late June to early September. Although during this time period marsh vegetation NDVIs 
suggest it is the best time to collect images for classification purposes, one should always 
avoid planning on image selection during this time of the year. Rather one should used what 
becomes available, 
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Figure 7.1: Water elevation relative to marsh surface at station BS08-09 monitored by the LaDNR in Breton Sound. Gaps mean 
data not available. Arrows indicate days when the satellite images were taken (Refer Table 4.3) 
 
 
 
 124
Adjusted Water Elevation to Marsh (cm)
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Figure 7.2: Water elevation relative to marsh surface at station BA02-56 monitored by the LaDNR in Barataria Bay. Gaps mean 
data not available. Arrows show the dates when the satellite images were taken (Refer to Table 4.3). 
 
 
 125
Adjusted Water Elevation to Marsh (cm) 
At Station BA 20 - 20 (Barataria Bay)
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Figure 7.3: Water elevation relative to marsh surface at station BA20-20 monitored by the LaDNR in Breton Sound. Gaps mean no 
data available. Arrows show the dates when the satellite images were taken. 
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Future research using the neural network technique developed in this study should lead 
to significant improvements if the biophysical variables LAI and fPAR could be determined 
from ground measurements at much higher spatial resolution. Though LAI and fPAR have 
satisfactory predictive power, it would have been especially useful if they had been 
produced directly from field measurements at the 250 m scale.  
My study has focused on an assessment model that can only be used to assess the 
vegetation changes that have already occurred. Predicting would be the next step in this 
research. My model can be adapted for predictive purposes. Historical changes could be 
modeled by working for spectral characteristics of vegetation that pre-empty change. As part 
of the future research of this study, it is possible to modify the model so that it can predict 
vegetation changes. The modification can be done by studying the spectral characteristics of 
vegetation before change.  
7.2 Conclusions 
Produce maps that can meet the need of scientist and resource managers is difficult. The 
maps I produced were at 250m spatial resolution. To some users, this may be all that is 
needed, but to other users field survey may be necessary to verify the maps. The maps were 
produced with an intended application at the eco-regional level and not to provide the 
occurrence of every vegetation species. Rather to accurately depict the larger, more 
generalized distribution of vegetation types. Vegetation maps, using the technique that I 
have developed, can be used for :monitoring the impact of existing large scale restoration 
projects, detection of vegetation change that might indicate environmental stress, and 
provide information that can be used to prioritize restoration projects. 
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Maps produced by my method cannot be used to provide detailed site-specific 
information on vegetation types. 
The combination of moderate resolution satellite images and neural network computing 
can be used operationally to classify the vegetation types in coastal wetland marshes. My 
analysis show that this relatively easy approach can be used to produce vegetation changes 
on a yearly basis.  
7.3 Final Note  
I also wish to mention the benefits I have gained as a result of this dissertation research 
and my study in the Department of Oceanography and Coastal Sciences at Louisiana State 
University. I have gained a considerable experience in dealing with remote sensing data in 
an inherently dynamic coastal ecosystem. I have also reinforced my knowledge in the fields 
of satellite oceanography. I have also gained considerable knowledge and experience on 
marine and coastal sciences, fields in which I had no experience prior to coming to 
Louisiana State University. Finally, I wish to note about my experience I had as a recipient 
of the Dean John Knauss Marine Fellowship. The one year I spent in Washington, D.C. at 
the National Science Foundation (NSF) enabled me to broaden my horizons in the way 
scientific proposals are written and evaluated. During my fellowship time with NSF, I paid 
visits to a number of oceanographic institutions to broaden my understanding about the 
setup and organization of other research institutions in the United States of America. All this 
knowledge that I have gained will make the execution of my duties as a lecturer and a 
researcher in the future more resourceful and beneficial to Tanzanian community.  
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APPENDIX I: DISTRIBUTION OF FREQUENCIES OF PREDICTED VALUES 
FOR IMAGES OF DIFFERENT COMBINATIONS 
 
 
a 
 
b 
 
c 
Figure A.1: Distribution of frequencies of 
predicted values for single day image in 
spring 2001. 
 
a 
 
b 
 
c 
Figure A.2: Distribution of frequencies of 
predicted values for a single day image in fall 
2001 
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c 
Figure A.3: Distribution of frequencies of 
predicted values for two day image 
combinations in spring 2001. 
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c 
Figure A.4 Distribution of frequencies of 
predicted values for two day image 
combination in fall 2001. 
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c 
Figure A.5: Distribution of frequencies of 
predicted values of single day image for 
spring 2002 
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c 
Figure A.6: Distribution of frequencies of 
predicted values of single day image for fall 
2002. 
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c 
Figure A.7: Distribution of frequencies of 
predicted values for two day image 
combination in spring 2002. 
 
a 
 
b 
c 
Figure A.8: Distribution of frequencies of 
predicted values for two day image 
combination in fall 2002. 
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c 
Figure A.9: Distribution of frequencies of 
predicted values for single day image in 
spring 2003. 
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c 
Figure A.10: Distribution of frequencies 
of predicted values of single day image in 
fall 2003. 
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c 
Figure A.11: Distribution of frequencies 
of predicted values two day image 
combination in spring 2003. 
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b
 
c 
Figure A.12: Distribution of frequencies 
of predicted values for two day image 
combination in fall 2003. 
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b 
 
c 
Figure A.13: Distribution of frequencies 
of predicted values of three day image 
combination in spring 2001(a), spring 
2002 (b), and spring 2003 (c). 
 
a 
b  
c 
Figure A.14: Distribution of frequencies 
of predicted values for three day image 
combination in fall 2001 (a), fall 2002 (b), 
and fall 2003 (c). 
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APPENDIX II. GLOSSARY 
ARVI   Atmospherically Resistance Vegetation Index 
AVHRR  Advance Very High Resolution Radiometer 
C-CAP  Coastal Change Analysis Program 
DEM   Digital Elevation Model 
DNR   Department of Natural resources 
EVI   Enhanced Vegetation Index 
LAI    Leaf Area Index 
MODIS  Moderate Resolution Imaging Spectro-radiometer 
NASA   National Aeronautics and Space Administration 
NDVI   Normalized Difference Vegetation Index 
NIR   Near Infra - Red 
NOAA   National Oceanographic and Atmospheric Administration 
PAR   Photosynthetically Active Radiation 
PVI    Perpendicular Vegetation Index 
SAVI    Soil Adjusted Vegetation Index 
SI   Soil index 
SR    Simple Ration 
SWVI   Soil water Vegetation Index 
TSAVI  Transformed Soil Adjusted Vegetation Index 
VI   Vegetation Index 
WDVI   Weighted Difference Vegetation Index 
WI   Wetness index 
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APPENDIX III: WATER ELEVATION RELATIVE TO MARSH SURFACE AT 
SOME STATIONS IN BARATARIA BAY AND BRETON SOUND ON THE  
DATES SATELLITE IMAGES WERE COLLECTED 
 
Date Station BS08-09 StationBA20-20 StationBA02-56 
 Water elevation 
relative to marsh 
surface (in cm) 
Water elevation 
relative to marsh 
surface (in cm) 
Water elevation 
relative to marsh 
surface (in cm) 
2001    
18th February -35 -46 - 
21st March -44 -32 -23 
18th April -11 -27 -14 
27th September +3 -1 +8 
4th November -3 +2 +13 
20th December -14 -24 -12 
2002    
5th April -15 - -11 
15th May +1 +1 +11 
18th June +8 +10 +18 
18th October +9 +10 +14 
22nd November -20 -18 -9 
28th December -36 - -22 
2003    
17th March - +10 +5 
14th April - -16 -20 
3rd May - +11 +3 
21st October +6 +11 +5 
19th November -19 +5 +5 
18th December  -53 - -29 
2004    
31st March -13 - -10 
13th April -13 - -18 
30th May -23 - +19 
13th October +8 - +24 
6th November -1 - -3 
10th December - - 0 
 
Note: Plus sign means water level above marsh surface, minus sign means water level below 
marsh surface and dash means not data available. Source (Louisiana Department of 
Natural Resources) 
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