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Chapter I 
Introduction 
Internal communication in many multicellular organisms makes use of a ner-
vous system. The task of such a nervous system is to transmit signals between 
various body tissues, often over large distances. The fine tuning of various com-
plex processes in living organisms requires that this signal transmission is done 
accurately and at high speed. To perform this task, the nervous system is built as 
a complex network of numerous individual nerve cells (neurons) with varying mor-
phology. Although each nerve cell has an axon and a cell body (soma), from which 
spring one or more branching dendritic trees, the variety in nerve cell morphology 
is immense [15,20]. For instance, the size of a nerve cell within one organism can 
vary from a few to several hundreds of micrometers, dendrites hardly branch or 
spread into numerous tiny branches and dendritic branches may lay in a plane or 
branch in arbitrary directions. 
Despite the morphological differences, nerve cells function roughly in the same 
way. A nerve cell receives its input, from sense organs or from other nerve cells, 
at various points at the cell membrane, at the so-called synapses. These can be 
found all over the nerve cell, but are located mainly at the dendrites. At these 
synapses the cell membrane is locally depolarized. The intracellular and extracel-
lular electrical currents, started by the membrane depolarization, depolarize the 
adjacent parts of the cell membrane. In this way, the membrane depolarization 
spreads over the entire cell membrane. When it reaches the end of the axon, 
or the end of a dendrite, this membrane depolarization can be used for synaptic 
input to another nerve cell or to a muscle fiber. The membrane properties at 
various parts of the nerve cell are of great influence on the way the membrane 
depolarization spreads over the cell. At the dendrites the membrane often has 
resistive and capacitive properties only. This means that the amplitude of an ini-
tiated transmembrane depolarization decreases when the depolarization spreads 
over the dendrites. Moreover, the depolarization waveform is broadened in time. 
The membrane at the axon differs from the dendritical membrane. At the axon 
the fiber membrane contains channels through which various ions can cross the 
membrane. These channels are characteristic of a type of ions. Their behavior 
depends on the membrane depolarization, and in its turn, the membrane depolar-
ization is influenced by the ionic membrane currents. Thus, the resulting spread 
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of the transmembrane potential along the axon is rather complex. At the axon an 
action potential can be generated following an all-or-nothing principle, the axon 
fires or not. When locally the membrane depolarization at the axon is above a 
certain threshold, a transmembrane action potential is generated at that location. 
As on the dendrites, the membrane depolarization spreads over the adjacent mem-
brane. However, contrary to the dendritical situation, the presence of the ionic 
membrane currents ensures that this action potential propagates as a traveling 
wave with constant amplitude and velocity along the axon. The amplitude and 
propagation velocity are independent of the initial membrane depolarization. The 
majority of the synaptic contacts are on the dendritic membrane. Besides excita-
tory synaptic inputs, which cause a depolarization of the cell membrane, there can 
also be inhibitory inputs which tend to stabilize the transmembrane potential near 
its resting level. These synaptic input signals, initiated more or less at the same 
time, but at different locations in the dendrites, are integrated at the soma. In this 
way, excitatory synaptic inputs distributed over several dendritic branches, which 
would each apart not be able to activate the axon, can act together in generating 
an action potential at the axon. 
The electrical activity of a neuron, caused by the integration of inputs and the 
generation of an action potential, can be recorded by means of micro-electrodes 
in invasive electrophysiological experiments. In such experiments it is possible to 
measure the electrical potential field of only a few nerve cells, or even of a single 
nerve cell, by using a sufficiently small electrode tip. Such extracellular recordings 
of action potential trains have been used in studies of neural activity. Conclusions 
about the connectivity of nerve cells are usually drawn from joint occurrence den-
sity histograms of action potential trains or from the crosscorrelation function of 
pairs of spike trains. In this way, groups of cells which have a common input can 
often be discriminated. However, it is not possible to infer from these recordings 
and analyses which type of cells connect to each other. 
It can be expected that the extracellular potential field of a nerve cell is re-
lated to some extent to the morphology of the nerve cell. Eggermont and Epping 
[4,5,6] have measured five different types of waveform during electrophysiological 
experiments in the torus semicircularis of grass frog. It was observed that , when 
the tip of the electrode was moved over a comparatively large distance the wave-
forms hardly changed. This suggests that there may be a relationship between 
extracellular potential waveforms and different classes of nerve cells. Recordings 
of Getchell [7] reveal various waveforms as well. However, these latter recordings 
indicate that the extracellular potential waveform at a specific point in the extra-
cellular medium is not so much determined by the type of nerve cell, but mainly 
by that part which is closest to the point of observation. 
A one-to-one relationship between extracellular potential waveforms and the 
morphology of an entire nerve cell or a part of it, would be of great interest for 
the analysis and interpretation of neural interaction. It would provide a basis for 
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studying the connectivity of nerve cells by means of crosscorrelalion of pairs of 
action potential trains and their waveforms. The recording site of the available 
measured extracellular potential waveforms is not sufficiently specified to study the 
existence and nature of such a relationship between extracellular potential wave­
form and cell morphology. Since the required experiments are rather complicated 
to perform, a model for the extracellular potential field of a single nerve cell would 
be of great value in investigating the relationship between extracellular potential 
waveform and cell morphology. So far, no adequate model for the extracellular 
potential field of a nerve cell is as yet available. Its transmembrane potential, on 
the other hand, has been studied extensively. Rail and Rinzel [18,19,21] modeled 
the transmembrane potential in a nerve cell of known morphology, consisting only 
of branching dendrites. Their assumption on the branching of the dendrites en­
sures an analytical expression for the transmembrane potential. Generalization of 
this model to arbitrary branching dendrites highly complicates these expressions 
[3,9,11]. These dendritic models are not able to handle the complex behavior of 
the transmembrane potential at the axon. The interaction between the ionic mem­
brane currents and the transmembrane potential of an axon have been described 
mathematically for the first time by Hodgkin and Huxley [8]. The Hodgkin-Huxley 
model is not only important as a model for the transmembrane potential of a nerve 
fiber. Their approach has inspired other researchers to formulate similar descrip­
tions for the transmembrane potential of muscle fiber [1] and cardiac Purkinje 
fiber [13]. Where the model of Rail and Rinzel and the Hodgkin-Huxley model 
are concerned with the transmembrane potential of only parts of a nerve cell, 
various attempts have been made to combine both models in one model for the 
transmembrane potential of ал entire nerve cell [2,12,16,17,22]. Solution of these 
models requires a considerable amount of computer time and memory. 
In this study a model is presented for the transmembrane potential and the 
extracellular potential field of a single nerve cell. The extracellular potential field 
of a single nerve cell with known morphology and geometry is evaluated in two 
steps. First, the transmembrane potential of the nerve cell is evaluated (chapters 
III, IV and V). From this calculated transmembrane potential the transmembrane 
current density is derived. Next, the extracellular potential field is evaluated by 
using this derived transmembrane current density as a current source density in 
a homogeneous isotropic volume conductor (chapters IV and VII). The model is 
used to study the existence and nature of a relationship between extracellular po­
tential waveforms and the morphology of a nerve cell. 
In chapter II a brief survey of mathematical models for the axonal transmem­
brane potential is presented. An explanation on numerical methods to solve the 
Hodgkin-Huxley equations is included as well. 
In evaluating the transmembrane potential of a nerve cell cable models of dif-
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ferent kinds have been used [3,8,9,14,16,21). In these cable models for (parts of) 
a nerve cell the extracellular potential is assumed to be zero. The intra- and 
extracellular media of the nerve cell are represented in terms of coupling axial re­
sistances, implying that intra- and extracellular volume conductor properties are 
more or less neglected. In chapter III attention is paid to the problem of whether 
such cable models are valid in an infinite, homogeneous medium. Expressions are 
derived for the relation between the conductivities of the intra- and extracellular 
media and the axial coupling resistances to be used in a cable model. 
The dendrites and axon of a nerve cell are of finite length, in which aspect they 
resemble muscle fibers. Until now, this finite length of the axon or muscle fiber 
has not been incorporated in cable models for the transmembrane potential [1,8]. 
The representation of finite length in such cable models is studied in chapter Г . 
The Hodgkin-Huxley differential equations [8], adapted to muscle fiber physiology 
[1], are generalized to axially varying parameters. Axial transitions in parameters 
that influence the propagation of an action potential along a fiber are studied by 
solving the corresponding differential problems with a Crank-Nicolson finite dif­
ference method. By comparison of the transmembrane potential and extracellular 
potential field, corresponding to each of these parameter transitions, with exper­
imental data, an equivalent source description representing the extinction of an 
action potential at a muscle fiber ending is derived. Although this study is carried 
out for muscle fiber, the results can also be applied to the end of a nerve axon, 
because of the great resemblance between the action potential generating mecha­
nisms in muscle fiber and nerve axon. 
Based on the results of chapters III and IV, a model to evaluate the trans­
membrane potential of a complete nerve cell, with passive as well as active parts 
and with known morphology, is presented in chapter V. The passive dendrites 
and soma are represented as impedances to derive a relation between the trans­
membrane potential at the start of the active axon and the axial current flowing 
into the axon. The derived relation between the transmembrane potential and 
the axial current at the start of the axon is used as a boundary condition for the 
Hodgkin-Huxley differential equations [8], which describe the transmembrane po­
tential along the axon. As in chapter IV, this differential problem is solved with a 
Crank-Nicolson finite difference method. The resulting transmembrane potential 
at the soma is used to evaluate analytically the transmembrane potential at the 
dendritic branches. 
The general deterministic concept of generating cell geometries, i.e. of gener­
ating the length of the dendritic branches and the coordinates of the end points of 
these branches in a 3-dimensional space is briefly described in chapter VI. This 
concept has been used to generate various cell geometries as used in chapter VII. 
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In c h a p t e r V I I a model is presented to evaluate the extracellular potential 
field of a nerve cell. For a nerve cell with known morphology, the transmembrane 
potential is evaluated with the model of chapter V. From this calculated trans­
membrane potential the transmembrane current density is derived. This current 
density is used as a set of coupled line sources in a homogeneous isotropic vol­
ume conductor. Although the transmembrane potential of a nerve cell may be 
assumed to be more or less independent of the three dimensional geometry of the 
cell, the extracellular potential field does depend on this geometry. The model 
for the extracellular potential field is used to study the existence and nature of a 
relationship between extracellular potential waveforms and the morphology of a 
nerve cell. T h i s is done by evaluating and comparing the transmembrane potential 
and extracellular potential field of nerve cells of different morphology. 
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Chapter II 
Mathematical aspects 
of nonlinear membrane behavior 
For passive parts of a nerve cell, with homogeneous membrane and constant ra­
dius, the transmembrane potential with respect to the resting potential (V(t, x) — 
Vjnltjx) — V
r
) can be described by the passive cable equation 
1 д2 dV 
with a the fiber radius, r, the intracellular axial resistance per unit length, С 
the membrane capacity per unit area and <7
m
 the membrane conductance per unit 
area. After a simple Laplace transformation, this partial differential equation can 
be solved analytically [6,23,25]. The situation for the active parts of a nerve cell, 
where the membrane behavior is nonlinear, is far more complex. In this chapter a 
brief survey is presented of models for active nerve transmembrane potential and 
their solution methods. 
The first accurate mathematical model for the transmembrane potential along 
an axon is the set of Hodgkin-Huxley equations [17]. The Hodgkin-Huxley (HH) 
model is developed to follow closely the physiology of the fiber membrane and 
describes the transmembrane current density as the sum of a capacitive current, 
sodium current, potassium current and a leakage current : 
^ri^M = c%(t,x) + it(v,t,3:)-Ut,x), (i) 
I, = 9Ïïn\V -
 к
)+діГ°™3Ц - VNa)+gL(V - VL), (2) 
ßk 
—(V,t,x) = (ak(V)(l-k) + ßk(V)k)<P k=n,m,h, (3) 
with 5K and gNa respectively the maximal conductances per unit area for potas-
sium and sodium current, and g^ the conductance per unit area representing the 
leakage-current, V¡c, Vf/a and Vi the corresponding Nernst equilibrium potentials, 
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and φ a temperature correction factor. The voltage dependence of the so called 
excitation variables η , τη, and h, which describe the activation and inactivation 
of the ionic membrane currents, is determined by the rate constants a(Vr) and 
ß{V). These rate constants are known, nonlinear functions [17]. I,t is a stim-
ulating current impressed upon the fiber. These differential equations and the 
various constants have been derived entirely from data, obtained from voltage 
clamp experiments. 
The original HH-equations are based on experimental data for the squid gi-
ant axon (loligo). Thus, the rate constants OL(V) and ß(V) and the membrane 
conductances in the original HH-model are more or less specific for this nerve 
fiber. However, the approach of the HH-model can be used also as an accurate 
description of the transmembrane potential of other fibers, by adjusting the rate 
constants a(V) and ß(V) as well as the values of the various membrane parameters 
and by including any other membrane currents involved. Such modified versions 
of the HH-model have been used to describe the transmembrane potential of, for 
example, the myelinated fiber of xenopus laevis [14]. Adrian et al. extended the 
HH-model to include the currents in the tubular system of frog muscle fiber [1,2]. 
Related to the HH-model are also the models of MacAUister, Noble and Tsien 
[18] and of DiFrancesco and Noble [10] for cardiac Purkinje fibers, which include 
calcium currents. 
The complexity of the HH-model arises from the fact that the ionic current 
density I, through the fiber membrane depends on the transmembrane voltage in 
a complex, nonlinear way [equations (2) and (3)]. As a consequence, the HH-
model consists of four coupled differential equations. Because of this nonlinear 
character, the HH-equations cannot be solved analytically and it is not easy to 
predict the behavior of the transmembrane potential due to a known stimulating 
current I,t. Since Hodgkin and Huxley introduced their model, simplified models 
have been introduced, which are based on only two variables. These simplified 
models were intended, partly, to facilitate mathematical analysis of the model, 
and partly, as an easy solvable, transmembrane potential model to be used for 
small neural networks. 
Well-known is the Fitzhugh-Nagumo (FN) model. Fitzhugh [12,13] introduced 
a model for the space clamped fiber (i.e. 4^ = 0), based on the Bonhoeffer-Van 
der Pol equations, which can be formulated as 
dV 1 
_
 = y _ _ y 3 _ ^ + / < i ) ( 4 ) 
dW 
-^-=Ф( + а~ bW), (5) 
with φ, a and b positive constants. The physiological interpretation of this model is 
not clear at first sight. However, the variable W can be seen as a recovery variable. 
Including axial variations, this leads to the more general formulation [20,21] 
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ßV ß2V 1 д2 
-m=^
 +
 v
-ïv3~w + I-^ = ^ + F^w^ W 
dW 
— =ftV + a-bW) = G{V,W). (7) 
Related to the FN-model are models of Hindmarsh and Rose [16] and Rinzel 
and Keller [28]. These FN-related models differ in their choice of the functions 
F(V,W,I) and G{V,W). 
Hindmarsh and Rose [16] have used the FN-model to describe the transmem-
brane potential of a space clamped nerve fiber of the pond snail. The functions F 
and G were now determined from voltage-clamp data : 
F(V, W,I) = -a (cV3 + dV2 f eV + h - W + I,t) , 
G{V, W) = b [cV3 + dV7 + eV + h - qerV + з - W) , 
in which a — h, q, г and s are constants. This model is able to describe, for instance, 
the ratio of spike duration to inter-spike interval. However, the waveform, duration 
and amplitude of a single action potential cannot be calculated very accurately. 
Rinzel and Keller [28] studied traveling wave solutions of a FN-related model 
for which 
F(V, W,I) = -V + H(V - a) - W and G(V, W) = bV, 
where о and b are positive constants and H is the Heaviside step function. 
More recently, Rinzel [27] introduced a model for the transmembrane potential 
under space clamp conditions, which follows relatively closely the physiology of the 
membrane currents as described in the original HH-model. The time delay in the 
sodium activation is neglected, so that the excitation variable m of the original 
HH-model reduces to the stationary value m ^ F ) , which is a known function. 
Moreover, a linear relationship, with slope 5, is assumed between the excitation 
variables η and ft. Thus, the variables η and ft can be described by one variable 
W, as π = Щ- and ft = 1 - W. The resulting model consists of the following set of 
equations 
C^- = I,t - ƒ„ (8) 
W 
U = m{-j)\v - ν , ) + 5^™;L(l - W){V - VNa) + gL{V - Vb), (9) 
m .иі(г)-иг 
dt ΨΚ т( ) ; κ ' 
The functions H ^ F ) and т(У) are known, and ψ is the temperature correction 
factor of the HH-model. 
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In order to gain an insight in the properties of the HH-model, the HH-equations 
and related models have been studied extensively. Mathematical analysis has 
shown the existence of traveling wave solutions [28]. The mathematical properties 
of various models for a space clamped axon have been analysed by means of phase 
plane analysis and singular perturbation theory [4,7,11,26]. It has been shown 
that, for instance, for certain strengths of a constant stimulating current repetitive 
firing is possible. Information has been obtained on the properties of spike trains, 
refractory periods, threshold phenomena, etc. The basic mathematical theory, 
underlying these analyses, and a survey of the results can be found in Cronin [9]. 
Although the FN-model and related models show mathematical properties sim­
ilar to the HH-model, waveforms obtained from these models differ considerably 
from waveforms obtained from the HH-model. Thus, the FN-model and related 
models can be useful for studying mathematical properties of the HH-equations, 
but are not suitable for simulating quantitatively accurate action potential wave­
forms. For such purposes, a model which closely follows the membrane physiology, 
such as the original HH-model, has the preference. 
The transmembrane potential along a finite length nerve fiber, i.e. a solution 
of the HH-equations, can only be obtained by numerical solution methods. The 
HH-model consists of a partial differential equation (1) of the parabolic type, cou­
pled to three ordinary differential equations (3). To solve a nonlinear (parabolic) 
differential equation with initial and boundary conditions various methods are 
available, of which the finite difference methods are the most frequently used. 
The finite difference methods make use of a discrete, not necessarily uniform, 
grid of points, which represents the time-space continuum in which the partial 
differential equation holds. For each grid point, the function values at neighbouring 
grid points are expanded in Taylor series. In this way, discrete expressions for the 
partial derivatives of the original partial differential equation can be derived in 
terms of the function values at neighbouring grid points. Thus, for every grid 
point an algebraic equation is derived, which approximates the partial differential 
equation at that point. For linear partial differential equations, a finite difference 
method results in a set of linear equations for each time step. A great variety of 
approximation schemes, each having its own stability properties, is available [30]. 
Detailed information on finite difference methods can be found in the extensive 
literature on this topic, for instance [3,19,24,30]. 
The set of HH-equations has been solved in a stable way by a Crank-Nicolson 
finite difference method [8,15,29]. The potential V(t,x) and the variables ті( ,і,х), 
m(V,t,x) and h(V,t,x) along the fiber are simulated for successive moments in 
time with increments Δ< and Δ χ . The transmembrane potential ^ ( ί , χ ) at moment 
< = (j' — 1)Δί and axial position χ = (к — 1)Δχ is denoted as V,^. In the same 
way, n(V,t,x) for that time and axial position and at potential У,·,* is denoted as 
rij^. Analogous symbols are defined for m(V,ί ,χ) and h(V,t,x). 
To derive the finite difference equations for the HH-model at grid point ( j + 1 , k), 
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Figure 1 : Grid points used for the Crank-Nicolson 
finite difference method. 
the time derivatives are discretized by using the integration formulas 
Δί fdV dV \ 
2 \dt (j,*) dt (j+i,fc)/ ( Π ) 
j + l,* = n],k + 
At (дп дп \ 
2 {dtbllc) + ~dtu+i,k))' 
(12) 
for all values of j and k, and analogous for the variables m and h. 
The time derivatives at time j and j + 1 of the excitation variable n, and 
analogous for m and h, are replaced by substituting the differential equation (3) 
into equation (12). This results in simple recursion formulas for the variables n, 
τη and h. In the same way, both time derivatives of the transmembrane potential 
can be replaced by substituting the differential equation (1) into equation (11). 
The space derivative at time j is replaced by the approximation 
d2V 
dx2 (,,*) 
У,,».! - 2V}ik + V}ik+1 
Ax2 
The space derivative at time j + 1 is handled in the same way. The resulting finite 
difference equation for the transmembrane potential at the grid point (j + l,fc) 
uses the potential values at three grid points at time j and three grid points at 
time j + 1, as illustrated in Figure 1. 
In the resulting discretized equation for the transmembrane potential at grid 
point (j + l,к), the ionic transmembrane current density appears as 
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5(',,+0' ( 1 3 ) 
which is dependent on the unknown Vj+i,*· Cooley and Dodge [8], Stephanova 
and Dimitrov [29], as well as Owen et al. [22], handled this by splitting the term 
Α,-Η.» i n t o 
Ъ. + і * = ^ + і , * (9Ϊ(η* + 9Ñ^rn3h + g А 
x
 Ij + l . t 
- [9кп*
 к
 + gÑ^Tn3hVNa + дь А 
The part ("дкп4 + "дп^т^Ь, + y/,), is included in the coefficient for Vj+i,* of the 
finite difference equation for grid point ( j -I- l,fc). Thus, this coefficient is time 
dependent. For successive moments in time, the potential is found by alternately 
solving the recursion formulas for the variables η , τη and h, and a matrix equation 
for the transmembrane potential. This matrix varies for each moment in time. 
Ganapathy et al. [15] used a simplified method by replacing (13) by I,)k. The 
additional extra inaccuracy, introduced in this way, can be compensated by using 
a smaller value of At. A great advantage of this simplification is that the matrix 
in the resulting set of linear equations for the transmembrane potential is constant 
in time. 
The same difference equation for the transmembrane potential at the grid point 
(j + l,fc) can also be derived by discretizing the differential equation (1) at the 
midpoint [j + ^,k), using the integration formulas 
dV _ y j + u - Vjj. 
dt ,+ι,* Δ< 
and analogous for the variables π., m and h, and 
d2V
 =
 1 / ^ - 1 - 2 ^ + 1 ^ + ! K J +i, t-i - 2Vj+llk + V}+llk+1 
ox
2
 o+J,*) 2 \ Ахг Δχ 2 
The ionic current density I, at moment j + \ can again be approximated by 
(13) or by I, . Although this results in the same difference equation for the 
transmembrane potential, the obtained recursion formulas for the variables n, m 
and h are slightly different. These approximations have been used in the chapters 
IV and V. 
In addition to the finite difference methods, finite element methods have be­
come quite popular in recent years [5,30]. In applying finite element methods, 
a functional J is determined from variational principles, in such a way that the 
minimization of J is equivalent to solving the partial differential equation. To find 
the function и which minimizes this functional J, the space is divided into several 
segments, the so-called elements. At each element the solution is approximated by 
a linear combination of a set of chosen, element dependent, shape functions. This 
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approximation for и is substituted into the minimization condition | j = 0. For a 
linear parabolic differential equation this results in a system of time dependent or­
dinary differential equations. This semidiscrete finite element approximation can 
be discretized completely by using a finite difference approximation for the t ime 
variable. In this way, the t ime dependent coefficients of the linear combination for 
и can be determined. The finite element method can also be applied to nonlinear 
equations, such as the HH-equations. However, in such cases it can be rather 
difficult to obtain a variational formulation for the problem. As far as is known, 
finite element methods have not been used for solving the set of HH-equations. 
In comparison to finite element methods, it is relatively simple to obtain a 
set of algebraic equations from finite difference methods. On the other hand, an 
advantage of the finite element methods is the relative ease with which irregularly 
shaped boundaries, point sources, nonhomogeneous and anisotropic regions can 
be handled. However, this great strength of the finite element methods is hardly 
required in solving the nonlinear HH-equations for a finite length nerve fiber. A 
finite difference method is more suitable and easier to use for this purpose. 
The object of the present study is the relationship between extracellular po­
tential waveforms and the morphology of a nerve cell. As mentioned in the In­
troduction (chapter I), the extracellular potential field is evaluated in two steps, 
i.e. by calculating the transmembrane potential first, and next, by using the 
transmembrane current density derived from this transmembrane potential as a 
current source density in a volume conductor. This approach requires that the 
transmembrane potential waveform along an axon is evaluated accurately. Thus, 
as a mathematical model for the transmembrane potential along an axon, the 
original Hodgkin-Huxley equations are used, rather than relying on the various 
approximations as discussed above. These Hodgkin-Huxley equations are solved 
with a Crank-Nicolson finite difference method centered at the midpoint ( j + ^, к). 
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Chapter III 
On the relation between axial resistance and 
conductivity in linear cable models * 
1 Introduction 
In 1879 Hermann [12] introduced the linear core conductor model to describe the 
electrical properties of a cylindrical fiber of infinite length in a volume conduc­
tor with media of homogeneous intracellular and extracellular conductivity. This 
model has been used extensively in several applications in both electroneurography 
and electromyography. In its modern formulation the intracellular and extracel­
lular media are modeled as parallel axial resistances coupled by shunt elements 
representing the membrane properties (Figure 1) (Adrian et al. [2], Hodgkin and 
Huxley [13]). The linear core conductor model is based on the following assump­
tions 
^ - ( z ) = - Γ . 7 Τ ( Ζ ) , (1) 
дФ 
^-(z) = -rJKz), (2) 
if{z) = -η(ζ), 
f ( 0 = .»(*). 
in which 1} and If are the total longitudinal currents in the intracellular and 
extracellular media, г
т
 the transmembrane current per unit length, Ф, and Ф
е 
the intracellular and extracellular potential fields, and r, and r
e
 the intra- and 
extracellular resistances per unit length. 
' Ρ Η KLEINPRNNING, A VAN OOSTEROM, a part of this chapter has been published in Math­
ematical Biosciences 99 1-10, 1990 
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Figure 1 : Linear core conductor model for a segment of 
length Az of a cylindrical fiber with a Hodgkin-Huxley-like 
membrane. 
Only axial variations in the various parameters are considered. When the fiber 
diameter α is not too large it may be expected that the intracellular current flows 
predominant axially so that equation ( 2) holds true. In this situation the intra­
cellular resistance is related to the intracellular conductivity σ, as r, = 1/(πα2σ1). 
In the case of a bounded cylindrical volume conductor with radius 6 not too large 
this approximation also holds true for the extracellular current, resulting in an 
extracellular resistance given by r
e
 = 1/(π(ο2 — α 2 ) σ
ί
) , with (T
e
 the extracellular 
conductivity. However, when the volume conductor is unbounded the extracellular 
current is not axial as Clark and Plonsey [4] showed. It is then no longer obvious 
which expressions for the resistances r, and rE have to be used and whether there 
are constant values at all that can account for the volume conductor properties of 
the intra- and extracellular media. Clark and Plonsey [4] studied this problem by 
impressing on the fiber an approximated transmembrane action potential. They 
used a volume conductor model to evaluate the total axial currents and the axial 
derivative at the fiber surface of the intra- and extracellular potential fields corre­
sponding to this specific action potential. They showed that for the intracellular 
medium the ratio of the axial derivative of the potential field to the total axial 
current is almost constant, so that equation ( 2) is approximately satisfied, but 
that for the extracellular medium the ratio of the axial derivative of the potential 
field to the total axial current yields an expression that depends on the axial vari­
able z. It is common use to neglect the extracellular resistance r
e
 in simulations of 
the propagating transmembrane action potential of nerve and muscle fibers in an 
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unbounded volume conductor. Clark and Plonsey [4] showed that this is a reason-
able assumption for the impressed transmembrane potential they used. However, 
since this is clearly an approximation and since we found the dependence of the 
axial resistances on the axial variable unsatisfactory, we felt the need to get hold 
on an exact relation between the conductivities of intra- and extracellular media 
and the axial resistances to be used in the core conductor model. 
In this chapter two approaches are presented for deriving expressions for the 
intra- and extracellular resistance which do not depend on the axial position or an 
impressed transmembrane potential. 
In the first approach general expressions for the intra- and extracellular ax-
ial derivatives of the potential field are derived from a volume conductor study, 
and these are related to the total axial current. This results in expressions for 
the resistances dependent on the spatial frequency of the transmembrane source 
density. 
The second approach is inspired by the discretized fiber used in numerical 
simulations of the transmembrane phenomena (Cooley and Dodge [7], Ganapathy 
et al. [9] and Stephanova and Dimitrov [20]). Parallel to the mesh used in these 
simulations the intra- and extracellular potential field of two adjoining segments 
of an infinitely long cylindrical fiber functioning as current sink and source are 
calculated. In this way high spatial frequencies can be enforced. Expressions 
which may be related to the intra- and extracellular resistance are derived and 
evaluated with respect to the length of the segments. 
It will be shown that for a muscle or nerve fiber for which the spatial frequency 
content of the membrane current source density is known these two approaches 
both lead to similar estimations of the values of the intra- and extracellular axial 
resistances to be used in simulations of the fiber membrane phenomena. 
2 Theory 
2.1 The volume conductor approach : intra- and extracel-
lular resistance dependent on spatial frequency 
Consider a cylindrical fiber of radius a directed along the z-axis in a homoge-
neous, anisotropic extracellular medium with radial conductivity σν, longitudinal 
conductivity σ
ζ
, and intracellular conductivity σ,. The intracellular potential field 
satisfies Laplace's equation, and the extracellular potential field satisfies 
Substitute 
χ = J—χ, y -= J—y, ζ = ζ. 
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If we assume quasi-stationarity of the volume conductor and symmetry in the az-
imuthal direction , the intra- and extracellular potential in cylindrical coordinates 
Φ^ί,ρ,ζ) and Ф
е
(і,р', z') with p' = pJa
c
/a
r
 can be written in the well known 
form (Clark et al. [4,5,6], Plonsey [15,16], Rosenfalck [17] and Woosley et al. [21]) 
UP',') = ¿ ƒ_" А(к)К0(\к\р')е-{,"ак, (3) 
*.(?,*) = ¿ / ^ B(fc)/o(|*|/>)e-*·<**, (4) 
which is a Fourier expansion in terms of к — 2irk', with k' ( τη - 1 ) the spatial 
frequency (repeatency). [Compare : w = 2πι/, where ν is the frequency ( л - 1 ) and 
ω is the angular velocity ( r a d · β - 1 ) ] . Since the transmembrane current density j
m 
(A • m~2) satisfies 
and 
0 ф
е
 # ф
е 
¿m(¿) = -0·, .-7ρ(α,ζ) = - ^ г ^ І - д Т ( α ' ' 2 ) ( 5 ) 
І т ( 2 ) = - σ , - ^ ( α , Γ ) , (6) 
in which а' = ο^/σ
Γ
/σ
Γ
, it can be seen that 
The transmembrane current density j
m
 can be written as 
ÌmH = ^/_"c(A !)e- i f c^. 
When jm(z) is known, the coefficients C(k) can be evaluated by Fourier transform 
methods and the coefficients A(k) and B{k) can be obtained from equations ( 5) 
and ( 6). For example, for A(k) this leads to 
^/Б^~А{к)\к\К
л
{\к\а') = C{k). 
The axial derivatives of these potential fields are given by 
9Ф, 
and 
σΦ 1 ζ·00 
-g¡v, *) = ^ /_ ¿(вдакин*)«-**«» (7) 
9Ф 1 г 0 0 
- ^ ( ^ ^ ) = — ƒ BifcJ/odfcl^K-ifeJe-*«*. (8) 
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Corresponding to these axial derivatives the total axial currents in the intra- and 
extracellular media flowing through a plane orthogonal to the fiber at axial position 
= -Vr ^А(к)(-гк)^Ш1е-^ек, (9) 
/
oo ¿»φ 
. W-ä7(p',*)V 
1*1 
I¡{z) = -σ, I 2np-^1(p,z)dp 
Jo Oz 
= -,./_" ад(-.*)іііі№е--л. (io) 
Comparing the expressions ( 7), computed for ρ' = a', with ( 9) and ( 8), for 
ρ = о, with ( 10), it becomes obvious that the equations ( 1) and ( 2) cannot 
hold for constant resistances r
e
 and r, However, by equating for each medium the 
Founer coefficients in both integral expressions, it is possible to describe r
c
 and r, 
as dependent on spatial frequency : 
mm*)
 (11) 
and 
, rn l*IWI«) Π2) 
' ^ ~ 2 π α < τ , Ι 1 ( | * | α ) - ( > 
A similar set of equations for the isotropic situation has been described by Scott 
[18]. 
Denoting the Fourier transforms of the axial derivative of the intra- and ex­
tracellular potential field at the fiber surface as •ф1(к) and i>'(k) respectively and 
the Fourier transforms of the corresponding axial currents as /'(fc) and I'(k) the 
following relations are satisfied 
•ф'(к) = -г
с
{к)Г(к) and фЩ = -г,(к)Г{к), (13) 
which holds generally and replaces equations ( 1 ) and ( 2). 
When the argument of the Bessel function, x, goes to zero the following relations 
hold (Abramowitz and Stegun [1]) 
Thus, lower bounds for r , and r, are obtained by taking the limit for к —» 0 in 
equations ( 1 1 ) and ( 12) : 
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limr.(fc) = 0 and limr,(A:) = — - — . 
*-.o
 v
 ' * - . o
 v
 ' π α
2
^ , 
These limits are exactly the values of the resistances used in the classical core 
conductor model. Equation ( 11) implies that the extracellular resistance in an 
anisotropic medium for which σ
Γ
 < σ
ζ
 (and consequently a' > a) is higher than 
the extracellular resistance in an isotropic medium with conductivity a
e
 = γ'σ,σ,. 
2.2 Approach derived from the discretized fiber 
Hodgkin and Huxley [13] postulated a set of differential equations for the trans­
membrane potential of an active axon. Adrian et al. [2] introduced a similar 
model for muscle fibers. To solve these equations the fiber is usually segmented 
in parts of length Δζ and the potential is numerically solved for the midpoints of 
the segments with a Crank-Nicolson finite difference method (Cooley and Dodge 
[7], Ganapathy et al. [9], Stephanova and Dimitrov [20] and chapter IV). The 
Hodgkin-Huxley model assumes that the intra- and extracellular potential along 
the membrane of the segments are constant when the length is small enough. The 
resistances to be used in the Hodgkin-Huxley model are the ratio's of the poten­
tial differences per unit length at the membrane surface between the midpoints of 
the segments and the axial currents passing between these points. In the case of 
an unbounded extracellular medium isopotentiality is usually assumed, i.e. zero 
extracellular resistance (Hodgkin and Huxley [13], Stephanova and Dimitrov [20]). 
However, depending on the anisotropy ratio and the extension of the extracellular 
medium it may be required to introduce a non zero extracellular resistance. One 
may determine the value of the intracellular and extracellular resistance to be used 
by studying the following configuration. 
Consider two adjoining segments of an infinitely long cylindrical fiber. Let the 
segments be positioned at — I < ζ < 0 and 0 < ζ < I. Prescribe the membrane 
current density i
m
( z ) (Α ·τη~2) as 
jm(z) = 
One might expect that for small enough values of I the ratio of potential difference 
per unit length and the axial current would yield values for resistances which would 
be independent of the properties of a specific membrane. 
The intracellular and extracellular potential field due to the impressed trans­
membrane current can be written as in equations ( 4) and ( 3), the Fourier coeffi­
cients of which were evaluated as 
0 , ζ < -I 
+J0 , - I < ζ < 0 
-Jo , 0 < ζ < I 
0 , ζ > /. 
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and 
This results in 
A(k) 2iJo cos(A;Z) — 1 
y/wKúWa') k\k\ 
piu) - ~2iJo c o s ( f c 0 - 1 
W
 ' σ,/^μΐο) fc|fc| ' 
Φ 
, 2Jo /°° K0{kp') cosjkl) - 1 . 
•π^σ
τ
σ
τ
 Jo л ι («α') Λ2 
(15) 
2Jo f00 Io{kp)cos[lcl) - 1 
Κ(Ρ,ζ) = / — — -{ka) к* 
It can be shown that 
-¿V,0) = -oo 
sin(Ä:z)dfc. 
- - α,Ο - + 0 0 , 
σ ζ 
аФ
е (a, ±1) = Ьоо and ЭФ, ( α , ± ί ) 
öz v ' ' θζ 
The total extracellular axial current obtained by substituting ( 15) into ( 9) is 
l'i') = 
0 , ζ < -I 
2πα(1 + ζ) Jo , - I < ζ < 0 
2πα(1 - ζ) Jo , 0 < ζ < Ζ 
0 , ζ > Ζ. 
(16) 
An analysis of A(k)K0(\k\a') and B(k)I0(\k\a), the Fourier coefficients of the intra-
and extracellular potential field at the membrane surface, shows that with decreas­
ing length the contribution of the higher spatial frequencies increases. Thus it can 
be expected that the ratio of the axial derivative of the potential field at the mem­
brane surface and the total axial current increases also for decreasing length. 
Heuristically, the axial resistances as used in the Hodgkin-Huxley-equation 
might be defined as 
and 
r
'
 =
 7i(i)TwJ-H*'(,''5)-*'l"'T»)· (I8) 
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in which If (ζ) = - / ' ( ζ ) . This yields 
r =
 - 8
 Г
Ко(ка')со.{к1)-1 kl 
' 3π2αΖ2ν^^Γ Jo К
г
{ка.') кг Ч' ' 
and in the same way 
- 8 r00 I0(ka) cos(kl) - I . (kl. 
37Γ2αί2σ, Jo /i(fca) к2 2 
These expressions depend on the length of the segments. It can be shown that 
lim г. = limr.· = oo. 
1—0 I-.0 
The expression for the intracellular resistance can also be written as 
Гі =
 3^кУо ОД) í2 Sln(2)dí· 
By using the approximation of equation ( 14) it is obvious that 
- 1 6 Z00 cos(i) - 1 . . ί. , 
Lm г: — _ . .— / s in(-)at 
ι-» 3π*α2σ
ι
 Jo t3 V 
.. . , . 1 
= (integration by parts) = — — 
πα'σ, 
Also it can be shown that 
lim τ·. = 0. 
1-.00 
By assuming equations ( 1 ) and ( 2) to be valid, another approach is to try to 
define the intra- and extracellular resistances as the ratio of the axial derivative 
of the intra- or extracellular potential field and the axied current. As Clark and 
Plonscy [4] showed the expressions obtained in this way are dependent on the 
axial position z. Besides that, the result will be influenced by the length of the 
segments. Define 
- " о /•" Яр fcg' cos fc¿ - 1 
,
 Tel Χ ƒ „ ,,
 л
 Γ cos(À:z)(ifc (19) 
ν
/σ
Γ
σ
ΐ
π/
ι
β (ζ) Jo Л Ц й о ' ) к 
and 
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< ï - 1 β φ · ί ì 
_ 2 J e / - f , ( t . ) c o , ( « ) - l 
τ,π/ίίζ) Уо /i(Jfca) fc K ' K ' 
It can be shown that 
1 і т г
е
( г ) = 1 ітг
е
(г ) = —oo. 
zl-l z t ' 
as is the case for r,. Also 
1 і т г
е
( г ) — Іітт-Дг) = oo. 
Also, by taking for different values of the length I a point г at a constant relative 
position on the segment (z = ρ • I with pe( —1,0) U (0,1) fixed) it can be shown 
that 
lim TC(Z) — 0 and lim rt(z) = — ; — . 
I—oo ι—oo πα7σ, 
3 Results 
3.1 Spatial frequency dependence of axial resistances 
The consequence of the dependence of the axial resistances on spatial frequency 
will be demonstrated in applications to data for typical muscle fibers. The radius 
of human muscle fibers varies from 15 /im to 40 μτη (Dubowitz and Brooke [8]) with 
a mean of 27.5 μτη and frequencies up to 10 kHz occur (Andreassen and Rosenfalck 
[3], Rosenfalck [17]). With a propagation velocity from 2.45 up to 4.95 m · a - 1 
for the various radii (Nandedkar et al. [14]), the spatial frequencies (fc') of the 
source characteristics of muscle fibers are less then 5 τητη - 1 and correspondingly 
к = 2nk' < 30 rad · τητη - 1 . In particular, for a fiber of mean radius 27.5 μηι, 
the amplitude spectrum of the extracellular potential at the fiber surface has its 
maximum below 2 kHz (-3dB) (Andreassen and Rosenfalck [3]) corresponding to 
values of к < 4 rad · mm-1. 
First the intra- and extracellular resistances in a homogeneous ізоігоріс medium 
have been calculated for these spatial frequencies. The fiber radius used was 27.5 
μιη . The conductivity of the intracellular medium has been taken to be cr, = 1.00 
ί ΐ
_ 1
 -τη
- 1
 (Stegeman et al. [19]), and the conductivity of the extracellular medium 
σ·
β
 = 0.22(= -ч/0.05) Ω - 1 · τ η - 1 . The frequency dependence of the resistances is 
illustrated in Figure 2. For those spatial frequencies occurring in the propagat­
ing phenomena of a typical muscle fiber, the variation in r, is 0.15 %, while the 
variation in r
e
 is considerable. However, since r
c
 is still small compared to r,, the 
26 
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Figure 2 : Intracellular axial resistance and extracellular 
axial resistance for the isotropic and anisotropic media as 
a function of spatial frequency, (a = 27.5 μτη, σ, = 1.00 
Ω"
1
 • го
-1
, σ, = 0.1 Ω - 1 · m 1 , σ
ζ
 = 0.5 Ω - 1 · m - 1 and 
сг
е
 = ^σ
Τ
σ
ζ
). In this case Ι/^πα'σ,) = 420.9 ΜΩ · m - 1 . 
propagation velocity that would result by choosing к = 4 rad · m m - 1 and taking 
the axial resistances constant [at r^fc = 4 rad · m m - 1 ) and r
e
(fc = 4 rad · m m - 1 ) ] 
deviates by less than 4 % from the velocity that would result for к — 0 rad-mm'1. 
However, the extracellular axial resistance increases rapidly to infinity for higher 
values of k. For a fiber with values of к up to 30 rad · mm'1 a difference of 35 % 
would result from taking r, = r,(fc=30 r a d - m m - 1 ) and r
e
 = rt(k=30 rad-mm~l) 
instead of r^k = 0) and r
c
(k = 0). 
The propagation velocity in these cases has been evaluated by solving the cable 
equation for the transmembrane potential with a finite difference method (chapter 
IV and [9,20]). First, the spatial frequency dependence of the resistances was ne­
glected, i.e. constant values r, = 1/(πα2σ,) and r
e
 = 0 were used. The propagation 
velocity corresponding to the situation where the frequency dependence has been 
taken into account was approximated by solving the cable equation using values 
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of the axial resistances corresponding to the highest frequency component. In this 
way the obtained velocity is inverse proportional to the square root of the total 
axial resistance r, + r
r
. 
The effect of anisotropy has been worked out by choosing an anisotropic extra­
cellular medium with the conductivity in the radial direction σ
τ
 = 0.1 Ω - 1 · τ η - 1 
and in axial direction σ, = 0.5 Ω - 1 - τ η - 1 (Gielen [10]). These values of cr
r
 and <Tt 
correspond to a value of the conductivity <7
e
 as chosen in the illustrated case for 
the isotropic situation, in which case at = Λι/σΓσζ. 
The results for the intracellular resistance r, are identical to the results in the 
isotropic situation (Figure 2). However, the variation in the extracellular resistance 
r
e
 for the anisotropic medium is greater than in the isotropic situation. Still, 
the propagation velocity that would result from choosing к = 4 rad · mm'1 and 
taking the axial resistances constant deviates by less than 5 % from the velocity 
that would result by choosing к = 0 rad • mm'1 (Figure 2). The extracellular 
resistance corresponding to a specific spatial frequency increases as the anisotropy 
ratio increases, under the condition that
 %/σΓσζ remains constant. 
Hence, in solving the Hodgkin-Huxley-equations for a muscle fiber of mean 
radius in an unbounded anisotropic volume conductor with the anisotropy ratio 
az/ar not too large, the intracellular and extracellular media can be modeled 
well with parallel constant resistances r, = 1/(πα2σ
ι
) and r
r
 = 0. When the 
anisotropy ratio is large, the dependency of axial resistance on spatial frequency 
has to be taken into account. For fibers whose membrane current source contains 
high spatial frequencies, a further inspection of the frequencies is necessary to 
evaluate the validity of the core conductor model. 
For most nerve fibers the propagation velocity resulting from taking the axial 
resistances corresponding to к = 0 rad · mm'1 differs from the velocity resulting 
from taking the resistances at the maximal value of к even less than for muscle 
fiber. For example, the radius of a crayfish medial giant axon is approximately 
100 μτη, and the action potential has a propagation velocity of 16.5 τη · л - 1 in 
media with conductivities σ, = 1.70 Ω - 1 · πι'1 and íre = 2.06 Ω - 1 · m'1 (Woosley 
et al. [21]). The transmembrane potential contains frequencies up to 13 kHz, 
corresponding to values of A; up to 5 rad · mm'1. If values of τ·, and r, were 
selected at к = 5 rad · mm'1 instead of at к = 0 rad • mm'1, a difference of less 
than 7% in propagation velocity would result. In simulations of the transmembrane 
phenomena the spatial frequency dependence of the axial resistances can thus be 
neglected. 
3.2 Resistances derived from the discretized fiber 
The intracellular potential, resulting from the induced current specified in equa­
tion ( 16), at the fiber surface for zt( — | i , | i ) and I = 0.2 mm is presented in Figure 
ЗА. The extracellular potential at the fiber surface is presented in Figure 3B. A 
fiber with radius 27.5 μιη and conductivities cr, = 1.0 Ω - 1 - τ η - 1 , σ
Τ
 = 0.1 Ω" 1 - m - 1 , 
σ
ζ
 = 0.5 Ω - 1 · m'1 and σ, = ^¡σ
τ
σ
ζ
 has been used. Their axial derivatives are 
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Figure 3 : Potentials and their axial derivatives for length of 
the segments I = 0.2 nun. A: Potential at the inner surface 
of the fiber at - § / < ζ < f/. В: Isotropic (solid line) and 
anisotropic (dotted line) potential at the outer surface of the 
fiber at - | i < ζ < | / . C: Axial derivative of the potential 
at the inner surface of the fiber. D: Isotropic axial derivative 
of the potential at the outer surface of the fiber. 
illustrated in Figures 3C and 3D respectively. 
The intracellular resistance as a function of the length / obtained from equation 
( 18) is presented in Figure 4. The extracellular resistance obtained from ( 1 7 ) for 
the isotropic and anisotropic medium in Figure 5. 
In the Figures 6 and 7 are presented the functions гДг) and r
e
(z) from equations 
( 20) and ( 19) for ze(-0.95l,0.9bl) and / = 0.2 mm. 
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Figure 4 : Intracellular resistance as a function of the length 
Í of the segment used for its computation. The dashed verti-
cal line corresponds to the maximal discretization step size 
Δ ζ allowed in numerical simulations of membrane phenom­
ena of this fiber, (a = 27.5 μηι, σ; = 1.00 Ω - 1 - m - 1 , so that 
l / ^ a V i ) = 420.9 ΜΩ · m " 1 ) . 
4 Conclusions 
The intra- and extracellular media of a nerve or muscle fiber in an unbounded 
homogeneous medium, seen in the light of a linear core conductor model, act as 
parallel intra- and extracellular resistances, the values of which depend on the 
spatial (axial) frequency, coupled by shunt elements representing the properties 
of the fiber membrane. Expressions for the spatial frequency dependence of the 
resistances have been derived. In this way the dependency of the axial resistances 
(equations ( 1) and ( 2)) on the axial variable as in Clark and Plonsey [4] is 
replaced by an expression incorporating spatial frequency dependence (equation 
( 13)). In this way it becomes possible to evaluate the validity of the core conductor 
model for a specific (type of) fiber based on the spatial frequency content of the 
membrane current source of that fiber. 
For purposes of simulating transmembrane phenomena of nerve axons and mus­
cle fibers in an unbounded homogeneous iiotropic medium the intra- and extracel­
lular medium of the fiber can be modeled well with constant intracellular resistance 
r¡ = 1/(πα2σί) arid extracellular resistance r
c
 — 0 when the spatial frequency range 
of the membrane current source is not too large. 
When the extracellular medium is anisotropic the assumption of the linear core 
conductor model that the intracellular current flows only axial is approximately 
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satisfied, and the validity of the linear core conductor model for the extracellular 
current and potential field being influenced is determined by the anisotropy ratio of 
the extracellular medium. For A: ^ 0 the extracellular resistance in the anisotropic 
medium is higher than the extracellular resistance in an isotropic med ium with 
conductivity cr, = ^/σ
τ
σ
Ι
. 
In those cases where the spatial frequency content of the transmembrane phe­
nomena of a fiber is such that the spatial frequency dependence of the axial re­
sistances cannot be neglected, the problem of determining the transmembrane 
potential and the intra- and extracellular potential fields remains complicated and 
rather time-consuming. An accurate determination of the transmembrane poten­
tial for such fibers that takes the spatial frequency dependence of the extracellular 
axial resistance into account requires the simultaneous use of a core conductor 
model for the transmembrane potential and a volume conductor model for the 
intra- and extracellular potential fields (Henriquez and Plonsey [11]). 
In the configuration of section 2.2 it is seen that the ratio of the axial derivative 
at the membrane surface and the total axial current depends on the axial variable 
(Figures 6 and 7). Even negative values of this ratio appear. Thus this ratio 
Axial resistance and conductivity 31 
430 
420 
с: 
г. 
390 
380 
- 0 . 1 0 0 +0.10 
ζ (mmD 
Figure 6 : Function r^z) for |z| < 0.95 I and / = 0.2 mm. 
a. 
о 
с 
о 
ε 
с 
st 
IS 
0. 0 
- 2 . 5 
- 5 . 0 
- ? . 5 
-10 0 " " 
0 . 0 
- 2 . 5 
- 5 . 0 
- 7 . 5 
- 1 0 . 0 
- 1 2 . 5 
и 
O 
L 
О 
VI 
С 
Π) 
,—, 
ε 
Ν. 
G 
2Γ 
s i 
Figure 7 : Isotropic (solid line) and anisotropic (dots) func­
tion τ<.(ζ) for |z| < 0.95 I and I = 0.2 mm. 
32 Chapter ΠΙ 
cannot be interpreted as an axial resistance. 
Also it can be seen that for higher spatial frequencies, i.e. for a smaller length 
of the segments, the axial resistances obtained from the equations ( 17) and ( 18) 
are higher (Figures 4 and 5). This is consistent with the results of section 2.1. 
The length / of the segments in the configuration of section 2.2 can be related 
to the numerical mesh Az required to obtain a numerically stable solution of the 
Hodgkin-Huxley-equations. When the range of spatial frequencies of the action 
potential of a fiber is known, this range yields an upper bound to the discretization 
step size Δ ζ at which all occurring spatial frequencies can be taken into account. 
In particular, for the fiber of radius 27.5 μπι as used in section 3 this is 
Az < i^jj- < 0.4 mm. In the Figures 4 and 5 this value is marked by a dashed 
line. In the configuration of section 2.2 the intra- and extracellular potential fields 
contain spatial frequencies, depending on the length of the segments, imposed by 
the prescribed transmembrane current. At smaller lengths the potential fields are 
forced to contain higher spatial frequency components. Thus, very small lengths 
of the segments are not of interest with respect to the natural spatial frequencies 
of the fiber. Moreover, by associating I with Az it can be seen from Figures 4 and 
5 that it is preferable to take Az not too small to ensure that the resistances can 
be taken constant. This approach yields a lower bound for the discretization step 
size Az. The value of Az to be used in simulations of transmembrane phenomena 
of the fiber should be taken one-half of the maximal spatial frequency. Depending 
on this maximal spatial frequency, the validity of the core conductor model can 
be evaluated by the method presented in this chapter. 
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Chapter IV 
The equivalent source description representing 
the extinction of an action potential at a 
muscle fiber ending * 
1 Introduction 
The fact that extracellular recordings near endings of single nerve or muscle fibers 
show waveforms that differ considerably from recordings close to the fibers but far 
from these endings has been known already for a long time [19,20]. Nevertheless, 
in almost all studies concerning the modeling of single fiber action potentials the 
modeling of the finite length of the active part of the muscle fiber is omitted ([2,25] 
and others). In spite of the simple physical principle proposed by Plonsey [23] for 
the description of the propagation stop of action potentials at the end of an active 
fiber, until recently no efforts were made to include modeling of the fiber end 
in muscle fiber action potential simulations. Recently Gydikov et al. [16,17] and 
Trayanova [31] studied the extracellular action potentials near the motor end plate 
and near the fiber end, both by experimental study and by simulations. Gootzen 
et al. [11,12] used a method inspired by the proposition of Plonsey to describe 
the transmembrane current source density near the end plate and the fiber ends. 
They found an extracellular potential waveform like Gydikov et al. Gootzen et al. 
used this principle in simulations of surface motor unit action potentials and found 
positive peaks with a constant latency along the active muscle fiber, independent 
of the location of the surface electrode, in simulations as well as in recordings. 
Their findings are consistent with the findings of Gydikov and Kosarov [13,14]. 
Gydikov and Kosarov [15] further studied these constant latency peaks. However, 
they did not give a consistent explanation for the existence of the positive constant 
latency peaks resulting from a model study. These peaks do influence especially 
surface EMG recordings, as can be observed, for example, in the disturbance of 
the correlation technique for estimating the muscle fiber conduction velocity [4]. 
'P.H. KLEINPENNING, T.H.J.M. GOOTZEN, D.F. STEQEMAN, A. VAN OOSTEROM, 
Mathematical Biosciences 101-41-61, 1990 
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We felt the need for a more detailed modeling of the propagation stop of muscle 
fiber action potentials at the transition from active fiber to tendon. 
In this chapter three extreme transitions that terminate the propagation of the 
action potential of a (human) muscle fiber are simulated. Although these tran-
sitions terminate the propagation, it was not beforehand known which (if any) 
of these transitions might account for the measured constant latency potentials. 
Each transition is formulated in terms of a change in one of the model parameters 
concerning the excitability of the fiber membrane, the geometry of the fiber end, 
or the intracellular conductivity : 
* an abrupt drop of the ionic conductances at the end of the active muscle fiber, 
i.e. a decrease of the density of the ionic channels in the membrane while the 
radius and intracellular conductivity remain unchanged. 
* an abrupt drop of the fiber radius to zero at the end of the muscle fiber while 
the ionic conductances and intracellular conductivity remain unchanged. 
* an abrupt decrease of the intracellular conductivity at the end of the muscle 
fiber while the radius and the ionic conductances remain unchanged. 
In these cases the transmembrane potential decreases to the physiological resting 
potential. 
2 Methods 
2.1 The transmembrane potential 
To simulate the effect of different transitions from active muscle fiber to tendon 
on the intra- and extracellular action potential at the end of the muscle fiber, the 
muscle fiber is modeled as a cylinder of finite length with a constant radius and a 
constant intracellular axial resistance (Figure 1). The fiber-tendon transition area 
is modeled EIS an extension of this cylinder with different parameters. At a fixed 
distance of 0.5 cm from the active muscle fiber the tendon starts, into which no 
ionic current can flow. 
2.1.1 The muscle fiber 
Along a cylindrical muscle fiber of radius а(г), with membrane capacity per unit 
area С and an intracellular axial resistance per unit length Ti(z) in a homogeneous, 
isotropic volume conductor with effective extracellular axial resistance per unit 
length r
e
, the propagating transmembrane action potential relative to the resting 
potential V(t,z) — V
m
(t,z) — VT can be described by the cable equation 
where I,(V,t,z) is the density [A • m - 2 ] of the (active) sodium, and potassium 
currents as well as the (passive) leakage currents. The tubular terms of the Falk-
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stimulating 
current 
Figure 1 : Geometry of the muscle fiber (radius a, ζ < L), 
the fiber-tendon transition (L < ζ < L + 0.5 cm) and tendon 
(2 > L + 0.5 cm). 
Fatt model [9] are neglected. The ionic current density I,(V, t,z) satisfies 
/, = ШпЛ( - VK) + 9ram3h(V - VNa) + gL(V - VL), (2) 
where ~дк, ~gÑ¿ and gì, are the maximal conductances per unit area for potassium, 
sodium and leakage currents respectively, and Υχ, ц
а
 and Υχ, are the correspond­
ing Nernst equilibrium potentials relative to the resting potential VT [1,18]. 
The excitation variables n(V,t,z), тп( ,f,ζ) and h(V,t,z) specify the state of 
the ionic channels in the muscle fiber membrane [1,18]. These variables satisfy the 
following differential equations : 
^(V,t,z) = ( a
n
( V ) ( l - n) + ßn(V)n)f 
^ ( ν , ί , ζ ) = ( e
m
( V ) ( l - m) + ßm{V)m)V 
^(V.í .z) = M K X l - h) + ßh{V)h)V, 
(3) 
(4) 
(5) 
in which ψ is a temperature correction factor. Expressions for the rate constants 
a(V) and ß{V) for the variables n, m and h of a muscle fiber are derived from 
voltage clamp experiments [1,28]. Values of the maximal ionic conductances per 
unit area, the Nernst equilibrium potentials, and the temperature correction factor 
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for human muscle fiber at 37° С are taken from the work of Stephanova and 
Dimitrov [28,29]. 
2.1.2 The transit ion from muscle to tendon 
There is a great variability in the real geometry of the transition area. The muscle 
fiber end is conical with more or less tapering and of a variable length [26], both 
of which may be expected to influence the conduction velocity near the fiber end. 
However, Katz and Miledi [19] presented measurements suggesting that the fiber 
membrane is excitable over the entire length of the fiber so that the action po­
tential propagates undisturbed along the fiber up to its end. There is no detailed 
knowledge if, and in what way, the intracellular conductivity (and related to this 
the resistance r,) and the maximal conductances p/r, g^r
a
 and gi change in the 
transition area from muscle fiber to tendon. 
The approach chosen in this chapter is to model the fiber-tendon transition 
area as an extension of the cylindrical fiber with a constant radius. This transition 
area can contain parts of the (active) muscle fiber, with a now varying fiber radius 
a(z), as well as parts of the tendon. The transmembrane potential of the muscle 
fiber at the transition from muscle to tendon has been modeled by the equations 
(1) — (5) with different parameters as at the active muscle fiber. The different 
transitions from muscle fiber to tendon due to abrupt changes in the radius a, the 
conductivity of the intracellular medium tr,, or the ionic membrane conductances 
9KI 9Na a n d eventually gi, are handled as step changes at ζ — L in the parameters 
under consideration. The values of these parameters are held constant over the 
transition area. 
At the end of the transition area, at which this area consists of the tendon only, 
the potential is determined by the boundary condition ^ - ( ί , ζ ) = 0 at ζ = L + 0.5 
cm (Figure 1). 
2.1.3 Solut ion w i th the finite difference m e t h o d 
Cooley and Dodge [7] proposed in 1966 a method to solve the equations (1) — (5) 
for the case in which the radius and intracellular resistance are independent of 
the axial variable z. They used a Crank-Nicolson finite difference method. This 
method was also used by Owen et al. [22] and Stephanova and Dimitrov [28]. 
Ganapathy et al. [10] used a method based on the same differential scheme for 
the (partial) derivatives in the equations (1) — (5), but with slightly different 
approximations of the ionic current density. Barach and Wikswo [3] modeled 
the action potential with similar equations. They also introduced a thin, passive 
septum in the axon with a different intracellular axial resistance. In our simulations 
we used a Crank-Nicolson finite difference method as used by Ganapathy et al. 
[10], but generalized to a numerical discretization of the situation where the radius 
as well as the intracellular resistance are functions of the axial variable z. 
The potential V(t,z) and the excitation variables n(V,t,z), m(V, t,z) and 
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h(V, i,z) along the fiber are simulated at time increments At. The transmembrane 
potential V(t,z) at moment t = (j — 1)Δί and the axial position ζ = (к — 1)Δζ 
is denoted as Vj^; n(V, t,z) for that time, axial position and potential V,,* is de­
noted as rijik, and analogous symbols are defined for тп( , ί , ζ ) and h(V,t,z). In 
the same way a(z) and r,(z) at axial position ζ = (к — 1)Δζ are denoted as α& 
and rlk respTtively. The Crank-Nicolson finite difference method together with 
the boundary condition ^ - = 0 at the tendon (z = i + 0.5 cm) and a condition for 
the stimulation of the muscle fiber at ζ = 0, yields for each moment in time the 
matrix equation (6) for the potential V and a set of equations (7) for the excitation 
variables at that moment : 
λ С 
μ * ν , + ι Λ + ι - (2 + -^-)V 3 + l l f c + í/fcVJ+iifc_i = 
- М ^
л + 1 - V„h) - UbWj. - ν,,^Ο) - ^V},k + ХкІ1ік, (6) 
n J + l t f c = η,λ + At(an(V}:k)(l - n]ik)+ßn(VJik)n}tk)<p, (7) 
for к — 1,2,..., and analogous equations are derived for m and h, where I,
 k is 
the ionic current I, described by ( 2) and 
\k = SnakAz
2
 — + — - , (8) 
2(Ak . + г.) 
"* = ; — 1 1 +r ' (9 ) 
2 ( ^ ^ + 1 · « ) 
»* = -^ · ( 1 0 ) 
Ч - і + ^ + Ч ^ 
By solving these equations a discretized version of the transmembrane potential 
V(t, z) results. In the case of a cylinder with constant radius and intracellular 
resistance these finite difference equations reduce to the simpler equations used by 
Ganapathy et al. [10]. 
2.2 The extracellular potential 
Outside the cylinder the (unbounded) volume conductor is assumed to have homo­
geneous, isotropic conductivity £r
e
. The extracellular potential is expressed in the 
cylindrical coordinates ρ, θ and ζ for radial, azimuthal, and axial position (Fig­
ure 1). By assuming quasi-stationarity of the volume conductor, the extracellular 
potential ф
е
(і,р, ,г) satisfies Laplace's equation in the extracellular volume. By 
assuming symmetry in the ö-direction and by concentrating the membrane current 
density on the fiber axis [20,24,25] the extracellular potential outside the cylinder 
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can be expressed as the convolution of the transmembrane current i
m
(<, z) per unit 
length and a weighting function w(p,z) 
ф
е
{і,р,г)= i
m
(t,s)-w(p,z - s)ds, (11) 
J — Oo 
with the transmembrane current related to the transmembrane potential by 
г, 
,. , д ( 1 dV
m
(t,z)\ 
9г \r,(z) + г, dz / 
The weighting function is given by 
w M =
 -ih;w+?· (13) 
The weighting function expresses the volume conductor properties in an unbounded 
volume conductor with a reference point at infinity. For a constant radius and in­
tracellular resistance similar expressions are used by other authors [2,24,25]. 
The extracellular potential <f>t(t,p, z) in ( 11) at moment t = (j — 1)Δ< has 
been discretized as 
Φ,α,
Ρ
,ζ)
 =
 Σ - ^ - . fr-»^-' - fo-i + 4) V>* + 4V^\
 ( 1 4 ) 
with 
ί* = — ^ - (15) 
In the line source model [( l l )-( 13)] both the axial resistances r, and r
e
 and the 
extracellular conductivity <r
e
 appear, thereby requiring a relationship between the 
axial resistances and the conductivities. The intracellular resistance is related to 
the intracellular conductivity as rt(z) = 1/(πα1(ζ)σί(ζ)). Such a relationship can 
not be derived for the extracellular resistance and conductivity of an unbounded 
volume conductor. Since the volume conductor is unbounded the axial derivative 
of the extracellular potential field at the outer membrane surface of the fiber and 
the total axial extracellular current are not proportional |6]. Thus the extracellular 
axial resistance r
c
 is not a constant with respect to the axial variable z. However, 
as Clark and Plonsey [6] showed, the transmembrane potential and current can be 
calculated well by approximating the effective extracellular axial resistance with 
r
e
 = 0. 
2.3 Simulation procedure 
The simulations presented in this chapter are all obtained through the following 
procedure. We start with a stimulating current input into the muscle fiber at ζ = 0, 
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Model parameter Parameter value 
Intracellular axial step size Δ ζ 0.01 cm 
Extracellular axial step size Δζ 0.02 cm 
Intracellular time step size Δί 0.005 ms 
Extracellular time step size At 0.03 ms 
Fiber radius о 27.5 μτη. 
Intracellular resistance per unit length r, 4209.06 kQ · c m - 1 
Extracellular resistance per unit length r
e
 0.0 kíí · c m - 1 
Intracellular conductivity σ, 1.00 Ω - 1 - m - 1 
Extracellular conductivity σ
ε
 2.44 Ω - 1 · π ι - 1 
Membrane capacitance С 1 μΡ · c m - 2 
Maximum potassium conductance jjr per unit area 82.7 m f i - 1 · em 
Maximum sodium conductance J Ñ ^ per unit area 289.3 т П • cm 
Maximum leak conductance j ¿ per unit area 0.24 m f l - 1 · c m - 2 
Membrane resting potential VT -77 mV 
Relative potassium Nernst potential VR 7 mV 
Relative sodium Nernst potential Vjva 107 mV 
Relative leakage potential Vi -0.4 mV 
Temperature correction factor φ 11.3 
Table 1 : Model parameters of active human muscle fiber 
at a temperature of 37° С used in the simulations in this 
chapter. 
i.e., 4 cm from the fiber end (z = L); the transmembrane potential resulting from 
this current input is simulated along the entire muscle fiber with the discretized 
version of equations (1) —(5) . From this transmembrane potential along the muscle 
fiber, the extracellular potential is simulated with equations (11) — (13). 
The transmembrane action potential and extracellular potential are simulated 
for a fiber with parameters typical for human muscle fiber. The diameter of the 
active muscle fiber (2 < L) was 2a = 55 μτη [8] and the intracellular conductivity σ, 
= 1.00 Ω" 1 -τη" 1 [2,30]. The extracellular medium had conductivity <r
c
 = 2.44 Ω - 1 -
π ι
- 1
 [2]. As in section 2.2 the extracellular resistance was approximated by taking 
rt = 0, i.e., the inhomogeneity of the extracellular medium due to the embedding 
of the muscle fiber in the tendon at the transition area has been neglected. T h e 
Nernst-equilibrium potentials relative to the resting potential (V
r
 = —77 mV) 
and the maximal conductances for potassium, sodium, and leakage current at a 
temperature of 37° С are chosen as in Stephanova and Dimitrov [28] (Table 1). 
Simulations of the extracellular potential are performed at different radial dis­
tances from the fiber axis. The extracellular potential field at small radial distances 
and close to the end of the active fiber has been simulated at a radial distance of 33 
μτη from the fiber axis. This value is 1.2 t imes the radius of the cylinder. Although 
at radial distances very close to the muscle fiber axis the extracellular potential 
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Figure 2 : Left: simulated propagating transmembrane de­
polarization V = V
m
 - V
r
 at г = i L . Right: simulated 
propagating extracellular potential V"
e
 at ζ = i ¿ at radial 
distance ρ = 33 μπι. Fiber diameter 2a = 55 μιη. 
predicted by the line source model slightly deviates from the potential obtained 
from a volume conductor model, at a radial distance of 1.2 times the fiber radius 
and larger the line source model yields satisfactory results [25]. To find constant 
latency potential waveforms far from the fiber end the extracellular potential field 
is also simulated at radial distances of 4.0, 5.0 and 6 mm from the fiber axis. The 
axial positions used in the simulations below are г = \L for waveforms along the 
active part of the muscle fiber and ζ = \L for waveforms beyond the active part. 
3 Results 
In this section simulations are presented which are obtained from the procedure of 
section 2.3. In section 3.1 potentials halfway up the active fiber are presented for 
an undisturbed action potential propagation. This facilitates the interpretation of 
the subsequent simulations and also serves as a check on the quality of the overall 
simulations. In the subsequent sections the transmembrane potential and extra­
cellular potential field due to the transitions mentioned in the introduction are 
presented : an abrupt decrease in the ionic conductances (section 3.2), an abrupt 
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Figure 3 : Simulated transmembrane depolarization V = 
Vm — Vr in case of passive diffusion beyond the active part of 
the muscle fiber at axial positions L — 6Δ, L — 4Δ, L — 2Δ, 
L, L + 2Δ and L + 4Δ with stepsize Δ = 0.2 mm. The 
potential at ζ = L is plotted bold. 
decrease in the fiber radius (section 3.3), and an abrupt decrease in the intracel­
lular conductivity (section 3.4). In section 3.5 the constant latency waveforms, 
obtained from an abrupt change in the fiber radius or intracellular conductivity, 
are described in terms of an equivalent dipole source at the fiber end. 
3.1 The undisturbed situation 
At axial position ζ = ^L the propagation is undisturbed and is not influenced 
by the finite length of the active muscle fiber or by the activation at ζ — 0. 
The propagating transmembrane action potential at ζ = ^L and the extracellular 
potential at ζ = ^L and at radial distance ρ = 33 μιη are presented in Figure 
2. The transmembrane potential has a maximal amplitude of 101 mV and a 
propagating velocity of 4.0 m - a - 1 . The extracellular potential at a radial distance 
of 33 μιη from the fiber axis varies from —0.19 mV to 0.11 mV. 
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Figure 4 : Simulated extracellular potential V
e
 in case of 
passive diffusion beyond the active part of the muscle fiber 
at radial distance ρ — 33 /¿m and at axial positions L - ΘΔ, 
L - 4Δ, L - 2Δ, L - A, L, L + 2Δ and L + 4Δ with stepsize 
Δ = 0.2 mm. The potential at ζ = L is plotted bold. 
3.2 Decrease of ionic channel density 
We now consider the end effect simulated by an abrupt change of the conduc­
tances for potassium and sodium currents to ~дк = дц
а
 = 0 in the transition area. 
The leakage conductance pt as well as the membrane pump mechanism, the fiber 
radius, and the intracellular conductivity are unchanged. This is reflected in the 
transmembrane potential by a passive diffusion of the propagating action potential 
in the transition area (Figure 3). 
Near the end of the muscle fiber at small radial distances from the fiber axis 
the second positive phase of the extracellular waveform vanishes and an increase 
of the negative phase is seen (Figure 4). At the end of the muscle fiber the second 
positive phase has completely disappeared and the negative phase has decreased, 
resulting in a biphasic waveform. Beyond the fiber end this waveform decreases in 
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Figure 5 : Simulated extracellular potentials in case of pas­
sive diffusion beyond the active part of the muscle fiber at 
radial distances of 4 mm, 5 mm and 6 mm from the axis of 
the fiber at ζ = ^L, i.e. 2 cm from the fiber end. 
amplitude with increasing axial distance from the end of the active muscle fiber. 
At large radial distances from the fiber a discontinuity in the slope of the 
decreasing flank of the extracellular potential is found along the active muscle 
fiber. The extracellular potential at ζ = ^L and radial distances from 4 mm to 
6 mm is illustrated in Figure 5. The discontinuity is more prominent at axial 
positions closer to ζ = L, although it is more fused with the decreasing flank of 
the propagating action potential. The effect is most prominent at radial distances 
from the fiber axis of more than about 4 mm. Beyond the muscle fiber a positive 
monophasic waveform of constant latency is found. The potential at ζ = | ¿ , which 
is symmetrical with respect to the discontinuity at the muscle fiber at ζ = L, at 
the same radial distances as in Figure 5 is illustrated in Figure 6. 
Additionally, the end effect simulated by dropping the leakage conductance gì, 
to zero beyond the end of the active fiber also showed that the leakage current 
does not influence the end effect much. 
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Figure б : Simulated extracellular potentials in case of pas­
sive diffusion beyond the active part of the muscle fiber at 
radial distances of 4 nun, 5 mm and 6 mm from the axis 
of the fiber at ζ = | L . Note the large difference in scale 
with Figure 5 so that at the left edge a part of the stimulus 
artefact can still be seen. 
3.3 Decrease of radius 
We now model the transition by an abrupt decrease to zero of the radius beyond 
the muscle fiber end. The ionic conductances and the intracellular conductiv­
ity remain unchanged, and the corresponding intracellular resistance is given as 
r,(z) = 1/(πα2(ζ)σ,). The transmembrane potential near the fiber end increases 
slightly and satisfies the sealed end condition ^ j ( i , z ) = 0 at ζ = L (Figure 7). 
Near the end of the muscle fiber at small radial distances from the fiber axis 
the second positive phase of the extracellular waveform decreases and a small 
decrease of the negative phase is seen (Figure 8). Closer to the fiber end the 
first positive phase slightly increases, and the negative phase decreases further. A 
second negative phase appears fused with the first negative phase. At the fiber end 
at ζ = L the second positive and first negative phase have disappeared resulting 
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Figure 7 : Simulated transmembrane depolarization V = 
Vjn - VT in case of a drop in the radius at the end of the 
active muscle fiber at axial positions L — 6Δ, L — 4Δ, L — 2Δ 
and L with stepsize Δ = 0.2 mm. The potential at ζ = L is 
plotted bold. 
in a biphasic extracellular potential (Figure 8, bold curve). Beyond the end of the 
muscle fiber this biphasic waveform decreases in amplitude with increasing axial 
distance to the end of the muscle fiber. 
Far away from the muscle fiber end at great radial distances from the fiber, a 
positive phase with constant latency is seen along the active part of the fiber, e.g., 
at ζ = ^L (Figure 9). Beyond the muscle fiber end, e.g., at ζ = | L , a waveform 
with a large negative phase has been found (Figure 10). With increasing axial 
distance from the fiber end the positive phase of the constant latency waveform 
beyond the end decreases faster than the negative phase and the waveform becomes 
almost monophasic negative. 
A further inspection of the constant latency potential waveforms revealed that 
the waveform along the active part of the muscle fiber as a function of time is 
roughly the same as the transmembrane potential V(t, L) at the end of the active 
muscle fiber. At large distances from the fiber end monophasic positive potentials 
at ζ < L and almost monophasic negative potentials at ζ > L have been found. 
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Figure 8 : Simulated extracellular potential V
e
 in case of a 
drop in the radius at the end of the active muscle fiber at 
radial distance ρ = 33 μτη and at axial positions L - 6Δ, 
L - 4Δ, L - 2Δ, L - A, L and L + 2Δ with stepsize Δ = 0.2 
mm. The potential at ζ — L is plotted bold. 
3.4 Decrease of intracellular conductivity 
In the third model of the end effects the fiber radius and maximal conductances 
for ionic currents are unchanged, but a sharp decrease of the intracellular con­
ductivity is introduced. The corresponding intracellular resistance is given as 
r,(z) — 1/(πα 2σ,(ζ)). The transition we modeled in this way was a sharp rise of 
the axial resistance to a value of r, for ζ > L to a thousand times the value of r, at 
the muscle fiber at ζ < L. A rise to a hundred times the value at the muscle fiber 
would not terminate the propagation of the action potential but would only de­
crease the propagation velocity. A rise to a thousand times the value at the muscle 
fiber was found to be large enough to terminate the propagation. The transmem­
brane potential is found to propagate unaffected along the muscle fiber up to just 
before the end of the fiber. Over the last 0.6 mm of the fiber where there is high 
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Figure 9 : Simulated extracellular potentials in case of a 
drop of the radius at the end of the active muscle fiber at 
radial distances of 4.0 mm, 5.0 mm and 6.0 mm from the 
axis of the fiber at ζ = ^L. 
intracellular conductivity, the transmembrane potential increases slightly. Beyond 
ζ = L the potential decreases rapidly to the resting value : beyond the active 
muscle fiber the membrane depolarization is almost equal to zero at ζ = L + 0.2 
mm and equal to zero at still larger z-values (Figure 11). 
Thus the transmembrane potential in case of a decrease of the intracellular 
conductivity shows only small differences with the transmembrane potential in 
case of a decrease of the fiber radius. The extracellular potential field in case of a 
decrease of the intracellular conductivity, including the constant latency potential 
waveforms, at radial distances of 33 μτη as well as 4 to 6 mm is found to be 
indistinguishable from the extracellular potential field in the case of a decrease of 
the fiber radius to zero (Figures 8, 9 and 10). 
3.5 Equivalent source description of constant latency po­
tentials 
The extracellular potential fields in case of a decrease of the fiber radius to zero 
or a decrease in intracellular conductivity are found to be indistinguishable at 
distances not too small from the fiber axis. Waveforms with constant latency are 
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Figure 10 : Simulated extracellular potentials in case of a 
drop of the radius at the end of the active muscle fiber at 
radial distances of 4.0 mm, 5.0 mm and 6.0 mm from the 
axis of the fiber at ζ = | i . Note the large difference in scale 
with Figure 9 so that at the left edge a part of the stimulus 
artefact can still be seen. 
found for both of these models. The model with decreasing radius is likely to be 
a better approximation of the morphological changes. 
Figure 9 suggests that the amplitude of the constant latency potential waveform 
at ζ = ^L is almost constant for various radial distances. The reason for this is 
that the distance to the end of the fiber does not vary much for the different 
radial distances at which the potentials presented in Figure 9 are computed, due 
to the large axial distance. The polarity and the decrease of the amplitude of the 
constant latency potential waveform at e.g. ζ = j L at radial distances from the 
fiber axis varying from 1 cm to 5 cm has been found to show strong resemblance 
to that of a dipole at the fiber ending directed along the fiber axis. This dipole 
may be used as an equivalent generator of the sources generated by the stop effect 
at the fiber ending. 
Representing the fiber end as a current dipole layer of uniform strength and 
of cross-sectional area π α 2 , perpendicular to the fiber axis, a potential step of 
V
m
(<,£) over the dipole layer is to be expected. Since 
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Figure 11 : Simulated transmembrane depolarization V = 
V™ — V
r
 in case of decreasing intracellular conductivity be­
yond the active muscle fiber at axial positions L — 6A, L—4Δ, 
L - 2Δ, L, L + A and L + 2Δ with stepsize Δ = 0.2 mm. 
The potential at ζ = L is plotted bold. At ζ = L + Δ the 
transmembrane depolarization is almost equal to zero, at 
ζ > L + Δ the depolarization is negligible. 
V
m
(t,L) = 4>,{t,a,L) - 4>t(t,a,L) ^ 4><(t,*,L), 
the dipole layer strength at the fiber end becomes 
σ,φ,(ί,α, L) - at<f>e(t,a,L) ~ σ ,Κ,^ ί , ί ) 
[24], resulting in a total dipole moment d(t) of 
d(t)=Ta2alVm(t,L). (16) 
The extracellular constant latency potentials as a function of time indeed have 
almost the same waveform as the transmembrane potential at the end of the fiber. 
As can be seen in Figure 9 at large parts of the extracellular volume the constant 
latency peaks are fused with the propagating action potential. For the moment at 
which the transmembrane potential K„(i, L) at the fiber end as well as the constant 
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latency potential waveforms have their maximal amplitude, and after correction 
for the contribution of the propagating action potential to the extracellular po­
tential at that moment, the dipole moment that would cause such an amplitude 
of the simulated constant latency potentials is calculated. The value of the dipole 
moment obtained from the extracellular potential waveforms has been found to 
satisfy equation ( 16) very, well. Simulations with various values of the radius and 
intracellular conductivity σ, yielded values of the dipole moment deviating not 
more than 2 % from the value predicted by equation ( 16). 
4 Discussion 
By modeling the transmembrane potential resulting from a stimulating input cur­
rent with Hodgkin-Huxley-like equations with membrane parameters as functions 
of the axial variable z, it has been made possible to simulate the effects of vari­
ous changes in the fiber parameters on the transmembrane potential adequately. 
Instead of an assumed transmembrane potential, the transmembrane current per 
unit length derived from the simulated transmembrane potential has been used as 
a source for the extracellular potential field. 
The simulations of the undisturbed situation (section 3.1) show that the du­
ration and amplitude of the propagating action potential are comparable with 
potentials measured for muscle fiber [21,32] and with simulated potentials [28]. 
The propagation velocity of the simulated transmembrane potential agrees well 
with propagation velocities measured for human muscle fibers [5,27]. 
Measurements of the intra- and extracellular action potentials near the end of 
a frog muscle fiber have been performed by Gydikov et al. [17]. They measured 
potentials of muscle fibers with parts of the tendon still present at the end of the 
fibers. They found that from about 0 9 mm from the end of the fiber onward, the 
second positive phase vanished and when approaching the end a second negative 
phase appeared while the first positive phase increased. Even closer to the fiber 
end the first negative and positive phase decreased. At the end of the muscle fiber 
the waveform was biphasic (positive-negative). Beyond the muscle fiber end the 
amplitude of this biphasic waveform decreased. This is consistent with the results 
of Katz and Miledi [19] and the simulations of Trayanova [31]. 
The simulations in the first model (section 3.2) concerning the passive diffusion 
of the transmembrane action potential beyond the fiber end show great differences 
with these measurements and simulations, both at small radial distances and at 
larger distances from the fiber end. In particular, the positive constant latency 
potential waveform is not found along the active muscle fiber. This indicates that 
a change in the membrane excitability at the fiber-tendon transition is not likely to 
be the driving force that terminates the propagation of the transmembrane action 
potential. 
In contrast, the simulations concerning a sudden decrease of the radius to zero 
or a decrease of the intracellular conductivity (sections 3.3 and 3.4) at small 
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radial distances from the fiber axis both agree well with the results described in 
literature. Also, at larger radial distances from the muscle fiber the positive phase 
with constant latency is found along the active muscle fiber. 
The potential field due to a gradual decrease of the fiber radius to zero at the 
end of the active muscle fiber over the entire length of the transition area (i.e. 
5 mm), instead of an abrupt decrease as was the case in section 3.3, has also 
been simulated. The intracellular conductivity and ionic conductances were kept 
constant. In case of such a gradual decrease of the radius the transmembrane 
potential propagates up to the end of the tapering. Near the end the amplitude 
of the transmembrane potential was found to increase gradually to a value that 
is only slightly larger than along the part of the muscle fiber where there is no 
tapering. The distinct increase of the amplitude as in the case of an abrupt 
decrease of the radius was not found. As the fiber radius decreases the propagation 
velocity decreases. However, the transmembrane potential waveform was found to 
be unchanged. At the end the transmembrane potential again satisfies the sealed 
end condition. In the extracellular potential field at small radial distances from the 
fiber axis, e.g., 33 μπι, the increase in the first positive phase was not found. The 
decrease of the first and second positive phase and the negative phase takes place 
over the entire region where the radius decreases. At the end of the tapering and 
beyond the tapered muscle fiber a biphasic waveform was found. The amplitude of 
this waveform decreases with increasing axial distance to the fiber end. At larger 
radial distances from the fiber axis, e.g. 4 to 6 mm, constant latency potentials 
were found which are comparable to the constant latency potentials found in case of 
an abrupt decrease of the fiber radius. However, the amplitude of these waveforms 
was lower than in the case of an abrupt decrease of the radius. The start of 
the constant latency potentials was still at the moment that the transmembrane 
potential reached the beginning of the tapering. However, they lasted longer due 
to the larger time interval over which the transmembrane potential at the tapering 
fiber end changed. 
Of the various ways to terminate the propagation of the action potential, which 
might account for the measured constant latency waveforms, a leaking fiber end 
has been investigated. A leaking end of the fiber, i.e., where the transmembrane 
potential that does not return to the resting potential at large axial distances but 
returns to zero, has been modeled first by the boundary condition V(t,L) = —V
r 
and holding the resting potential constant. This yielded unstable results and the 
simulated transmembrane and extracellular potentials could not explain the mea­
sured potential waveforms [11,12,17,31]. However, this instability could have been 
anticipated. A leaking fiber end would cause the intracellular medium to leak away 
and therefore is physiologically unstable. To handle such a leaking end the model 
should include a resting potential that is a function of time and of the axial dis­
tance to the fiber end and that closely interacts with the transmembrane potential 
and with the action potential generating mechanism of the fiber membrane. This 
has not been investigated further. 
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As demonstrated, the changes in the measured extracellular waveform can 
be modeled by a decrease in the fiber radius or a decrease of the intracellular 
conductivity. For physiological as well as computational reasons the model of 
decreasing radius is to be preferred to that of decreasing intracellular conductivity. 
The constant latency potential waveform at large distances from the fiber end 
generated by this model has been found to behave as a dipole field. These end 
effects can be modeled with an equivalent dipole source directed along the fiber 
axis and with dipole moment given by equation ( 16). 
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Chapter V 
Modeling the potential field of a neuron : 
the transmembrane potential * 
1 Introduction 
In the past various models to determine the transmembrane potential of a neuron 
have been developed. These models differ in their constraints concerning the 
geometry of the dendritic trees, the ability to handle cells with active membrane 
and the amount of computer memory and time required to find solutions. Based 
on these properties they can be classified as equivalent cylinder models, continuous 
cable models or compartmental models. 
The equivalent cylinder models are based on the assumption that the dendritic 
trees bifurcate in such a way that the equivalent cylinder condition is satisfied : 
the radius OQ of a dendritic branch and the radii αϊ and 02 of the daughter branches 
satisfy a0 = a / + o 2 . Rail [15] showed that under this condition each dendritic 
tree with passive membrane is mathematically equivalent to a cylinder. With this 
constraint on the dendritic branching, analytical expressions for the transmem­
brane potential of a nerve cell consisting of passive dendrites and a passive soma 
can be derived [16,17]. However, an active axon cannot be incorporated. Another 
restriction of these models is the equivalent cylinder condition itself, which makes 
it easy to derive analytical solutions, but is not satisfied by all nerve cells. 
Continuous cable models [2,8,9] are able to handle, not only dendritic trees 
satisfying the equivalent cylinder condition, but also more complex dendritic ge­
ometries. The transmembrane potential is calculated by deriving an analytical ex­
pression for the Fourier or Laplace transform of the response function at a point, 
due to current injection at another point in the dendritic trees. However, for 
asymmetrically branching dendritic trees the derived expressions are usually ex­
tremely complex. Moreover, these models are inadequate to model the non-linear 
generation and propagation of an action potential at the axon. 
The compartmental models [1,10,12,13,18] treat the nerve cell as a configu­
ration of compartments, coupled by resistances. Each compartment represents a 
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segment of the nerve cell considered isopotential. In this way complex dendritic 
geometries can be handled. Bunow et al. [1] also incorporate active membrane. 
Solving the resulting set of linear equations, however, requires a lot of computer 
time and memory. To find the transmembrane potential at a specific point of the 
nerve cell it is necessary to solve the complete system of equations, which means 
evaluating the transmembrane potential for each compartment. Moreover, the 
amount of computer time and memory required depends on the complexity of the 
nerve cell. 
Dodge and Cooley [4] combined aspects of these models to evaluate the trans-
membrane potential at the soma and axon of a nerve cell with a cylindrical soma 
and one unbranched cylindrical dendrite. 
In view of simulations of the extracellular potential field of nerve cells (chapter 
VII), we felt the need of an, easy to work with, model of the transmembrane 
potential of a nerve cell, which incorporates passive as well as active parts of the 
cell, and which is capable of handling the branching structure of dendrites. 
In this chapter a simple algorithm is described to determine the transmembrane 
potential of a nerve cell consisting of a spherical passive soma, passive dendritic 
trees satisfying the equivalent cylinder condition and an active axon. In this model 
properties of the equivalent cylinder models, continuous cable models, as well as 
the compartmental models are combined. The approach of the continuous ca-
ble models has been used to represent the passive parts of the nerve cell by an 
impedance at the beginning of the active axon. In this way an analytical relation 
between the axial current flowing into the axon and the transmembrane potential 
at the beginning of the axon has been derived. This relation is used as a bound-
ary condition for a differential problem for the transmembrane potential along 
the axon. The transmembrane potential along the axon, satisfying the Hodgkin-
Huxley equations [7], is solved numerically with a finite difference method. As 
a result the transmembrane potential along the axon and, in particular, at the 
soma is obtained. The transmembrane potential along the dendrites, satisfying 
the equivalent cylinder condition, is evaluated by the method of separation of 
variables and by using the derived potential at the soma as a boundary condition. 
The transmembrane potential of nerve cells with various geometries has been 
evaluated. Simulation results are presented which illustrate the effect of various 
sizes of the soma and of the location and strength of the stimulating current. 
2 The transmembrane potential 
In this chapter nerve cells are assumed to have a homogeneous passive membrane 
at the dendritic trees and the soma. With passive membrane is meant that the 
ion channels in the membrane are not voltage dependent and that the behavior 
is linear. The axon is assumed to be unmyelinated and to have a homogeneous 
active membrane, meaning that ion channels are present, the behavior of which 
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Figure 1 : Cable model of a nerve cell with passive dendrites, 
a passive soma and an active axon. 
is dependent on the membrane depolarization. The extracellular potential field is 
assumed not to influence the transmembrane potential. 
The neuron is modeled as a cylindrical axon of radius a
a
 and length l
a
 coupled 
to a spherical cellbody (soma) of radius a, and TV dendritic trees with Λ/ orders of 
branches. Each branch is assumed to be cylindrical. The dendrites have lengths 
' ii • • · I'JV respectively, and trunk radii Oj, • · • ,ajv. The branching consists of sym­
metric bifurcations in such a way that the dendrites are equivalent to a cylinder 
each. 
An axial coordinate χ has been imposed in such a way that χ > 0 on the axon, 
χ = 0 at the soma and χ < 0 on the dendritic trees (see Figure 1). 
A stimulating current is injected into the neuron at an axial distance X; from 
the soma. Because of the linear character at the passive dendritic trees, the po­
tential at the soma originating from such a current input in one of the branches 
of a dendritic tree does not differ from that originating from the same current 
input equally distributed over all the branches of the same order in that dendritic 
tree [16,17) or, equivalently, from the current input in an unbranched cylinder. 
This implies that, to calculate the transmembrane potential at the soma and the 
axon due to a stimulating current /,( injected at χ = —χ;, the neuron can be rep­
resented by a configuration of cylindrical cables and impedances as in Figure 1. 
In this configuration the peripheral part of the dendrite with input (x < —Xi) is 
represented by the impedance Zi, the dendrites into which no current is injected 
are represented by the input impedances Z2, • · •, ZN and the soma membrane is 
represented by Zt. 
rQ '•rtl active axon } 
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Figure 2 : Equivalent electrical networks representing a seg­
ment of active axonal membrane of the Hodgkin-Huxley type 
(A), a segment of passive membrane of the dendrites (B) 
and the soma membrane (C). 
2.1 Cable theory for the axon 
The unmyelinated axon is assumed to be active, meaning that ion channels 
are present and that an action potential can be generated. The fiber membrane is 
assumed to be uniform over its entire length. A segment of length Ax is modeled by 
the electrical network presented in Figure 2A. Along the cylindrical axon of radius 
a 0 , with membrane capacity per unit area С and intracellular axial resistance 
per unit length r = Ι / ^ α ^ σ , ) the propagating transmembrane action potential 
relative to the resting potential, V(t,x) — V
m
(<,js) — VTi can be described by the 
cable equation 
1 д2 dV 
(1) 
where I,(V,t,x) is the density of the (active) sodium, potassium as well as the 
(passive) leakage currents [Α· τ η - 2 ] . The ionic current density I,(y,t,x) satisfies 
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L = й Л - VK) + д^шЩ - VNa) + gL{V - VL), (2) 
where gjf, дн
а
 and gi, are the maximal conductances per unit area for potassium, 
sodium and leakage-current and VR, Vjva and Vj, are the corresponding Nernst 
equilibrium potentials relative to the resting potential VT [7]. The extracellular 
axial resistance has been neglected (chapter HI and [3]). 
The excitation variables n(V,<,i), m(V, t, x) and h(V,t,x) satisfy the following 
differential equations 
^(V,t,x) = (a
n
(V)(l - n) + ßn(V)η)φ (3) 
^(V,t,X)=(am(V)(l-m)+0m(V)m)4, (4) 
^(V,t,x) = {ak(V)(l -h) + ßh(V)h)4>, (5) 
in which φ is a temperature correction factor. Expressions for the rate constants 
a{V) and ß{V) for the variables η, πι and h are derived by Hodgkin and Huxley 
[7]. 
These equations together with the initial condition V(0,x) = 0, the sealed end 
condition g^(<,fa) = 0 (chapter IV) and a boundary condition at the beginning of 
the axon completely specify an initial boundary value problem for the transmem­
brane potential along the axon. 
2.2 Cable theory for the dendrites 
The dendrites of the neuron are assumed to be passive and to be positioned in 
such a way that the extracellular potential field of a branch does not influence 
the transmembrane potential of other branches. A segment of length Δχ of the 
dendrites can be represented by an equivalent network as in Figure 2B. The trans­
membrane potential, relative to the resting potential, of a cylindrical branch with 
radius a satisfies the cable equation 
1 d2V dV 
with g
m
 the conductance per unit area of the passive membrane and with 
r, = l / ^ a V , ) . 
Introduce the dimensionless variables X and Τ 
ад
=
Гщ*'
 with х { х )
Ч ^
 (7) 
< с 
T(t) = -, with τ = — . (8) 
Τ 9m 
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After substitution of (7) and (8), the differential equation (6) reduces to 
д
2
 dV 
^T2(T,X) = V{T,X) + —(T,X). (9) 
Equation (9) is a partial differential equation which can be reduced to an ordi­
nary differential equation by using the Laplace transform with respect to the time 
variable Γ and with the initial condition V(0,X) = 0 : 
j^i{,,X) = (l + .)V{atX). (10) 
The transmembrane potential is assumed to satisfy the sealed end condition 
f£( i , -/,) = 0, or equivalently f £ ( i , - i . ) - 0, for i = 1, · • •, N. 
2.3 The soma 
The soma of the neuron is also assumed to be passive and is represented by a 
network consisting of a capacity C, and a resistance R, (see Figure 2C) with 
R, = and C, = С · 4ffa?. 
0m 4πα] 
2.4 The impedances 
Equations (l)-(5) describe the transmembrane potential of the axon, equation (6) 
of the dendritical part between the location of current input and the soma. Thus, 
the transmembrane potential of a nerve cell, as modeled with the configuration of 
Figure 1, is completely determined by specifying the impedances Ζχ, • · ·, Zy, Z,. 
The input impedance Z-y of the peripheral part of the input dendrite (labeled 
by index 1) can be expressed as 
ЗД = —ΓΤΓ77 Fiï ' t11) 
q tanh(g(Li — A,)) 
in which q = γ Ί 4 s, г, and λ are the intracellular resistance and characteristic 
length of the trunk of the input dendrite. For the dendrites at which no current 
input is applied the input impedance is 
ад-тО'гзш·
 (12) 
in which Lk is the electrotonic distance from the soma to the end of the dendrite, 
with respect to its own characteristic length. The impedance Z,(a) representing 
the membrane of the soma is 
ад =
 jrhw.= ^W (13) 
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2.5 The coupling between the active and passive parts of 
the neuron 
From Figure 1 a boundary condition at the start of the axon can be derived. The 
potential along the central part of the input dendrite, i.e. —Xt < X < 0, can be 
written as 
V(s, X) = A{a) sinh^A") + B(s) cosh(9X). 
This central part is closed at the input site by the boundary condition 
V( 5 , -X,) = I^Z^s) - Ifa-XMs), 
with 
in which r, and λ are the intracellular resistance and length constant of the trunk 
of the dendritic tree at which current is injected. Thus the potential at the soma 
can be expressed as 
V(s, -[)) - -— + l,t(3) • ut r \ > 
tanh(gLi) q smh^gi !) 
and the axial current flowing from the input dendrite into the soma is 
1^3,-0) = ЦА(з). 
rt λ 
The constants A(s) are determined by the coupling of the other dendrites and the 
soma to the axon. For, let Z(s) be the impedance replacing the soma and other 
dendrites 
J_
 =
 _L· ψ 1 
z(>) z.(s) + t2zk(sy 
then the transmembrane potential and axial current at the beginning of the active 
axon are 
V(s,+0)= ) '
 +—I,t(s) У)1 l", and 14 
tajih^qLi) q sinh(gLi) 
ff, if>4 M^ ( q ι 1 i r ,AJ . t (3 ) cosh ( g ( ¿ 1 -A r , ) ) 
M
'
+ ;
~
 A(S)\rtX + ZMUnhiqL,)) q Z.(s) smh(qLi) ' ^ ^ 
However, in the original <,i-coordinate system, also 
І а У 
J,( i ,+0) = — — ( i , 0 ) , 
r Ox 
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with г the intracellular axial resistance of the axon (Ω · m ï). Thus 
ƒ,(*,+()) = - - ^ ( „ , + 0 ) . (16) 
г ox 
Equation (14) relates the Laplace transform of the transmembrane potential at 
the beginning of the axon to the constants A(s). By equating the expressions in 
equations (15) and (16) also, the Laplace transform of the axial derivative of the 
transmembrane potential at the beginning of the axon can be expressed in the 
constants A(s). The boundary condition at the beginning of the axon is 
IdV, „.
 Tr/ n. ( 1 1 \ r . . c o s h ^ Z , ! - Χ,)) 
г ο ι \Zi\3) Z(s)J cosh(9Xi) 
By taking the inverse Laplace transform of equation (17) a relationship between 
the transmembrane potential and its axial derivative at the beginning of the axon 
can be derived in the original t, «¡-coordinate system. 
2.6 Solution methods 
2.Θ.1 T h e axon 
The potential along the axon satisfies equations (l)-(5). At the end of the axon the 
potential satisfies the sealed end boundary condition ^(і,І
а
) = 0 (chapter IV). 
Together with the initial condition V(t,0) = 0 and the derived relationship (17) 
between the potential and its axial derivative at χ = 0 this completely specifies an 
initial boundary value problem for the transmembrane potential along the axon. 
We have solved the equations (l)-(5) with the initial and boundary conditions 
by a Crank-Nicolson finite difference method (chapter IV and [5]). The potential 
V(t, x) and the excitation variables n(V, t,x), m(V,t,x) and h(V,t,x) along the 
fiber are simulated at time increments At. The transmembrane potential V(t,x) 
at moment t = (j — 1)Δί and axial position χ = (к — l)Ax is denoted by V^, 
and analogous symbols are defined for n(V, t ,x) , тп( , t,x) and h(V,t,x). The 
Crank-Nicolson finite difference method yields for each moment in time the matrix 
equation (18) for the potential V and a set of equations (19) for the excitation 
variables at that moment : 
Δ ί ' 
μΟ
Λ 
V}+lMl-(2 + ^7)VJ+uk + V3+l¡k_l = 
-(V,j,+l - 2VJik + V,^) - ^ У ^ + μΙ4Λ, (18) 
nj+i,fc = " Μ + Δ< {<*п{ ,
ік
){1 - п,
ік
) + β
η
(ν]λ)η^) φ, (19) 
for к = 1,2,..., and analogous equations are derived for m and h, where ƒ,
 к
 is 
the ionic current density I, described by equation ( 2) and 
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μ = 4παΓ(Δχ) 2 . (20) 
By solving these equations a discretized version of the transmembrane potential 
V"(i,x) and, in particular, of the potential at the soma V"(t,0) results. 
2.Θ.2 T h e dendrites 
The dendritic trees into which no stimulating current input is injected, represented 
by impedances Zj , · · •, ZN, are mathematically equivalent to a cylinder of length 
L. The transmembrane potential along such a dendrite satisfies equation (9) with 
sealed end condition. At the soma the potential is given by V*(T, 0), obtained from 
the finite difference method used for the transmembrane potential along the axon. 
This differential problem has been solved by the method of separation of variables, 
resulting in 
VÎT, X) = V{T, 0) + e-T Σ Γ A
n
{i) е х р ( - ^ ( Г - ξ))άξ cos(ßn(L + Χ)), 
for -L < X < 0, with 
_ ( 2 π + 1)π 
μ η
 - 2L ' 
A
"
(T) =
 Τ f-L íf ( У ( Г ' 0 ) е Г ) cos^L + X^dX 
To determine the transmembrane potential of the dendritic tree into which 
current is injected, the branching pattern has to be taken into account. Since the 
dendritic tree is assumed to satisfy the equivalent cylinder condition an analytical 
expression for the transmembrane potential can be derived. 
Rail and Rinzel [16,17] proposed a method to find the transmembrane poten­
tial for a neuron consisting entirely of equivalent dendritic trees. Their method is 
based on the principle of superposition and has been applied in this situation too. 
The potential due to a current I injected in, for instance, a second order branch 
(see Figure ЗА), is equal to the sum of the potential due to injecting 1/2 into that 
branch as well as into the sister branch (Figure 3B), and the potential due to in­
jecting 1/2 into that branch and —1/2 into the sister branch (Figure 3C). Since the 
dendrite is equivalent to a cylinder, the "even" situation (Figure 3B) is equivalent 
to injecting a current I into a tree with one branching order less (Figure 3D). By 
successive superpositions, the transmembrane potential of the branching dendrite 
can be written as the sum of "uneven" situations like Figure 3C and the trans­
membrane potential due to the current I injected into the equivalent unbranched 
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Figure 3 : Superposition method used to determine the 
transmembrane potential in a branching dendritic tree. The 
transmembrane potential due to a stimulating current (A) 
injected in one of the branches is the sum of the potentials 
in (B) and (C). Since the branching is assumed to satisfy 
the equivalent cylinder condition the potential in (B) is the 
same as in (D). The potential in (D) in its turn is the sum 
of the potentials in (E) and (F). 
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cylinder of length L. 
For an unbranched dendrite into which current /.eC^) is injected at position 
—Λ', the transmembrane potential satisfies the differential equation 
| ^ ( 2 ' , X) = V(T,X) + ?pj;(T,X)-TtXI.t{T)6{X + Xt), 
for —L < X < 0, with boundary condition 
dV 
^(T,-L) = Q (21) 
and V(T, 0) known. The solution for — L < X < 0 is given by 
V(T,X) = V(T,0) + e-Tf: / r A n U ) e x p ( - ^ ( r - í ) ) á í c o s ( M n ( I t-X)), 
with μ„ as before and 
An{T)
 = Τ f-L І И 0 ' Г ) е Т ) - r¿W{X + *.)) cos(^ n(L + X))dX 
= T ^ ^ r {V(T^)eT) + lrM,t(T)coS(ßrt(L - * , ) ) . 
When the input current I,t(T) is given in an m-th order branch the solution 
for the subproblem with current ^I,t(T) in the input branch and current — ^Ilt(T) 
in the sister branch becomes for the source branch 
V(T,X) = e - r £ Г B
n
(0exp(-ul(T - O K cosK(L + X)), 
Σ 
n = 0 ' 
with X
m
 the electrotonic distance to the soma of the branching point of m"1 order, 
(271+ 1)π 
I / n
" 2 ( I - X
m
) ' 
β
η
(Γ) = 2 /"f )7-,Aexp(r)coS(1/n(L - X,)). 
For — X
m
 < X < 0 both current inputs are canceled, so V(T, X) = 0. At the sink 
branch the potential is just the opposite of the potential at the source branch. 
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2.7 Adaptations for axonal stimulation 
The presented equations are specific for a nerve cell with a stimulating current 
injected into one of the dendritic branches. However, the transmembrane potential 
for a stimulating current into the axon can be equated in a similar way. After 
replacing (11) by 
7 i \ _ Τιλ 1 
^
3
' - q t a n h ^ L , ) ) ' 
replacing (17) by 
i£(,,0) = V(.,0)(^
 + ^ ) , 
and (1) by 
ir-frC'*) = с?г(''х) + WM) - umx - χ,), 
2πατ öxi Ol 
the transmembrane potential can be solved as before. 
Further adaptations of the model make it possible to handle more complicated 
situations, for instance, a combination of several stimulating currents. 
3 Results 
As a test for the quality of the model the transmembrane potential has been evalu-
ated for nerve cells with various numbers of dendrites and orders of branching, but 
no soma. The dendrites of these cells were taken all identical to each other. The 
axon was assumed to have the same length as the dendrites with the same radius 
as the dendritic trunks. The axon membrane was taken identical to the membrane 
of the dendrites, so the cells were entirely passive. A single stimulating current 
was injected in one of the terminal branches. Such nerve cells can also be handled 
by the model of Rail and Rinzel [16,17] by treating the axon as an additional den-
drite. The transmembrane potential at various points in the nerve cells, evaluated 
with the model presented in this chapter, was shown to be in good agreement 
with the potentials evaluated with the passive model of Rail and Rinzel [16,17]. 
At the soma and dendrites the potentials obtained with both models were as good 
as indiscriminable from each other. At the, now passive, axon the amplitude of 
the potentials obtained by the Crank-Nicolson method decreased axially a little 
faster than the amplitude of the potentials obtained for the additional dendrite of 
the Rail and Rinzel model. The time scaling of these potentials was the same. 
The transmembrane potential has also be evaluated for nerve cells with N = 3 
dendrites and M=2 orders of branching, a soma and an active axon. The membrane 
parameters for the axon are chosen as for the squid giant axon [7]. The total lengths 
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Model parameter Parameter value 
Ñ 3 
M 2 
Radius of axon 
Radius of soma 
Radius of dendritic trunks 
Length of axon 
Length of dendrites 
Distance of first branch points to soma 
Distance of second order branch points to soma 
Intracellular conductivity σ, 
Membrane capacitance С 
Maximum potassium conductance дк 
Maximum sodium conductance gy
a 
Maximum leak conductance gL 
Membrane resting potential V
r 
Relative potassium Nernst potential к 
Relative sodium Nernst potential у
а 
Relative leakage potential V/, 
Temperature 
Temperature correction Tactor φ 
Axial step size Crank-Nicolson method 
Time step size Crank-Nicolson method 
2.5 μπι 
25 //m 
7.5 μτη 
6000 μτη 
350 μτη 
50 μηι 
150 μπι 
1.0 Ω " 1 - τ η " 1 
1 μΡ • cm-2 
36 m i l - 1 - с т " 2 
120 mfi-1 -cm- 2 
0.3 mil'1 cm 2 
-62 mV 
-12 mV 
115 mV 
10.6 mV 
6.3" С 
1 
Δ χ = 2 0 μιη 
Δί=0.005 ms 
Table 1 : Parameter values for the nerve cell as used in the 
simulations. 
oí the dendrites is 350 μιη, the axon is 6000 μιη long. The radii of the various 
parts of the cell and the dendritic branching points are chosen according to Hause 
[6J. The various parameter values are shown in Table 1. 
Usually, in vivo, a single synaptic stimulus far from the soma will not cause the 
generation of an action potential at the axon. However, to illustrate the model, a 
large stimulating current of 0.05 μΑ and a duration of 0.5 ms has been injected at 
a distance of 175 μτη from the soma, that is in one of the terminal branches. The 
transmembrane potential in the dendrite with current input for the branchpoints 
on a track from the soma towards the input site is shown in Figure 4A. This fig­
ure and the calculated transmembrane potential at other points in the dendrite 
with input, show that the amplitude of the first peak behaves as in the passive 
model of Rail and Rinzel [16,17]. In particular, the amplitude of this first peak 
decreases from the input site towards the soma. Contrary to this, the amplitude 
of the second peak decreases when the distance to the soma increases. This sec­
ond peak is caused by the current into the dendrites, originating from the action 
potential generated at the axon. This peak is not present in the soma potential 
when the stimulating current is below threshold. In Figure 4B the potential at 
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Figure 4 : The transmembrane potential 
at various points of a nerve cell with N = 3 
dendritic trees and M = 2 orders of branch­
ing. Current was injected in one of the ter­
minal dendritic branches. A: the potential 
at the soma and at the branching points 
and endpoint in the dendrite with input, 
on a track from the soma towards the in­
put site. B: the potential at the soma and 
at the branching points and endpoint of 
the dendrites without input. C: the poten­
tial at the soma and along the axon. The 
inset in A shows a diagram of the nerve 
cell. The branching pattern is drawn only 
for the dendrite into which current is in­
jected. 
the soma, branchpoints and the endpoint of one of the dendrites without input is 
shown. As expected, the amplitude of the small first peak, as well as of the second 
peak, decreases with increasing distance to the soma. The potential at the soma 
and along the axon, at distances of 2000, 4000 and 6000 μτη from the soma, is 
shown in Figure 4C. The potential at 6000 μπι from the soma, i.e. at the end of 
the axon, has a slightly increased amplitude, because of the sealed end condition. 
The calculated action potential has a propagation velocity of 0.74 m • я - 1 at a 
temperature of 6.3" C. 
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Figure 5 : A: the transmembrane potential at the soma for 
stimulating currents of 0.01, 0.025, 0.05 and 0.075 μΑ in­
jected at an axial distance of 175 μπι from the soma. B: the 
corresponding potential at the axon at a distance of 2000 
μπι from the soma. 
Whether an action potential will be generated at the axon depends on various 
parameters, for instance, on the membrane properties, the intracellular conduc­
tivity, the radii and length of various parts of the nerve cell, and on the strength 
and location of the stimulating current. 
For this same nerve cell, with N = 3 dendrites and M=2 orders of branching, the 
effect of various strengths of the stimulating current, injected at a distance of 175 
μπι from the soma, is illustrated in Figure 5. The transmembrane potential at the 
soma is shown for stimulating currents of 0.01, 0.025, 0.05 and 0.075 μΑ (Figure 
5A). The soma depolarization for 0.025, 0.05 and 0.075 μΑ is above threshold, so 
that an action potential is generated at the axon. The soma depolarization for 
0.01 μΑ is below threshold. As can be seen, the second peak of the soma potential 
does not appear for the stimulus below threshold. In Figure 5B the corresponding 
transmembrane potentials at the axon at a distance of 2000 μπι from the soma are 
shown. 
In Figure 6A the transmembrane potential at the soma is presented for stim­
ulating currents of 0.05 μΑ injected in a dendrite at distances of 175, 100 and 
25 μιη from the soma, as well as a current of 2·10 _ 6 μΑ-μτη - 2 injected halfway 
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stimulus at dendrite stimulus at dendrite 
stimulus at axon 
Figure 6 : A: the transmembrane potential at the soma for 
a stimulating current of 0.05 μΑ injected into a dendrite at 
axial distances of 175, 100 and 50 μιη from the soma. The 
potential at the soma due to stimulation halfway the axon 
is also shown. B: the corresponding potential at the axon at 
a distance of 2000 μτη from the soma. 
the axon, i.e. at a distance of 3000 μιη from the soma. T h e soma depolarization 
increases and its peak t ime decreases as the distance from dendritic stimulus to 
soma decreases. However, the difference in distance to the soma is small, so the 
difference in amplitude of the soma potential likewise. Stimulation halfway the 
axon results in the generation of an action potential, which propagates to both 
sides. Since the distance from the input site to the soma is comparatively large, 
the soma potential has its peak time late. The corresponding transmembrane po­
tentials at the axon at a distance of 2000 μιη from the soma are shown in Figure 6B. 
For this same nerve cell the size of the soma has been varied (Figure 7). A 
stimulating current of 0.05 μΑ was injected at 175 μιη from the soma. The trans­
membrane potential at the soma has been evaluated for a soma of radius 25, 50 
and 75 μιη (Figure 7A). In Figure 7B the corresponding transmembrane poten­
tials at the axon at a distance of 2000 μιη from the soma are shown. It can be 
expected that the size of the soma influences the generation of an action potential. 
To illustrate this, the soma potential for stimulation halfway the axon is shown 
in Figure 7C. A decrease of the soma radius results in an increase in the maximal 
amplitude of the soma potential and a decrease of the peak time. For dendritical 
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time Cms] 7. 5 
15. β 
Figure 7 : A: the transmembrane poten­
tial at the soma for nerve cells with a soma 
radius of 25, 50 or 75 μτη, stimulating cur­
rent injected into one of the dendrites. B: 
the corresponding potential at the axon at 
a distance of 2000 /im from the soma. C: 
the transmembrane potential at the soma 
for nerve cells with a soma radius of 25, 
50 or 75 μτη, but now stimulated halfway 
the axon. 
stimulation, a larger soma not only results in a smaller soma depolarization, but 
also in a small delay in the generation of the action potential. 
As can be seen from equations (3)-(5), the ionic conductance and, consequently, 
the transmembrane potential at the active axon, depend on the temperature. For 
the nerve cell with a soma radius of 25 μτη and a stimulating current injected 
175 μτη from the soma, the transmembrane potential has been evaluated at tem­
peratures of 6.3° С and 18.5° С Figure 8A shows the potential at the soma and 
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halfway axon 
15.β 
Figure 8 : The transmembrane potential at the soma and 
halfway the axon for a nerve cell at a temperature of 6.3° С 
(A) and of 18.5° С (В). 
the action potential halfway the axon, for a temperature of 6.3° С (temperature 
constant φ = 1.0). The corresponding potentials for a temperature of 18.5° С 
(φ = e1 2 2 ) are shown in Figure 8B. At higher temperatures the ionic conductances 
increase. Consequently, the action potential is generated faster. Also, the propa­
gation velocity is higher and the action potential is of shorter duration at higher 
temperatures. For example, the propagation velocity at 6.3" С is 0.74 πι • β" 1, 
while the velocity at 18.5" С is 1.12 m • s'1. 
4 Conclusions 
As mentioned, the results for an entirely passive nerve cell, obtained by the pre­
sented model, agree very well with the results of Rail and Rinzel [16,17]. Also, 
the finite difference solution method for the active parts of a nerve cell has been 
shown to give reliable solutions for differential problems of the Hodgkin-Huxley 
type (chapter IV). This indicates that reliable results can be obtained by the pre­
sented model for nerve cells with passive as well as active parts. 
The presented model for the transmembrane potential of a neuron combines 
properties of the equivalent cylinder models, continuous cable models and com-
partmental models. The assumed equivalent cylinder condition makes it possible 
to derive, as in the continuous cable models, a simple analytical relation between 
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the axial current flowing into the axon from the soma and the transmembrane po-
tential at the soma. Since an analytical solution of the Hodgkin-Huxley equations 
cannot be obtained, analogous to the compartmental models, a numerical method 
is required to obtain the transmembrane potential along the axon. 
Contrary to the compartmental models, the computer memory required by 
the model, presented in this chapter, is independent of the number of dendrites 
and the number of branching orders. Thus, especially for nerve cells with many 
dendrites and orders of branching, this model requires less computer memory than 
compartmental models. 
A restriction of the presented model is the assumption that the membrane of the 
dendrites is passive, i.e. linear. To handle active dendritic membrane sites, with, 
for instance, voltage dependent Calcium currents, a numerical solution method is 
required for the entire nerve cell. For such nerve cells compartmental models are 
to be preferred. 
This model is applicable to nerve cells of which the dendritic trees satisfy the 
equivalent cylinder condition. However, not all nerve cells satisfy this condition. 
The sum of the 1.5-power of the radii of the dendritic branches for, for instance, 
a lot of motoneurons is almost constant for the various orders of branching [16]. 
For Purkinje cells in the cat cerebellum, this is not valid for the sum of the 1.5-
powers of the radii: at the first bifurcations of the dendrites of these Purkinje cells 
the summed 1.75-powers of the radii remain constant [12]. Generalization of the 
model to arbitrary branching dendrites is possible. However, for such a general-
ized model a boundary condition for the transition from soma to axon has to be 
derived with methods as used by Koch and Poggio [9] or Butz and Cowan [2]. 
This would highly increase the complexity of the derived boundary condition and 
is not practical for frequent use, as is required in a study of extracellular potential 
waveforms (chapter VII). 
The presented model provides a simple algorithm to evaluate the transmem-
brane potential of a nerve cell with active and passive parts. It has been found 
to be easy to use as a tool to evaluate current source densities of nerve cells for 
a study of the extracellular potential field, the results of which are presented in 
chapter VII. 
Appendix 
For a function ƒ : [0, oo) —> Ш the Laplace transform is defined as 
g{a)= Γ e- 'ƒ(<)* · 
./o 
The inverse Laplace transform is 
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By choosing с = 0 a n d s u b s t i t u t i n g χ = ^ th i s can be t rans formed t o 
fit) = / " 9{-2mx)e-2l'ixtdx. 
T h i s is t h e inverse Four ier t r a n s f o r m of t h e function χ —• ^ ( - 2 π ι χ ) . 
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Chapter VI 
Generating cell geometries 
1 Introduction 
Nerve cells differ in their geometry. The size of the cell, the number of dendrites, 
the branching pattern of the dendrites and the S-dimensional geometry show a 
great variety [1,2]. In a model study of the extracellular potential field related 
to the morphology of a nerve cell a mechanism to generate cell geometries is 
indispensable. In this chapter a general concept of generating the length of the 
dendritic branches and the 3-dimensional coordinates (x,y,z) of the end points of 
these branches in a deterministic way is presented. This concept has been used to 
generate various cell geometries of which some have been used in the next chapter 
for the evaluation of the extracellular potential field. 
2 Methods 
Each nerve cell consists of an axon, a soma and a number of more or less branching 
dendrites. The soma is assumed to be spherical with radius a,. The middle of this 
sphere is positioned at the origin of the coordinate system. The axon is modeled 
as a non-branching cylinder of length l
a
 and with radius a
a
 positioned along the 
positive z-axis. The dendrites are assumed to bifurcate symmetrically. Each den­
dritica! branch is modeled as a cylinder. The branching is assumed to satisfy the 
equivalent cylinder condition, meaning that the radius Og of a dendritic branch 
3/2 1/2 1/2 
and the radii a! and oj of its daughter branches satisfy a0 — a/ + a 2 with 
a] = 0 2 - The length i
m i J of the dendritic branche of order m of the j t h dendrite 
are determined by i
m i J = ctl^-ij i171 — l i Z , · · · ; α,β > 0), with 10ί] the length of 
the trunk of the j t h dendrite. 
By specifying the number of dendritic trees and the number of branching or­
ders, the values of a,, a 0 and the radii a: of the trunk of the j t h dendrite, the length 
/„ of the axon, the lengths ÍQJ oí the trunk of the j t h dendrite and the values of α 
and β the size of the various parts of the nerve cell is completely determined. 
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Figure 1 : Determination of the direction of a (first order) 
daughter branch in case of dendritic trunks diverting in ar­
bitrary directions. 
In generating cell geometries four classes of cell types have been modeled : 
2.1) The trunks of the dendrites branch in arbitrary directions. The branches of 
order τη (τη > 1) are generated with an angle
 т
 = 70
m
_i with respect to 
the direction of the parent branch. In the cone of directions satisfying this 
condition the direction of the branches of order τη are chosen in such a way 
that the projection of these directions on the plane perpendicular to the axis 
of the cone coincides with the projection of the negative and positive z-axis 
on this plane (Figure 1). 
2.2) The dendritic trees are situated in a plane. The trunks are placed in a cone­
like area of the plane, specified by angles φι and (fo· The angles are such 
that an angle of ЭО" corresponds with the projection of the negative z-axis 
on the plane (Figure 2). Branches of order τη are generated with an angle 
т
 = 7 0
т
_ і with respect to the direction of the parent branch. 
2.3) The branching points of the dendritic trees are spread out over an ellipsoid 
with not necessarily perpendicular axises and are centered at a point M. 
The origin of the coordinate system is assumed to be on the surface of the 
ellipsoid. To determine the position of the end point of a dendritic branch 
of order τη, the tangent plane at the ellipsoid in the parent branch point is 
determined. The end points of the dendritic trunks (τη = 0) are determined 
on the ellipsoid in such a way that the projection of the trunks on this 
tangent plane lie in a sector $1 and Φ2 as in 2.1). The end points of higher 
order branches (τη > 1) are chosen on the ellipsoid in such a way that the 
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projection 
of axon 
on plane 
Figure 2 : Dendritic trees in a plane. 
direction of 
parent branch 
tangent plane 
ellipsoid 
Figure 3 : Brandling points of the dendritic trees on an 
ellipsoid. 
projection of the branch on the tangent plane makes an angle
 т
 = 7Öm-i 
(m > 2) with the projection of the parent branch on the plane (Figure 3). 
2.4) The branching points of the dendrites are spread out over the surface of an 
elliptical cone. The end points of the branches are determined in the same 
way as in situation 2.3). However, to determine the direction of the dendritic 
trunks a plane through the soma and perpendicular to the axis of the cone 
is used, instead of the tangent plane in the soma. 
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Figure 4 : Nerve cell wilh 5 identical 
dendritic trees in one plane. 
Figure 5 : Nerve cell with 4 den-
dritic trees of different size in one 
plane. 
Figure 6 : Branching points of the 
dendritic trees on a sphere. 
Figure 7 : Branching points of the 
dendritic trees on an ellipsoid. 
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Figure 8 : Branching points of the 
dendritic trees on a cone. 
Figure 9 : Dendritic trees diverting 
in arbitrary directions. 
3 Results 
This geometry generating concept has been implemented. In the computer pro-
gram the radii a,, aa, the radii of the trunks, the lengths Z0, 101, l0}2, · · ·, a and β, 
7 and of the angles θ1,φι, фг can be specified by the user. A large variety of nerve 
cell geometries can thus be produced of which just a few are presented here. In 
Figures 4 and 5 nerve cells in the y-z-plane (type 2) are presented. Nerve cells 
with the branching points lying on an ellipsoid (type 3) are presented in Figures 6 
and 7. Figure 8 shows a nerve cell with the dendritic branching points on a cone 
(type 4), and Figure 9 shows a nerve cell with dendritic trees diverting in arbitrary 
directions (type 1). 
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Chapter VII 
Modeling the potential field of a neuron : 
the extracellular potential * 
1 Introduction 
In recordings of extracellular potentials of single nerve cells in frog, distinct types 
of potential waveforms have been distinguished [1,2,3,4,15]. It was observed, that 
there was a correlation between the potential waveform and the recording site. 
The measurements suggest that there may exist a relationship between the mor-
phology of a nerve cell, or parts of it, and its extracellular potential field. However, 
insufficient information is available to decide whether there exists such a relation-
ship, and, if so, whether the potential waveforms are related to discrete classes of 
nerve cells or to parts thereof. Such a relationship between the morphology of a 
specific nerve cell, or a part of the cell, and the extracellular potential waveform 
could be of great interest for the analysis and interpretation of neural interaction. 
For example, if there should exist a unique relationship between the extracellu-
lar potential waveform and distinct classes of nerve cell geometries, it would be 
possible to infer from extracellular recordings the type of nerve cell involved. 
In this chapter a model is described which can be used to determine the ex-
tracellular potential field of a nerve cell consisting of a spherical passive soma, 
passive dendritic trees satisfying the equivalent cylinder condition and an active 
unmyelinated axon. In chapter V, a model has been presented to evaluate the 
transmembrane potential of such a nerve cell due to a stimulating current injected 
into one of the dendritic branches or the axon. From the transmembrane potential, 
obtained in this way, the transmembrane current density of the neuron is derived. 
This transmembrane current density is used as a set of coupled line sources in an 
unbounded homogeneous isotropic volume conductor. 
The extracellular potential field has been evaluated for various nerve cells. 
The influence of the cell geometry on the extracellular potential waveform has 
been studied. Equivalent dipole sources have been derived, of which the summed 
' P H . KLEINPENMNG, submitted to Mathematical Biosciences 
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potential fields are a good approximation of the calculated extracellular potential 
field at large distances from the nerve cell. 
2 M e t h o d 
The neuron is modeled as a cylindrical axon of radius α
α
 and length /„ coupled to 
a spherical soma of radius a, and N dendritic trees with M orders of branching 
[12,13]. Each branch is assumed to be cylindrical. The dendrites have lengths 
Ί ι · · · ι 'w respecti vely and trunk radii α,ι, • • ·, ajv · The branching consists of sym­
metric bifurcations in such a way that the dendrites are equivalent to a cylinder 
each [11]. 
Outside the nerve cell the volume conductor is assumed to be unbounded and 
to have homogeneous, isotropic conductivity cr
e
. The intracellular conductivity 
is σ,. The extracellular potential field Ф(і,г) can be written as the sum of the 
potential fields due to the contribution of the membrane current density of the 
axon, the soma and the dendritic trees of the nerve cell respectively : 
Ф(і,іО - Ф'(«,г) + Ф'(«,г) + Φ'ίί,Γ)· (!) 
2.1 Contribution of the axon 
By assuming quasi-stationarity of the volume conductor, the contribution Фа(<,г) 
of the axon to the total extracellular potential field satisfies Laplace's equation in 
the extracellular volume. 
The axon has been modeled as a cylindrical segment, so Ф',(<)г) can be ex­
pressed in cylindrical coordinates ρ, θ and ζ for radial, azimuthal and axial posi­
tion. The z-axis of this cylindrical coordinate system is positioned along the axon 
axis, with the origin at the soma. 
By assuming symmetry in the ^-direction and concentrating the membrane 
current density on the fiber axis [9,10,14] the potential field Φα(ί,ρ,ζ) can be 
expressed as the convolution of the transmembrane current per unit length ¿^.(ί,ζ) 
of the axon and a weighting function w(p,z) 
Φ°(ί, ρ, ζ) = Г С(<, 'ЫР, * - ')<*'> (2) 
J - о о 
with the transmembrane current related to the transmembrane potential V£ by 
ι a
2
 Va 
£(«,*> = ;;-£?(«.*), (3) 
in which r" = ΐ / ^ α ' σ , ) is the intracellular axial resistance per unit length of the 
axon, with a
a
 the radius of the axon. The weighting function is given by 
wM
 = 4h;wn· (4) 
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It expresses the volume conductor properties in an unbounded volume conductor 
with a reference point at infinity. 
2.2 Contribution of the dendrites 
The conii¡b:i+'nn Ф'і{і,г) of the dendritic trees to the extracellular potential field 
can, in its turn, be written as the sum of the contributions of all the cylindrical 
dendritical branches : 
*
d(t,n = Y; Σ <.(*.*)• (5) 
71 = 1 ( = 1 
The summation is over N dendritic trees with M orders of branching, which means 
that there are 2 M + 1 — 1 branches in each dendritic tree. 
For each cylindrical segment the contribution Ф^, to the total extracellular 
potential can be expressed in its own cylindrical coordinates ρ, θ and ζ as the con­
volution of the transmembrane current ¿¡J, ,( ί,ζ) per unit length of the cylindrical 
segment under consideration and the weighting function w{p,z) 
<«(*. P, *) = Γ «m. ,(*, 'M*». * - a ) d s , ( 6) 
with the transmembrane current related to the transmembrane potential V ¡^ by 
1 d2Vd 
in which rf is the intracellular axial resistance of the dendritic branch under 
consideration. The weighting function is given by equation (4). 
2.3 Contribution of the soma 
The axial currents If flowing from the dendritic trunks into the soma are related to 
the transmembrane potential at the beginning of the dendritic trunks, £ (ί,Ο), 
by 
-1 dvá 
It should be noted, that in this expression ζ is a local coordinate, directed along 
the axis of the dendritic trunk under consideration. Thus, the actual direction of 
ζ differs for the various trunks. In the same way, the axial current /" flowing from 
the soma into the axon is given by 
- 1 dV 
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The total membrane current 1^(1) through the membrane of the soma can be 
derived frorn Kirchhofs law as 
^(t)-iit,(m-mt,o). (8) 
n=l 
The contribution of this current source to the extracellular potential field at the 
field point г with respect to the soma, is 
1 I' (t) 
Ф ' ( / , г - ) - - ! - ^ Ш . (9) 
2.4 N u m e r i c a l d i s c r e t i z a t i o n 
In numerical evaluations of the extracellular potential field of a nerve cell, dis­
cretization of the current sources densities per unit length is required. With the 
model presented in chapter V, a discretized version of the transmembrane poten­
tial of an entire nerve cell can be obtained. From this transmembrane potential, 
the discretized current density can be evaluated by means of equations (3), (7), 
and (8). 
For each cylindrical segment of the nerve cell, the discretized transmembrane 
potential at moment I and at axial position ζ — kAz (with respect to its own 
cylindrical coordinate system) can be denoted as 14(<), in which keZ. The dis­
cretized transmembrane current density per unit length i
m
(t,z) can be derived 
from equations (3) and (7) as 
, ,, , _ Ц - і ( < ) - 2 Ц ( 0 + Ц + 1 ( 0 
m ( ,
' '
)
 ( Δ Ζ ) ' Γ , 
with r, the intracellular axial resistance per unit length of the branch under con­
sideration. 
As the branches of the nerve cell are of finite length, special attention is required 
for the first and last Δζ-segment of each branch. For the axon the transmembrane 
potential is assumed to satisfy the sealed end condition at the end. Thus, as­
suming that the axon partitioned into segments with indices к = k0,---,ki, the 
transmembrane current density at the end (say, at к = fci) is 
( Δ ζ ) 2 7 · , 
Similar expressions can be derived for the discretized transmembrane current den­
sity per unit length at the sealed ends of the dendritic branches. 
The discrete transmembrane current density at the branching points of the 
dendritic trees can be evaluated from a discretization of Kirchhofs law. When the 
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Figure 1 : Discretization scheme for the evaluation of the 
current density at a dendritic branch point (A) and at the 
soma (B). 
transmembrane potential VQ(i) at a branching point is known, as well as the trans­
membrane potential in the parent branch, Vr_i(<), and in the daughter branches, 
Fi(<) and ^ ( i ) (Figure 1A), then the transmembrane current density i
m
(t) of the 
branching point segment can be evaluated as 
ш
. ' f*·-«) - "·">
 + wzm + m^m), (10) ( Δ ζ ) 2 V Ч - І r.,l ri,2 J 
in which Λ,-ι, ''¿,ι and rii2 are the intracellular axial resistances per unit length of 
the parent branch and daughter branches respectively. Since the branching pat­
tern is assumed to satisfy the equivalent cylinder condition, the axial resistances 
satisfy r , ! = т·,^ = г,
:
_і2А/3. 
A discretized expression for the transmembrane current through the soma seg­
ment can be derived from equation (8) as (Figure IB). 
,
 m
 _ -Лі) - Voi*) , ν v " ( f ) - y °( f ) 
г
тп\1) - ла-а + 2-, A d d > 
η = 1 η і
Л і
, 
ΔαΓ? ( И ) 
in which Δ^ and Δ" are the axial discretization stepsize of the n"* dendritic trunk 
and the axon respectively. 
2.5 Equivalent dipole sources 
The model used to calculate the transmembrane potential (chapter V) assumes 
that the end of the axon and dendrites are sealed. This corresponds to an abrupt 
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decrease of the fiber radius (chapter IV). The effects on the extracellular potential 
field, can be modeled adequately by an equivalent dipole source, located at the 
end of the fiber (chapter IV). 
By representing the end of the axon as a current dipole layer of uniform strength 
and of cross-sectional area πα^, perpendicular to the axon axis, the strength of this 
dipole layer is σ,φ,ψ, a
a
, l
a
) — с
с
ф
е
(1, a
a
, l
a
) ~ σ, V^(t, ί
α
), resulting in a total dipole 
D{t) = d{t)e
a
, with 
d(<) = πα ,^ΟΜα) = ¿^(UJ, 
and ea a vector of unit length, directed from the endpoint of the axon towards the 
soma. 
In the same way, the sealed ends of the dendritic branches can be represented 
by equivalent dipole sources D(t) = d(t)ëd, with 
d{t) = ira7alVm(ti-l), 
with a the radius of the dendritic branch under consideration and Vm(t, —I) the 
transmembrane potential at the sealed end of the branch. The vector e¿ is of unit 
length and directed from the endpoint of the dendritic branch towards the parent 
branch point. 
These dipole moments are such that, at each time instant, the total axial cur-
rent is zero. This principle is also valid at the soma and at the branchpoints. Thus, 
dipole sources can also be expected at these points. At an πι order branchpoint 
the dipole D(t) is 
D{t) = V
m
{t, -X
m
) ( —5k + — e2 + — e - i J , 
\ Г Ч ГЧ Γ · - 1 / 
with г, j and Гц = г,, the intracellular axial resistance per unit length of the 
parent branch and the daughter branches, respectively, and V
m
(t, — X
m
) the trans­
membrane potential at the branchpoint. The vectors are of unit length, with βχ 
and €2 directed from the branchpoint towards the daughter branchpoints, and e_i 
directed from the branchpoint towards the parent branchpoint. 
The dipole D(t) at the soma is 
with rf
 i and r" the intracellular axial resistance per unit length of the n"1 dendritic 
trunk and the axon, respectively, and V'm(£,0) the soma transmembrane potential. 
The unit length vectors e^ are directed from the soma towards the first order 
branchpoints, and ea is directed from the soma towards the end of the axon. 
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4000 6000 /лп 
end of dendrites 
4 1 1 
Figure 2 : The transmembrane potential at various points of 
a nerve cell with N=3 dendrites and M-2 orders of branch­
ing, stimulated at the axon, at a distance of 4500 μτη from 
the soma. A: the potential at the soma and along the axon 
(at 0, 2000, 4000 and 6000 μπι from the soma). B: the poten­
tial at the soma and at the branching points and endpoints 
of the dendrites (the amplitude decreases as the distance to 
the soma increases). 
3 Results 
Potential waveforms in the extracellular potential field of a nerve cell may be ex­
pected to be influenced by various factors. Besides the membrane parameters and 
the input site of the stimulating current, the size and the 3-dimensionai orientation 
of the various parts of the nerve cell will also influence the potential waveforms 
more or less. The influence of these parameters may be expected to be different 
at different distances from field point to nerve cell. 
The potentials have been computed in two steps. First, the transmembrane 
potential is computed with the method presented in chapter V. Next, the extra­
cellular potential field is evaluated using the theory presented in this chapter, at 
various distances from the cell and for several model neurons. 
3.1 The potential field at various distances from a nerve 
cell 
The transmembrane potential and the extracellular potential field have been 
evaluated for a nerve cell with three dendrites and with two orders of branching 
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(Ν—3, Μ=2). The axon, of radius 2.5 μιη, was 6000 μπι long. The dendrites were 
each 350 μπι long, with branching points at an axial distance of 50 and 150 μπι 
from the soma. The radius of the dendritic trunks was 7.5 μπι, the soma radius 
was 25 μπι. The membrane parameter values were chosen as in chapter V. The 
temperature was 16.0" С ( which is higher than in chapter V). The conductivity 
of the intracellular medium was 1.0 Ω - 1 • τ η - 1 . The extracellular medium was 
considered to be unbounded, homogeneous and isotropic with conductivity a
c
 = 
2.44 Ω - 1 ·τη~ 1. To depolarize the membrane of the nerve cell a stimulating current 
of duration 0.5 ms, was injected into the axon at an axial distance of 4500 μπι 
from the soma. 
The transmembrane potential at various points of the nerve cell is shown in 
Figure 2. Figure 2A shows the transmembrane potential at the axon. The earliest 
peak is the transmembrane potential at 4000 μπι from the soma, followed by the 
potential at 6000 μπι (the end of the axon), at 2000 μιη from the soma and at 
the soma itself. Figure 2B shows the transmembrane potential at the soma and 
at the dendritic branching points. The transmembrane potential decreases as the 
distance to the soma increases. 
From this transmembrane potential, the extracellular potential field has been 
evaluated for the case that the nerve cell was placed in the x-z-plane, with the axon 
along the positive z-axis (Figure 3). The dendritic trunks made angles of —π/6, 
0, and +7г/6 with the negative z-axis. The angle between a first-order dendritic 
branch and its sister-branch was 0.1π, the angle between second-order dendritic 
sister branches O.OSTT. This cell geometry has been generated with the concept 
presented in chapter VI. 
3.1.1 The potential Held at large distances 
The extracellular potentials at various field points at a distance of 2.5 cm 
from the soma have been calculated. These field points are shown schematically 
in Figure ЗА. The corresponding extracellular potentials, as calculated for these 
points, are shown in Figure 4 (solid lines). 
In section 2.5 it has been derived that the effects on the extracellular poten­
tial field of finite fiber length and of branching of the dendrites can be modeled 
adequately by equivalent dipole sources. These dipole sources are located at the 
free end of the axon, the soma, the branching points and at the end points of 
the dendrites. For this nerve cell this adds up to a total of 23 equivalent dipole 
sources: 1 dipole at the free end of the axon, 1 at the soma, 9 dipoles at the various 
branching points and 12 dipoles at the ends of the dendrites. 
As can be seen in Figure 2, the transmembrane depolarization first reaches 
the axon end, and a few milliseconds later the soma. Because of the short length 
of the dendrites considered, the depolarization at the branching points and at 
the dendritic ends almost coincides with the soma depolarization. The equivalent 
dipole sources are proportional to the transmembrane potential at the correspond­
ing points. Consequently, the effect of the dipole source at the axon end can be 
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Figure 3 : Representation of the geometry of the nerve cell 
with N=3 dendrites and M=2 orders of branching in the 
x-z-plane. The axon is 6000 μιη long. A: the entire nerve 
cell. The heavy dots are the extracellular field points (not 
on scale) in the x-z-plane , as used for Figure 4. Their actual 
distance to the soma is 2.5 cm. B: a part of the nerve cell. 
The axon is shown only for ζ < 2250 μιη. The dashed lines 
indicate the planes perpendicular to the z-axis in which the 
points used for Figure 5 are situated. These extracellular 
field points are indicated with heavy dots. 
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Figure 4 : The extracellular potential for a nerve cell with 
N=3 dendrites in the x-z-plane and with M=2 orders of 
branching, stimujated at the axon, at a distance of 4500 
μιη from the soma. Calculated potential waveforms at the 
field points indicated in Figure ЗА, all lying at a distance 
of 2.5 cm from the soma. For each field point the calcu­
lated extracellular potential is shown (solid lines), as well 
as the extracellular potential minus the potential field due 
exclusively to the derived equivalent dipole sources. 
expected to be the earlier one, followed by the soma dipole, the dipoles at the 
branching points atid the dendritical end dipoles. The moment at which V
m
 at 
the free end of the axon is at a maximum, as well as the moments at which V
m 
at the soma and dendritic ends are at a maximum (almost coinciding), have been 
marked in Figure 4 in the plot for field point 1. 
The potential field due to the equivalent dipole source at the axon end (section 
2.5), is negative at the field points 1, 2 and 3. At the other field points this 
dipole field is positive, with varying amplitude. The potential fields due to the 
equivalent dipole sources at the soma, the various branching points and dendritic 
end points add up to a rather complex potential field. Thus, it is hard to see from 
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Label of 
field point 
Al 
A2 
A3 
A4 
m 
B2 
ВЗ 
В4 
Cl 
С2 
СЗ 
С4 
Coordinates of field point 
χ 
500 
0 
-500 
0 
500 
0 
-500 
0 
500 
0 
-500 
0 
У 
0 
500 
0 
-500 
0 
500 
0 
-500 
0 
500 
0 
-500 
ζ 
500 
-500 
-500 
-500 
0 
0 
0 
0 
2000 
2000 
2000 
2000 
Table 1 : Extracellular field points as used 
in the simulations for the Figures 5, 11 and 
12 (coordinates in μτη). 
the calculated extracellular potentials, to what extent the calculated potential field 
at 2.5 cm from the soma corresponds to the sum of the dipole fields, as derived 
in section 2.5. Therefore, the potentials due to these 23 equivalent dipole sources 
have been evaluated separately and subtracted from the calculated extracellular 
potentials. The dashed curves in Figure 4 show the remainder, i.e., they show to 
what extent the potential field at these extracellular points can be described by 
means of these equivalent dipoles. 
These calculations have been performed for various nerve cells and for various 
distances from the field points to the nerve cell. The calculated potential fields, 
after subtraction of the potential field due to the various equivalent dipole sources, 
converge to zero with increasing distance to the nerve cell. 
3.1.2 T h e potent ia l field at intermediate distances 
The extracellular potential field has also been calculated for various field points, 
located in one of the planes described by ζ = —500, ζ = 0 от ζ = 2000 (coordinates 
given in μπι). These planes are perpendicular to the z-axis, i.e. perpendicular to 
the axon. All field points are chosen at a distance of 500 μτη from the z-axis. 
These field points have been labeled as shown in Table 1, and are shown in Figure 
3B. 
The calculated extracellular potentials at field points with ζ = —500, namely at 
Al, A2, A3, and A4, are shown in Figure 5A (coordinates given in /im). Because 
of the symmetry present in this cell geometry, only two different waveforms can 
be seen. These potential waveforms, at field points which are comparatively close 
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Figure 5 : Calculated extracellular poten­
tials for the nerve cell with the dendritic 
branches in the x-z-plane, at field points 
at a distance of 500 μιη from the z-axis. 
A: potentials at Al, A2, A3, and A4, i.e. 
in the plane with ζ = -500. В: at Bl, B2, 
B3 and B4, i.e. in the plane with ζ = 0. 
С: at Cl, C2, C3, and C4, i.e. in the plane 
with ζ = 2000. Note, that because of the 
symmetry in the cell geometry, some po­
tential waveforms are identical. As a con­
sequence, in A and В only two curves can 
be discriminated, in С all four curves co­
incide. 
to the end of the dendrites and far from the soma and axon, are biphasic positive-
negative. 
The extracellular potentials at additional field points with ζ = 0, namely at 
Bl , B2, B3, and B4, are shown in Figure 5B. The potential waveforms at ζ = 0 at 
the points Bl and B3 are identical and biphasic positive-negative. At the points 
B2 and B4 the waveforms are also identical, but now triphasic positive-negative-
positive. 
Figure 5C shows the calculated extracellular potentials at field points with 
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ζ = 2000, namely C l , C2, C3, and C4. All four curves coincide. The potentials 
near the axon, at field points far away from the soma and dendrites, are 4-phasic 
positive-negative-positive-negative. It has been found that the second negative 
phase disappears at lower temperatures. 
3.1.3 The potent ia l field at small d istances 
The extracellular potential has been computed for various points in between 
the dendritical branches, at distances of 100 and 250 μτη from the soma. In Figure 
6A calculated extracellular potentials are shown for field points for which y — 0, 
i.e. in the same plane in which the dendritic branches are lying, and at a distance 
of 100 μιη from the soma. The field points are lying on lines making an angle of 0, 
15, 22.5, 30 and 45 degrees with the negative z-axis. These field points are shown 
in Figure 6F. The potential waveform is triphasic posilive-negative-positive. The 
relative amplitude of the phases varies. At field points that are relatively close to 
one of the branches, for instance on the 0-,22.5- and 30-degrees lines (Figure 6F, arc 
A), the potential waveforms are almost biphasic positive-negative. The amplitude 
of the first positive phase is large compared to that of the second positive phase. 
At field points, which are at larger distance from the sources, for instance the 
field points on the 15- and 45-degrees line, the potential waveform is more clearly 
triphasic. The amplitude of the first positive phase is comparatively small, and 
the amplitude of the negative and second positive phase larger. 
Figure 6B shows the calculated extracellular potentials for field points on the 
same lines, but at a distance of 250 μτη from the soma, also with y = 0 (Figure 
6F). In between these more peripheral branches of the dendrites, the waveform is 
biphasic positive-negative. The amplitude is largest at the field point on the 22.5-
degrees Une, which is close to two branches (Figure 6F, arc B). The amplitudes of 
the potentials at the field points on the 0- and 15-degrees line, arc almost identical 
and somewhat smaller than on the 22.5-degrees line. The amplitude at the field 
point on the 30-degrees line is even smaller and at the field point outside the 
dendritic tree the amplitude is smallest. 
The potentials at similar field points as used in the Figures 6A and 6B, but now 
in the plane y = 150 μτη, are shown in the Figures 6C and 6D, respectively (note 
the difference in scale). In this plane, at the more central field points (Figure 6C) 
the potential waveform is triphasic positive-negative-positive, with a small second 
positive phase. The amplitude of the first positive phase decreases from the 0-
degrees line to the 45-degrees line, while the amplitude of the negative and the 
second positive phase increases. At the more peripheral field points (Figure 6D) 
the potential waveform is biphasic positive-negative. The amplitude of both the 
positive and the negative phase decreases from the 0-degrees line to the 45-degrees 
line. 
Near the axon, at an axial distance of 4000 μτη from the soma, and at a radial 
distance of 10 μτη from the axon axis, a triphasic extracellular positive-negative-
positive potential waveform has been obtained (Figure 6E). The small dip in the 
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Figure 6 : Calculated extracellular potentials for a nerve cell 
(N—3, M=2) in the x-z-plane. A: potentials at field points 
in the x-z-plane in between the dendrites and at a distance 
of 150 μτη from the soma. B: potentials at points in the 
x-z-plane in between the dendrites and at a distance of 250 
μιη from the soma. C: potentials at the same field points 
as in A, but with у — 150 μιη. D: potentials at the same 
field points as in В, but with у = 150 μτη.. E: the potential 
along the axon, at a radial distance of 10 μιη from the axon 
axis and at an axial distance of 4000 μιη from the soma. 
F: the field points for which the potentials in A and В are 
calculated. 
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Figure 7 : Calculated extracellular potentials for a nerve 
cell (N=3, M-2) in the x-z-plane. A: calculated extracellu­
lar potentials at (0,10, -50) and (0,0,-55), i.e. close to a 
branchpoint. B: calculated extracellular potentials at field 
points with χ = 0, y = 10 μτη and at axial distances of 0, 
10, 15 and 25 μτη from a first order branching point towards 
the soma. 
rising phase of the negative peak is caused by the exact shape of the decreasing 
flank of the action potential propagating along the axon. 
Extracellular potential waveforms close to a branching point have been studied 
in more detail. At the field points (0,10,-50) and (0,0,-55) biphasic negative-
positive potential waveforms have been obtained, as shown in Figure 7A. These 
points are close to a first order branching point. Such biphasic negative-positive po­
tential waveforms have been obtained only at field points less than approximately 
20 μπι from a branching point. At larger distances from field point to branching 
point, the potential waveform near the dendrites was positive-negative as in Figure 
6B and 6D. The transition from a negative-positive potential waveform, near the 
branching point, to a positive-negative waveform was smooth. In Figure 7B are 
shown potential waveforms along one of the dendritic trunks, at field points with 
ι — 0 and y = 10 μιη, i.e. at a radial distance of 10 μτη from the trunk axis, and 
at axial distances of 0, 10, 15 and 25 μτη from the branching point. With increas­
ing distance from the branching point, and decreasing distance to the soma, the 
waveform changes from negative-positive to positive-negative-positive and almost 
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Figure 8 : Calculated extracellular potentials for a nerve cell 
(N=3, M=2) in the x-z-plane, at field points with ι = 0 μιη 
and y = 25 /im. A: at field points with ζ = -50, 0 and +25 
/im. В: at field points with ζ - +80, +200, +500 and +1000 
μπι. 
positive-negative. However, with increasing distance from the branching point, as 
well as with increasing distance to the soma, smooth transitions from negative-
positive waveforms directly to positive-negative waveforms have been found as well. 
The details of the transition in the waveform from axon, to soma and dendrites, 
are shown in Figure 8. In Figure 8A extracellular potentials are shown at field 
points with χ — 0, у = 25 /im and z-values of ζ = -50, ζ = 0 and ζ = +25 μτη. 
At ζ = —50 μτη the potential waveform is triphasic positive-negalive-positive. The 
amplitude of the first positive phase is smaller than that of the second positive 
phase, as it is not too far from a branching point. Towards ζ = 0 μιη the amplitude 
of the first positive phase increases, and of the negative phase and second positive 
phase decreases. This results in an almost biphasic positive-negative waveform. 
From ζ = 0 to 2 = +25 μτη the amplitude of the first positive phase decreases. 
However, the amplitude of the second positive phase, and especially of the nega­
tive phase increases. In Figure 8B are shown the extracellular potentials at field 
points with ζ - +80, ζ = +200, ζ = +500 and ζ = +1000 μιη. From ζ = +25 
μτη towards ζ — +80 μτη the amplitude of all three phases again increases. This 
results in a triphasic potential waveform with a large negative component. From 
2 = +80 μτη towards ζ = +200 /¿m the amplitude of the first positive phase still 
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Figure 9 : Representation of nerve cell geometries. A: nerve 
cell type II, with the dendritic branching points and end 
points on a cone. B: nerve cell type III, with the dendritic 
branches in the x-y-plane. The axon is shown only partly, 
namely that part for which 2 < 2250 μπι. 
increases, but the second positive phase and the negative phase decrease. From 
ζ = +200 μτη towards increasing z-values, only the second positive and the nega­
tive phase decrease. Gradually a negative dip in the rising of the negative phase 
can be seen. At ζ = +500 μτη the first two phases have the same amplitude as 
the potential waveform, which propagates along the axon (Figure 6E). 
3.2 The potential field for various cell geometries 
The model for the extracellular potential field of a nerve cell, as presented in this 
chapter, is based on a transmembrane potential, which is independent of the 3-
dimensional geometry of the cell (chapter V). Thus, for nerve cells of which the 
various parts have the same size, and which have the same membrane proper­
ties, the transmembrane potential and transmembrane current density differ only 
in the 3-dimensional location of the line sources. Using the same transmembrane 
potential as for the nerve cell in the x-z-plane (Figure 2), the influence of cell geom­
etry has been studied by comparing calculated extracellular potential waveforms 
for various cell geometries, which are all generated with the concept presented in 
chapter VI. 
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Figure 10A : Calculated extracellular potential waveforms 
for the type II nerve cell, at the Held points indicated in 
Figure ЗА, all lying at a distance of 2.5 cm from the soma. 
For each field point the calculated extracellular potential is 
shown (solid lines), as well as the extracellular potential mi­
nus the potential field due exclusively to the derived equiv­
alent dip ole sources (dashed lines). 
At large distances from the nerve cells, the potential field is almost equal to 
the summed potential fields due to equivalent dipole sources (section 2.5). Thus, 
it can be expected that at large distances the potential field is strongly dependent 
on the exact cell geometry. It is not beforehand clear whether this is also the case 
at intermediate distances. This has been studied by calculating and comparing the 
extracellular potential field for three types of nerve cells. The first type of nerve 
cell considered (type I) is the cell with the dendritic branches in the x-z-plane, 
which has been studied in detail above. The nerve cell of type II has the dendritic 
branching points not placed in a plane, but on a cone. The cone was symmetrical 
with respect to the negative z-axis (Figure 9A). The third type of nerve cell (type 
III) has the dendritic branches again placed in a plane, but now in the x-y-plane 
The exíraceiíuiar poíeníia7 field 103 
t 
5. 
1Л 
CN 
S 
S i 
s i 
^ t ^ _ _ 
5 ms 
^
L 
Figure 10B : Calculated extracellular potential waveforms 
for the type III nerve cell, at the field points indicated in 
Figure ЗА, all lying at a distance of 2.5 cm from the soma. 
(Figure 9B). For all three nerve cells, the axon was placed along the positive z-axis. 
As described and carried out before for nerve cell type I (Figure 4), the extra­
cellular potential has been calculated at the remote field points shown in Figure 
ЗА, which are all in the x-z-plane and at a distance of 2.5 cm from the soma. The 
corresponding potential waveforms for nerve cell type II are shown in Figure 10A 
(solid lines), and for nerve cell type III in Figure 10B (solid lines). As before, the 
dashed curves represent the calculated potential fields, after subtraction of the po­
tential field due to the various equivalent dipole sources. Although the amplitude 
of the first part of the potential waveforms, originating from the equivalent dipole 
at the axon end, shows no difference between the three cell types considered, the 
waveform and amplitude of the last part of the potentials differ between the dif­
ferent cell types considered. The latter part reflects the orientations and positions 
of the equivalent dipoles at the soma, dendritic branching points, and dendritic 
end points, as derived in section 2.5. The amplitude for the type I nerve cell at 
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Figure 11 : Calculated extracellular po­
tentials for the nerve cell of type II, at 
field points at a distance of 500 μτη from 
the z-axis. A: potentials at Al, A2, A3, 
and A4, i.e. in the plane with ζ = -500. 
В: at Bl, B2, B3, and B4, i.e. in the plane 
with ζ = 0. С: at Cl, C2, C3, and C4, i.e. 
in the plane with ζ = 2000. Note, that be­
cause of the symmetry in the cell geometry 
potential waveforms almost coincide. 
the field points considered, is larger than for the type II nerve cell. However, the 
potential field at these points shows great resemblance for the nerve cells of type 
I and II. However, the amplitude of the second part of the potential waveforms at 
these same field points is very small for the type III nerve cell. 
As carried out before for nerve cell type I, the extracellular potential has also 
been calculated for the various field points shown in Figure 3B, located in the 
planes described by ζ = -500, ζ = 0 and ζ = 2000 μτη. These field points are all 
at a distance of 500 μτη from the z-axis (Table 1). 
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Figure 12 : Calculated extracellular po­
tentials for the nerve cell of type III, at 
field points at a distance of 500 μιη from 
the z-axis. A: potentials at Al, A2, A3, 
and A4, i.e. in the plane with ζ = -500. 
В: at Bl, B2, B3, and B4, i.e. in the plane 
with ζ = 0. С: at Cl, C2, C3, and C4, i.e. 
in the plane with ζ = 2000. Note, that 
because of the symmetry in the cell geom­
etry, some potential waveforms coincide. 
The extracellular potentials at field points with ζ = —500 μιη, namely at Al, 
A2, A3, and A4, are shown in Figure IIA for cell type II and in Figure 12A for 
cell type III. The extracellular potentials for these geometries at the same field 
points with 2 = 0 /im are shown in Figure I I B and 12B, respectively. In the same 
way, the extracellular potentials at these field points with ζ — 2000 μιη are shown 
in Figure 11C and 12C. 
As for nerve cell type I (Figure 5A), the calculated potential waveforms at 
2 = —500, at field points where the distance to the soma and axon is comparatively 
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large, are biphasic positive-negative (Figures H A , 12A). For the nerve cells of 
type I and II, the distance from these field points to the dendritic sources is 
comparatively small. However, for type III this is not true and, as a consequence, 
the amplitude of the calculated potentials is smaller than for type I and II. The 
waveforms at ζ = -500 μιη are hardly influenced by the geometry of the dendritic 
trees. 
For the nerve cell type I (section 3.1) the potential waveform at z=0 μπι was 
at some field points triphasic, at others biphasic (Figure 5B). For the second type 
of nerve cell, Figure H B shows only biphasic positive-negative waveforms. It was 
found that, along lines at a distance of 500 μιη from the z-axis, i.e. parallel to the 
axon axis, the potential waveform changes gradually from positive-negative near 
the dendrites, to positive-negative-positive-negative near the axon. The exact 
position, where the second positive phase appears depends on the cell geometry. 
For the type HI nerve cell the situation at ζ = 0 is more complicated (Figure 
12B). For this nerve cell, the dendritic sources are comparatively close to the used 
field points. As a consequence, compared to the type I and II nerve cells, the 
influence of the dendritic sources at the field points with ζ = 0 is large for the 
type III nerve cell. The middle curve shows the identical potential waveforms at 
the field points B2 and B4. As at the point B3, the potential waveform has a 
negative dip in the rising side of the positive phase. This dip it not present in 
the potential waveform at Bl . However, the potential waveforms are essentially 
biphasic positive-negative at the four field points used. For this third type of nerve 
cell, the dendritic branches are in the plane 2 = 0. 
The potentials at field points at ζ — 2000, i.e. comparatively close to the axon, 
are 4-phasic positive-negative-positive-negative for nerve cells of type I and II (Fig­
ures 5C and 11C). For these geometries, these field points are far away from the 
soma and dendrites. For the third type of nerve cell, the distance to the dendritic 
branches at these field points is smaller than for type I and II nerve cells. The 
potential waveforms for the type III nerve cell at these field points are triphasic 
positive-negative-positive (Figure 12C). 
For type I and II nerve cells, at small radial distances from the axon and 
distant to the soma, no dendritic branches are present. Such geometries make it 
possible to relate one type of waveform (triphasic or 4-phasic) to the axon, and 
another (biphasic) to the dendrites. The potential waveforms obtained at the 
field points at ζ = 0 for the type III nerve cell (Figure 12B) suggest that more 
complex waveforms could be found, when dendrites and axon are both close to 
a field point. Placing the dendrites in the x-z-plane, but now with the dendritic 
trunks making angles of π/12,3π/12 and 5π/12 with the positive z-axis (the axon), 
dendritic branches are present close to the axon (Figure 13A). For such a geometry, 
a 4-phasic positive-negative-positive-negative waveform is obtained (Figure 13B). 
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Figure 13 : A: schematica! representation of the geometry of 
a nerve cell with dendritica! branches close to the axon. B: 
polyphasic extracellular potential waveform, as calculated 
at the field point marked with ( + ). 
3.3 Influence of soma size 
One of the parameters which may influence the extracellular potential field of a 
nerve cell, is the size of the soma. When a nerve cell is stimulated at the axon, an 
increase of the soma radius means a decrease and a delay of the transmembrane 
potential of the soma and the dendrites (Figure 7 of chapter V). As the equivalent 
dipole sources (section 2.5) at the soma and dendritic ends are proportional to the 
transmembrane potential at these points, this same phenomenon can be seen in 
the calculated extracellular potential field at large distances from the nerve cell. 
However, at small distances the influence of the soma size on the extracellular 
potential waveforms can also be observed. 
The extracellular potential near the soma has been studied for nerve cells with 
different radii of the soma. The type I nerve cell, with the dendritic branches in the 
x-z-plane, as shown in Figure 3, has been used, with a soma radius of 10, 25 and 
50 μπτι. The extracellular potential has been evaluated for field points with χ = 0, 
y = 50, 100 and 150 μτη and for г-values of -150, 0 and +150 μτη. For ζ = -150 
μτη the calculated potential waveforms are biphasic positive-negative at y = 50 
μτη (Figure 14A), as well as at y = 100 μιη and y = 150 μτη (Figures 14 D and 
G, respectively). The obtained potential waveforms for ζ = 0 vary more strongly 
with the soma size. For the soma of radius 25 μτη, the waveform is positive-
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Figure 14 : Calculated extracellular potentials near the soma 
for nerve cells, with dendritic branches in the x-z-plane as in 
Figure 3, and for various size of the soma. The radius of the 
soma was taken to be 10, 25 and 50 μτη. The potential has 
been evaluated for field points A: (0,50,-150), B: (0,50,0), C: 
(0,50,150), D: (0,100, -150), E: (0,100,0), F: (0,100,150), G: 
(0,150,-150), H: (0,150,0), 1: (0,150,150), units in μπι. 
negative-positive. With increasing soma radius, the first positive phase increases, 
the negative phase decreases, and the second positive phase disappears (Figures 14 
Β, E and H). The potential waveforms for ζ = +150 are positive-negative-positive 
(Figures 14 C, F and I). As can be seen, the extracellular waveform is influenced 
most at ζ -= 0, since there the distance to the soma is smallest. 
4 Discussion and conclusions 
A model has been presented which describes the extracellular potential field gener­
ated by a single nerve cell. The model offers the possibility to study the influence 
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of various cell parameters of interest on the extracellular potential field. 
The presented results are based on the transmembrane potential model (chap-
ter V), which assumes linear behavior of the dendritic membrane. It can be ex-
pected that nonlinear dendritical behavior influences the transmembrane potential 
waveform, and as a consequence, the extracellular potential field considerably, es-
pecially the potential waveforms near the dendrites. However, a rigid mathematical 
description of nonlinear dendritical behavior, which is widely applicable, required 
to predict the influence of these nonlinearities on the extracellular potential wave-
forms, is still not available. 
It was assumed that the branching pattern of the dendritic trees satisfies the 
equivalent cylinder condition. However, this condition does not hold for all nerve 
cells. The calculated extracellular potentials for various cells, show that the poten-
tial waveform at a specific field point is predominantly determined by the part of 
the nerve cell that is closest to the field point. Thus, the influence of the equivalent 
cylinder condition is largest near the dendrites. However, the potential waveforms 
near an unbranched dendrite are similar (biphasic ρ η) to those near branching 
dendrites and not too close to the branching point. Thus, it can be concluded 
that the assumed equivalent cylinder condition has some influence on the details 
of the dendritic transmembrane current density, but does not effect the principal 
extracellular potential waveform near the dendrites. 
Another assumption underlying the presented model is that the extracellular 
potential field can be evaluated in two steps. First, the transmembrane potential 
is computed under the assumption that the extracellular medium is isopotential. 
Next, the extracellular potential field is evaluated, using the calculated transmem­
brane potential to derive the current line source densities involved. Henriquez and 
Plonsey [8] showed that this method yields accurate results, when the extracellular 
medium is homogeneous, isotropic and of infinite extent. 
Extracellular recordings near endings of single nerve fibers, as well as of muscle 
fibers, show waveforms that differ considerably from recordings close to the fibers, 
but at large axial distances from these endings [5,6,7,9]. The measured transmem­
brane potentials and extracellular potentials close to the fiber ends, at small radial 
distances of the fiber axis, can be modeled adequately by assuming an abrupt de­
crease of the fiber radius (chapter IV). This corresponds to an open-circuit bound­
ary condition (or sealed end, ^7 = 0) for the transmembrane potential. At radial 
distances of a few millimeter from the fiber axis, and far from the fiber end, such a 
boundary condition yields constant latency potentials in the extracellular poten­
tial field. Such constant latency potentials have also been measured by Gootzen 
et al. [5,6]. These constant latency potentials behave as the potential field from 
a time varying dipole at the end of the fiber (chapter IV). The model presented 
in this chapter is based on a transmembrane potential for abruptly ending fibers 
(chapter V), which is not realistic for all dendritical branches. Calculations of the 
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extracellular potential field in case of a gradual decrease of the fiber radius also 
yield constant latency potentials, which are comparable to the constant latency 
potentials found in case of an abrupt decrease of the fiber radius (chapter IV). 
Assuming a sealed end boundary condition, the calculated extracellular poten­
tial field of a nerve cell is at large distances, i.e. several millimeters or more, from 
the line sources, mainly the sum of dipole fields. The strength of the dipole fields 
has been derived. The time at which these dipole fields occur and the sign and 
relative amplitude of the calculated extracellular potential at a specific field point 
strongly depends, not only on the exact 3-dimensional geometry of the cell, but, 
indirectly, also on the input site, membrane morphology and the size of the various 
parts of the cell. 
The extracellular potential field has been calculated for nerve cells of various 
geometry, at large distances from the nerve cell, as well as at intermediate and 
small distances. 
The calculated potentials at large distances from the nerve cells of type I and 
III (Figures 4 and 10B) show clearly that the equivalent dipole sources, as derived 
in section 2.5, are orientated differently for both nerve cells. The equivalent dipole 
sources at the soma, dendritic branching points, and dendritic end points of the 
type I nerve cell all have directions with zero y-component. For the type III nerve 
cell, the component in the 2-direction of the equivalent dipole source at the soma 
is small. As the dendritic branches are all in a plane perpendicular to the г-axis, 
the z-component of the equivalent dipoles at the dendritic branching points and 
end points is even zero. These same equivalent dipole sources for the nerve cell 
of type II (Figure 10A) have components in the х-, y-, as well as the 2-direction. 
The extracellular potential waveforms for the type II nerve cell at the field points 
considered, show great resemblance to the extracellular potential waveforms at 
these points for the type I nerve cell. These differences in the extracellular potential 
waveforms at field points at large distances from the nerve cell offer to some extent 
the possibility to discriminate between certain types of nerve cell. 
The picture obtained from potential waveforms at intermediate and small dis­
tances is completely different. When a stimulating current is injected into the axon, 
biphasic p-η potential waveforms have been obtained at intermediate distances 
from the nerve cell, but relatively close to the dendrites (Figures 5A,11A,12A and 
12B). The potential waveform was more clearly biphasic p-η when the distance 
from field point to axon was large (Figure 12A). The potential waveforms, rela­
tively close to the axon, are 4-phasic p-n-p-n in case the influence of the dendritic 
sources is comparatively small (Figures 5C,11C). At lower temperatures the sec­
ond negative phase disappears, probably because of the slightly different waveform 
and the lower propagation velocity of the transmembrane potential at lower tem­
peratures (see also Figure 8 of chapter V). A triphasic p-n-p potential waveform 
has also been obtained relatively close to the axon, in case the influence of the 
dendritic sources is larger (Figure 12C). At field points where the distances to the 
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dendrites and the axon are comparable, biphasic as well as triphasic waveforms 
have been obtained (Figures 5B and I I B ) . The triphasic waveforms occur when 
the distance from field point to the dendrites is comparatively large. 
The Figures 5, 11 and 12 indicate that at intermediate distances the extracel­
lular potential field of nerve cells, which have the same transmembrane potential, 
is influenced to some extent by the 3-dimensional geometry of the cell. However, 
potential waveforms, calculated for field points which are comparatively close to 
a specific part of the nerve cell, are very much alike for different cell geometries. 
Moreover, the extracellular potential waveforms, as found at these distances, are 
similar to waveforms obtained by fixing the geometry and by varying the position 
of the extracellular field point with respect to the line sources (Figures 6, 7 and 
8). Thus, it may be concluded that the various extracellular potential waveforms 
are not specific for a type of dendritical branching, but for that part of the nerve 
cell which is nearest to this extracellular field point. 
Extracellular potentials have been recorded in the frog's olfactory epithelium 
by Getchell [4]. It was indicated that the measured potentials were obtained all 
from olfactory receptor cells, and that no other neuron types were present near the 
recording site. An indication of the recording site was obtained from the electrode 
tip depth in the epithelium. Deep in the epithelium triphasic p-n-p potentials 
have been measured. Getchell stated that these potential were obtained from the 
axons. Single unit potentials have also been measured from the frog's auditory 
midbrain by Epping and Eggermont [3]. Although the recording sites and the types 
of nerve cell involved in their measurements, could not be determined accurately, 
Epping and Eggermont suggest that the extracellular potential waveform near the 
axon is a fast triphasic p-n-p waveform. This is in agreement with the calculated 
extracellular potentials near the axon, as shown in Figure 6. 
When current is injected into the axon, the calculated extracellular potential 
waveform is biphasic p-η at field points where the influence of the dendrites is 
most prominent and which are not too close to a branching point. This agrees 
with the results of Getchell. Moreover, at small distances from a branching point 
biphasic η-p waveforms have been obtained. In transitions from a η-p waveform 
to a p-η waveform triphasic potentials p-n-p have been found. 
The calculated extracellular potential waveforms, as obtained near the soma, 
are biphasic p-η and triphasic p-n-p. The relative amplitude of the phases depends 
not only on the field point, but also on the cell geometry and the soma size. The 
biphasic η-p waveform, as suggested for the soma by Getchell, has not been found 
as being specific for the soma. However, when dendrites branch at small distances 
from the soma, biphasic η-p waveform can be obtained near the soma. 
Epping and Eggermont [3] found 5 potential waveform types in the torus semi-
circularis of the grassfrog, of which the recording site with respect to the nerve 
cell was not known. Their first type resembles the fast triphasic p-n-p potential 
waveform as calculated for field points near the axon. The biphasic η-p waveforms 
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(their type II) has been found near branching points. Their type III and IV wave-
forms are triphasic p-n-p waveforms of larger duration then the fast waveform type 
near the axon. The calculated potential waveforms (Figure 8) suggest that these 
could have been measured near the soma. Potential waveforms resembling the 
polyphasic waveform, type V of Epping and Eggermont, have been found at field 
points which are close to a dendritic branch as well as close to the axon (Figure 13). 
The calculated potentials show that, at intermediate distances from a nerve 
cell, the extracellular potential waveforms are not so much related to distinct 
classes of nerve cells, but are mainly determined by the part of the nerve cell that 
is closest to the point of observation. The more peripheral parts of the nerve cell 
- the dendrites and axon - correspond to clearly distinguishable waveforms. The 
calculated potential waveforms near the axon and dendrites agree well with the 
waveforms as measured by Getchell. The calculated potential waveforms near the 
sorna differ from the waveform by Getchell attributed to the cell body. However, 
this waveform of Getchell has been found near branching points. The potential 
waveforms near the soma depend in a complex way on membrane parameters, cell 
size and 3-dimensional geometry, and probably also on input size and strength. 
Further study of the influence of dendritic and axonal fiber radii, the membrane 
parameters and of threshold behavior on the extracellular potential field of a nerve 
cell could reveal possibly other waveforms near the soma. 
Verification of the present model study is still a problem. Comparison of 
calculated and measured potential waveforms is difficult, because of the lack of 
information on the exact recording site, as well as of the geometry and mem-
brane parameters of the nerve cells involved. Even without detailed knowledge of 
these parameters, the results of the present study show that potential waveforms, 
recorded at intermediate or small distances from the nerve cell, can be classified 
as expressing dominantly contributions of the dendrites, a branching point, the 
axon or soma. 
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Chapter Vil i 
Summary and discussion 
The extracellular potential field of a single nerve cell can be expected to be 
influenced to some extent by the morphology ofthat nerve cell. From extracellular 
potential waveforms, as obtained from electrophysiological experiments in the frog, 
it was not possible to find a decisive answer to the question, whether extracellular 
potential waveforms are related to different classes of nerve cells, or whether they 
are mainly determined by that part of the nerve cell which is closest to the point of 
observation. A one-to-one relationship between extracellular potential waveforms 
and the morphology of an entire nerve cell, or a part of it, would be of great use 
for the analysis and interpretation of neural activity. 
Because of the high complexity of the experiments required to study the exis-
tence and nature of such a relationship, a model study of the extracellular potential 
field of a single nerve cell is indispensable. The benefit of such a model, however, 
is not restricted to the study of a relationship between potential waveforms and 
cell morphology, but also extends to the possibility of studying more generally the 
influence of various cell parameters of interest on the extracellular potential field 
of a nerve cell. To ensure the usefulness of such a model, it has to meet certain 
requirements. First of all, the model has to be capable of handling passive as well 
as active membrane behavior. But also, the computer time and memory required, 
have to be limited. 
In this thesis a model has been presented for the transmembrane potential 
and the extracellular potential field of a single nerve cell with known morphology. 
The extracellular potential field of a single nerve cell with known morphology and 
geometry is evaluated in two steps. First, the transmembrane potential of the 
nerve cell is derived. Next, the extracellular potential field is computed by using 
the derived transmembrane current density as a set of coupled line source densities 
in a homogeneous isotropic volume conductor. 
So far, from the models available in literature only the compartmental models 
are capable of handling active membrane behavior. A disadvantage of these com-
partmental models is that the number of compartments required for evaluating 
the transmembrane potential of a nerve cell is proportional to the complexity of 
the dendritic branching. As a consequence, these models require a considerable 
amount of computer memory. 
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The model for the transmembrane potential, as introduced in chapter V, is a 
cable model, by which the transmembrane potential of a nerve cell with passive 
dendrites and soma and an active axon can be determined. In this respect, it is 
comparable to compartmental models. However, with respect to the way in which 
the transmembrane potentiell is obtained, the presented model combines properties 
of equivalent cylinder models, continuous cable models, as well as of compartmen-
tal models. At the transition from active to passive cell membrane, i.e. at the 
transition from soma to axon, a relationship has been derived between the trans-
membrane potential at the soma and the axial current flowing from the soma into 
the axon. In this respect, the model resembles the continuous cable models. This 
relationship has been used as a boundary condition for the differential equations 
of Hodgkin and Huxley, which describe the transmembrane potential along the 
axon and which are solved with a Crank-Nicolson finite différence method. This 
solution method for the axonal transmembrane potential resembles that of the 
compartmental models. This finite difference method yields the transmembrane 
potential along the entire axon as well as at the soma. The transmembrane po-
tential at the dendritic trees is obtained analytically, assuming that the dendritic 
trees satisfy the equivalent cylinder condition. From the numerically calculated 
transmembrane potential at the soma the transmembrane potential in the den-
dritic trees is derived by applying the method of separation of variables and the 
concept of superpositioning, an approach related to the equivalent cylinder models. 
This equivalent cylinder condition for the dendritic branching ensures a simple 
analytical solution for the transmembrane potential at the dendrites. In this way, 
the computer time and memory required are less dependent on the complexity 
of the dendritic branching than in the case of compartmental models. The as-
sumed equivalent cylinder condition has been found to be of little influence on the 
extracellular potential field generated by the nerve cell. 
The approach of representing the passive parts of the nerve cell as a boundary 
condition for the numerical method for solving the axonal transmembrane poten-
tial, can, if necessary, also be used for a generalized model for the transmembrane 
potential of a nerve cell with arbitrary branching dendrites. This would, however, 
as for continuous cable models, complicate the mathematics in such a way that 
compartmental models have the preference. 
The model presented, as other available models for the transmembrane poten-
tial of a part of a nerve cell, is a linear cable model. In evaluating the transmem-
brane potential of a nerve cell with a linear cable model, the intra- and extracellu-
lar media of the nerve cell are represented as parallel axial resistances, coupled by 
shunt elements representing the properties of the fiber membrane. Thus, volume 
conductor properties are usually disregarded in evaluating the transmembrane po-
tential. However, whether such an approximation is valid, is not clear beforehand. 
In chapter III it has been shown that the intra- and extracellular media of a nerve 
or muscle fiber in an unbounded homogeneous medium act as parallel intra- and 
extracellular resistances, the values of which depend on the spatial (axial) fre-
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quency of the transmembrane phenomena. Expressions for the spatial frequency 
dependence of these resistances have been derived. It has been found that for pur-
poses of simulating transmembrane phenomena of nerve axons and muscle fibers in 
an unbounded homogeneous isotropic medium the intra- and extracellular medium 
of the fiber can be modeled well with constant intracellular resistance and zero ex-
tracellular resistance, provided that the spatial frequency range of the membrane 
current source is not too large. This indicates that the approach of evaluating the 
extracellular potential field in two steps, as used in this study, is justified. 
Nerve fibers, as well as muscle fibers, are of finite length, an aspect which 
is usually neglected in linear cable models for the transmembrane potential. To 
incorporate finite fiber length in a transmembrane potential model, a generaliza-
tion of the differential equations, as formulated by Hodgkin and Huxley, has been 
introduced in chapter IV. In these general Hodgkin-Huxley equations the model 
parameters are described as functions of the axial position, instead of as constants. 
In this way, it has been made possible to simulate the effects of various axial vari-
ations in the fiber parameters on the transmembrane potential adequately. Such a 
generalization is not only valid for nerve fibers but can also be applied to related 
models for muscle fiber and cardiac fibers, healthy as well as pathological. In this 
study these generalized Hodgkin-Huxley equations have been used to model in par-
ticular various possible changes in the fiber parameters near the fiber end. From 
the transmembrane current density, as derived from the calculated transmembrane 
potential for a specific parameter change, the corresponding extracellular poten-
tial field has been evaluated. Comparison of these extracellular potential fields for 
various parameter changes to measured extracellular waveforms of human muscle 
fiber, show that the extracellular potential waveforms can be modeled well by a 
decrease in the fiber radius and also by a decrease of the intracellular conductivity. 
For physiological as well as computational reasons the model of decreasing radius 
is to be preferred to that of decreasing intracellular conductivity. This model of 
decreasing radius has been used to incorporate finite fiber length in the model for 
the transmembrane potential of an entire nerve cell. 
With this model for the transmembrane potential of a fiber of finite length, 
constant latency extracellular potential waveforms are generated at large distances 
from the fiber end. An equivalent source description for these constant latency 
potential waveforms has been derived. It has been found that these constant 
latency potentials are equivalent to the potential field of a dipole, placed at the 
end of the fiber and directed along the fiber axis. The strength of this dipole 
is proportional to the transmembrane potential at the fiber end, and inversely 
proportional to the intracellular resistivity. 
In the past, the extracellular potential field due to a single cylindrical fiber has 
been modeled extensively. An approach frequently used is that of representing 
the transmembrane current density as a line source in a volume conductor. Until 
now this approach has not been used to handle complete nerve cells with branching 
dendrites. In chapter VII a model has been introduced to evaluate the extracellular 
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potential field of an entire nerve cell, provided that the transmembrane potential 
is known. The transmembrane current density, derived from this transmembrane 
potential, is used as a set of coupled line sources in an unbounded homogeneous 
isotropir volume conductor. The model has been used to study the influence of 
cell geometry on the extracellular potential field of a nerve cell. 
It has been found that the extracellular potential field of a nerve cell, as calcu­
lated with this model is, at large distances from the line sources, mainly the sum 
of dipole fields. These dipoles are located at the soma, at the dendritic branching 
points and at the end points of the axon and dendritic branches. The strength of 
the various dipoles is proportional to the transmembrane potential at the corre­
sponding points. It also depends on the intracellular conductivity, the radii and 
the three-dimensional orientation of the various branches. Thus, the time at which 
these dipole fields occur and the sign and amplitude of the calculated extracellular 
potential at a specific point of observation strongly depend on the exact three-
dimensional geometry of the nerve cell, as well as on the input site, membrane 
morphology and the size of the various parts of the cell. 
For nerve cells of different morphology, considerable differences have been found 
between calculated extracellular potential waveforms at field points at large dis­
tances from the nerve cell. These differences are due to the different orientations 
of the dipole sources. The potential waveforms at field points at large distances 
from the nerve cell offer the possibility for discriminating, to some extent, between 
certain morphological classes of nerve cells. Contrary to this, the calculated ex­
tracellular potential waveforms for various cell geometries show that, at smaller 
distances from a nerve cell, the extracellular potential waveforms are not so much 
related to distinct morphological classes of nerve cells, but are mainly determined 
by the part of the nerve cell that is closest to the point of observation. 
The relation between a part of a nerve cell and the extracellular potential 
waveform has been derived from calculations of the extracellular potential field 
at points close to the various parts of the nerve cell. The potential waveform at 
extracellular points close to the dendrites, but at relatively large distances to the 
other parts of the cell, has been found to be biphasic positive-negative. This is in 
agreement with waveforms as measured by Getchell [1]. The extracellular potential 
waveform close to the axon, but far from the soma and dendrites, is determined by 
the exact waveform of the transmembrane action potential along the axon. The 
extracellular waveform is triphasic positive-negative-positive. These calculated 
potential waveforms near the axon agree well with waveforms as measured by 
Getchell. The dendritic branching points have been found to be related to bipha­
sic negative-positive extracellular potential waveforms. Getchell has attributed 
this negative-positive potential waveform to the soma. However, the determina­
tion of the cell morphology and the site of his measurements was not so detailed 
that it can be excluded that it was measured near a branching point. The extra­
cellular potential waveforms, as obtained with the presented model for field points 
close to the soma, were triphasic positive-negative-positive, with a large negative 
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component. The amplitude at a specific field point of the various phases of these 
basic waveforms has been found to vary in transitions from one type of waveform 
to another type. These amplitudes are determined by the relative distance from 
a field point to the various part of the nerve cell, i.e. by the exact cell geometry. 
For specific cell geometries, where field points can be found which are at a small 
radial distance from the axon, as well as from a dendritic branch, and which are 
far from the soma, polyphasic waveforms have been obtained. Further study of 
the influence of dendritic and axonal fiber radii, the membrane parameters and of 
threshold behavior on the extracellular potential field of a nerve cell may reveal 
other waveforms. 
Since neither the exact recording site, nor the geometry and membrane pa-
rameters of the nerve cells involved in measurements, are sufficiently known to 
compare calculated and measured potential waveforms adequately, verification of 
the model is still a problem. However, even without detailed knowledge of these 
parameters, this study shows that extracellular potential waveforms of a nerve cell, 
at intermediate or small distances from the cell, are mainly determined by the part 
of the nerve cell that is closest to the point of observation, and that recorded po-
tential waveforms can be recognized as representing mainly the contribution of 
the dendrites, a branching point, the axon or the soma. On the other hand, the 
derived relationship between parts of a nerve cell and extracellular potential wave-
forms at field points close to the cell is not that simple that from a few recordings 
of extracellular potential waveforms the type of nerve cell involved can be derived. 
In calculating the extracellular potential field of a nerve cell, a model for the 
transmembrane potential model has been used, which assumes linear behavior of 
the dendritic membrane. A topic of possible further study could be the influ-
ence of nonlinear dendritic membrane behavior on the transmembrane potential 
and the extracellular potential field near the dendrites. A generai mathemati-
cal description of nonlinear dendritic membrane behavior might yield variations 
in the transmembrane potential at these active membrane sites, which result in 
additional extracellular potential waveforms of interest. 
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Chapter IX 
Samenvatting en discussie 
Het ligt in de lijn der verwachting dat het extracellulaire potentiaalveld van een 
enkele zenuwcel tot op zekere hoogte beïnvloed wordt door de morfologie van de cel. 
Het is onmogelijk gebleken om op basis van extracellulaire potentiaalgolfvormen, 
zoals verkregen d.m.v. electrofysiologische experimenten in de kikker, een afdoend 
antwoord te vinden op de vraag of extraccllulairc potentiaalgolfvormen gerelateerd 
zijn aan verschillende klassen van zenuwcellen, of dat deze golfvormen voornamelijk 
bepaald worden door dat deel van de zenuwcel dat het dichtst in de buurt van het 
punt van observatie ligt. Een één-op-één relatie tussen extracellulaire potentiaal 
golfvormen en de morfologie van een gehele zenuwcel, of een deel ervan, zou van 
groot belang zijn voor de analyse en interpretatie van neurale activiteit. 
Vanwege de complexiteit van de experimenten, benodigd om het bestaan en 
de aard van een dergelijk relatie te bestuderen, is een modelstudie van het ext-
racellulaire potentiaalveld van een enkele zenuwcel onmisbaar. Het nut van zo'n 
model blijft echter niet beperkt tot de studie van een dergelijke relatie tussen po-
tentiaalgolfvormen en celmorfologie, maar strekt zich ook uit tot de mogelijkheid 
om meer in het algemeen de invloed van verschillende belangrijke parameters op 
het extracellulaire potentiaalveld van een zenuwcel te bestuderen. Een dergelijk 
model dient, wil het bruikbaar zijn, in de eerste geschikt zijn om zenuwcellen met 
zowel actief als passief membraan te modelleren. Daarnaast is het wenselijk dat 
de hoeveelheid benodigde computer tijd en geheugen enigzins binnen de perken 
blijft. 
In dit proefschrift is een model gepresenteerd voor de transmembraanpotentiaal 
en het extracellulaire potentiaalveld van een enkele zenuwcel met bekende mor-
fologie. Daarbij is voor de benadering gekozen het extracellulaire potentiaalveld 
van een enkele zenuwcel met bekende morfologie in twee stappen te berekenen. In 
de eerste fase wordt de transmembraanpotentiaal van de zenuwcel berekend. In 
de tweede fase wordt het extracellulaire potentiaalveld berekend door de trans-
membraan stroomdichtheid, afgeleid van de transmembraanpotentiaal, als een set 
gekoppelde lijnbron-dichtheden in een homogenene isotrope volumegeleider te ge-
bruiken. 
Tot nu toe zijn van de in literatuur beschikbare modellen alleen de comparti-
menten modellen in staat actief membraangedrag te beschrijven. Een nadeel van 
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deze compartimenten modellen is echter dat het aantal compartimenten, benodigd 
om de transmembraanpotentiaal van een zenuwcel te berekenen, evenredig is met 
de complexiteit van het vertakkingspatroon van de dendrieten. Zulk soort model-
len voor de transmembraanpotentiaal vergen voor complexe zenuwcellen dan ook 
nogal wat geheugenruimte. 
Het model voor de transmembraanpotentiaal, zoals geïntroduceerd in hoofd-
stuk V, is een kabel model waarmee de transmembraanpotentiaal van een zenuwcel 
met passieve dendrieten en soma en een actief axon kan worden bepaald. In dit 
opzicht is het dus vergelijkbaar met compartimenten modellen. Wat betreft de ma-
nier waarop deze transmembraanpotentiaal wordt berekend, combineert het hier 
gepresenteerde model eigenschappen van equivalente cylinder modellen, continue 
kabel modellen, alsmede compartimenten modellen. Bij de overgang van actief 
naar passief celmembraan, d.w.z. bij de overgang van soma naar axon, is een rela-
tie afgeleid tussen de transmembraanpotentiaal van het soma en de axiale stroom 
die vanuit het soma het axon in stroomt. In dit opzicht lijkt dit model op de con-
tinue kabel modellen. Deze relatie tussen potentiaal en axiale stroom is gebruikt 
als randvoorwaarde voor de differentiaalvergelijkingen van Hodgkin en Huxley, 
die de transmembraanpotentiaal beschrijven langs het axon en die opgelost wor-
den met een Crank-Nicolson eindige differentie methode. Deze oplosmethode voor 
de transmembraanpotentiaal van het axon lijkt op die voor de compartimenten 
modellen. Deze eindige differentie methode levert ale resultaat de transmembr-
aanpotentiaal van zowel het axon als het soma. De transmembraanpotentiaal in 
de dendrietbomen wordt analytisch bepaald, waarbij is aangenomen dat de vertak-
kingsstructuur van de dendrietbomen aan de equivalente cylinder conditie voldoet. 
Met behulp van de numeriek berekende transmembraanpotentiaal van het soma 
wordt de transmembraanpotentiaal in de dendrietbomen bepaald m.b.v. de me-
thode van separatie van variabelen en d.m.v. superpositie, een benadering verwant 
aan de equivalente cylinder modellen. 
Deze equivalente cylinder conditie voor de vertakkingen van de dendrieten ga-
randeert een simpele analytische oplossing voor de transmembraanpotentiaal op 
de dendrieten. Het voordeel hiervan is dat de benodigde hoeveelheid computer 
rekentijd en geheugen minder gevoelig is voor de complexiteit van de vertakkingen 
van de dendrietbomen dan dat het geval is voor compartimenten modellen. Het 
is gebleken dat de aanname betreffende de equivalente cylinder conditie slechts 
van geringe invloed is op het extracellulaire potentiaalveld gegenereerd door een 
zenuwcel. 
De benadering om de passieve delen van een zenuwcel weer te geven in de 
vorm van een randvoorwaarde voor een numerieke methode om de transmembraan-
potentiaal langs het active axon te berekenen, kan in principe ook gebruikt worden 
om de transmembraanpotentiaal van een zenuwcel met willekeurig vertakkende 
dendrieten te modelleren. In dat geval kan het opstellen van zo'n randvoorwaarde 
echter, net als voor continue kabel modellen, zodanig gecompliceerd worden dat 
compartimenten modellen de voorkeur genieten. 
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Het gepresenteerde model is, net als andere beschikbare modellen voor de trans-
membraanpotentiaal van een (deel van een) zenuwcel, een lineair kabel model. Bij 
het berekenen van de transmembraanpotentiaal van een zenuwcel met een line-
air kabel model worden de intra- en extracellulaire media van de cel gerepresen-
teerd door parallelle axiale weerstanden, gekoppeld door shunt elementen die de 
membraaneigenschappen weergeven. Dit betekent dat volumegeleidingsaspecten 
gewoonlijk worden verwaarloosd bij het berekenen van de transmembraanpoten-
tiaal. Dat een dergelijke benadering is toegestaan is echter niet vanzelfsprekend. 
In hoofdstuk III is dit aspect nader bestudeerd. De intra- en extracellulaire me-
dia van een zenuwvezel of spiervezel in een onbegrensd homogeneen medium blij-
ken inderdaad te functioneren als parallelle intra- en extracellulaire weerstanden, 
waarvan de waarde echter een functie is van de spatiele (axiale) frequentie van de 
transmembraan stroomdichtheid. Het precieze verband tussen deze weerstanden 
en de spatiele frequentie is afgeleid. Er is aangetoond dat, voor het simuleren 
van de transmembraanpotentiaal of transmembraan stroomdicht hei d van axonen 
van zenuwcellen of van spiervezels in een onbegrensd homogeneen isotroop me-
dium, het intra- en extracellulaire medium van een vezel gemodelleerd kunnen 
worden met een constante intracellulaire weerstand en verwaarloosbare extracellu-
laire weerstand, mits het bereik van de spatiele frequenties van de transmembraan 
stroomdichtheid niet te groot is. Dit geeft aan dat de gekozen benadering, om het 
extracellulaire potentiaalveld te berekenen in twee stappen, gerechtvaardigd is. 
Zowel zenuwvezels als spiervezels hebben een eindige lengte. Dit aspect heeft 
tot nu toe weinig aandacht gekregen in lineaire kabel modellen voor de transmem-
braanpotentiaal. Om een eindige vezellengte te modelleren op het niveau van de 
transmembraanpotentiaal, is een algemenere versie van de differentiaalvergelijkin-
gen van Hodgkin en Huxley geformuleerd (hoofdstuk IV). In deze gegeneralizeerde 
Hodgkin-Huxley vergelijkingen zijn een aantal parameters van het model beschre-
ven als functies van de axiale variabele, in plaats van als constantes. Dit biedt 
de mogelijkheid om op adekwate wijze het effect te simuleren op de transmem-
braanpotentiaal van verschillende axiale variaties in de modelparameters. Een 
dergelijke formulering met variabele parameters is niet alleen van kracht voor ze-
nuwvezels maar kan eveneeens toegepast worden op modellen voor, al dan niet 
gezonde, spiervezels en Purkinje-vezels van het hart. In deze studie zijn deze ge-
generalizeerde Hodgkin-Huxley vergelijkingen gebruikt om verschillende mogelijke 
veranderingen in de vezelparameters bij het vezeluiteinde te modelleren. Voor ver-
anderingen in specifieke parameters is de transmembraanpotentiaal en, met behulp 
van de transmembraan stroomdichtheid, het corresponderende extracellulaire po-
tentiaalveld berekend. Vergelijking van deze extraceUulaire potentiaalvelden voor 
de verschillende veranderingen met gemeten extracellulaire potentiaalgolfvormen 
van menselijk spiervezels laat zien dat de extracellulaire potentiaalgolfvormen goed 
gemodelleerd kunnen worden door een daling van de vezel diameter, maar even-
eens door een daling van de intracellulaire geleidbaarheid. Zowel om fysiologische 
als computationele redenen gaat de voorkeur uit naar het model met de dalende 
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diameter. Dit is dan ook de wijze waarop in het model voor de transmembraan-
potentiaal van een totale zenuwcel de eindige vezellengte is gemodelleerd. 
Met dit model voor de transmembraanpotentiaal van een vezel van eindige 
lengte worden op grote afstand van het vezeluiteinde extracellulaire potentiaal-
golfvormen met constante latentie gegenereerd. Een equivalente bronbeschrijving 
voor deze constante latentie potentiaalgolfvormen is afgeleid. Het blijkt dat deze 
constante latentie potentialen goed beschreven kunnen worden m.b.v. een dipool, 
geplaatst aan het uiteinde van de vezel en gericht langs de vezelas. De dipool-
sterkte is evenredig aan de transmembraanpotentiaal aan het vezeleinde, en is 
omgekeerd evenredig aan de intracellulaire resistiviteit. 
In tegenstelling tot het extracellulaire pot enti aal veld van een gehele zenuwcel, 
is het potentiaalveld van een enkele cylindrische vezel uitgebreid gemodelleeerd. 
Een veel gebruikte aanpak daarbij is het weergeven van de transmembraan stroom-
dichtheid als een lijnbron in een volumegeleider. Tot nu toe is deze benadering nog 
niet gebruikt om het potentiaalveld van een complete zenuwcel met vertakkende 
dendrieten te modelleren. In hoofdstuk VII is een dergelijk model om het extra-
cellulaire potentiaalveld van een gehele zenuwcel te berekenen geïntroduceerd. Dit 
model gaat uit van een reeds berekende transmembraanpotentiaal. De transmem-
braan stroomdichtheid, afgeleid uit deze transmembraanpotentiaal, is gebruikt als 
een set van gekoppelde lijnbronnen in een onbegrensde, homogenene, isotrope vo-
lumegeleider. Het model is gebruikt om de invloed van de cel geometrie op het 
extracellulaire potentiaalveld van de cel te bestuderen. 
Het blijkt dat het extracellulaire potentiaalveld van een zenuwcel, zoals bere-
kend met dit model, op grote afstand van de lijnbronnen voornamelijk gelijk is aan 
de som van een aantal dipoolvelden. Deze dipolen bevinden zich op de plaats van 
het soma, op de vertakkingspunten van de dendrieten en op de eindpunten van 
de dendrieten en het axon. De sterkte van de verschillende dipolen is evenredig 
met de transmembraanpotentiaal op de corresponderende punten en daarnaast af-
hankelijk van de intracellulaire conductiviteit, de straal en de drie-dimensionale 
oriëntatie van de verschillende takken. Het tijdstip waarop deze dipoolvelden zich 
voordoen, alsmede het teken en de amphtude van de berekende extracellulaire 
potentiaalgolfvormen op specifieke punten, is dus sterk afhankelijk van de exacte 
drie-dimensionale geometrie van de zenuwcel, de plaats van stimulus input, de 
membraanmorfolgie en de afmetingen van de verschillende celonderdelen. 
Tussen zenuwcellen van verschillende morfologie treden aanzienlijke verschil-
len op in de berekende extracellulaire potentiaalgolfvormen op punten op grote 
afstand van de zenuwcel. Deze verschillen zijn te verklaren uit verschillen in ori-
ëntatie van bovengenoemde dipolen. Door deze verschillen in oriëntatie van de 
dipolen blijkt het mogelijk om in beperkte mate, d.m.v. de potentiaalgolfvormen 
op punten op grote afstand van de cel, de morfolgie van een zenuwcel te klassi-
ficeren. Dit is echter niet mogelijk op basis van potentiaalgolfvormen op punten 
op kleinere afstand van de cel. De berekende extracellulaire potentiaalgolfvormen 
voor verschillende celgeometrieën laten zien dat, op kleinere afstand van een cel, de 
Samenvatting en discussie 125 
extracellulaire potentiaalgolfvormen niet zo zeer gerelateerd zijn aan een bepaalde 
morfologische klasse van zenuwcellen, maar voornamelijk bepaald zijn door dat 
deel van de zenuwcel dat het dichtst in de buurt van het punt van observatie ligt. 
De relatie tussen verschillende delen van een zenuwcel en verschillende extracel-
lulaire potentiaalgolfvormen is afgeleid uit het berekende extracellulaire potenti-
aalveld op punten dicht bij de verschillende delen van een zenuwcel. De potentiaal-
golfvorm op extracellulaire punten dicht bij de dendrieten, maar op relatief grote 
afstand van de andere delen van de cel, blijkt bifasisch positief-negatief. Dit komt 
overeen met golfvormen zoals gemeten door Getchell [1]. De extracellulaire poten-
tiaalgolfvorm dicht bij het axon, maar ver van het soma en de dendrieten, wordt 
bepaald door de exacte golfvorm van de transmembraan actiepotentiaal langs het 
axon. Deze extracellulaire golfvorm is trifasisch positief-negatief-positief. De be-
rekende potentiaalgolfvormen bij het axon komen overeen met golfvormen zoals 
gemeten door Getchell. De berekende extracellulaire potentiaalgolfvormen dicht 
bij de vertakkingspunten van de dendrieten zijn bifasische negatief-positief. Get-
chell schreef een dergelijke gemeten negatief-positieve potentiaalgolfvorm toe aan 
het soma. Bij de betreffende experimenten was de bepaling van de celmorfologie 
en de plaats van meting echter niet dermate gedetailleerd dat het uitgesloten kan 
worden dat deze golfvormen bij een vertakkingspunt zijn gemeten. De extracel-
lulaire potentiaalgolfvormen, zoals verkregen met het hier gepresenteerde model, 
voor punten dicht bij het soma was trifasisch positief-negatief-positief, met een 
grote negatieve component. De amplitudes van de verschillende fases van de ge-
vonden golfvormen op een specifiek punt blijken te variëren in overgangen van het 
ene type golfvorm naar het andere type. Deze amplitudes zijn bepaald door de 
relatieve afstand van een punt tot de verschillende delen van de zenuwcel, d.w.z. 
door de exacte celgeometrie. Voor speciale geometrieën, waarbij men extracel-
lulaire punten kan vinden die zowel op korte afstand van het axon als op korte 
afstand van een dendriettak liggen, en ver van het soma, zijn polyfasische golfvor-
men gevonden. Verdere studie van de invloed van de diameter van het axon en 
de verschillende dendriettakken, de membraanparameters en het drempelwaarde-
gedrag van de transmembraanpotentiaal op het extracellulaire potentiaalveld van 
een zenuwcel zouden nog andere golfvormen kunnen opleveren. 
Daar bij metingen van potentiaalgolfvormen noch de exacte plaats van de me-
tingen noch de geometrie en membraanparameters van de betrokken zenuwcellen 
voldoende bekend zijn om een een intensieve vergelijking van berekende en geme-
ten potentiaalgolfvormen mogelijk te maken, blijft verificatie van het hier gepre-
senteerde model vooralsnog problematisch. Desalniettemin laat deze studie zien 
dat ook zonder gedetailleerde kennis van deze parameters de extracellulaire po-
tentiaalgolfvormen van een zenuwcel op middelgrote en kleine afstand van de cel 
voornamelijk bepaald worden door dat deel van de zenuwcel dat het dichtst in de 
buurt van het punt van observatie ligt, en dat gemeten potentiaalgolfvormen her-
kend kunnen worden als representerende voornamelijk de bijdrage van dendrieten, 
een vertakkingspunt, het axon of het soma. De relatie, zoals afgeleid, tussen delen 
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van een zenuwcel en extracellulaire potentiaalgolfvormen op punten dicht bij de 
cel is echter niet dermate simpel dat op basis van enkele gemeten extracellulaire 
potentiaalgolfvormen het type zenuwcel kan worden bepaald. 
Bij het berekenen van het extracellulaire potentiaalveld van een zenuwcel is 
een model voor de transmembraanpotentiaal gebruikt dat gebaseerd is op de aan-
name dat het membraan op de dendrieten passief is. Een interessant onderwerp 
van verdere studie zal dan ook zijn de invloed van niet-lineair membraan op de 
dendrieten op de transmembraanpotentiaal en het extracellulaire potentiaalveld 
in de buurt van de dendrieten. Een algemeen geldige mathematische beschrijving 
voor de transmembraanpotentiaal bij niet-lineair membraan op de dendrieten zal 
dan wellicht nog variaties in de transmembraanpotentiaal op deze plaatsen aan 
het licht kunnen brengen die resulteren in extracellulaire potentiaalgolfvormen die 
afwijken van de reeds gevonden golfvormen. 
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