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Abstract
Let G(n, d) be the random d-regular graph on n vertices. For any integer k exceeding a certain constant k0 we
identify a number dk−col such that G(n, d) is k-colorable w.h.p. if d < dk−col and non-k-colorable w.h.p. if
d > dk−col.
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1 Introduction
Let G(n, d) be the random d-regular graph on the vertex set V = {1, . . . , n}. Unless specified otherwise, we
let d and k ≥ 3 be n-independent integers. In addition, we let GER(n,m) denote the uniformly random graph
on V with precisely m edges (the “Erdo˝s-Re´nyi model”). We say that a property E holds with high probability
(‘w.h.p.’) if limn→∞ P [E ] = 1.
1.1 Results
Determining the chromatic number of random graphs is one of the longest-standing challenges in probabilistic
combinatorics. For the Erdo˝s-Re´nyi model, the single most intensely studied model in the random graphs liter-
ature, the question dates back to the seminal 1960 that started the theory of random graphs [28].1 Apart from
GER(n,m), the model that has received the most attention certainly is the random regular graph G(n, d). In the
present paper, we provide an almost complete solution to the chromatic number problem on G(n, d), at least in
the case that d remains fixed as n→∞ (which we regard as the most interesting regime).
The strongest previous result on the chromatic number of G(n, d) is due to Kemkes, Pe´rez-Gime´nez and
Wormald [36]. They proved that w.h.p. for k ≥ 3
χ(G(n, d)) = k if d ∈ ((2k − 3) ln(k − 1), (2k − 2) ln(k − 1)), and (1.1)
χ(G(n, d)) ∈ {k, k + 1} if d ∈ [(2k − 2) ln(k − 1), (2k − 1) ln k]. (1.2)
This result yields the chromatic number precisely for the about ln k integers d in the interval specified in (1.1),
and up to ±1 for the about ln k integers in the subsequent interval (1.2). Thus, (1.1)–(1.2) determine χ(G(n, d))
exactly for “about half” of all degrees d. The main result of the present paper is
Theorem 1.1 There is a sequence (εk)k≥3 with limk→∞ εk = 0 such that the following is true.
1. If d ≤ (2k − 1) ln k − 2 ln 2− εk, then G(n, d) is k-colorable w.h.p.
2. If d ≥ (2k − 1) ln k − 1 + εk, then G(n, d) fails to be k-colorable w.h.p.
(We have not attempted to explicitly extract or even optimize the explicit error term εk.)
Theorem 1.1 implies the following “threshold result”.
∗The research leading to these results has received funding from the European Research Council under the European Union’s Seventh
Framework Programme (FP/2007-2013) / ERC Grant Agreement n. 278857–PTCC.
1The chromatic number problems on GER(n,m) and on the binomial random graph (where each pair of vertices is connected with
probability p = m/
(
n
2
)
independently) turn out to be equivalent [34, Chapter 1].
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Corollary 1.2 There is a constant k0 > 0 such that for any integer k ≥ k0 there exists a number dk−col with the
following two properties.
• If d < dk−col, then G(n, d) is k-colorable w.h.p.
• If d > dk−col, then G(n, d) fails to be k-colorable w.h.p.
To obtain Corollary 1.2, let εk as in Theorem 1.1 and consider the interval
Ik = ((2k − 1) lnk − 2 ln 2− εk, (2k − 1) lnk − 1 + εk).
Then Ik has length 2 ln 2− 1+ 2εk ≈ 0.386+ 2εk. Since εk → 0, for sufficiently large k the interval Ik contains
at most one integer. If it does, let dk−col be equal to this integer. Otherwise, pick dk−col to be any number in Ik .
Phrased differently, Theorem 1.1 allows us to pin down the chromatic number χ(G(n, d)) exactly for “almost
all” d.
Corollary 1.3 There exist numbers k0, d0 > 0, a sequence (dk−col)k≥k0 and a function F : Z≥0 → Z≥0 with
the following properties.
i. We have d(k+1)−col − dk−col > 2 lnk for all k ≥ k0.
ii. For all d ≥ d0 such that d 6∈ {dk−col : k ≥ k0} we have χ(G(n, d)) = F(d) w.h.p.
To obtain Corollary 1.3, let (dk−col)k≥k0 be the sequence from Corollary 1.2 and define F(d) to be the largest
integer k such that d < dk−col. Then Corollary 1.2 directly implies ii., and i. follows from elementary calculations.
1.2 Coloring random graphs: techniques and outline
The best current results on coloring GER(n,m) as well as the best prior result on χ(G(n, d)) are obtained via the
second moment method [7, 22, 36]. So are the present results. Generally, suppose that Z ≥ 0 is a random variable
such that Z(G) > 0 only if G is k-colorable. If there is a number C = C(k, d) > 0 such that
0 < E
[
Z2
] ≤ C · E [Z]2 , (1.3)
then the Paley-Zygmund inequality
P [Z > 0] ≥ E [Z]
2
E [Z2]
(1.4)
implies that there exists a k-coloring with probability at least 1/C > 0.
What random variable Z might be suitable? The obvious choice seems to be the total number Zk−col of
k-colorings. However, the calculations simplify substantially by working with the number Zk,bal of balanced k-
colorings, in which all of the k color classes are the same size (let us assume for now that k divides n). Indeed, the
core of the paper by Achlioptas and Naor [7] is to establish the second moment bound (1.3) forZk,bal(GER(n,m))
under the assumption that d = 2m/n ≤ (2k−2) ln k−2+ok(1), with ok(1) a term that tends to 0 as k gets large.
Achlioptas and Naor rephrase this problem as a non-convex optimization problem over the Birkhoff polytope, i.e.,
the set of doubly-stochastic k×k matrices, and establish (1.3) by solving a relaxation of this problem. Thus, (1.4)
implies that GER(n,m) is k-colorable with a non-vanishing probability if d ≤ (2k − 2) lnk − 2 + ok(1). This
probability can be boosted to 1 − o(1) by means of the sharp threshold result of Achlioptas and Friedgut [1]. In
addition, a simple first moment argument shows that GER(n,m) is non-k-colorable w.h.p. if d > 2k ln k − 1.
Achlioptas and Moore [5] suggested to use the same random variable Zk,bal on G(n, d). They realised that
the solution to the (relaxed) optimization problem over the Birkhoff polytope from [7] can be used as a “black
box” to show that Zk,bal(G(n, d)) satisfies (1.3) for some constant C > 0. Hence, (1.4) implies that G(n, d) is
k-colorable with a non-vanishing probability if d ≤ (2k − 2) ln k − 2 + ok(1). But unfortunately, in the case of
random regular graphs there is no sharp threshold result to boost this probability to 1 − o(1). To get around this
issue, Achlioptas and Moore instead adapt concentration arguments from [42, 51] to the random regular graph
G(n, d). However, these arguments inevitably one extra “joker” color. Hence, Achlioptas and Moore obtain that
χ(G(n, d)) ≤ k + 1 w.h.p. for d ≤ (2k − 2) lnk − 2 + ok(1).
The contribution of Kemkes, Pe´rez-Gime´nez and Wormald [36] is to remove the need for this additional color.
This enables them to establish (1.1)–(1.2), thus matching the result established in [7] for the Erdo˝s-Re´nyi model
GER(n,m). Instead of employing “abstract” concentration arguments, Kemkes, Pe´rez-Gime´nez and Wormald use
the small subgraph conditioning technique from Robinson and Wormald [48]. Roughly speaking, they observe
that the constant C that creeps into the second moment bound (1.3) results from the presence of short cycles in
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the random regular graph. More precisely, in G(n, d) any bounded-depth neighborhood of a fixed vertex v is just
a d-regular tree w.h.p. However, in the entire graph G(n, d) there will likely be a few cycles of bounded length.
In fact, it is well-known that for any length j the number of short cycles is asymptotically a Poisson variable with
mean (d − 1)j/(2j). As shown in [36], accounting carefully for the impact of short cycles allows to boost the
probability of k-colorability to 1− o(1) without spending an extra color.
Recently, Coja-Oghlan and Vilenchik [22] improved the result from [7] on the chromatic number ofGER(n,m).
More precisely, they proved that GER(n,m) is k-colorable w.h.p. if
d = 2m/n ≤ (2k − 1) ln k − 2 ln 2− ok(1), (1.5)
gaining about an additive ln k. This improvement is obtained by considering a different random variable, namely
the number Zk,good of “good” k-colorings. The definition of this random variable draws on intuition from non-
rigorous statistical mechanics work on random graph coloring [39, 52]. Crucially, the concept of good colorings
facilitates the computation of the second moment. The result is that the bound (1.3) holds forZk,good(GER(n,m))
for d as in (1.5). Hence, (1.4) shows that GER(n,m) is k-colorable with a non-vanishing probability for such d,
and the sharp threshold result [1] boosts this probability to 1− o(1).
Theorem 1.1 provides a result matching [22] for G(n, d). Following [36], we combine the second moment
bound from [22] (which we can use largely as a “black box”) with small subgraph conditioning. Indeed, for
the small subgraph conditioning argument we can use some of the computations performed in [36] directly. In
the course of this, we observe a fairly simple, abstract link between partitioning problems on G(n, d) and on
GER(n,m) that seems to have gone unnoticed in previous work (see Section 2.3). Due to this observation,
relatively little new work is required to put the second moment argument together. In effect, the main work in
establishing the first part of Theorem 1.1 consists in computing the first moment of the number of good k-colorings
in G(n, d), a task that turns out to be technically quite non-trivial.
The previous lower bounds on the chromatic number ofG(n, d) were based on simple first moment arguments
over the number of k-colorings. The bound that can be obtained in this way, attributed to Molloy and Reed [46],
is that G(n, d) is non-k-colorable w.h.p. if d > (2k − 1) ln k. By contrast, the second assertion in Theorem 1.1
marks a strict improvement over this naive first moment bound. The proof is via an adaptation of techniques
developed in [18] for the random k-NAESAT problem. Extending this argument to the chromatic number problem
onG(n, d) this requires substantial of technical work. A matching improved lower bound on the chromatic number
of GER(n,m) was recently obtained via a different argument [17].
After a discussion of further related work and some background and preliminaries in Section 2, we adapt the
concept of good k-colorings from [22] to G(n, d) in Section 3. In Section 4 we compute the first moment of the
number of good colorings, thus accomplishing the main technical task in proving the first part of Theorem 1.1.
Then, in Section 5 we compute the second moment. Finally, in Sections 6 and 7 we prove the second part of
Theorem 1.1, i.e., the lower bound on χ(G(n, d)).
1.3 Further related work
The chromatic number problem on GER(n,m) has attracted a big deal of attention. A straight first moment
argument yields a lower bound on χ(GER(n,m)) that is within a factor two of the number of colors that a simple
greedy coloring algorithm needs [3, 33]. Closing this gap was a long-standing challenge until Bolloba´s [13]
managed to determine the asymptotic value of the chromatic number in the “dense” case d = 2m/n≫ n2/3. His
work improved Matula’s result [43] published only shortly before. Subsequently, Łuczak [41] built upon Matula’s
argument [43] to determine χ(GER(n,m)) within a factor of 1 + o(1) in the entire regime d≫ 1.
In the case that d remains bounded as n → ∞, Łuczak’s result [41] only yields χ(GER(n,m)) up to a
multiplicative 1 ± εd, where εd → 0 slowly in the limit of large d. The aforementioned result of Achlioptas and
Naor [7] marked a significant improvement by computing χ(GER(n,m)) for d fixed as n→∞ up to an additive
error of 1 for all d, and precisely for “about half” of all d. Coja-Oghlan, Panagiotou and Steger [20] combined the
techniques from [7] with concentration arguments from Alon and Krivelevich [9] to obtain improved bounds on
χ(GER(n,m)) in the case d≪ n1/4.
With respect to random regular graphs G(n, d), Frieze and Łuczak [29] proved a result akin to Łuczak’s [41]
for d≪ n1/3. In fact, Cooper, Frieze, Reed and Riordan [23] extended this result to the regime d ≤ n1−ε for any
fixed ε > 0, and Krivelevich, Sudakov, Vu and Wormald [38] further still to d ≤ 0.9n. For d fixed as n→∞, the
bounds from [29] were improved by the aforementioned contributions [5, 36].
In addition, several papers deal with the k-colorability of random regular graphs for k = 3, 4. This problem
is not solved completely by [36] (nor by the present work). Achlioptas and Moore [4] and Shi and Wormald [49]
proved that χ(G(n, 4)) = 3 w.h.p., while Shi and Wormald [50] showed that χ(G(n, 6)) = 4 w.h.p. More-
over, Diaz, Kaporis, Kemkes, Kirousis, Pe´rez and Wormald [25] proved that if a certain four-dimensional opti-
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mization problem (which mirrors a second moment calculation) attains its maximum at a particular point, then
χ(G(n, 5)) = 3 w.h.p. Thus, determining χ(G(n, 5)) remains an open problem.
Precise conjectures as to the chromatic number of both GER(n,m) and G(n, d) have been put forward on
the basis of sophisticated but non-rigorous physics considerations [16, 40, 45, 47, 52]. These conjectures result
from the application of generic (non-rigorous) methods, namely the replica method and the cavity method [44].
Theorem 1.1 largely confirms the physics conjecture on χ(G(n, d)) in the case of sufficiently large d. More
precisely, in physics terms the upper bound on χ(G(n, d)) provided by the first part of Theorem 1.1 corresponds
to the “replica symmetric ansatz”, while the upper bound (asymptotically) matches the prediction of the “1-step
replica symmetry breaking ansatz”. Indeed, the concept of “good” colorings, which is the basis of [22] as well as
the current work, is directly inspired by physics ideas.
2 Preliminaries
In this section we collect a few elementary definitions and facts that will be refered to repeatedly throughout the
paper.
2.1 Basics
Since Theorem 1.1 is a “with high probability” statement, we are generally going to assume that the number n
of vertices is sufficiently large. Furthermore, Theorem 1.1 is an asymptotic statement in terms of k due to the
presence of the εk “error term”. Therefore, we are going to assume implicitly throughout that k ≥ k0 for a
sufficiently large constant k0 > 0.
We are going to use asymptotic notation with respect to both n and k. More precisely, we use O(·),Ω(·), etc.
to denote asymptotics with respect to n. For instance, f(n) = O(g(n)) means that there exists a number C > 0
such that for n > C we have |f(n)| ≤ C|g(n)|. This number C may or may not depend on k, the number of
colors. By contrast, we denote asymptotics with respect to k by the symbols Ok(·),Ωk(·), etc.; these asymptotics
are understood to hold uniformly in n. Thus, f(k) = Ok(g(k)) means that there is a number C > 0 that is
independent of both n and k such that for k > C we have |f(k)| ≤ C|g(k)|. Furthermore, we use the notation
f(k) = O˜k(g(k)) to indicate that for some C > 0 independent of n and k and for k > C we have
|f(k)| ≤ |g(k)| · lnC k.
If ξ = (ξ1, . . . , ξl) is a vector and 1 ≤ p ≤ ∞, then ‖ξ‖p denotes the p-norm of ξ. For a matrix A =
(aij)i∈[M ],j∈[N ] we let ‖A‖p signify the p-norm of A viewed as the N ·M -dimensional vector (a11, . . . , aMN ).
We also need some basic facts from the theory of large deviations. LetX be a finite set and let µ, ν : X → [0, 1]
be two maps such that
∑
x∈X µ(x),
∑
x∈X ν(x) ≤ 1 and such that µ(x) = 0 if ν(x) = 0 for all x ∈ X . Let
H(µ) = −
∑
x∈X
µ(x) lnµ(x)
denote the entropy of µ. In addition, we denote the Kullback-Leibler divergence of µ, ν by
DKL (µ, ν) =
∑
x∈X
µ(x) ln
µ(x)
ν(x)
.
Throughout the paper, we use the convention that 0 ln 0 = 0, 0 ln(0/0) = 0. It is easy to compute the first two
differentials of the function µ 7→ DKL (µ, ν):
∂DKL (µ, ν)
∂µ(x)
= 1 + ln
µ(x)
ν(x)
, (2.1)
∂2DKL (µ, ν)
∂µ(x)2
= 1/µ(x),
∂2DKL (µ, ν)
∂µ(x)∂µ(x′)
= 0. (2.2)
Furthermore, we need the following well-known
Fact 2.1 Assume that µ, ν are probability distributions on X such that that µ(x) = 0 if ν(x) = 0.
1. We always have DKL (µ, ν) ≥ 0 while DKL (µ, ν) = 0 iff µ = ν.
2. The function µ 7→ DKL (µ, ν) is convex.
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3. There is a number ξ = ξ(ν) > 0 such that for any µ we have DKL (µ, ν) ≥ ξ
∑
x∈X (µ(x) − ν(x))2.
In the case thatX = {0, 1} has only two elements, a probability distribution µ onX can be encoded by a single
number, say, µ(1). It is well known that with this convention, we have the following large deviations principle for
the binomial distribution: for any p, q ∈ (0, 1),
1
n
ln P [Bin(n, q) = pn] = −DKL (p, q) + Θ
(
lnn
n
)
= p ln
q
p
+ (1− p) ln 1− q
1− p +Θ
(
lnn
n
)
. (2.3)
Additionally, we have the following Chernoff bound [34, p. 21].
Lemma 2.2 Let ϕ(x) = (1 + x) ln(1 + x) − x. Let X be a binomial random variable with mean µ > 0. Then
for any t > 0 we have
P [X > µ+ t] ≤ exp(−µ · ϕ(t/µ)), P [X < µ− t] ≤ exp(−µ · ϕ(−t/µ)).
In particular, for any t > 1 we have P [X > tµ] ≤ exp [−tµ ln(t/e)] .
For a real a and an integer j ≥ 0 let us denote by
(a)j =
j∏
i=1
(a− i+ 1)
the jth falling factorial of a. We need the following well-known result on convergence to the Poisson distribution
(e.g., [14, p. 26]).
Theorem 2.3 Let λ1, . . . , λl > 0. Suppose that X1(n), . . . , Xl(n) ≥ 0 are sequences of integer-valued random
variables such that for any family q1, . . . , ql of non-negative integers it is true that
E

 l∏
j=1
(Xj(n))qj

 ∼ l∏
j=1
λ
qj
j as n→∞.
Then for any q1, . . . , ql we have
P [X1(n) = q1, . . . , Xl(n) = ql] ∼
l∏
j=1
P [Po(λj) = qj ] . (2.4)
If (2.4) holds for any q1, . . . , ql, then X1(n), . . . , Xl(n) are asymptotically independent Po(λj) variables.
In many places throughout the paper we are going to encounter the hypergeometric distribution. The following
well-known relationship between the hypergeometric distribution and the binomial distribution will simplify many
estimates.
Lemma 2.4 For any integer d > 1 there exists a number C = C(d) > 0 such that the following is true. Let U be
a set of size u > 1. Choose a set S ⊂ U × [d] size |S| = s ≥ 1 uniformly at random and let ev = S ∩ ({v}× [d]).
Furthermore, let (bv)v∈U be a family of independent Bin(d, sdu ) variables. Then for any sequence (tv)v∈U of
non-negative integers such that
∑
v∈U tv = µ we have
P [∀v ∈ S : ev = tv] = P
[
∀v ∈ S : bv = tv
∣∣∣∣∑
v∈U
bv = s
]
≤ C√u · P [∀v ∈M : bv = tv] .
Finally, the following version of the chain rule will come in handy.
Lemma 2.5 Suppose that g : Ra → Rb and f : Rb → R are functions with two continuous second derivatives.
Then for any x0 ∈ Ra and with y0 = g(x0) we have for any i, j ∈ [a]
∂2f ◦ g
∂xi∂xj
∣∣∣∣
x0
=
b∑
k=1
∂f
∂yk
∣∣∣∣
y0
∂2gk
∂xi∂xj
∣∣∣∣
x0
+
b∑
k,l=1
∂2f
∂yk∂yl
∣∣∣∣
y0
∂gk
∂xi
∣∣∣∣
x0
∂gl
∂xj
∣∣∣∣
x0
.
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2.2 The configuration model
As our goal is to study random d-regular graphs on n vertices, we will always assume that dn is even. To get
a handle on the random regular graph G(n, d), we work with the configuration model [15]. More precisely, an
(n, d)-configuration is a map Γ : V × [d]→ V × [d] such that Γ ◦Γ = id. In other words, an (n, d)-configuration
is a perfect matching of the complete graph on V × [d]. Thus, the total number of (n, d)-configurations is equal to
(dn− 1)!! = (dn)!
2dn/2(dn/2)!
= Θ(
√
(dn)!/(dn)
1
4 ). (2.5)
We call the pairs (v, j), j ∈ [d] the clones of v.
Any (n, d)-configuration Γ induces a multi-graph with vertex set V by contracting the d clones of each v ∈ V
into a single vertex. Throughout, we are going to denote a uniformly random (n, d)-configuration by Γ. Further-
more, G(n, d) denotes the multi-graph obtained from Γ. The relationship between G(n, d) and the simple random
d-regular graph G(n, d) is as follows.
Lemma 2.6 ([15]) Let S(n, d) denote the event that G(n, d) is a simple graph. Then for any event event B we
have P [G(n, d) ∈ B] = P [G(n, d) ∈ B|S(n, d)] . Furthermore, there is an n-independent number εd > 0 such
that P [S(n, d)] ≥ εd.
Thus, if we want to show that some “bad” event B does not occur in G(n, d) w.h.p., then it suffices to prove that
this event does not occur in the random multi-graph G(n, d) w.h.p.
For two sets A,B ⊂ V of vertices we let
eG(n,d)(A,B) = |{(v, i) ∈ A× [d] : Γ(v, i) ∈ B × [d]}| = |{(w, j) ∈ B × [d] : Γ(w, j) ∈ A× [d]}|
denote the number of A-B-edges in G(n, d). If A = {v}, we use the shorthand eG(n,d)(v,B), which is nothing
but the number v-B edges. (Of course, as G(n, d) is a multi-graph, this is not necessarily the same as the number
of neighbors of v in B.) If A = B, we let
eG(n,d)(A) = eG(n,d)(A,A).
2.3 Partitions of random regular graphs
The graph coloring problem is basically just a particular kind of graph partitioning problem. Therefore, the
following (as we believe, elegant) estimate of the probability that the random regular graph admits a particular
partition will be quite useful; it seems to have gone unnoticed so far.
Let K ≥ 2 be an integer and let ρ = (ρi)i∈[K] be a probability distribution on [K]. Moreover, let µ =
(µij)i,j∈[K] be a probability distribution on [K]× [K] such that µij = µji for all i, j ∈ [K]. We say that (ρ, µ) is
(d, n)-admissible if ρin, µijdn are integers for all i, j ∈ [K] and if∑
j∈[K]
µij =
∑
j∈[K]
µji = ρi for all i ∈ [K].
In other words, ρ is the marginal distribution of µ (in both dimensions). Let ρ⊗ ρ denote the product distribution
(ρiρj)i,j∈[K] on [K]× [K].
Lemma 2.7 Let (ρ, µ) be (d, n)-admissible. Moreover, let V1, . . . , VK be a partition of the vertex set V such that
|Vi| = ρin for all i ∈ [K]. Then
1
n
ln P
[∀i, j ∈ [K] : eG(n,d)(Vi, Vj) = µijdn] = −d
2
DKL (µ, ρ⊗ ρ) +O(lnn/n). (2.6)
Before we prove Lemma 2.7, let us try to elucidate the statement a little. If we fix the partition V1, . . . , VK
and generate a random multi-graph G(n, d), then the expected number of edges between any two classes is just
E
[
eG(n,d)(Vi, Vj)
]
= ρiρjdn.
Thus, the “expected edge density” of the partition V1, . . . , VK is given by the product distribution ρ⊗ρ. The point
of Lemma 2.7 is that it provides an estimate of the probability that the fraction of edges that run between any two
partition classes Vi, Vj (or within one class if i = j) follows some other the distribution µ. Unless µ is very close
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to ρ⊗ ρ, the probability of this event is exponentially small, and Lemma 2.7 yields an accurate estimate in terms
of the Kullback-Leibler divergence of µ and the “expected” distribution ρ⊗ ρ.
Interestingly, a simple calculation shows that (2.6) holds true if we replace G(n, d) by the Erdo˝s-Re´nyi random
graph GER(n,m) (with m = dn/2). In other words, on a logarithmic scale the probability of observing a
particular edge distribution µ is the same in both models. This observation will be crucial for us to extend the
second moment calculation that was performed in [22] for GER(n,m) to the random regular graph G(n, d).
Proof of Lemma 2.7. Let E be the event that eG(n,d)(Vi, Vj) = µijdn for all i, j ∈ [K]. Let us call a map
σ : V × [d]→ [K] a µ-shading if for all i, j ∈ [K] we have
|{(v, l) ∈ Vi × [d] : σ(v, l) = j}| = µijdn.
Clearly, the total number of µ-shadings is just
Nµ =
K∏
i=1
(
ρidn
µi1dn, . . . , µiKdn
)
.
Any configuration Γ that induces a multi-graph G such that eG(n,d)(Vi, Vj) = µijdn for all i, j ∈ [K] induces
a µ-shading σΓ. Indeed, the shade of a clone (v, l) is just the index j ∈ [K] such that Γ(v, l) ∈ Vj × [d].
Conversely, for a given µ-shading σ, how many configurations Γ are there such that σ = σΓ? To obtain such a
configuration, we need to match the clones (v, l) ∈ Vi × [d] with σ(v, l) = j to the clones (v′, l′) ∈ Vj × [d] such
that σ(v′, l′) = i for all 1 ≤ i ≤ j ≤ K . Clearly, the total number of such matchings is
Mµ =
∏
1≤i<j≤K
(µijdn)! ·
K∏
i=1
(µiidn− 1)!!.
Hence,
P [E ] = NµMµ
(dn− 1)!! (2.7)
Using Stirling’s formula and (2.5), we find that
lnNµ = dn
K∑
i,j=1
µij ln(ρi/µij) +O(lnn),
ln
Mµ
(dn− 1)!! =
1
2
ln
∏K
i,j=1(µijdn)!
(dn)!
+O(lnn) = −1
2
ln
(
dn
(µijdn)i,j∈[K]
)
+O(lnn)
=
dn
2
K∑
i,j=1
µij lnµij +O(lnn).
Plugging these estimates into (2.7), we obtain
ln P [E ] = dn
2
K∑
i,j=1
µij
(
2 ln
ρi
µij
+ lnµij
)
+O(lnn) =
dn
2
K∑
i,j=1
µij ln
ρ2i
µij
+O(lnn)
=
dn
2
K∑
i,j=1
µij ln
ρiρj
µij
+O(lnn) [as µij = µji for all i, j ∈ [K]]
= −dn
2
DKL (µ, ρ⊗ ρ) +O(lnn),
as claimed. ✷
Corollary 2.8 Let (ρ, µ) be (d, n)-admissible and let Zµ denote the number of partitions V1, . . . , VK of V such
that
|Vi| = ρin for all i ∈ [K], and (2.8)
eG(n,d)(Vi, Vj) = µijdn for all i, j ∈ [K] . (2.9)
Then
1
n
ln E [Zµ] = H(ρ)− d
2
DKL (µ, ρ⊗ ρ) +O(lnn/n). (2.10)
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Proof. Lemma 2.7 provides the probability that for any fixed partitionV1, . . . , VK we have eG(n,d)(Vi, Vj) = µijdn
for all i, j ∈ [K]. Furthermore, by Stirling’s formula the total number of partitions V1, . . . , VK with |Vi| = ρin
for all i ∈ [K] is (
n
ρ1n, . . . , ρkn
)
= exp [H(ρ)n+O(lnn)] . (2.11)
Thus, the assertion follows from (2.6), (2.11) and the linearity of expectation. ✷
Finally, the expression (2.10) can be restated in a slightly more handy form if we assume that µii = 0 for all
i ∈ [K]. More precisely, we have
Corollary 2.9 Let (ρ, µ) be (d, n)-admissible such that µii = 0 for all i ∈ [K]. Let Zµ denote the number of
partitions V1, . . . , VK that satisfy (2.8) and (2.9). Moreover, let ρˆ = (ρij)i,j∈[K] be the probability distribution
defined by
ρˆij =
1i6=j · ρiρj
1− ‖ρ‖22
.
Then
1
n
ln E [Zµ] = H(ρ) +
d
2
ln(1− ‖ρ‖22)−
d
2
DKL (µ, ρˆ) +O(lnn/n). (2.12)
Proof. Corollary 2.8 yields
1
n
ln E[Zµ] = H(ρ)− d
2
K∑
i,j=1
µij ln
µij
ρiρj
+O
(
logn
n
)
.
Setting y = ‖ρ‖22 =
∑k
i=1 ρ
2
i , we get
1
n
ln E[Z] = H(ρ) +
d
2
ln(1 − y)− d
2
K∑
i,j=1
µij ln
(1 − y)µij
ρiρj
+O
(
logn
n
)
[as ∑Ki,j=1 µij = 1]
= H+ d
2
ln(1− y)− d
2
DKL(µ, ρˆ) +O
(
logn
n
)
, [as µii = 0 for all i ∈ [K]]
as claimed. ✷
For a given collection ρ of class sizes, Corollary 2.9 identifies the edge distribution µ for which E [Zµ] is
maximized subject to the condition that µii = 0 for all i. Indeed, the maximizer is just µ = ρˆ. This is because
DKL (µ, ρˆ) ≥ 0 for all µ, and DKL (µ, ρˆ) = 0 iff µ = ρˆ (by Fact 2.1). Furthermore, the term DKL (µ, ρˆ) captures
precisely just how “unlikely” it is to see some other edge distribution µ 6= ρˆ.
2.4 Small subgraph conditioning
To show that G(n, d) is k-colorable w.h.p. we are going to use the second moment method. This is facilitated by
the following statement, which is an immediate consequence of [35, Theorem 1] (which, in turn, generalizes [48]).
Theorem 2.10 Let d, k ≥ 3 and assume that k divides n and that dn is even. Let
λj =
(d− 1)j
2j
and δj = −(1− k)1−j (2.13)
and let Ξl be the number of cycles of length l in G(n, d) for l ≥ 1 (with 1-cycles being self-loops and 2-cycles
being multiple edges). Suppose that Y = Y (G(n, d)) ≥ 0 is a random variable with the following properties.
i. E [Y ] = exp(Ω(n)).
ii. For any sequence q1, . . . , ql of non-negative integers (that remains fixed as n→∞) we have
E

Y · l∏
j=1
(Ξj)qj

 ∼ E [Y ] · l∏
j=1
(λj(1 + δj))
qj .
iii. E
[
Y 2
] ≤ (1 + o(1))E [Y ]2 · exp [∑∞j=1 λjδ2j ] .
Then P [Y > 0|Ξ1 = 0] = 1− o(1).
The very same statement is also the basis of the second moment argument in [36]. The use of Theorem 2.10 is
referred to as small subgraph conditioning because verifying the assumptions of the theorem amounts to studying
the random variable Y given the number of short cycles in G(n, d).
8
3 Upper-bounding the chromatic number: outline
Throughout this section, we assume that k divides n and that
(2k − 2)k ln(k − 1) ≤ d ≤ (2k − 1) ln k − 2 ln 2− εk (3.1)
for a sequence εk that tends to 0 sufficiently slowly in the limit of large k.
In this section we introduce the random variable upon which the proof of the first part of Theorem 1.1 is based.
The first random variable that springs to mind certainly is the total number Zk−col of k-colorings. However,
the corresponding formulas for the first and the second moment turn out to be somewhat unwieldy. Therefore,
following [7, 36], we confine ourselves to colorings that have the following property.
Definition 3.1 A map σ : V → [k] is balanced if |σ−1(i)| = n/k for all i ∈ [k].
The number Zk,bal = Zk,bal(G(n, d)) of balanced k-colorings is the random variable used in [36]. Unfortu-
nately, it is not possible to base the proof of Theorem 1.1 on Zk,bal. Indeed, there exist infinitely many k such that
for d = ⌊(2k − 1) ln k − 2 ln 2⌋ we have
E
[
Z2k,bal
] ≥ exp(Ω(n))E [Zk,bal]2 .
Thus, Zk,bal does not satisfy the second moment condition (1.3).
To cope with this issue, we use a different random variable from [22]. Its definition is inspired by statistical
mechanics predictions on the geometry of the set of k-colorings of the random graph. According to these, for
d > (1 + ok(1))k ln k the set of k-colorings, viewed as a subset of [k]V , decomposes into an exponential number
of well-separated ‘clusters’.
To formalize this notion, let σ, τ : V → [k] be two balanced maps. Their overlap matrix is the k × k matrix
ρ(σ, τ) with entries
ρij(σ, τ) =
k
n
· |σ−1(i) ∩ τ−1(j)| (cf. [7]). (3.2)
This matrix ρ(σ, τ) is doubly-stochastic. Following [22], we define the cluster of a k-coloring σ of a graph G to
be the set
C(σ) = CG(σ) = {τ ∈ [k]n : τ is a balanced k-coloring of G and ρii(σ, τ) > 0.51 for all i ∈ [k]} . (3.3)
Thus, C(σ) consists of all balanced k-colorings τ that leave the color of at least 51% of the vertices in each color
class of σ unchanged. In addition, also following [22], we have
Definition 3.2 A balanced k-coloring σ is separable in G if for any other balanced k-coloring τ of G and any
i, j ∈ [k] such that ρij(σ, τ) > 0.51 we indeed have ρij(σ, τ) ≥ 1− κ, where κ = ln500 k/k = ok(1).
These definitions ensure that the clusters of two separable k-colorings σ, τ are either disjoint or identical. In
addition, we would like to formalize the notion that there are many disjoint clusters. To this end, we simply put an
explicit upper bound on the size of each cluster; this is going to entail that many clusters are necessary to exhaust
the entire set of k-colorings. We thus arrive at
Definition 3.3 ([22]) A balanced k-coloring σ of G(n, d) is good if it is separable and
|C(σ)| ≤ 1
n
E [Zk,bal] .
Let Zk,good = Zk,good(G(n, d)) be the number of good k-colorings. We need to estimate E [Zk,good]. The
first step is to compute the expected number of balanced k-colorings. Fortunately, we do not need to perform this
computation from scratch since it has already been performed in [36].
Proposition 3.4 ([36]) We have
E [Zk,bal] = Θ(n
−(k−1)/2) · kn(1− 1/k)dn/2.
Moreover, Zk,bal satisfies condition ii. in Theorem 2.10.
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In addition to the size of the color classes, we also need to control the edge densities between them. Let us call
a balanced k-coloring σ of G(n, d) skewed if
max
1≤i<j≤k
∣∣∣∣eG(n,d)(σ−1(i), σ−1(j))− dnk(k − 1)
∣∣∣∣ > √n lnn.
Corollary 3.5 Let Z ′k,bal be the number of skewed balanced k-colorings of G(n, d). Then
E
[
Z ′k,bal
] ≤ exp(−Ω(ln2 n)) · E [Zk,bal] .
Proof. The proof is based on Corollary 2.9. Let ρ = k−11 be the uniform distribution on [k]. Moreover, let
µ = (µij)i,j∈[k] be a probability distribution such that (ρ, µ) is an admissible pair, and such that µii = 0 for all
i ∈ [k]. As in Corollary 2.9, let Zµ be the number of balanced k-colorings σ such that the edge densities between
the color classes are given by µ, i.e.,
eG(n,d)(σ
−1(i), σ−1(j)) = µijdn for all i, j ∈ [k] .
Furthermore, let ρˆ = (ρij)i,j∈[k] be the probability distribution on [k] × [k] defined by ρij = 1i6=jk(k−1) . Then
Corollary 2.9 and Proposition 3.4 yield
1
n
ln E [Zµ] = ln k +
d
2
ln(1− 1/k)− d
2
DKL (µ, ρˆ) +O(lnn/n)
=
1
n
ln E [Zk,bal]− d
2
DKL (µ, ρˆ) + O(lnn/n). (3.4)
Furthermore, by Fact 2.1 there is an n-independent number ξ = ξ(k) > 0 such that
DKL (µ, ρˆ) ≥ ξ
k∑
i,j=1
(µij − ρˆij)2.
Hence, if µ is such that |dnµij−dnρij| > √n lnn for some pair (i, j) ∈ [k]× [k], thenDKL (µ, ρˆ) = Ω(ln2 n/n).
Therefore, (3.4) implies that
E [Zµ] ≤ exp(−Ω(ln2 n)) · E [Zk,bal] . (3.5)
To complete the proof, let M be the set of all µ such that (ρ, µ) is an admissible pair and such that |dnµij −
dnρij | > √n lnn for some (i, j) ∈ [k]× [k]. Because dnµij has to be an integer for all i, j ∈ [k], we can estimate
|M| ≤ (dn)k2 (with room to spare), i.e., |M| is bounded by a polynomial in n. Hence, (3.5) yields
E
[
Z ′k,bal
] ≤ ∑
µ∈M
E [Zµ] ≤ |M| exp(−Ω(ln2 n)) · E [Zk,bal] ≤ exp(−Ω(ln2 n)) · E [Zk,bal] ,
as desired. ✷
In Section 4 we use Corollary 3.5 to compare Zk,good and Zk,bal; the result is
Proposition 3.6 We have E [Zk,good] ∼ E [Zk,bal].
Combining Proposition 3.4 and 3.6, we obtain the following.
Corollary 3.7 The random variable Zk,good satisfies conditions i. and ii. in Theorem 2.10.
Proof. Condition i. follows directly from Propositions 3.4 and 3.6. Indeed, using the expansion ln(1 − x) =
−x− x2/2 +O(x3), we find that
1
n
ln E[Zk,good] ∼ 1
n
ln E[Zk,bal] [by Proposition 3.6]
∼ ln k + d
2
ln(1− 1/k) [by Proposition 3.4]
= ln k − d
2k
− d
4k2
+O(d/k2).
It is easily verified that the last expression is strictly positive if d ≤ (2k − 1) lnk − 2 ln 2.
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To establish condition ii., fix a sequence q1, . . . , ql of non-negative integers. Recall from Theorem 2.10 that
Ξj denotes the number of cycles of length j in G(n, d), with 1-cycles being self-loops and 2-cycles being multiple
edges. With δj , λj as in (2.13), we aim to show that
E

Zk,good · l∏
j=1
(Ξj)qj

 ∼ E [Zk,good] · l∏
j=1
(λj(1 + δj))
qj , (3.6)
There are two cases to consider.
Case 1: q1 > 0. If Ξ1 = q1 > 0, then Zk,good = 0 with certainty (because a self-loop is a monochromatic edge
under any coloring). Moreover, as δ1 = −1 we also have
∏l
j=1(λj(1 + δj))
qj = 0. Thus, (3.6) is trivially
satisfied in this case.
Case 2: q1 = 0. By Proposition 3.4, for any non-negative integers p2, . . . , pl we have
E

Zk,bal · l∏
j=2
(Ξj)pj

 ∼ E [Zk,bal] · l∏
j=2
(λj(1 + δj))
pj . (3.7)
For a balanced map σ : V → [k] and let Eσ be the event that σ is a k-coloring of G(n, d). Summing over all
balanced σ and using the linearity of expectation, we obtain
E

Zk,bal l∏
j=2
(Ξj)pj

 =∑
σ
E

 l∏
j=2
(Ξj)pj
∣∣∣∣Eσ

 · P [Eσ] . (3.8)
Pick and fix one balanced map σ0 : V → [k] and let E = Eσ0 for the sake of brevity. For symmetry reasons
(namely, because∏j(Ξj)pj is invariant under permutations of the vertices), we have
E

 l∏
j=2
(Ξj)pj
∣∣∣∣Eσ

 = E

 l∏
j=2
(Ξj)pj
∣∣∣∣E

 .
Thus, (3.8) gives
E

Zk,bal l∏
j=2
(Ξj)pj

 = E

 l∏
j=2
(Ξj)pj
∣∣∣∣E

 · E[Zk,bal].
Hence, (3.7) yields
E

 l∏
j=2
(Ξj)pj
∣∣∣∣E

 ∼ l∏
j=2
(λj(1 + δj))
pj .
Therefore, Theorem 2.3 implies that given E , (Ξ2, . . . ,Ξl) are asymptotically independent Po(λj(1 + δj))
variables. Consequently, because we keep q2, . . . , ql fixed as n→∞, we get
E

 l∏
j=2
Ξ
2qj
j
∣∣∣∣E

 ∼ l∏
j=2
E
[
Po(λj(1 + δj))
2qj
]
= O(1).
Thus, again by symmetry and the linearity of expectation,
E

Zk,bal l∏
j=2
Ξ
2qj
j

 = E [Zk,bal] · E

 l∏
j=2
Ξ
2qj
j
∣∣∣∣E

 = O(E [Zk,bal]). (3.9)
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Now, by Cauchy-Schwarz
E

(Zk,bal − Zk,good) l∏
j=2
(Ξj)qj

 ≤ E [Zk,bal − Zk,good] 12 · E

Zk,bal l∏
j=2
(Ξj)
2
qj


1
2
≤ E [Zk,bal − Zk,good]
1
2 · E

Zk,bal l∏
j=2
Ξ
2qj
j


1
2
(3.9)≤ E [Zk,bal − Zk,good]
1
2 · O(E [Zk,bal]) 12
= o(E [Zk,bal]) [by Proposition 3.6]. (3.10)
Finally, combining (3.7) and (3.10), we find
E

Zk,good l∏
j=2
(Ξj)qj

 = E

Zk,bal l∏
j=2
(Ξj)qj

+ o(E [Zk,bal]) ∼ E [Zk,bal] · l∏
j=2
(λj(1 + δj))
qj
∼ E [Zk,good] ·
l∏
j=2
(λj(1 + δj))
qj [by Proposition 3.6].
Thus, (3.6) holds in either case. ✷
After proving Proposition 3.6 in Section 4, we are going to carry out the second moment argument in Sec-
tion 5. This implies that the random variable Zk,good also satisfies condition iii. in Theorem 2.10. Finally, in
Section 5.4, we are going to apply Theorem 2.10 to complete the proof of the upper bound on χ(G(n, d)) claimed
in Theorem 1.1.
4 The expected number of good colorings
Throughout this section we assume that k ≥ k0 and n ≥ n0 are sufficiently big. We also continue to assume that
d satisfies (3.1).
4.1 Outline
The aim in this section is to prove Proposition 3.6. The proof is guided by the corresponding analysis for the
GER(n,m) model performed in [22]. Indeed, several of the formulas that we arrive at ultimately are quite similar
to the ones in [22]. However, arguing that these ideas/formulas carry over to the random regular graph turns out
to be a technically rather non-trivial task.
The proof is by way of a d-regular version of the “planted coloring” model. To define this model, fix a balanced
map σ : V → [k] and let Vi = σ−1(i). Moreover, let µ = (µij)i,j=1,...,k probability distribution on [k]× [k] such
that µijdn is integral for all i, j satisfying
µii = 0 for all i ∈ [k] and µij = µji = 1
k(k − 1) +O(n
−1/3) for all 1 ≤ i < j ≤ k. (4.1)
We let Γσ,µ denote a configuration chosen uniformly at random subject to the condition that
|{(v, l) ∈ Vi × [d] : Γ(v, l) ∈ Vj × [d]}| = dnµij for all i, j ∈ [k] . (4.2)
In addition, we denote by G(σ, µ) the multi-graph obtained from Γσ,µ by contracting the clones. Then by con-
struction, σ is a “planted” k-coloring of G(σ, µ), and eG(σ,µ)(Vi, Vj) = µijdn for all 1 ≤ i < j ≤ k.
We prove Proposition 3.6 in two steps: the first step consist in establishing
Proposition 4.1 Let σ : V → [k] be balanced and assume that µ satisfies (4.1). Then
P[σ is separable in G(σ, µ)] ≥ 1−O(1/n).
We defer the proof of Proposition 4.1 to Section 4.2. Furthermore, in Section 4.3 we are going to prove
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Proposition 4.2 Let σ : V → [k] be balanced and assume that µ satisfies (4.1). With probability 1−O(1/n) the
random multi-graph G(σ, µ) is such that
1
n
ln |C(σ)| ≤
(
1
k
+ O˜k(k
−2)
)
ln 2.
Proof of Proposition 3.6 (assuming Propositions 4.1 and 4.2). Let σ : V → [k] be balanced and let Mσ be the
set of all probability distributions µ that satisfy (4.1) such that dnµij is integral for all i, j. For any balanced σ
and for any µ we let Λσ,µ be the set of all (n, d)-configurations Γ that satisfy (4.2). In addition, let Λg,σ,µ be the
set of all (n, d)-configurations Γ ∈ Λσ,µ such that σ is a good k-coloring of the multi-graph induced by Γ. By
Propositions 4.1 and 4.2, for any balanced σ and for any µ ∈Mσ we have
P
[
σ is separable in G(σ, µ) and 1
n
ln |C(σ)| ≤ (1/k + O˜k(k−2)) ln 2
]
∼ 1. (4.3)
Because the “planted” configuration Γσ,µ is nothing but a uniformly random element of Λσ,µ, (4.3) implies that
|Λg,σ,µ| ∼ |Λσ,µ| (4.4)
for any balanced σ and any µ ∈Mσ . Now, let
Λσ =
⋃
µ∈Mσ
Λσ,µ, Λg,σ =
⋃
µ∈Mσ
Λg,σ,µ.
Then (4.4) yields
|Λg,σ| ∼ |Λσ| . (4.5)
Summing over all balanced σ, we obtain from (4.5) and the linearity of expectation
E[Zk,good] ≥
∑
σ
|Λg,σ|
(dn− 1)!! ∼
∑
σ
|Λσ|
(dn− 1)!! . (4.6)
To relate (4.6) to E[Zk,bal], let Λ′σ be the set of all configurations Γ such that σ is a skewed k-coloring of the
multi-graph induced by Γ. Then
E[Zk,bal] =
∑
σ
|Λσ ∪ Λ′σ|
(dn− 1)!! ≤
∑
σ
|Λσ|
(dn− 1)!! +
∑
σ
|Λ′σ|
(dn− 1)!! . (4.7)
Letting Z ′k,bal denote the number of skewed balanced k-colorings of G(n, d), we obtain from Corollary 3.5
E[Z ′k,bal] =
∑
σ
|Λ′σ|
(dn− 1)!! = o(E[Zk,bal]). (4.8)
Finally, combining (4.6)–(4.8), we see that E[Zk,good] ∼ E[Zk,bal], as desired. ✷
4.2 Separability: proof of Proposition 4.1
Throughout this section, we let σ : V → [k] denote a balanced map. We let Vi = σ−1(i). Moreover, µ denotes a
probability distribution that satisfies (4.1) such that dnµij is integral for all i, j.
The proof of Proposition 4.1 proceeds in several steps, all of which depend on the binomial approximation to the
hypergeometric distribution from Lemma 2.4. We start by proving that w.h.p. in the multi-graph G(σ, µ) with
planted coloring σ there is no other coloring τ such that the overlap matrix has an entry ρii(σ, τ) ∈ (0.509, 1−
k−0.499) w.h.p.
Lemma 4.3 Let i ∈ [k] and let 0.509 ≤ α ≤ 1 − k−0.499. Then in G(σ, µ) with probability 1 − exp(−Ω(n)) the
following is true.
For any set S ⊂ Vi of size |S| = αn/k the number of vertices v ∈ V \ Vi that do not
have a neighbor in S is less than (1− α)n/k − n2/3. (4.9)
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Proof. Without loss of generality we may assume i = 1. Thus, let S ⊂ V1 be a set of size |S| = αn/k. Let
ej,S = |{(v, l) ∈ S × [d] : Γσ,µ(v, l) ∈ Vj × [d]}|
be the number of edges from S to Vj in G(σ, µ) for j = 2, . . . , k. Since we are fixing the numbers (µ1jdn)j=2,...,k
of edges between V1 and the other color classes, we can think of ej,S as follows: choose a subset of V1× [d] of size
dnµ1j uniformly at random; then ej,S is the number of chosen elements that belong to S× [d]. Thus, we are in the
situation of Lemma 2.4, which we are going to use to estimate ej,S . Hence, let pj = kµ1j ; then pj ∼ (k−1)−1 by
our assumption (4.1) on µ. Further, let eˆj,S be a random variable with distributionBin(|S|d, pj). Let δ = ln−1/3 k.
Then Lemma 2.4 yields
P
[
ej,S <
(1 − δ)d|S|
k − 1
]
≤ O(√n) · P
[
eˆj,S <
(1− δ)d|S|
k − 1
]
. (4.10)
Further, by Lemma 2.2 (to which we are going to refer as “the Chernoff bound” from now on),
P
[
eˆj,S <
(1− δ)d|S|
k − 1
]
≤ exp
[
− δ
2d|S|
2(k − 1)
]
≤ exp(−n/k). (4.11)
Since the total number of possible sets S is bounded by 2n/k, (4.10) and (4.11) yield
P
[
∃S, j : ej,S < (1− δ)d|S|
k − 1
]
≤ (k − 1)2n/k exp(−n/k) = exp(−Ω(n)). (4.12)
Thus, let ES be the event that ej,S ≥ (1−δ)d|S|k−1 for all j = 2, . . . , k. Due to (4.12), we may condition on the eventES from now on.
Given the numbers ej,S , the actual clones in Vj× [d] that Γσ,µ joins to S× [d] are uniformly distributed. Thus,
we can use Lemma 2.4 to estimate the number Xj,S of vertices in v ∈ Vj that Γ fails to join to S. To this end, let
(bv)v∈Vj be a family of independent Bin(d,
ej,S
dn/k ) random variables. Let
qj = P [bv = 0] for any v ∈ Vj , and Xˆj,S = Bin(n/k, qj).
Then Lemma 2.4 yields
P [Xj,S ≥ t|ES ] ≤ O(
√
n) P
[
Xˆj,S ≥ t
]
for any t > 0. (4.13)
Furthermore, since we are assuming that ej,S ≥ (1− δ)d|S|/(k − 1), we find
qj =
(
1− ej,S
dn/k
)d
≤ exp
[
− ej,S
n/k
]
≤ exp
[
− (1− δ)αd
k − 1
]
≤ k−2α(1−2δ). (4.14)
Set q = k−2α(1−2δ), let XˆS = Bin((1− 1/k)n, q), and let XS =
∑k
j=2Xj,S . Then (4.13) and (4.14) imply
P [XS ≥ t|ES ] ≤ O(
√
n) P
[
XˆS ≥ t
]
for any t > 0. (4.15)
Thus, we are left to estimate the binomial random variable XˆS with mean E[XˆS] = |V \ V1|q ≤ qn. By the
Chernoff bound,
P
[
XˆS ≥ (1− α)n/k − n2/3
]
≤ exp
[
−(1− α+ o(1))n
k
· ln
(
(1− α)n/k
eqn
)]
≤ exp
[
−(1− α+ o(1))n
k
· ln
(
1− α
ekq
)]
. (4.16)
Combining (4.15) and (4.16), we see that
P
[
XS ≥ (1 − α)n/k − n2/3
∣∣∣∣ES
]
≤ exp
[
−(1− α+ o(1))n
k
· ln
(
1− α
ekq
)]
. (4.17)
Furthermore, the number of ways to choose a S ⊂ V1 of size αn/k is(
n/k
(1− α)n/k
)
≤
(
e
1− α
)(1−α)nk
= exp
[n
k
(1− α)(1− ln(1− α))
]
. (4.18)
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Using (4.17), (4.18) and the union bound, we obtain
P
[
∃S : XS ≥ (1− α)n/k − n2/3, ES
]
≤ exp
[
(1− α)n
k
·
(
1− ln(1− α)− ln
(
1− α
2ekq
))
+ o(n)
]
. (4.19)
We need to verify that the last term is exp(−Ω(n)). Thus, we need to estimate
1− ln(1− α)− ln
(
1− α
2ekq
)
= ln
(
2e2
(1 − α)2 k
1−2α+4αδ
)
. (4.20)
This is negative iff
exp
[(
1
2
− α+ 2αδ
)
ln k
]
<
1− α√
2e
. (4.21)
By the convexity the exponential function, the l.h.s. and the linear function on the r.h.s. intersect at most twice.
Between these intersections the linear function is greater. Moreover, it is easily verified that the r.h.s. of (4.21) is
larger than the l.h.s. at both α = 0.509 and α = 1 − k−0.499. Thus, (4.21) is true in the entire range 0.509 <
α < 1 − k−0.499. Consequently, for such α the term (4.20) is strictly negative, whence the r.h.s. of (4.19) is
exp(−Ω(n)). Thus, the assertion follows from (4.12). ✷
To complete the proof of Proposition 4.1, we also need to rule out the possibility that G(σ, µ) has a coloring τ
such that ρii(σ, τ) ∈ (1−k−0.499, 1−κ). To this end, we are going to use an expansion argument. This argument
is based on establishing that in G(σ, µ) “most” vertices outside color class Vi have a good number of neighbors in
Vi w.h.p. More precisely, we have
Lemma 4.4 With probability 1− exp(−Ω(n)) the random graph G(σ, µ) has the following property.
Let i ∈ [k]. No more than nk−2 ln17 k vertices v /∈ Vi have less than 15 neighbors in Vi. (4.22)
Proof. Assume without loss of generality that i = 1. We are going to use Lemma 2.4 once more. Our assump-
tion (4.1) ensures that for each j ∈ {2, . . . , k} the number of V1-Vj edges in G(σ, µ) is µ1j ∼ k−1(k − 1)−1.
Thus, let (bv)v∈Vj be a family of independent random variables with distribution Bin(d, pj), with pj = kµ1j ∼
(k − 1)−1. Furthermore, let Xj be the number of v ∈ Vj with fewer than 15 neighbors in V1, and let Xˆj =
|{v ∈ Vj : bv < 15}|. Then by Lemma 2.4 we have
P [Xj ≥ t] ≤ O(
√
n) P
[
Xˆj ≥ t
]
for any t > 0. (4.23)
Furthermore, because the random variables bv, v ∈ Vj , are independent, Xˆj has a distribution Bin(n/k, qj), with
qj = P [Bin(d, pj) < 15].
Now, let X =
∑k
j=2Xj and let Xˆ be a random variable with distribution Bin((1 − 1/k)n, q), with q =
maxj≥2 qj . Then (4.23) implies
P [X ≥ t] ≤ O(√n) P
[
Xˆ ≥ t
]
for any t > 0. (4.24)
Furthermore, our assumption (3.1) on d ensures that
E
[
Xˆ
]
≤ nq = nP
[
Bin
(
d,
1 + o(1)
k − 1
)
≤ 15
]
≤ O(k−2 ln16 k)n.
Hence, P[Xˆ ≥ nk−2 ln17 k] ≤ exp(−Ω(n)) by the Chernoff bound. Thus, the assertion follows from (4.24). ✷
Given Lemma 4.4, how do we argue that w.h.p. there is no τ such that ρii(σ, τ) ∈ (1− k−0.499, 1− κ)? Such
a coloring τ would have to give color i to a good number of vertices from V \ Vi with at least 15 neighbors in Vi
(because there is no sufficient supply of vertices that have less than 15 neighbors in Vi). However, we are going
to show that assigning color i to many such vertices “displaces” a very large number of vertices from Vi due to
expansion properties, and that it is therefore not possible that ρij(σ, τ) ∈ (1 − k−0.499, 1 − κ) w.h.p. To put this
expansion argument together, we need the following upper bound on the probability that a specific set of edges
occurs in the random configuration Γσ,µ.
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Lemma 4.5 Let E be a set of edges of the complete graph on V × [d] of size |E| ≤ n2k . Let
eij = |{e ∈ E : e ∩ (Vi × d) 6= ∅ 6= e ∩ (Vj × [d]})| (i, j ∈ [k])
be the number of edges in e ∈ E that join a Vi-clone with a Vj-clone and assume that eii = 0 for all i. Then
P [E ⊂ Γσ,µ] ≤
(
5
dn
)|E|
.
Proof. Let ei =
∑k
j=1 eij and set e =
∑k
i=1 ei = 2|E|. Let mij = dnµij for all i, j ∈ [k]. We claim that
P[E ⊂ Γσ,µ] =
[∏k
i=1
( dn/k−ei
(mij−eij)j∈[k]
)] [∏
1≤i<j≤k(mij − eij)!
]
[∏k
i=1
( dn/k
(mij)j∈[k]
)] [∏
1≤i<j≤kmij !
] . (4.25)
Indeed, the numerator is obtained by (fixing the edges in E and) counting the number of ways to match the
remaining clones, given µ. More precisely, for any fixed i ∈ [k] the corresponding factor in the first product
counts the number of ways to choose the mij − eij clones that are going to be matched with clones from color
class j. Moreover, for fixed i, j the corresponding factor in the second product counts the number of matchings
between the clones thus designated. The denominator simply is the number of configurations respecting σ, µ.
Because mij = mji by assumption and eij = eji by definition, (4.25) yields
P[E ⊂ Γσ,µ] =
[∏k
i=1
( dn/k−ei
(mij−eij)j
)] [∏k
i,j=1(mij − eij)!
]1/2
[∏k
i=1
( dn/k
(mij)j
)] [∏k
i,j=1mij !
]1/2 =
[
k∏
i=1
1
(dn/k)ei
]
 k∏
i,j=1
mij !


1/2
.
Furthermore, because of the assumption |E| ≤ n2k we have
(dn/k − ei)! ≥
(
dn/k
2
)ei
=
(
dn
2k
)ei
.
Finally, recalling from (4.1) that |µij − k−1(k − 1)−1| ≤ 0.01k−2 for all i, j ∈ [k] and using Stirlings formula,
we get
P[E ⊂ Γσ,µ] ≤
[
k∏
i=1
2ei ·
(
k
dn
)ei] k∏
i,j=1
(
1.01dn
k(k − 1))
)eij/2
=
[
k∏
i=1
(
4k
k − 1
)ei/2( 1
dn
)ei] k∏
i,j=1
(1.01dn)
eij/2

 ≤ ( 5
dn
)e/2
,
as claimed. ✷
Remark 4.6 Even though in this section we are assuming that µij ∼ k−1(k − 1)−1 for all 1 ≤ i < j ≤ k, proof
of Lemma 4.5 only requires that, say, |µij − k−1(k − 1)−1| ≤ 0.01k−2. Moreover, the same proof also goes
through if we merely assume that, say, |σ−1(i) − n/k| ≤ 0.01n/k for all i ∈ [k] rather than that σ is balanced.
This observation will be needed in Section 7.
Using Lemma 4.5, we can now prove that w.h.p. the random graph G(σ, µ) does not feature a “small dense
set” of vertices (i.e., a small set of vertices that spans a much larger number of edges than expected). This will be
the key ingredient to our expansion argument.
Corollary 4.7 With probability 1−O(1/n) the random graph G(σ, µ) has the following property:
For any set S ⊂ V of size |S| ≤ k−4/3n the number of edges spanned by S in G(σ, µ)
is bounded by 5|S|. (4.26)
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Proof. Let 0 ≤ α ≤ k−4/3 and fix a set S of size s = |S| with 1 ≤ s ≤ k−4/3n. Furthermore, let Y (S) be the
number of edges in Γσ,µ that join two clones in S × [d].
We are going to use the union bound to estimate Y (S). Let E be a set of |E| = 5s unordered pairs of clones
in S × [d]. Let eij = |{{x, y} ∈ E : σ(x) = i, σ(y) = j}|. Clearly, if eii > 0 for some i ∈ [k], then E 6⊂ Γσ,µ
(because Γσ,µ respects σ). Thus, assume that eii = 0 for all i ∈ [k]. Then Lemma 4.5 implies
P [E ⊂ Γσ,µ] ≤
(
5
dn
)5s
. (4.27)
By the union bound and (4.27),
P [Y (S) ≥ 5s] ≤ P [∃E as above : E ⊂ Γσ,µ] ≤
((ds
2
)
5s
)(
5
dn
)5s
≤ (eds/n)5s . (4.28)
Using the union bound and (4.28), we find
P [∃S ⊂ V, |S| = s : Y (S) > 5s] ≤
(
n
s
)
(esd/n)
5s ≤
[en
s
· (esd/n)5
]s
≤ [exp(6)(s/n)4d5]s . (4.29)
Finally, summing (4.29) up, we find
P
[
∃S ⊂ V, |S| ≤ k−4/3n : Y (S) > 5s
]
≤
∑
1≤s≤k−4/3n
[
exp(6)(s/n)4d5
]s
= O(1/n),
as desired. ✷
Proof of Proposition 4.1. We need to show that the following holds w.h.p.
Let τ be a balanced k-coloring of G(σ) and let i ∈ [k] be such that τ(v) = i for at least 0.51n/k
vertices v ∈ Vi. Then | {v ∈ Vi : τ(v) = i} | ≥ nk (1− κ).
By Lemmas 4.3, 4.4 and 4.7, we may assume that (4.9), (4.22) and (4.26) hold. Moreover, without loss of
generality we may assume that i = 1.
Let τ be a balanced k-coloring and let S = τ−1(1) ∩ V1. Assume that
0.51n/k ≤ |S| ≤ (1− k−0.49)n/k. (4.30)
Let T = τ−1(1) \ V1. Then S ∪ T = τ−1(1) is an independent set. In particular, none of the vertices in T has
a neighbor in S. Moreover, |T | ≥ n/k − |S| because τ is a balanced coloring. But then (4.30) contradicts (4.9).
Thus, we know that |S| > (1− k−0.49)n/k.
LetQ be the set of all vertices v ∈ τ−1(1)\V1 with at least 15 neighbors in V1. Moreover, letR = V1\τ−1(1).
Because both σ and τ are balanced, we have
|R ∪Q| ≤ 2
[n
k
− |S|
]
≤ 2nk−1.49 < k−4/3n. (4.31)
The set R contains all the neighbors that the vertices in Q have in V1 (because τ−1(1) is an independent set).
Hence, by the definition of Q, the number E of edges spanned by R ∪Q in G(σ, µ) is at least E ≥ 15|Q|. Hence,
(4.26) and (4.31) yield
15|Q| ≤ E ≤ 5|R ∪Q|, whence |Q| ≤ |R|/2. (4.32)
Let W = τ−1(1) \ (Q ∪ V1) be the set of all vertices with color 1 under τ and another color under σ that have
fewer than 15 neighbors in V1. Once more because σ and τ are balanced, we get
|S|+ |R| = n/k = |S|+ |Q|+ |W |
Thus, (4.32) yields
|R| = |Q|+ |W | ≤ |R|/2 + |W |.
Hence, (4.22) implies that |R| ≤ 2|W | ≤ 2nk−2 ln17 k ≤ nκ/k. Finally, because τ is balanced this entails that
|τ−1(1) ∩ V1| = nk − |R| ≥ nk (1− κ), as desired. ✷
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4.3 Upper-bounding the cluster size: proof of Proposition 4.2
The goal in this section is to establish the bound on the cluster size |C(σ)| in the random graph G(σ, µ), where
we continue to assume that σ is balanced and that µ satisfies (4.1). The following definition provides the key
concepts.
Definition 4.8 Let ℓ > 0 be an integer.
1. The (σ, ℓ)-core of G(σ, µ) is the largest induced subgraph (V ′, E′) such that for all v ∈ V ′ and all i 6= σ(v)
we have
∣∣eG(σ,µ)(v, V ′ ∩ σ−1(i))∣∣ ≥ ℓ.
2. Let V ′ be the (σ, ℓ)-core and let a ≥ 0 be an integer. A vertex u ∈ V is a-free if∣∣{i ∈ [k] : eG(σ,µ)(u, V ′ ∩ σ−1(i)) = 0}∣∣ ≥ a+ 1.
3. A vertex that fails to be 1-free is complete.
In words, the (σ, ℓ)-core of G(σ, µ) is the largest subgraph V ′ such that every vertex v ∈ V ′ has at least ℓ
edges into every other color class except its own. Furthermore, a vertex v is a-free if there are a color classes in
addition to its own such that v fails to have a neighbor in that color class that belongs to the (σ, ℓ)-core. Finally, a
vertex is complete if in every other color class but its own it has a neighbor that belongs to the core. For the sake
of concreteness, we let ℓ = 100 in the following.
The proof strategy is as follows. As a first step, we show that w.h.p. the random multi-graph G(σ, µ) has a
huge (σ, ℓ)-core. More precisely, in Section 4.4 we will establish
Proposition 4.9 With probability 1−O(1/n), G(σ, µ) has a (σ, 100)-core containing all but O˜k(k−1)n vertices.
Based on this estimate, we can bound the number of 1-free and 2-free vertices. Indeed, in Section 4.5 we are
going to prove
Proposition 4.10 With probability 1−O(1/n) the random graph G(σ, µ) has the following properties.
1. At most nk (1 + O˜k(1/k)) vertices are 1-free.
2. At most Ok(k−2)n vertices are 2-free.
As a next step, we observe that, due to the expansion properties of G(σ, µ), the colors of all the complete
vertices are “frozen” in C(σ). More specifically, w.h.p. there does not exist a coloring τ in the cluster C(σ) that
assigns a complete vertex a different color than σ does.
Lemma 4.11 With probability 1−O(1/n) the random graph G(σ, µ) has the following property.
For all complete v and all τ ∈ C(σ) we have σ(v) = τ(v). (4.33)
Proof. By Proposition 4.1 we may assume that σ is separable in G(σ, µ) and by Lemma 4.7 we may assume that
G(σ, µ) has the property (4.26). Let V ′ be the (σ, ℓ)-core. Moreover, let τ ∈ C(σ) and let
∆+i = {v ∈ V ′ : τ(v) = i 6= σ(v)}
∆−i = {v ∈ V ′ : τ(v) 6= i = σ(v)}
In words, ∆+i are the vertices that take color i under τ and a different color under σ, and ∆
−
i are the vertices that
receive color i under σ and a different color under τ . Clearly,
k∑
i=1
|∆+i | = | {v ∈ V ′ : σ(v) 6= τ(v)} | =
k∑
i=1
|∆−i |. (4.34)
Moreover, because σ is separable and as both σ, τ are balanced, we have
max
i∈[k]
|∆+i | ≤
κ · n
k
and max
i∈[k]
|∆−i | ≤
κ · n
k
. (4.35)
We are going to show that
{v ∈ V ′ : σ(v) 6= τ(v)} = ∅. (4.36)
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This implies that indeed σ(v) = τ(v) for all complete vertices v, because in order to change the color of a
complete vertex it is necessary to change the color of a vertex in the core V ′ as well.
To establish (4.36) let Si = ∆+i ∪ ∆−i for i ∈ [k]. Then (4.35) implies that |Si| ≤ k−3/2n for all i.
Furthermore, (4.26) implies that none of the set Si spans more than 5|Si| edges. Because τ is a k-coloring, all the
neighbors of v ∈ ∆+i in V ′ that take color i under σ must belong to ∆−i . Since any v ∈ ∆+i ⊂ V ′ has at least 100
neighbors in V ′ ∩ σ−1(i), we thus obtain
100|∆+i | ≤ 5|Si| ≤ 5(|∆+i |+ |∆−i |).
Consequently, |∆−i | ≥ 2|∆+i | for all i. Therefore, (4.34) yields ∆+i = ∆−i = 0 for all i, whence (4.36) follows.
✷
Proof of Proposition 4.2 (assuming Propositions 4.9 and 4.10). By Lemma 4.11 we may assume that (4.33) holds.
Let Fa be the set of all a-free vertices. If a vertex v is 1-free but not 2-free, then (4.33) implies that there is a set
Cv ⊂ [k] of size two such that
τ(v) ∈ Cv for all τ ∈ C(σ).
Hence,
|C(σ)| ≤ 2|F1\F2| · k|F2|. (4.37)
Thus, the assertion follows by comparing the bounds on |F1|, |F2| provided by Proposition 4.10 with the estimate
of E [Zk,bal] from Proposition 3.4. Indeed, Proposition 4.10 and (4.37) imply that with probability 1 − O(1/n)
we have
1
n
ln |C(σ)| ≤ |F1 \ F2|
n
ln 2 +
|F2|
n
ln k =
ln 2
k
+ O˜k(k
−2). (4.38)
By comparison, Proposition 3.4 yields
1
n
ln E [Zk,bal] = ln k +
d
2
ln(1− 1/k)
= ln k − d
2
(
1
k
+
1
2k
)
+ O˜k(k
−2) [as ln(1 + z) = z + z2/2 +O(z3), d ≤ 2k ln k]
=
c
2k
+ O˜k(k
−2) [as d = (2k − 1) lnk − c]. (4.39)
Comparing (4.38) and (4.39), we see that indeed 1n ln E [Zk,bal] is strictly greater than 1n ln |C(σ)| if c ≥ 2 ln 2−εk
with, say, εk = Θk(k−0.9). ✷
4.4 Proof of Proposition 4.9
The “canonical” way of constructing the core is by iteratively evicting vertices that violate the core condition from
Definition 4.8, i.e., that have too small a number of neighbors in some color class other than their own inside the
core. In principle, this process could be studied accurately via, e.g., the differential equations method. However,
there is a technically far simpler way to obtain the estimate promised in Proposition 4.9. Roughly speaking, the
simpler argument is based on the observation that, due to the expansion properties of G(σ, µ), the core “almost”
contains the set of vertices that have at least 3ℓ neighbors in each color class other than their own in the entire
graph G(σ, µ). The size of this set of vertices can be estimated fairly easily.
More precisely, to estimate the size of the core we introduce a few vertex sets. Ultimately, the idea is to
define a big subset of the core whose size can be estimated (relatively) easily. Recall that we set ℓ = 100 and let
Vi = σ
−1(i). First, we consider the sets
Wij =
{
v ∈ Vi : eG(σ,µ)(v, Vj) < 3ℓ and eG(σ,µ)(v, Vh) < 2ℓ lnk for all h ∈ [k]
}
(i, j ∈ [k] , i 6= j).
In words, Wij contains all vertices v of color i that have “only” 3ℓ edges towards color class j, while there is
no color class h where v has more than 2ℓ lnk neighbors. This definition is motivated by the observation that,
because σ is balanced and d = (2 + ok(1))k ln k, the expected number of neighbors that a vertex v ∈ Vi has in
some other color class Vj is about 2 ln k. Hence, we expect that for k sufficiently large only very few vertices
either satisfy eG(σ,µ)(v, Vj) < 3ℓ or eG(σ,µ)(v, Vh) ≥ 2ℓ lnk for i 6= j, h. Thus, we expect Wij to be “small”. In
addition, we let
Wii = ∅,Wi =
k⋃
j=1
Wij for all i ∈ [k], and W =
k⋃
i=1
Wi. (4.40)
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Furthermore, for i, j ∈ [k], i 6= j we let
Uij =
{
v ∈ Vi \W : eG(σ,µ)(v,Wj) > ℓ
}
and U =
⋃
ij
Uij ,
U ′ij =
{
v ∈ Vi \W : eG(σ,µ)(v, Vj) > 2ℓ lnk
}
and U ′ =
⋃
ij
U ′ij .
Thus, Uij contains those vertices v ∈ Vi that have “a lot” of neighbors in the “bad” set Wj . Because the sets
Wj are small, the expansion properties of G(σ, µ) will imply that the set U is tiny. Moreover, U ′ consists of
vertices that have much more neighbors than the expected 2 ln k in one of the color classes. The set U ′ will turn
out to be tiny as well, because the numbers eG(σ,µ)(v, Vj) will emerge to be somewhat concentrated about their
expectations.
Finally, we define a sequence of sets Y (t), t ≥ 0. We let Y (0) = U ∪U ′. For t ≥ 1, we define Y (t) as follows:
If there exists a vertex v ∈ V \ Y (t) that has more than ℓ neighbors in Y (t−1), then let vt be the
smallest such vertex and let Y (t) = Y (t−1)∪{v}. If there is no such vertex v, then let Y (t) = Y (t−1).
Let
Y =
⋃
t≥0
Y (t). (4.41)
With this construction in place, we have
Proposition 4.12 The set V \ (W ∪ Y ) is contained in the ℓ-core of G(σ, µ).
Proof. Let V ′′ = V \ (W ∪ Y ). To show that V ′′ is contained in the ℓ-core of G(σ, µ), it suffices to verify that
every vertex v ∈ V ′′ has at least ℓ edges into V ′′ ∩ Vj for any j 6= σ(v). Indeed, because v 6∈ W we know that
eG(σ,µ)(v, Vj) ≥ 3ℓ. Furthermore, as v 6∈ U ⊂ Y , we have eG(σ,µ)(v,W ) ≤ ℓ. Finally, the construction of Y
ensures that eG(σ,µ)(v, Y ) ≤ ℓ. Hence,
eG(σ,µ)(v, V
′′ ∩ Vj) ≥ eG(σ,µ)(v, Vj)− eG(σ,µ)(v,W ) − eG(σ,µ)(v, Y ) ≥ ℓ,
as desired. ✷
Thus, to complete the proof of Proposition 4.9, we are left to estimate the sizes of the sets W , U , U ′, Y . These
estimates are based on the approximation to the hypergeometric distribution from Lemma 2.4.
Lemma 4.13 With probability 1− exp(−Ω(n)), we have
Wij ≤ nO˜k(k−3) for all i, j ∈ [k].
Hence, |Wi| ≤ n ·O˜k(k−2) for all i ∈ [k] and |W | ≤ n ·O˜k(k−1). Furthermore, with probability 1−exp(−Ω(n))
we have |U ′| ≤ k−100n.
Proof. Fix two indices i, j ∈ [k], i 6= j, and let
W ′ij =
{
v ∈ Vi : eG(σ,µ)(v, Vj) < 3ℓ
}
.
Since we are fixing the number dnµij of Vi-Vj edges, the set of clones in Vi × [d] that Γσ,µ matches to the set
Vj × [d] is a uniformly random set of size dnµij . Hence, Lemma 2.4 applies. Thus, let (bv)v∈Vi be a family of
independent Bin(d, p) variables, with p = kµij ∼ (k − 1)−1. Let Wˆij = |{v ∈ Vi : bv < 3ℓ}|. Then Lemma 2.4
yields
P
[|W ′ij | ≥ t] ≤ O(√n) · P [Wˆij ≥ t] for any t ≥ 0. (4.42)
Furthermore, because the random variables bv are mutually independent, Wˆij has distribution Bin(n/k, q), with
q = P [Bin(d, p) < 3ℓ]. Since p ∼ (k − 1)−1, our assumption (3.1) on d implies that q ≤ k−2 ln3ℓ k. Therefore,
by the Chernoff bound
P
[
Wˆij ≥ nk−2 ln3ℓ+1 k = nO˜(k−3)
]
≤ exp(−Ω(n)). (4.43)
Further, let W ′′ij =
∣∣{v ∈ Vi : eG(σ,µ)(v, Vj) > 2ℓ lnk}∣∣. To estimate the size of this set, we consider W˜ij =
|{v ∈ Vi : bv > 2ℓ lnk}|. Applying Lemma 2.4 once more, we see that
P
[|W ′′ij | ≥ t] ≤ O(√n) · P [W˜ij ≥ t] for any t ≥ 0. (4.44)
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Due to the independence of the bv, W˜ij has distribution Bin(ni, q˜), where q˜ = P [Bin(d, p) > 2ℓ lnk]. Since
p ∼ (k − 1)−1, we have dp ≤ 3 ln k. Hence, by the Chernoff bound
q˜ ≤ exp(−2ℓ lnk) ≤ k−200.
Consequently, invoking the Chernoff bound once more, we find
P
[
W˜ij ≥ nk−200
]
≤ exp(−Ω(n)). (4.45)
Finally,
Wi ⊂
k⋃
j=1
W ′ij ∪W ′′ij .
Hence, combining (4.42)–(4.45), we see that with probability 1 − exp(−Ω(n)) we have |Wi| ≤ O˜k(k−2)n.
Furthermore,
U ′ ⊂
k⋃
i,j=1
W ′′ij .
Hence, (4.44)–(4.45) show that |U ′| ≤ k−100n (with room to spare) with probability 1− exp(−Ω(n)). ✷
Lemma 4.14 With probability at least 1− exp(−Ω(n)) we have |U | ≤ nk−30.
Proof. For i, j ∈ [k], i 6= j let
U∗ij =
{
v ∈ Vi : eG(σ,µ)(v,Wj) ≥ ℓ
2
}
⊃ Uij . (4.46)
We are going to bound |U∗ij |. By construction, for all v ∈ Wj we have eG(σ,µ)(v, Vi) ≤ 2ℓ lnk. Moreover, by
Lemma 4.13 we may assume that |Wj | = O˜k(k−2)n. Hence, the number ηji of Vi × [d]-Wj × [d] edges in Γσ,µ
satisfies ηji = O˜k(k−2)n. Given ηji, the actual set of clones in Vi × [d] that Γσ,µ connected with Wj × [d] is
a uniformly random set. This is because the definition of the set Wj is just in terms of the numbers e(v, Vh) of
edges from v ∈ Vj to Vh for h 6= j in the contracted multi-graph G(σ, µ).
Thus, we are in the situation described in Lemma 2.4. Hence, consider a family (bv)v∈Vi of mutually indepen-
dent random variables with distribution Bin(d, p) with p = ηjidn/k . Let Uˆij be the number of vertices v ∈ Vi such
that bv ≥ l/2. Then Lemma 2.4 yields
P [|Uij | ≥ t] ≤ P
[|U∗ij | ≥ t] ≤ P [Uˆij ≥ t] for all t ≥ 0. (4.47)
Furthermore, Uˆij has distribution Bin(ni, q) with q = P [Bin(d, p) ≥ ℓ/2] . Since ηji = O˜k(k−2)n, we have
p = O˜k(k
−2) and thus dp = E [bv] = O˜k(k−1). Consequently, the Chernoff bound yields
q = P [Bin(d, p) ≥ ℓ/2] ≤ O˜k(k−ℓ/2).
Hence, using the Chernoff bound once more, we find that
P
[
Uˆij ≤ O˜k(k−ℓ/2)n
]
≥ 1− exp(−Ω(n)). (4.48)
Thus, the assertion follows from (4.47), (4.48) and our choice of ℓ. ✷
Lemma 4.15 With probability at least 1−O(1/n) the set Y satisfies |Y | ≤ 4nk−30.
Proof. By Lemmas 4.13 and 4.14 we may assume that |U ∪ U ′| ≤ 2nk−30. Now, let t0 = 2nk−30. If Y = Y (t)
for some t < t0, then clearly |Y | = |Y (t)| ≤ 2nk−30, because only one vertex is added at a time. Thus, we need
to show that the probability that Y 6= Y (t) is O(1/n).
Indeed, after completing step t0, the subgraph of G(σ) induced on Y (t0) spans at least ℓ · t0 edges, while the
number of vertices is |Y (t0)| ≤ |U ∪ U ′|+ t0 ≤ 2t0 ≤ 8nk−30. Hence, G(σ) violates (4.26). Lemma 4.7 shows
that the probability of this event is O(1/n). ✷
Finally, Proposition 4.9 follows immediately from Proposition 4.12 and Lemmas 4.13–4.15.
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4.5 Proof of Proposition 4.10
Let Vi = σ−1(i) for i ∈ [k]. In order to estimate the number of complete vertices, we need to get a handle on two
events. First, the event that a vertex v ∈ Vi fails to have a neighbor in some color class Vj with j 6= i. Second, the
event that, given that v has at least one neighbor in color class Vj , it indeed has a neighbor inside the core. More
precisely, with W,Y the sets defined in (4.40) and (4.41), it suffices to bound the probability that all neighbors of
v in Vj lie in W ∪ Y . This is because V \ (W ∪ Y ) is contained in the core by Proposition 4.12.
Thus, S0 be the set of vertices that fail to have a neighbor in at least one color class other than their own in
G(σ, µ). Moreover, let S1 be the set of vertices v 6∈ S0 such that for some color i 6= σ(v) all neighbors of v in Vi
belong to Wi.
Proposition 4.16 If v is a 1-free vertex, then one of the following three statements is true.
(P1) v ∈ S0.
(P2) v ∈ S1.
(P3) v has a neighbor in Y .
Proof. Let v be a vertex that satisfies none of (P1)–(P3). Let j ∈ [k] \ {σ(v)}. Since v 6∈ S0, v has at least one
neighbor in Vj . In fact, as v 6∈ S1, v has a neighborw ∈ Vj \W . Furthermore, because v does not have a neighbor
in Y , we have w ∈ V \ (W ∪ Y ). Proposition 4.12 implies that w belongs to the (σ, ℓ)-core, which means that v
is not 1-free. ✷
Thus, in order to prove Proposition 4.10 it suffices to estimate |S0|, |S1| and the number of vertices that
satisfy (P3). These estimates employ the binomial approximation to the hypergeometric distribution provided by
Lemma 2.4.
Lemma 4.17 With probability at least 1−O(1/n) we have |S0| ≤ nk (1 + O˜k(1/k)).
Proof. Let us fix i, j ∈ [k], i 6= j, and v ∈ Vj . Let S0ij be the set of all v ∈ Vi that do not have a neighbor in Vj in
G(σ, µ). Given the number dnµij of Vi-Vj-edges, the actual set of clones in Vi × [d] that Γσ,µ joins to a clone in
Vj × [d] is uniformly distributed. Hence, Lemma 2.4 applies: let (bv)v∈Vi be a family of independent Bin(d, pij)
random variables with pij = kµij ∼ (k − 1)−1. Moreover, let
qij = P [Bin(d, pij) = 0] ∼ (1− 1/(k − 1))d.
Then with Sˆ0ij a random variable with distribution Bin(n/k, qij) we have
P [|S0ij | ≥ t] ≤ O(
√
n) · P
[
Sˆ0ij ≥ t
]
for all t ≥ 0. (4.49)
Since by our assumption (3.1) on d we have
qij ∼ (1− 1/(k − 1))d ≤ exp(−d/(k − 1)) ≤ k−2 + O˜k(k−3),
we see that E[Sˆ0ij ] ≤ n(k−3 + O˜k(k−4)) for all i 6= j. Hence, by the Chernoff bound we have
P
[
Sˆ0ij ≤ n(k−3 + O˜k(k−4))
]
= o(n−2).
Summing over all i 6= j and using (4.49), we thus obtain P[|S0| ≤ n(k−1 + O˜k(k−2))] ≥ 1− O(1/n). ✷
To bound the size of S1, consider first for every vertex v ∈ Vi and every set of colors J ⊂ [k] \ {i} the event
Bv,J = {e(v,
⋃
j∈J Vj) ≤ 5}. Let Bi,J be the number of vertices v ∈ Vi for which the event Bv,J occurs.
Lemma 4.18 For any set J of size |J | ≤ 2 we have
P
[
Bi,J ≤ n
k
· O˜k(k−2|J|)
]
≥ 1− exp(−Ω(n)). (4.50)
Proof. Let j ∈ J . Given µij , the set of clones in Vi× [d] that Γσ,µ links to Vj × [d] is uniformly distributed. Thus,
Lemma 2.4 applies: let (bv,j)v∈Vi be a family of independent random variables with distribution Bin(d, pij),
where pij = kµij ∼ (k − 1)−1. Let Bˆi,J be the number of vertices v such that bv,j ≤ 5 for all j ∈ J . Moreover,
let ev,j be the number of clones (v, h), h ∈ [d] with Γσ,µ(v, h) ∈ Vj × [d]. The events ({ev,j ≤ 5})j∈J are
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negatively correlated (namely, the fact that v has a small number of neighbors in some color class j makes it less
likely that the same occurs for another color class j′). Therefore, Lemma 2.4 yields
P [Bi,J ≥ t] ≤ O(n|J|/2) · P
[
Bˆi,J ≥ t
]
for any t ≥ 0. (4.51)
Furthermore, because the random variables (bv,j) are independent and E [bv,j ] = dpij ≥ 2 lnk, the Chernoff
bound yields
P
[
Bˆi,J ≤ n
k
· O˜k(k−2|J|)
]
≥ 1− exp(−Ω(n)). (4.52)
Thus, (4.50) follows from (4.51) and (4.52). ✷
Corollary 4.19 With probability at least 1− o(n−2) we have |S1| ≤ n · O˜k(k−2).
Proof. Let i, j ∈ [k], i 6= j. By Lemma 4.13 we may assume that |Wj | ≤ O˜k(k−2)n. Hence,
eG(σ,µ)(Vi,Wj) ≤ O˜k(k−2)n,
because eG(σ,µ)(w, Vi) = Ok(ln k) for all w ∈Wj by the definition of Wj . By comparison,
eG(σ,µ)(Vi, Vj) = dnµij ∼ dn/ (k(k − 1)) .
Now, condition on the event that eG(σ,µ)(Vi,Wj) = wij for some specific number wij = O˜k(k−2)n. In addition,
let (evj)v∈Vi be a sequence of non-negative integers such that
∑
v∈Vi
evj = dnµij , and condition on the event
that eG(σ,µ)(v, Vj) = evj for all v ∈ Vi. Given this event F = F(wij , {evj}), we are interested in the random
variables fv = eG(σ,µ)(v,Wj), v ∈ Vi. Let (gv)v∈Vi be a family of independent random variables such that gv
has distribution Bin(evj , wij/(dnµij)). Given F , the set of clones among Vi × [d] that Γσ,µ matches to Wj × [d]
is simply a random subset of size wij of the set of clones that get matched to Vj × [d]. Therefore, by Lemma 2.4,
for any sequence (tv)v∈Vi of integers we have
P [∀v ∈ Vi : fv = tv|F ] = P
[
∀v ∈ Vi : gv = tv
∣∣∣∣ ∑
v∈Vi
gv = wij
]
≤ O(√n) P [∀v ∈ Vi : gv = tv] . (4.53)
Now, let S′1ij be the number of all vertices v ∈ Vi such that all neighbors of v in Vj belong to Wj and
such that eG(σ,µ)(v, Vj) ≥ 5. Moreover, let Sˆ′1ij be the number of v ∈ Vi such that gv = evj ≥ 5. Because
wij/(dnµij) = O˜k(k
−1), we find that
E
[
Sˆ′1ij
]
≤ n
k
· O˜k(k−5).
Furthermore, Sˆ′1ij is a binomial random variable. Therefore, the Chernoff bound yields
P
[
Sˆ′1ij ≤
n
k
· O˜k(k−5)
]
≥ 1− exp(−Ω(n)). (4.54)
Combining (4.53) and (4.54), we obtain
P
[
S′1ij ≤
n
k
· O˜k(k−5)|F
]
≥ 1− exp(−Ω(n)). (4.55)
Further, because (4.55) holds for all wij , {evj}, we obtain the unconditional bound
P
[
S′1ij ≤
n
k
· O˜k(k−5)
]
≥ 1− exp(−Ω(n)). (4.56)
In addition, let S′′1ij be the number of vertices v ∈ Vi such that all neighbors of v in Vj belong to Wj and
1 ≤ e(v, Vj) < 5. Because we are conditioning on the numbers evj , the event F determines the number Bi,{j}
of vertices v ∈ Vi with evj = e(v, Vj) < 5. Now, consider the number Sˆ′′1ij of vertices v ∈ Vi with 1 ≤ evj < 5
such that gv = evj . Then Sˆ′′1ij is a binomial random variable with
E
[
Sˆ′′1ij
]
≤ Bi,{j} · O˜k(k−1).
23
Hence, by the Chernoff bound
P
[
Sˆ′′1ij ≤ Bi,{j} · O˜k(k−1) + n2/3|F
]
≥ 1− o(n−2). (4.57)
Combining (4.53) and (4.57), we find
P
[
S′′1ij ≤ Bi,{j} · O˜k(k−1) + n2/3|F
]
≥ 1− o(n−2).
Thus, Lemma 4.18 yields the unconditional bound
P
[
S′′1ij ≤ n · O˜k(k−4)
]
≥ 1− o(n−2). (4.58)
Combining (4.56) and (4.58) and using the union bound, we obtain
P

|S1| ≤ ∑
i,j∈[k]:i6=j
S′1ij + S
′′
1ij ≤ n · O˜k(k−2)

 ≥ 1− o(n−2), (4.59)
as claimed. ✷
Lemma 4.20 With probability at least 1− exp(−Ω(n)) there are no more than nk−26 vertices that have a neigh-
bor in Y .
Proof. Lemma 4.15 shows that with probability 1− exp(−Ω(n)) we have |Y | ≤ nk−29. In this case, the number
of neighbors of vertices in Y is bounded by d|Y | ≤ nk−27, because all vertices have degree d ≤ 2k ln k. Thus,
P
[|Y ∪N(Y )| ≤ nk−26] ≥ 1− exp(−Ω(n)). ✷
Proof of Proposition 4.10. Since Proposition 4.16 shows that any 1-free vertex satisfies one of the conditions
(P1)–(P3), Lemmas 4.17–4.20 imply that with probability 1 − O(1/n) the number of 1-free vertices is bounded
by n(k−1 + O˜k(k−2)). This establishes the first assertion.
To bound the number of 2-free vertices, let i ∈ [k], let J ⊂ [k] \ {i} be a set of size |J | = 2 and let Ti,J be the
number of vertices v ∈ Vi that fail to have a neighbor in
⋃
j∈J Vj . Then |Ti,J | ≤ Bi,J . Therefore, Lemma 4.18
implies that
P
[
|Ti,J | ≤ n
k
· O˜k(k−4)
]
≥ 1− exp(−Ω(n)). (4.60)
Furthermore, the total number T of 2-free vertices satisfies
T ≤
k∑
i=1
∑
J⊂[k]\{i}:|J|=2
Ti,J . (4.61)
Combining (4.60) and (4.61) and using the union bound, we thus obtain the desired bound. ✷
5 The second moment
Throughout this section, we assume that k divides n and that d satisfies (3.1).
5.1 Outline
In this section we complete the proof of the first part of Theorem 1.1 (the upper bound on the chromatic number
of G(n, d)). The key step is to carry out a second moment argument for the number Zk,good of good k-colorings.
Let B be the set of all balanced maps σ : V → [k] and let R = {ρ(σ, τ) : σ, τ ∈ B} be the set of all possible
overlap matrices (as defined in (3.2)). For each ρ ∈ R we consider
Zρ,good = |{(σ, τ) : σ, τ are good k-colorings ρ(σ, τ) = ρ}| and
Zρ,bal = |{(σ, τ) : σ, τ are balanced k-colorings with ρ(σ, τ) = ρ}| ≥ Zρ,good.
Because the second moment E[Z2k,good] of the number of good k-colorings of G(n, d) is nothing but the expected
number of pairs of good k-colorings, we have the expansion
E
[
Z2k,good
]
=
∑
ρ∈R
E [Zρ,good] . (5.1)
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The second moment argument for the number Zρ,bal of balanced k-colorings of G(n, d) carried out in [36]
does not work for the (entire) range of d in Theorem 1.1. However, an important part of that argument does carry
over to this entire range of d. More precisely, we can salvage the following estimate of the contribution of ρ
“close” to the flat matrix ρ¯ = 1k1 with all entries equal to 1/k.
Proposition 5.1 ([36]) Let
R¯ =
{
ρ ∈ R : ‖ρ− ρ¯‖∞ ≤ n−1/2 ln2/3 n
}
. (5.2)
Then with δj, λj as in (2.13) we have
∑
ρ∈R¯
E [Zρ,bal] ≤ (1 + o(1))E [Zk,bal]2 · exp

 ∞∑
j=1
λjδ
2
j

 .
Of course, to estimate the right-hand side of (5.1), we also need to estimate the contribution of overlaps ρ 6∈ R¯.
To this end, we are going to establish an explicit connection between (5.1) and the second moment argument for
GER(n,m) performed in [22]. As in [7, 22], we define for a doubly-stochastic k × k matrix ρ = (ρij)i,j∈[k] the
functions
f(ρ) = H(ρ/k) + E(ρ), where
H(ρ/k) = ln k −
k∑
i,j=1
ρij ln ρij is the entropy of the distribution ρ/k = (ρij/k)i,j∈[k], and
E(ρ) =
d
2
ln

1− 2
k
+
1
k2
k∑
i,j=1
ρ2ij

 .
In Section 5.2 we are going to establish the following bound.
Proposition 5.2 For any ρ ∈ R we have E [Zρ,good] ≤ E [Zρ,bal] ≤ nO(1) exp [nf(ρ)].
Similar bounds as Proposition 5.2 were derived, somewhat implicitly, in [5, 36]. We include the proof here
because the present argument is substantially simpler than those in [5, 36] and because we are going to need some
details of the calculation later to finish the proof of Theorem 1.1.
Thus, we need to bound f(ρ) for ρ ∈ R \ R¯. This is precisely the task that was solved in [22] and that does,
indeed, form the technical core of that paper. Hence, let us recap some of the notation from [22]. We start by
observing that the definition of “good” entails that a prioriZρ,good = 0 for quite a few ρ ∈ R\R¯. More precisely,
call a doubly-stochastic matrix ρ separable if for any i, j ∈ [k] such that ρij > 0.51 we have ρij ≥ 1− κ (with κ
as in Definition 3.2).
The definition of “good k-coloring” ensures that Zρ,good = 0 unless ρ is separable. Indeed, assume that there
exist balanced k-colorings σ, τ such that ρ(σ, τ) fails to be separable. Then there is a permutation π of the colors
[k] such that 0.51 < ρ11(σ, τ) < 1 − κ. Hence, neither σ nor τ is a separable k-coloring, and thus none of them
is good.
The set of separable matrices can be split canonically into subsets determined by the number of entries that are
greater than 0.51. Let us say that ρ is s-stable if there are precisely s pairs (i, j) ∈ [k]× [k] such that ρij ≥ 1− κ.
Let
Rs,good = {ρ ∈ R : ρ is separable and s-stable for some 0 ≤ s ≤ k − 1} and
Rgood =
k−1⋃
s=0
Rs,good.
Let us turn the problem of estimating f(ρ) over ρ in the discrete set Rgood into a continuous optimization
problem. As n→∞ the set R of overlap matrices lies dense in the set D of all doubly-stochastic k× k matrices,
the Birkhoff polytope. Furthermore, the sets Rs,good and Rgood are dense in
Ds,good = {ρ ∈ D : ρ is separable and s-stable for some 0 ≤ s ≤ k − 1} ,
Dgood =
k−1⋃
s=0
Ds,good.
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Proposition 5.3 ([22]) For any fixed η > 0 there is δ > 0 such that
max {f(ρ) : ρ ∈ Dgood such that ‖ρ− ρ¯‖∞ ≥ η} < f(ρ¯).
Based on this estimate, we will prove the following bound in Section 5.3.
Proposition 5.4 We have ∑
ρ∈R0,good\R¯
E [Zρ,bal] = o(E [Zk,bal]
2).
Corollary 5.5 The random variable Zk,good has the properties i.–iii. in Theorem 2.10. Furthermore, we have∑
ρ∈R\R¯
E [Zρ,good] = o(E [Zk,good]
2). (5.3)
Proof. Corollary 3.7 already establishes conditions i.–ii. Recall that condition iii. reads
E
[
Z2k,good
] ≤ (1 + o(1))E [Zk,good]2 · exp

 ∞∑
j=1
λjδ
2
j

 . (5.4)
Propositions 3.6 readily yields
∑
ρ∈R¯
E [Zρ,good] ≤
∑
ρ∈R¯
E [Zρ,bal] ≤ (1 + o(1))E [Zk,bal]2 · exp

 ∞∑
j=1
λjδ
2
j

 . (5.5)
Additionally, we need to bound the contribution of ρ ∈ R \ R¯.
We start with ρ ∈ Rgood \ R0,good. Any such ρ has an entry ρij ≥ 0.51, whence ‖ρ− ρ¯‖∞ ≥ 12 . Therefore,
Proposition 5.3 implies that there is an n-independent number δ > 0 such that f(ρ) < f(ρ¯) − δ. (This δ
exists because Proposition 5.3 is not an asymptotic statement but just a result concerning the maximum of the
n-independent function f over the equally n-independent compact set Dgood.) Consequently, by Proposition 5.2
E [Zρ,good] ≤ exp [f(ρ¯)n− Ω(n)] . (5.6)
Moreover, a direct calculation yields
f(ρ¯) = 2 ln k + d ln(1 − 1/k) ∼ 2
n
ln E [Zk,bal] [by Proposition 3.4]. (5.7)
Combining (5.6) and (5.7), we obtain
E [Zρ,good] ≤ E [Zk,bal]2 · exp [−Ω(n)] .
Because the entire set R of overlap matrices has size |R| ≤ nk2 (with room to spare), we thus obtain∑
ρ∈Rgood\R0,good
E [Zρ,good] ≤ nk2E [Zk,bal]2 · exp [−Ω(n)] = o(E [Zk,bal]2). (5.8)
Further, if Zρ,good > 0 for some ρ 6∈ Rgood, then ρ must be k-stable (because Rgood contains all separable
overlap matrices that are s-stable for some s < k). Thus, let Rk be the set of all k-stable ρ ∈ R. If σ, τ are
balanced k-colorings such that ρ(σ, τ) is k-stable, then there is a permutation λ of [k] such that λ ◦ τ ∈ C(σ).
Therefore, letting σ range over good k-colorings of G(n, d), we obtain from the upper bound on |C(σ)| imposed
in Definition 3.3
E

∑
ρ∈Rk
Zρ,good

 ≤ E
[∑
σ
k!|C(σ)|
]
≤ k!
n
· E [Zk,bal] E [Zk,good] = o(E [Zk,bal]2). (5.9)
Finally, combining (5.5), (5.8), (5.9) and Proposition 5.4, we see that
E
[
Z2k,good
] ≤ (1 + o(1))E [Zk,bal]2 · exp

 ∞∑
j=1
λjδ
2
j

+ o(E [Zk,bal]2) (5.10)
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Furthermore, as E[Zk,bal] ∼ E[Zk,good] by Proposition 3.6, (5.10) yields
E
[
Z2k,good
] ≤ (1 + o(1))E [Zk,good]2 · exp

 ∞∑
j=1
λjδ
2
j

+ o(E [Zk,good]2). (5.11)
Recalling the values of λj , δj from (2.13), we see that the sum
∑∞
j=1 λjδ
2
j converges. Therefore, (5.11) im-
plies (5.4). ✷
Together with Theorem 2.10, Corollary 5.5 implies that G(n, d) is k-colorable w.h.p. in the case that k divides
n. In Section 5.4 we are going to provide a supplementary argument that allows us to extend this result also to the
case that the number of vertices is not divisible by k, thereby completing the proof of the first part of Theorem 1.1.
But before we come to that, let us prove Propositions 5.2 and 5.4 (under the assumption that k divides n).
5.2 Proof of Proposition 5.2
Let ρ be a doubly-stochastic k× k matrix. Moreover, let µ = (µijst)i,j,s,t∈[k] have entries in [0, 1]. We call (ρ, µ)
a compatible pair if the following conditions are satisfied.
• nk ρij is an integer for all i, j ∈ [k].
• dnµijst is an integer for all i, j, s, t ∈ [k].
• We have
µijst = µstij , µijit = 0, µijsj = 0 ∀i, j, s, t ∈ [k] , (5.12)
k∑
s,t=1
µijst = ρij/k ∀i, j ∈ [k] . (5.13)
If (ρ, µ) is a compatible pair, then (5.13) ensures that ( 1kρ, µ) is (d, n)-admissible (cf. Section 2.3), if we view 1kρ
as a probability distribution on [k]× [k] and µ as a probability distribution on ([k]× [k])2 = [k]4.
Let us also say that a pair (σ, τ) of k-colorings of a multi-graph G has type (ρ, µ) if ρ(σ, τ) = ρ and
eG(σ
−1(i) ∩ τ−1(j), σ−1(s) ∩ τ−1(t)) = µijstdn for all i, j, s, t ∈ [k]
Let Zρ,µ be the number of pairs of k-colorings of G(n, d) of type (ρ, µ). Recall that H (·) denotes the entropy.
Applied to the notion of compatible pairs, Corollary 2.8 directly yields
Fact 5.6 Let (ρ, µ) be a compatible pair. Then
1
n
ln E [Zρ,µ] = H
(ρ
k
)
− d
2
DKL
(
µ,
ρ
k
⊗ ρ
k
)
+O(lnn/n).
To proceed, we need to rephrase the bound provided by Fact 5.6 in terms of the function f(ρ).
Corollary 5.7 Let (ρ, µ) be a compatible pair. Let F = {(i, j, s, t) ∈ [k]4 : i = s ∨ j = t} and define
ρˆ =
(
ρijρst1(i,j,s,t) 6∈F
k2 − 2k − ‖ρ‖22
)
i,j,s,t∈[k]
. (5.14)
Then ρˆ is a probability distribution on [k]4 and
1
n
ln E [Zρ,µ] = f(ρ)− d
2k
DKL (µ, ρˆ) +O(lnn/n).
Proof. Because ρ is doubly-stochastic, we have∑
(i,j,s,t) 6∈F
ρijρst =
∑
i,j,s,t∈[k]
ρijρst −
∑
(i,j,s,t)∈F
ρijρst
= k2 −
∑
i,j,t∈[k]
ρijρit −
∑
i,j,s∈[k]
ρijρsj +
k∑
i,j=1
ρ2ij = k
2 − 2k + ‖ρ‖22 .
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Thus, ρˆ is a probability distribution. Moreover,
DKL
(
µ,
ρ
k
⊗ ρ
k
)
+ ln(1 − 2/k + k−2 ‖ρ‖22)
=
∑
i,j,s,t∈[k]
µijst
[
ln
(
k2µijst
ρijρst
)
+ ln(1− 2/k + k−2 ‖ρ‖22)
]
[as ∑i,j,s,t∈[k] µijst = 1]
=
∑
(i,j,s,t) 6∈F
µijst ln
(
µijst · k
2 − 2k + ‖ρ‖22
ρijρst
)
[due to (5.12)]
= DKL (µˆ, ρˆ) .
The assertion thus follows from Fact 5.6. ✷
Proof of Proposition 5.2. Let ρ ∈ R and let M(ρ) be the set of all probability distributions µ on [k]4 such that
(ρ, µ) is a compatible pair. Then
Zρ,bal =
∑
µ∈M(ρ)
Zρ,µ.
Furthermore, |M(ρ)| ≤ (dn)k4 because of the requirement that µijstdn be integral for all i, j, s, t ∈ [k]. Hence,
1
n
ln E [Zρ,bal] ≤ 1
n
ln |M(ρ)|+ 1
n
max
µ∈M(ρ)
ln E [Zρ,µ] = O(lnn/n) +
1
n
max
µ∈M(ρ)
ln E [Zρ,µ] . (5.15)
Since DKL (µ, ρˆ) ≥ 0 for any µ, Corollary 5.7 yields
1
n
max
µ∈M(ρ)
ln E [Zρ,µ] ≤ f(ρ) +O(lnn/n). (5.16)
The assertion is immediate from (5.15) and (5.16). ✷
5.3 Proof of Proposition 5.4
We begin by estimating f(ρ) for ρ close to ρ¯. The proof of the following lemma is based on considering the first
two differentials of f at the point ρ¯; a very similar calculation appears in [22].
Lemma 5.8 There is a number η > 0 (independent of n) such that for all
ρ ∈ R˜0 = {ρ ∈ R0 : ‖ρ− ρ¯‖∞ < η}
we have f(ρ) ≤ f(ρ¯)− 14 ‖ρ− ρ¯‖22 .
Proof. By construction, we have ∑ki,j=1 ρij = k for all ρ ∈ R. Therefore, we can parametrize the set R as
follows. Let
L : [0, 1]k2−1 → [0, 1]k2 , ρˆ = (ρˆij)(i,j)∈[k]2\{(k,k)} 7→ L(ρˆ) = (Lij(ρˆ))i,j∈[k]
where
Lij(ρˆ) =
{
ρˆij if (i, j) 6= (k, k)
k −∑(s,t) 6=(k,k) ρˆst if i = j = k.
Let Rˆ0 = L−1(R˜0). Then L induces a bijection Rˆ0 → R˜0.
It is straightforward to compute the first two differentials of f ◦L = H ◦L+E ◦ L. The result is that the first
differential D(f ◦ L) equals zero at ρ¯. Furthermore, for ρˆ ∈ Rˆ0 the second differential is given by
∂2f ◦ L
∂ρˆ2ij
(ρˆ) = − 1
k
[
1
Lij(ρˆ) +
1
Lkk(ρˆ)
]
+Ok(ln k/k) (i, j ∈ [k − 1])
∂2f ◦ L
∂ρˆij∂ρˆab
(ρˆ) = − 1
kLkk(ρˆ) + O˜k(ln k/k) (a, b, i, j ∈ [k − 1] , (a, b) 6= (i, j)).
Thus, for η > 0 sufficiently small the Hessian D2(f ◦ L) is negative-definite with all eigenvalues smaller than
−1/2. Hence, the assertion follows from Taylor’s theorem. ✷
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Proof of Proposition 5.4. Assume that ρ ∈ R0,good \ R¯. We claim that
f(ρ) ≤ f(ρ¯)− Ω(n−1 ln4/3 n). (5.17)
To see this, let η > 0 be the (n-independent) number promised by Lemma 5.8. We consider two cases.
Case 1: ‖ρ¯− ρ‖∞ < η. By the definition (5.2) of R¯ and as ρ 6∈ R¯, we have ‖ρ− ρ¯‖∞ ≥ n−
1
2 ln
2
3 n. Moreover,
because ‖ρ¯− ρ‖∞ < η, Lemma 5.8 applies and yields
f(ρ)− f(ρ¯) ≤ −1
4
‖ρ¯− ρ‖22 ≤ −
1
4
‖ρ¯− ρ‖2∞ ≤ n−1 ln4/3 n,
as desired.
Case 1: ‖ρ¯− ρ‖∞ ≥ η. Since η > 0 remains fixed as n → ∞, Proposition 5.3 yields an n-independent number
ξ = ξ(η) > 0 such that f(ρ) ≤ f(ρ¯)− ξ. Hence, (5.17) is satisfied with room to spare.
Finally, plugging (5.17) into Proposition 5.2, we obtain∑
ρ∈R0,good\R¯
E [Zρ,bal] ≤ |R0,good| · max
ρ∈R0,good\R¯
E [Zρ,bal]
≤ nO(1) · max
ρ∈R0,good
exp(f(ρ)n) [as R0,good ≤ |R| ≤ nk2 ]
≤ exp(f(ρ¯)n− Ω(ln4/3)) = o(E [Zk,bal]2),
as claimed. ✷
5.4 Proof of Theorem 1.1 (part 1)
Corollary 5.5 shows that Zk,good(G(n, d)) satisfies the assumptions of Theorem 2.10, which therefore implies that
G(n, d) is k-colorable w.h.p. for n divisible by k. To also deal with the case that the number of vertices is not
divisible by k, we need a few definitions. Recall from Section 3 that a balanced k-coloring σ of G(n, d) skewed if
max
1≤i<j≤k
∣∣∣∣eG(n,d)(σ−1(i), σ−1(j))− dnk(k − 1)
∣∣∣∣ > √n lnn.
In addition, a skewed pair is a pair (σ, τ) of good k-colorings such that either
‖ρ(σ, τ) − ρ¯‖∞ >
√
n ln2/3 n or
max
i,j,s,t∈[k]:i6=s,j 6=t
∣∣∣∣eG(n,d)(σ−1(i) ∩ τ−1(j), σ−1(s) ∩ τ−1(t))− dnk2(k − 1)2
∣∣∣∣ > √n lnn.
The following lemma paraphrases the argument from [36, Section 4].
Lemma 5.9 Assume that for n divisible by k the following is true.
1. The random variable Zk,good satisfies the conditions i.—iii. of Theorem 2.10.
2. The expected number of skewed k-colorings is o(E [Zk,good]).
3. The expected number of skewed pairs is o(E [Zk,good]2).
Then G(n+ z, d) is k-colorable w.h.p. for any 0 ≤ z < k such that d(n+ z) is even.
Proof of Theorem 1.1, part 1. Due to Lemma 2.6 we just need to verify the assumptions of Lemma 5.9. Corol-
lary 5.5 readily implies the first assumption. Furthermore, the second assertion follows from Corollary 3.5 and
Proposition 3.6.
With respect to the third assertion, we call from (5.3) that∑
ρ:‖ρ−ρ¯‖∞>n
−1/2 ln2/3 n
E [Zρ,good] = o(E [Zk,good]
2). (5.18)
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Now, assume that ρ satisfies ‖ρ− ρ¯‖∞ ≤ n−1/2 ln2/3 n. Let µ = (µijst)i,j,s,t∈[k] be such that (ρ, µ) is a
compatible pair. Let Zρ,µ be as in Section 5.2 and let ρˆ be as in (5.14). Then Corollary 5.7 yields
E [Zρ,µ] = n
O(1)E [Zρ,good] exp
[
−dn
2k
DKL (µ, ρˆ)
]
. (5.19)
Suppose that i, j, s, t ∈ [k], i 6= s, j 6= t are indices such that |µijst − k−2(k − 1)−2| > n−1/2 lnn. Since
‖ρ− ρ¯‖∞ ≤ n−1/2 ln2/3 n, we have
|µijst − ρˆijst| = Ω
(
n−1/2 lnn
)
.
Therefore, Fact 2.1 implies that DKL (µˆ, ρˆ) = Ω(ln2 n/n). Hence, (5.19) yields
E [Zρ,µ] = n
O(1)E [Zρ,good] exp
[−Ω(ln2 n)] = E [Zρ,good] exp [−Ω(ln2 n)] . (5.20)
Since the number of possible matrices µ is bounded by nk4 , (5.20) entails that the number Z ′ρ of skewed pairs
(σ, τ) with overlap ρ satisfies
E
[
Z ′ρ
] ≤ nk4 · E [Zρ,good] exp [−Ω(ln2 n)] = E [Zρ,good] exp [−Ω(ln2 n)] . (5.21)
Since
∑
ρ∈R E [Zρ,good] = O(E [Zρ,good]
2) by Corollary 5.5, (5.18) and (5.21) imply that the total expected
number of skewed pairs satisfies is o(E [Zk,good]2), as desired. ✷
6 The Lower Bound on the Chromatic Number
6.1 Outline
The goal in this section is to establish the second part of Theorem 1.1, i.e., the lower bound on the chromatic
number of χ(G(n, d)). More precisely, we are going to show that with
d+ = (2k − 1) ln k − 1 + 3
(ln k)3/2
,
the random multi-graph G(n, d) fails to be k-colorable w.h.p. for d > d+; then Lemma 2.6 implies that the same
is true of G(n, d). To get started, we recall the upper bound on the expected number of k-colorings of G(n, d).
This bound has been attributed to Molloy and Reed [46]. We include the simple calculation here for the sake of
completeness.
Lemma 6.1 Let ρ = (ρ1, . . . , ρk) be a probability distribution on [k] such that ρin is an integer for all i ∈ [k].
Let Zρ be the number of k-colorings σ of G(n, d) such that ∣∣σ−1(i)∣∣ = ρin for all i ∈ [k]. Then
1
n
ln E[Zρ] = H(ρ) +
d
2
ln(1 − ‖ρ‖22) +O(lnn/n). (6.1)
Proof. Let M be the set of all probability distributions µ on [k] × [k] such that (ρ, µ) is (d, n)-admissible (as
defined in Section 2.3). Moreover, for any µ ∈ M let Zρ,µ be the number of k-colorings of G(n, d) such that∣∣σ−1(i)∣∣ = ρin for all i ∈ [k] and such that eG(n,d)(σ−1(i), σ−1(j)) = dnµij for all i, j ∈ [k]. Then Fact 2.1 and
Corollary 2.9 yield
1
n
ln E [Zρ,µ] = H(ρ) +
d
2
ln(1 − ‖ρ‖22)−
d
2
DKL (µ, ρˆ) +O(lnn/n) for any µ ∈M. (6.2)
Since |M | ≤ nk2 (due to the condition that dnµij must be an integer for all i, j), (6.2) implies together with
Fact 2.1 that
1
n
ln E[Zρ] =
1
n
ln
∑
µ∈M
E [Zρ,µ] = H(ρ) +
d
2
ln(1 − ‖ρ‖22) + O(lnn/n),
as claimed. ✷
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Corollary 6.2 We have
1
n
ln E [Zk−col] = ln k +
d
2
ln(1− 1/k) +O(lnn/n).
Furthermore, if d ≥ (2k − 1) ln k, then E[Zk−col] ≤ exp(−Ω(n)).
Proof. Let ρ be a probability distribution on [k] and let Zρ be as in Lemma 6.1. Clearly, the entropy H(ρ) is
maximized if ρ = 1k1 is the uniform distribution. The uniform distribution ρ =
1
k1 also happens to minimize
‖ρ‖22. Therefore, (6.1) implies that for any probability distribution ρ we have
1
n
ln E [Zρ] ≤ ln k + d
2
ln(1 − 1/k) +O(lnn/n), (6.3)
with equality in the case that
∥∥ρ− 1k1∥∥∞ = O(n−1/2). Since the number of possible distributions ρ such that
ρin is an integer for all i ∈ [k] is bounded by nk, (6.3) implies that
1
n
ln E [Zk−col] = ln k +
d
2
ln(1− 1/k) +O(lnn/n).
Furthermore, for d ≥ (2k − 1) ln k the elementary inequality ln(1− z) ≤ −z − z2/2− z3/3 yields
1
n
ln E [Zk−col] ≤ ln k − d
2
(
1
k
+
1
2k2
+
1
3k3
)
+O(lnn/n)
≤ −
(
1
12k2
− 1
6k3
)
ln k +O(lnn/n) < 0,
as desired. ✷
Due to Corollary 6.2, we may assume in the following that d is the unique integer satisfying
d+ ≤ d < (2k − 1) lnk. (6.4)
Corollary 6.2 shows that for this d, the first moment is
1
n
ln E[Zk−col] = ln k − d
2
(
1
k
+
1
2k2
)
+ O˜k(k
−2) ≤ 1
2k
− 3
2k ln3/2 k
+ O˜k(k
−2). (6.5)
The fact that the right-hand side is positive is not an “accident”: indeed the first moment E[Zk−col] is generally
exponentially large in n for this d. Therefore, the standard first moment argument does not suffice to prove that
χ(G(n, d)) > k w.h.p.
Instead, we develop an argument that takes the geometry of the set of k-colorings into account: we already
saw that the k-colorings of G(n, d) come in clusters that of exponential size. Roughly speaking, the volume of
these clusters is what drives up the first moment, even though G(n, d) does not have a single k-coloring w.h.p.
To overcome this issue, we are going to perform a first-moment argument over the number of clusters rather than
individual k-colorings. To implement this idea, we need the following
Definition 6.3 Let σ be a k-coloring of a multi-graph G and let p ∈ [0, 1].
1. A vertex v is rainbow if for any color i ∈ [k] \ {σ(v)} there is a neighbor w of v with σ(w) = i.
2. We call σ p-rainbow if precisely pn vertices are rainbow.
For two (not necessarily balanced) k-colorings σ, τ of G(n, d) we define the overlap ρ(σ, τ) just as in (3.2).
Similarly, we define the cluster
C∗(σ) = {σ : σ is a k-coloring with ρii(σ, τ) > 0.51 for all i ∈ [k]} .
(The difference between C(σ) as defined in (3.3) and C∗(σ) is that the former only contains balanced k-colorings.)
Furthermore, for p ∈ [0, 1] let
Σp = |{C∗(σ) : σ is a p-rainbow k-coloring of G(n, d)}| .
In words, Σp is the number of clusters of p-rainbow k-colorings of G(n, d). (Of course, the cluster C∗(σ) may
contain colorings τ 6= σ that are not p-rainbow.)
A priori, the definition of the cluster C∗(σ) does not ensure that the clusters of two colorings σ, τ are either
disjoint or identical. In order to enforce that this is indeed the case, we are going to show that we may confine
ourselves to “nice” k-colorings with certain additional properties.
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Definition 6.4 Let σ be a k-coloring of G(n, d). We call σ nice if the following three conditions are satisfied.
1. Let ρ = (ρi)i∈[k] be the vector with entries ρi = |σ−1(i)|/n. Then∥∥ρ− k−11∥∥
2
< k−1 ln−
1
3 k. (6.6)
2. Let µ = (µij)i,j∈[k] be the matrix with entries µij = eG(n,d)(σ−1(i), σ−1(j))/dn. Moreover, let µ¯ =
(µ¯ij)i,j∈[k] be the matrix with entries µ¯ij = 1i6=jk−1(k − 1)−1. Then
‖µ− µ¯‖2 < 8k−1(k − 1)−1 ln−
1
3 k. (6.7)
3. If τ ∈ C∗(σ) is a k-coloring such that∣∣∣|τ−1(i)| − n
k
∣∣∣ < n
k(ln k)1/3
for all i ∈ [k]
then the overlap matrix satisfies ρii(σ, τ) ≥ 0.9 for all i ∈ [k].
Hence, in a nice coloring all the color classes have size about n/k, and the edge densities between different color
classes are approximately uniform. Furthermore, the third condition ensures that for two nice colorings σ, τ , the
clusters C∗(σ), C∗(τ) are either disjoint or identical. Let Z ′ be the number of k-colorings of G(n, d) that fail to be
nice. In Section 6.2 we are going to derive the following bound.
Proposition 6.5 We have 1n ln E[Z
′] ≤ − 14k−1 ln
1
3 k.
Furthermore, in Section 7 we are going to establish the following proposition, which effectively puts a lower
bound on the cluster size of a nice p-rainbow k-coloring. Let Λ = Λk(G(n, d)) denote the set of all nice k-
colorings of G(n, d). Moreover, let ∆ = [1− 20k , 1− 120k ].
Proposition 6.6 Let p ∈ [0, 1]. For a k-coloring σ of G(n, d) let Cp,σ denote the number of nice p-rainbow
k-colorings in C∗(σ). Moreover, let Ap,σ be the event that σ is p-rainbow.
1. If p ∈ ∆, then there exist numbers p′, q satisfying
p′ = p+Ok(k
−1 ln−7/8 k) and q = 1− 1/k +Ok(k−1 ln−2 k) (6.8)
such that
1
n
ln
∑
σ∈[k]n
∑
i≥1
P[σ ∈ Λ, Ap,σ, Cp,σ = i, Z ′ = 0]
i
≤ ln k + d
2
ln(1 − k−1)−DKL(p′, q)− (1− p) ln 2 + o(1).
2. If p 6∈ ∆, then
1
n
ln
∑
σ∈[k]n
∑
i≥1
P[σ ∈ Λ, Ap,σ, Cp,σ = i, Z ′ = 0]
i
≤ − 1
4k
.
Based on Proposition 6.6, we obtain the following bound on Σp.
Corollary 6.7 For any p ∈ ∆ then there exist p′, q satisfying (6.8) such that
1
n
ln E[Σp · 1Z′=0] ≤ max
{
ln k +
d
2
ln (1− 1/k)−DKL (p′, q)− (1− p) ln 2,− ln
1/3 k
4k
}
+ o(1).
Furthermore, if p 6∈ ∆, then 1n ln E[Σp · 1Z′=0] < − 14k .
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Proof. Let Cp,σ and Ap,σ be as in Proposition 6.6. Moreover, let Λp = Λ ∩ Ap denote the set of nice p-rainbow
k-colorings of Gn,d and let Σp∗ = |{C∗(σ) : σ ∈ Λp}| . Since the clusters of two colorings σ, τ ∈ Λp are either
disjoint or identical, by double-counting we have
Σp∗ =
∑
σ∈Λp
1
Cp,σ
.
Furthermore, because Σp · 1Z′=0 = Σp∗ · 1Z′=0, we find
1
n
ln E[Σp · 1Z′=0] = 1
n
ln E[Σp∗ · 1Z′=0] =
∑
σ∈[k]n
∑
i≥1
P[Cp,σ = i, σ ∈ Zp, Z ′ = 0]
i
=
∑
σ∈[k]n
∑
i≥1
P[σ ∈ Λ, Ap,σ, Cp,σ = i, Z ′ = 0]
i
. (6.9)
Together with Proposition 6.6, (6.9) yields
1
n
ln E[Σp · 1Z′=0] ≤
{
ln k + d2 ln(1− 1k )−DKL (p′, q)− (1 − p) ln 2 + o(1) if p ∈ ∆,− 14k otherwise,
as claimed. ✷
Proof of Theorem 1.1, part 2 (assuming Propositions 6.5 and 6.6). We start by deriving an explicit estimate of the
bound provided by Corollary 6.7. Assume that p ∈ ∆ and let p′, q be the numbers promised by Corollary 6.7. Let
c > 0 be such that d = (2k − 1) ln k − c. Using the estimate ln(1− z) = −z − z2/2 +O(z3), we see that
ln k +
d
2
ln(1− 1/k) = ln k − d
2
(
1
k
+
1
2k2
+Ok(k
−3)
)
=
c
2k
+ O˜k(k
−2). (6.10)
To proceed, consider the function h(p′′, q′′) = −DKL(p′′, q′′) + (1 − p′′) ln 2. Then
∂h
∂p′′
= − ln p
′′
q′′
+ ln
1− p′′
1− q′′ + ln 2,
∂2h
∂p′′2
= − 1
p′′(1− p′′) .
Hence, for a fixed value of q the function h(p′′, q) attains its maximum at p′′ = p0 = 2q1+q . Consequently, for any
fixed q satisfying (6.8) we have
h(p′, q) ≤ h(p0, q) ≤ −p0 ln p0
q
− (1− p0) ln 1− p0
1− q − (1− p0) ln 2
= − 2q
1 + q
ln
2
1 + q
− 1− q
1 + q
ln
1
1 + q
− 1− q
1 + q
ln 2
[
as 1− p0 = 1− q
1 + q
]
=
1
1 + q
(
−2q ln 2
1 + q
− (1− q) ln 2
1 + q
)
=
1
1 + q
(
2q ln
(
1− 1− q
2
)
+ (1− q) ln
(
1− 1− q
2
)) [
as 1 + q = 2
(
1− 1− q
2
)]
= ln
(
1− 1− q
2
)
≤ 1− q
2
≤ − 1
2k
+Ok(k
−1 ln−2 k). [as ln(1 − z) ≤ −z and due to (6.8)].
Combining this last estimate with (6.10) and using Corollary 6.7, we see that for p ∈ ∆
1
n
ln E [Σp · 1Z′=0] ≤ max
{
c− 1
2k
+
25
k ln2 k
,− ln
1/3 k
4k
}
+ o(1). (6.11)
Our assumption (6.4) on d ensures that c = (2k − 1) lnk − d < 1− 3 ln−3/2 k, whence (6.11) implies for p ∈ ∆
that
1
n
ln E [Σp · 1Z′=0] ≤ −k−1 ln−3/2 k. (6.12)
Further, Corollary 6.7 readily states that 1n ln E [Σ
p · 1Z′=0] < − 14k for all p 6∈ ∆. Hence, (6.12) does in fact hold
for all p ∈ [0, 1].
To complete the proof, consider the random variable Z = Z ′ +∑ns=0 1Z′=0 ·Σs/n. If G(n, d) is k-colorable,
then Z ≥ 1, because either there is a k-coloring that is not nice (in which case Z ′ ≥ 1), or Σs/n ≥ 1 for some s.
Since Proposition 6.5 and (6.12) imply thatE [Z] = exp(−Ω(n)), Markov’s inequality entails that χ(G(n, d)) > k
w.h.p. ✷
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6.2 Proof of Proposition 6.5
For a probability distribution ρ = (ρ1, . . . , ρk) on [k] let Zρ denote the number of k-colorings σ of G(n, d) such
that |σ−1(i)| = ρin for all i ∈ [k].
Lemma 6.8 Let εk = k−1 ln−1/3 k and let ρ be such that
∥∥ρ− 1k1∥∥2 > εk. Then 1n ln E[Zρ] ≤ − ln1/3 k3k .
Proof. Let ρ¯ be a probability distribution such that ∥∥ρ¯− 1k1∥∥∞ = O(n−1) and such that ρ¯in is an integer for all
i ∈ [k]. Because the entropy function attains its global maximum at 1k1, Lemma 6.1 yields
1
n
ln E [Zρ]− 1
n
ln E [Zρ¯] = H(ρ)−H(ρ¯) + d
2
[
ln(1− ‖ρ‖22)− ln(1− 1/k)
]
+O(lnn/n)
≤ d
2
[
ln(1− ‖ρ‖22)− ln(1− 1/k)
]
+O(lnn/n). (6.13)
To bound this expression, we compute the first two derivatives of the function ρ 7→ d2 ln(1− ‖ρ‖22): for i, j ∈ [k],
i 6= j we find
∂
∂ρi
ln(1− ‖ρ‖22) = −
2ρi
1− ‖ρ‖22
,
∂2
∂2ρi
ln(1− ‖ρ‖22) = −
2
1− ‖ρ‖22
− 4ρ
2
i
(1− ‖ρ‖22)2
,
∂2
∂ρi∂ρj
ln(1− ‖ρ‖22) = −
4ρiρj
(1 − ‖ρ‖22)2
.
Because the rank one matrix (4ρiρj/(1 − ‖ρ‖22))i,j∈[k] is positive semidefinite, all eigenvalues of the Hessian
( ∂
2
∂ρi∂ρj
ln(1 − ‖ρ‖22))i,j∈[k] are bounded by −2/(1 − ‖ρ‖22) < −2. Therefore, together with Taylor’s formula,
(6.13) yields
1
n
ln E [Zρ] ≤ 1
n
ln E [Zρ¯]− d
2
‖ρ− ρ¯‖22 +O(lnn/n) ≤
1
n
ln E [Zk−col]− d
2
‖ρ− ρ¯‖22 +O(lnn/n)
≤ 1
2k
− d
2
‖ρ− ρ¯‖22 +O(lnn/n) [due to (6.5)],
whence the assertion is immediate. ✷
Let ρ be a probability distribution on [k] and let µ be a probability distribution on [k]× [k] such that (ρ, µ) is
(d, n)-admissible. LetZρ,µ be the number of k-coloringsσ of G(n, d) such that |σ−1(i)| = ρin and eG(n,d)(σ−1(i), σ−1(j)) =
dnµij for all i, j ∈ [k]. In addition, let µ¯ = (µ¯ij)i,j∈[k] be the probability distribution defined by µ¯ij =
1i6=jk
−1(k − 1)−1.
Lemma 6.9 With εk = 8/(k(k − 1) ln 13 k) assume that
∥∥ρ− 1k1∥∥2 ≤ k−1 ln− 13 k but ‖µ− µ¯‖2 > εk. Then
1
n
ln E[Zρ,µ] ≤ −1
4
k−1 ln1/3 k.
Proof. Let ρˆ = (ρˆij)i,j∈[k] be the probability distribution with ρˆij = 1i6=j ·ρiρj1−‖ρ‖22 . Then by Corollaries 2.9 and 6.2
we have
1
n
ln E[Zρ,µ] = H(ρ) +
d
2
ln(1− ‖ρ‖22)−
d
2
DKL (µ, ρˆ) +O(lnn/n)
≤ 1
n
ln E[Zk−col]− d
2
DKL (µ, ρˆ) +O(lnn/n) ≤ 1
2k
− d
2
DKL (µ, ρˆ) +O(lnn/n). (6.14)
By Fact 2.1 the function µ 7→ DKL (µ, ρˆ) takes its minimum value (namely, zero) at µ = ρˆ. Recalling its
differentials from (2.1), (2.2), we see that the Hessian ( ∂2∂µij∂µstDKL (µ, ρˆ))i,j,s,t∈[k]:i6=j,s6=t is a positive-definite
diagonal matrix with diagonal entries 1/µij (i 6= j).
Because
∥∥ρ− 1k1∥∥2 ≤ k−1(ln k)−1/3 we have ‖ρˆ− µ¯‖2 ≤ εk/2. Consequently, our assumption ‖µ− µ¯‖2 >
εk implies that ‖µ− ρˆ‖2 > εk/2. In fact, let a ∈ [0, 1] be such that µˆ = aµ+ (1 − a)ρˆ is at ℓ2-distance exactly
εk/2 from ρˆ. Then due to the convexity of the Kullback-Leibler divergence (Fact 2.1), we have DKL (µ, ρˆ) ≥
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DKL (µˆ, ρˆ). Furthermore, because ‖µˆ− ρˆ‖2 = εk/2, we have µˆij ≤ 2/k2 for all i, j ∈ [k], i 6= j. Therefore,
Taylor’s formula implies together with the above analysis of the Hessian of DKL (·, ρˆ) that
DKL (µ, ρˆ) ≥ DKL (µˆ, ρˆ) ≥ k
2
4
‖µˆ− ρˆ‖22 =
k2ε2k
16
. (6.15)
Plugging (6.15) into (6.14), we see that for any µ such that ‖µ− ρˆ‖2 > εk,
1
n
ln E[Zρ,µ] ≤ 1
2k
− dk
2ε2k
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+O(lnn/n) ≤ − ln
1/3 k
k
[as d ≥ 1.9k ln k],
thereby completing the proof. ✷
Lemmas 6.8 and 6.9 put a bound on the expected number of k-colorings of G(n, d) that violate the first two
conditions in Definition 6.4. To estimate the number of colorings for which the third condition is violated, we need
to establish a similar statement as Lemma 4.3, albeit under significantly weaker assumptions. In particular, we
need to work with the “planted coloring model” G(σ, µ) from Section 4. The following statement is reminiscent
of Lemma 4.3; the difference is that here we make weaker assumptions as to the “balancedness” of the coloring,
while also aiming at a weaker conclusion.
Lemma 6.10 Let (ρ, µ) be (d, n)-admissible and assume that for all i, j ∈ [k], i 6= j we have
|ρi − 1/k| ≤ k−1 ln−1/3 k, |µij − k−1(k − 1)−1| ≤ 8/(k(k − 1) ln1/3 k). (6.16)
Let i ∈ [k] and let 0.509 ≤ α ≤ 0.99. Then in G(σ, µ) with probability 1 − exp(−nΩk(ln k/k)) the following is
true.
For any set S ⊂ Vi of size |S| = αn/k the number of vertices v ∈ V \ Vi that do not
have a neighbor in S is less than nk (1− α− ln−1/4 k).
(6.17)
Proof. As in the proof of Lemma 4.3, we assume i = 1, fix a set S ⊂ V1 of size |S| = αn/k, and let
ej,S = |{(v, l) ∈ S × [d] : Γσ,µ(v, l) ∈ Vj × [d]}| .
Let pj = µ1j/ρj . Then (6.16) ensures that pj = (1 − ok(1))/k. Let eˆj,S be a Bin(|S|d, pj) random variable.
Setting δ = 10−4, we obtain from Lemma 2.4 and the Chernoff bound (Lemma 2.2)
P
[
ej,S <
(1− δ)d|S|
k − 1
]
≤ O(√n) · P
[
eˆj,S <
(1− δ)d|S|
k − 1
]
≤ O(√n) exp
[
− δ
2d|S|
3(k − 1)
]
≤ exp(−n · Ωk(ln k/k)). (6.18)
Let ES be the event that ej,S ≥ (1−δ)d|S|k−1 for all j = 2, . . . , k. Taking a union bound over all ≤ 2n/k possible sets
S and all k − 1 colors j, we obtain from (6.18)
P [∃S : ES does not occur] ≤ (k − 1)2n/k exp(−n · Ωk(ln k/k)) ≤ − exp(−n · Ωk(ln k/k)). (6.19)
Conditioning on ES , let Xj,S be the number of vertices in v ∈ Vj that do not have a neighbor in S. Us-
ing Lemma 2.4 (the binomial approximation to the hypergeometric distribution), we can approximate Xj,S by a
binomial random variable Xˆj,S = Bin(ρjn, qj), where
qj = P
[
Bin
(
d,
ej,S
dnρj
)
= 0
]
≤
(
1− ej,S
dnρj
)d
≤ exp
[
− (1− δ)αd
k − 1
]
[as ej,S ≥ 1−δk−1d|S|]
≤ k−2α(1−2δ). (6.20)
More precisely, Lemma 2.4 yields
P [Xj,S ≥ t|ES ] ≤ O(
√
n) P
[
Xˆj,S ≥ t
]
for any t > 0. (6.21)
Setting q = k−2α(1−2δ), XˆS = Bin((1 − 1/k)n, q), and XS =
∑k
j=2Xj,S , we obtain from (6.20) and (6.21)
P [XS ≥ t|ES ] ≤ O(
√
n) P
[
XˆS ≥ t
]
for any t > 0. (6.22)
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Let α′ = α+ ln−1/4 k. By (6.22) and the Chernoff bound,
P
[
XS ≥ n
k
(1− α′)|ES
]
≤ O(√n) P
[
XˆS ≥ n
k
(1− α′)
]
≤ exp
[
−n
k
(1− α′ + o(1)) ln
(
1− α′
ekq
)]
. (6.23)
Further, we take the union bound over all
(
ρ1n
(1−α)ρ1n
) ≤ exp(ρ1n(1− α)(1 − ln(1 − α))) ways to choose the set
S: from (6.23) we obtain
k
n
ln P
[
∃S : XS ≥ n
k
(1− α′), ES
]
≤ (1− α)(1 − ln(1 − α))− (1− α′) ln 1− α
′
ekq
+ o(1). (6.24)
Because the function z ∈ [0, 1] 7→ −z ln z is bounded, (6.24) yields
k
n
ln P
[
∃S : XS ≥ n
k
(1 − α′), ES
]
≤ Ok(1) + (1− α′) ln(kq)
≤ Ok(1) + (1− 2α(1 − 2δ))(1− α′) ln k. (6.25)
Finally, because 0.509 ≤ α ≤ 0.99 and δ = 10−4, we see that 2α(1− 2δ) ≥ 1.001. Hence, (6.25) implies
1
n
ln P
[
∃S : XS ≥ n
k
(1− α′), ES
]
≤ −Ωk(ln k/k)n. (6.26)
The assertion follows from (6.19) and (6.26). ✷
Proof of Proposition 6.5. Lemmas 6.8 and 6.9 readily imply the desired bound on the expected number of colorings
that violate the first or the second conditions in Definition 6.4. With respect to the third condition, let (ρ, µ) be
an admissible pair that satisfies (6.16) and let Z ′′ρ,µ be the number of k-colorings σ such that σ−1(i) = ρin and
eG(n,d)(σ
−1(i), σ−1(j)) = dnµij for all i, j ∈ [k] that violate (6.17) for some 0.509 ≤ α ≤ 0.99. We claim that
1
n
ln E
[
Z ′′ρ,µ
] ≤ −Ωk(ln k/k). (6.27)
Indeed, by (6.5) the total number Zρ,µ of k-colorings such that σ−1(i) = ρin and eG(n,d)(σ−1(i), σ−1(j)) =
dnµij for all i, j ∈ [k] satisfies
1
n
ln E [Zρ,µ] ≤ 1
n
ln E [Zk−col] = Ok(k
−1). (6.28)
Furthermore, if σ : V → [k] is such that |σ−1(i)| = ρin for all i ∈ [k], then G(σ, µ) is nothing but the conditional
distribution of the random graph G(n, d) given that eG(n,d)(σ−1(i), σ−1(j)) = dnµij . Thus, Lemma 6.10 shows
that for any such σ,
1
n
ln P
[(6.17) is violated|eG(n,d)(σ−1(i), σ−1(j)) = dnµij for all i, j ∈ [k]] ≤ −Ωk(ln k/k). (6.29)
Combining (6.28) and (6.29) and using the linearity of expectation, we obtain (6.27).
Finally, assume that σ : V → [k] has the property (6.17). Let τ : V → [k] be another coloring that satisfies
conditions 1. and 2. in Definition 6.4 and assume that τ ∈ C∗(σ). Let i ∈ [k] and consider the sets S =
σ−1(i) ∩ τ−1(i) and T = τ−1(i) \ σ−1(i). Because both σ, τ satisfy condition 1. in Definition 6.4, we have
|S| ≥ 0.509nk . For the same reason, the set T satisfies
|T | ≥ n
k
− |S| −Ok(k−1 ln−1/3 k)n > n
k
− |S| − n
k
ln−1/4 k.
Hence, (6.17) implies that nk ρii(σ, τ) = |S| > 0.99nk . Thus, σ satisfies the third condition in Definition 6.4.
Therefore, the assertion follows from (6.27). ✷
7 Lower-bounding the cluster size
Throughout this section we keep the notation and the assumptions from Section 6.1.
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7.1 Outline
The aim in this section is to prove Proposition 6.6. Essentially this means that we need to establish a lower
bound on the size of the cluster C(σ) of the nice p-rainbow k-coloring σ (because the cluster size occurs in the
denominator of the sums that we are interested in). Roughly speaking, we are going to show that almost all the
vertices that fail to be rainbow have precisely two colors to choose from, and that these color choices can be
made nearly independently. In effect, it is going to emerge that for a p-rainbow coloring the cluster size is about
(1 − p) ln 2. The proof of Proposition 6.6 is going to be more or less immediate from this estimate. Technically,
the implementation of this strategy requires a bit of work because we need to get a rather precise handle on
the probability of certain “rare events”. That is, we need to perform some large deviations analysis relatively
accurately.
More precisely, let us fix a probability distribution ρ on [k] that satisfies the first condition (6.6) in the definition
of “nice” along with a map σ : V → [k] such that |σ−1(i)| = ρin for all i ∈ [k]. Let p ∈ [0, 1] and consider the
sum
ψp (σ) =
∑
i≥1
1
i
P[Ap,σ, Cp,σ = i, Z
′ = 0|σ ∈ Λ].
(Recall from Proposition 6.6 that Cp,σ is the number of nice p-rainbow k-colorings in the cluster C∗(σ), that Ap,σ
is the event that σ is p-rainbow, that Λ is the event that σ is a nice k-coloring of G(n, d), and that Z ′ is the number
of k-colorings that fail to be nice.) Set
yp = n(1− p)(1− ln− 13 k).
Then
ψp(σ) ≤ 2−yp P[Cp,σ ≥ 2yp , Ap,σ|σ ∈ Λ] + P[Cp,σ < 2yp , Ap,σ, Z ′ = 0|σ ∈ Λ]
≤ 2−yp P[Ap,σ|σ ∈ Λ] + P[Cp,σ < 2yp , Ap,σ, Z ′ = 0|σ ∈ Λ]. (7.1)
To estimate the two probabilities on the right hand side, we need to get a handle on the number of rainbow
vertices and on the cluster size. To this end, we say that a vertex v is i-vacant in G(n, d) with respect to σ if
σ(v) 6= i and if v does not have a neighbor in σ−1(i). Furthermore, in order to deal with the conditioning on the
event that σ ∈ Λ, we are going to work with the random multi-graph G(σ, µ) with µ a probability distribution on
[k]× [k] in which σ is a “planted” k-coloring.
Proposition 7.1 Let µ is a probability distribution on [k] × [k] that satisfies condition (6.7) such that (ρ, µ) is
(d, n)-admissible. Then in the random multi-graph G(σ, µ) the following statements are true.
1. There exist p′, q satisfying (6.8) such that
P[Ap,σ] ≤ exp
[
−min
{
DKL (p
′, q) ,Ωk(ln
1/8 k/k)
}
n+O(lnn)
]
. (7.2)
2. Let V∗ be the set of vertices v such that there exist 1 ≤ j < j′ ≤ k such that v is both j-vacant and
j′-vacant. Then
P
[
|V∗| > n
k ln3/4 k
]
≤ exp
[
−n · Ωk(ln1/9 k/k)
]
.
3. Let Vij be the set of j-vacant v ∈ σ−1(i) and Vˆ =
∑
i,j∈[k] |Vij | · 1|Vij|>n/k2.9 . Then
P
[
Vˆ > 2n
k ln3/4 k
]
≤ exp
[
−nΩk(ln1/9 k/k)
]
.
We defer the proof of Proposition 7.1 to Section 7.2. In addition, in Section 7.3 we are going to prove that the
j-vacant vertices do not span a lot of edges w.h.p. More precisely, we have
Proposition 7.2 With the notation and assumptions of Proposition 7.1, let V ′ij = Vij \V∗ if |Vij | ≤ n/k2.9, while
V ′ij = ∅ otherwise. Moreover, for each j ∈ [k] let Ej be the number of edges spanned by
⋃
i∈[k] V ′ij and set
E =
∑
j∈[k]Ej . Then in G(σ, µ) we have
P
[
E >
n
k ln4/5 k
]
≤ exp
[
−Ωk(ln1/9 k/k)n
]
.
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Proof of Proposition 6.6. Given ρ, σ, let M be the set of all probability distributions µ on [k]× [k] that satisfy (6.7)
such that (ρ, µ) is (d, n)-admissible. Then Bayes’ formula shows that
PG(n,d)[Ap,σ, Cp,σ = i, Z
′ = 0|σ ∈ Λ] ≤ (1 + o(1))max
µ∈M
PG(σ,µ)[Ap,σ, Cp,σ = i, Z
′ = 0]. (7.3)
First assume that p ∈ ∆ = [1− 20k , 1− 120k ]. With (V ′ij)i6=j the sets from Proposition 7.2, let V ′ =
⋃
i6=j V ′ij .
To get an intuitive picture, observe that V ′ contains all the sets Vij which are not “exceedingly” large. Let Bp,σ
be the event that either |V ′| < (1 − p)(1 − ln−2/3 k)n or E > nk−1 ln−4/5 k. Then Propositions 7.1 and 7.2
and (7.3) imply
P [Ap,σ, Bp,σ|σ ∈ Λ] ≤ exp(−Ωk(ln1/9 k/k)n). (7.4)
Suppose that σ ∈ Λ and that the event Ap,σ occurs but Bp,σ does not. Let V ′′ be the set of vertices v ∈ V ′ that
are j-vacant and that are not adjacent to any other j-vacant vertex in V ′ for some j ∈ [k]. Because Bp,σ does not
occur, we have |V ′′| ≥ (1− p)(1− 2 ln−2/3 k)n. Furthermore, for any subset S ⊂ V ′′ there exists a k-coloring τ
such that τ(v) 6= σ(v) for all v ∈ S and τ(v) = σ(v) for all v ∈ V \ S. More precisely, since every vertex v ∈ S
is j-vacant for some j 6= σ(v), we can set τ(v) = j. This yields a k-coloring because, by the construction of V ′′,
no two vertices in S that receive color j under τ are adjacent. Let C∗(σ) denote the set of colorings τ that can be
obtained in this way.
Because |V ′ij | ≤ n/k2.9 for all i, j ∈ [k], we have C∗(σ) ⊂ C∗(σ). In addition, any coloring τ ∈ C∗(σ) has
the exact same rainbow vertices as σ does, and thus their number is pn. Hence, if all the colorings in C∗(σ) are
nice, we have Cp,σ ≥ |C∗(σ)| ≥ 2yp . Therefore, (7.4) yields
P [Cp,σ < 2
yp , Ap,σ, Z
′ = 0|σ ∈ Λ] ≤ P [Ap,σ, Bp,σ|σ ∈ Λ] ≤ exp(−Ωk(ln1/9 k/k)n). (7.5)
Together with (7.1) and (7.2), (7.5) implies
ψp(σ) ≤ exp [−DKL (p′, q)n+O(lnn)] [as DKL (p′, q) = Θk(1/k) for p ∈ ∆]. (7.6)
Summing (7.6) over all σ and using the bound (6.5) on the expected number yields the first part of Proposition 6.6.
Finally, if p 6∈ ∆, then for any p′, q satisfying (6.8) we have DKL (p′, q) ≥ 0.94/k. Therefore, the first part of
Proposition 7.1 implies together with (6.5) and (7.3) that
1
n
ln
∑
σ∈[k]n
∑
i≥1
P[σ ∈ Λ, Ap,σ, Cp,σ = i, Z ′ = 0]
i
≤ 1
n
ln
∑
σ∈[k]n
P[σ ∈ Λ, Ap,σ, Z ′ = 0]
≤ 1
n
ln E [Zk−col]− 0.94
k
+ o(1) ≤ − 1
4k
,
as claimed. ✷
7.2 Proof of Proposition 7.1
Clearly, whether a vertex is i-vacant or not only depends on the colors of its neighbors. Recall from Section 4 that
for a given map σ and a probability distribution µ on [k]× [k] we denote by Γσ,µ : V × [d]→ V × [d] a random
configuration that respects σ and µ. Furthermore, because we are only interested in the colors of the neighbors
of the vertices, we let Γ∗σ,µ : V × [d] → [k] map each clone (v, j) to the color i such that Γσ,µ ∈ Vi × [d]. Let
Vi = σ
−1(i) for all i ∈ [k].
To describe the distribution of the random map Γ∗σ,µ in simpler terms, let gσ,µ = (g(v, j))j∈[k],v∈Vj be a
family of independent [k]-valued random variables such that
P [g(v, j) = i] =
µij
ρi
for i, j ∈ [k] , v ∈ Vj .
Let Bµ be the event that |{v ∈ Vj : g(v, j) = i}| = µijdn for all i, j ∈ [k] . Then we have the following multi-
variate analogue of Lemma 2.4 (the binomial approximation to the hypergeometric distribution).
Fact 7.3 For any event E we have P [Γ∗σ,µ ∈ E] = P [gσ,µ ∈ E|Bµ] ≤ nO(1) · P [gσ,µ ∈ E ] .
Let us call v ∈ V j-vacant in gσ,µ if σ(v) 6= j and g(v, l) 6= j for all l ∈ [d]. Armed with Fact 7.3, we can
analyze the number of j-vacant vertices fairly easily.
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Lemma 7.4 Let U∗ be the number of vertices v ∈ V such that for two distinct colors j, j′ ∈ [k] \ {σ(v)}, v is
both j-vacant and j′-vacant in gσ,µ. Then
P
[
U∗ >
n
k ln3/4 k
]
≤ exp
[
−n · Ωk(ln1/9 k/k)
]
.
Proof. For a vertex v and colors j, j′ ∈ [k] \ {σ(v)}, j 6= j′ let pv,j,j′ = P [g(v, l) 6∈ {j, j′} for all l ∈ [d]] .
Because the (g(v, l))l∈[d] are mutually independent, we have
pv,j,j′ =
(
1− µij + µij′
ρi
)d
.
Our assumptions (6.6) and (6.7) on ρ and µ ensure that (µij + µij′ )/ρi ≥ 1.99/k. As, moreover, d ≥ 1.99k ln k,
we obtain
pv,j,j′ ≤ (1− 0.99/k)1.99k ln k ≤ k−1.9.
Because this estimate holds for all v, j, j′ and since the (g(v, l))v∈V,l∈[d] are mutually independent, we conclude
that U∗ is stochastically dominated by a binomial random variable Bin(n, k−1.9). Therefore, the Chernoff bound
(Lemma 2.2) yields
P
[
U∗ >
n
k ln3/4 k
]
≤ P
[
Bin(n, k−1.9) >
n
k ln3/4 k
]
≤ exp
[
− n
k ln3/4 k
· ln
(
k0.9
e ln3/4 k
)]
≤ exp
[
−n · Ωk(ln1/9 k/k)
]
,
as claimed. ✷
Lemma 7.5 Let U be the number of v ∈ V that are j-vacant in gσ,µ for some color j ∈ [k] \ {σ(v)}. For any
p ∈ [0, 1] there exist p′, q satisfying (6.8) such that
1
n
ln P [U = (1− p)n] ≤ max
{
−DKL (p′, q′) ,−Ωk(ln1/8 k/k)
}
+ o(1).
Proof. Let I be the set of pairs (i, j) such that
|ρi − 1/k| ≤ k−1 ln−4 k and |µij − k−1(k − 1)−1| ≤ k−1(k − 1)−1 ln−4 k.
Our assumptions (6.6) and (6.7) on ρ, µ ensure that |I| ≥ k2 − 2 ln9 k. Let UI be the number of vertices
v ∈ Vi that are j-vacant for a pair (i, j) ∈ I, and let UI¯ be the number j-vacant v ∈ Vi with (i, j) 6∈ I. Then
UI ≤ U ≤ UI + UI¯ . We are going to estimate UI , UI¯ separately.
Assume that (i, j) ∈ I. The probability that a vertex v ∈ Vi is j-vacant in gσ,µ is
pij = (1− µij/ρi)d = (1 − 1/k +Ok(k−1 ln−4 k))d = exp(−2 lnk +Ok(ln−4 k)).
Furthermore, if j′ 6∈ {i, j} is another index such that (i, j′) ∈ I, then the probability that v ∈ Vi is both j-vacant
and j′-vacant in gσ,µ is
pijj′ = (1− (µij + µij′ )/ρi)d = (1− 2/k +Ok(k−1 ln−4 k))d = exp(−4 lnk +Ok(ln−4 k)).
Hence, by inclusion/exclusion the probability that v is j-vacant in gσ,µ for some j with (i, j) ∈ I is
pi = |{j ∈ [k] \ {i} : (i, j) ∈ I}| · exp(−2 lnk +Ok(ln−4 k))
= (k +Ok(ln
9 k)) exp(−2 lnk +Ok(ln−4 k)) = k−1(1 +Ok(ln−4 k)). (7.7)
Because the events {v is j-vacant in gσ,µ} are mutually independent for all v by the definition of gσ,µ, (7.7)
implies that UI is stochastically dominated by a random variable with distribution Bin(n, q∗) with parameter
q∗ = k−1(1 + Ok(ln
−4 k))). On the other hand, (7.7) also implies that UI stochastically dominates a random
variable with distribution Bin(n, q∗) with another q∗ = k−1(1 +Ok(ln−4 k))). Hence, for any integer ν we have
min {P [Bin(n, q∗) = ν] ,P [Bin(n, q∗) = ν]} ≤ P [UI = ν] (7.8)
≤ max {P [Bin(n, q∗) = ν] ,P [Bin(n, q∗) = ν]} .
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To estimate UI¯ , we observe that our assumption on µ, ρ ensures that for any i ∈ [k], j ∈ [k] \ {i} and any
v ∈ Vi we have
P [v is j-vacant in gσ,µ] = (1− µij/ρi)d ≤ (1− 0.99/k)1.99k ln k ≤ k−1.9. (7.9)
Let n¯ be the number of vertices v that belong to a class Vi such that (i, j) ∈ I for some j ∈ [k]. Then n¯ ≤
1.01n ln9 k/k because | [k]2\I| ≤ ln9 k and because (6.6) ensures that |Vi| = ρin ≤ 1.01/k for all i. Hence, (7.9)
implies thatUI¯ is stochastically dominated by a random variable with distributionBin(⌈1.01n ln9 k/k⌉, ln9 k/k1.9),
i.e., for any ν ≥ 0 we have
P [UI¯ ≥ ν] ≤ P
[
Bin(⌈1.01n ln9 k/k⌉, ln9 k/k1.9) ≥ ν] . (7.10)
Consequently, Lemma 2.2 (the Chernoff bound) gives
P
[
UI¯ ≥
n
k ln7/8 k
]
≤ exp
[
−nΩk(ln1/8 k/k)
]
. (7.11)
Suppose that ν = (1− p)n is an integer. Since UI ≤ U ≤ UI + UI¯ , (7.11) yields
P [U = pn] ≤ P
[
UI = n(p+Ok(k
−1 ln−7/8 k))
]
+ exp
[
−nΩk(ln1/8 k/k)
]
. (7.12)
Hence, consider a number p′ = p + Ok(k−1 ln−7/8 k). Then (7.8) shows that there exists q′ = k−1(1 +
Ok(ln
−4 k)) such that
P [UI = p
′n] = P [Bin(n, q′) = p′n]
(2.3)
= exp [−DKL (p′, q′)n+O(lnn)] . (7.13)
The assertion follows from (7.12) and (7.13). ✷
Lemma 7.6 Let Uij be the number of vertices v ∈ Vi that j-vacant in gσ,µ. The random variable
Uˆ =
∑
i,j∈[k]
|Uij | · 1|Uij |>n/k2.9
satisfies
P
[
Uˆ >
2n
k ln3/4 k
]
≤ exp
[
−nΩk(ln1/9 k/k)
]
.
Proof. Let U ′ij be the number of vertices v ∈ Vi that j-vacant in gσ,µ but not j′-vacant in gσ,µ for any j ∈
[k] \ {i, j}. Let
Uˆ ′ =
∑
i,j∈[k]
∣∣U ′ij∣∣ · 1|U ′ij |>n/k2.9 .
Due to Lemma 7.4 it suffices to prove that
P
[
Uˆ ′ >
n
k ln3/4 k
]
≤ exp
[
−nΩk(ln1/9 k/k)
]
. (7.14)
To establish (7.14) we use a first moment argument. Let I ⊂ [k]2 be a set of pairs (i, j) such that i 6= j.
Moreover, let s = (sij)i,j∈I be a family of non-negative integers such that
sij > n/k
2.9 for all (i, j) ∈ I and
∑
(i,j)∈I
sij =
⌈
n
k ln3/4 k
⌉
. (7.15)
Furthermore, let S = (Sij)i,j∈[I] be a family or pairwise disjoint sets such that
Sij ⊂ Vi and |Sij | = sij for all (i, j) ∈ I. (7.16)
Let E(S) be the event that for all (i, j) ∈ I the vertices v ∈ Sij are j-vacant in gσ,µ, and let E(s) be the event
that there exists S satisfying (7.16) such that E(S) occurs. Clearly, if Uˆ > nk−1 ln−3/4 k, then E(s) occurs for
some I and some s satisfying (7.15). Thus, we need to bound P [E(s)].
40
We begin by estimating P [E(S)]. Consider a vertex v ∈ Sij for some (i, j) ∈ I. Our assumptions (6.6)
and (6.7) on µ and ρ ensure that
P [v is j-vacant in g] = (1− µij/ρi)d ≤ (1− 0.99/k)1.99k ln k ≤ k−1.95.
Since these events occur independently for all v ∈ Sij and because the sets Sij are pairwise disjoint, we obtain
P [E(S)] ≤
∏
(i,j)∈I
∏
v∈Sij
P [v is j-vacant in gσ,µ] ≤ k−1.95
∑
(i,j)∈I sij . (7.17)
To estimate P [E(s)], we use the union bound. More precisely, for a given s satisfying (7.15) the number of
possible S satisfying (7.16) is bounded by
H =
∏
(i,j)∈I
(
ρin
sij
)
≤
(
2n/k
sij
)
[by our assumption (6.6) on the ρi]
≤ exp

 ∑
(i,j)∈I
sij ln
(
2en/k
sij
) ≤ exp

 ∑
(i,j)∈I
sij ln
(
2ek1.9
) [as sij > k−2.9n]. (7.18)
Combining (7.17) and (7.18), we obtain
P [E(s)] ≤ H · k−1.95
∑
(i,j)∈I sij ≤ exp

 ∑
(i,j)∈I
sij ln
(
2ek−0.05
)
≤ exp
(
−nΩk(ln1/4 k/k)
)
[as ∑(i,j)∈I sij > nk−1 ln−3/4 k]. (7.19)
Since the total number of sets I and vectors s satisfying (7.15) is bounded by a polynomial in n, the assertion
follows from (7.19). ✷
Finally, Proposition 7.1 follows by combining Fact 7.3 with Lemmas 7.4, 7.5 and 7.6.
7.3 Proof of Proposition 7.2
The proof is based on a first moment argument. Let Vi = σ−1(i) for all i ∈ [k]. Let I ⊂ [k]2 be a set of pairs
(i, j) such that i 6= j. Moreover, let s = (sij)(i,j)∈I be a non-negative integer vector such that
0 < sij ≤ k−2.9n for all (i, j) ∈ I and 0.01nk ≤
∑
(i,j)∈I sij ≤ 100nk . (7.20)
Further, let S = (Sij)(i,j)∈I be a family of pairwise disjoint sets such that
Sij ⊂ Vi and |Sij | = sij for all (i, j) ∈ I. (7.21)
In addition, let Q be a set of edges of the complete graph on V × [d] such that the following is true.
We have |Q| = ⌈nk−1 ln−4/5 k⌉. Moreover, for any edge {(v, l), (v′, l′)} ∈ Q there
exist indices i, i′, j such that i 6= i′, (i, j) ∈ I, (i′, j) ∈ I, v ∈ Sij , v′ ∈ Si′j . (7.22)
In words, any edge in Q connects clones of vertices in sets Sij , Si′j with i 6= i′.
Now, let E(S, Q) be the event that the vertices in Sij are j-vacant for all (i, j) ∈ I and that the matching
Γσ,µ contains Q. Furthermore, let E(S) be the event that E(S, Q) occurs for some Q satisfying (7.22), let E(s)
be the event that E(S) occurs for some S satisfying (7.21), and let E be the event that E(s) occurs for some s that
satisfies (7.20). If E > nk−1 ln−4/5 k, then the event E occurs. Hence, our task is to prove that
P [E ] ≤ exp(−Ωk(ln1/9 k/k)n). (7.23)
To establish (7.23), we are going to work our way from bounding P[E(S, Q)] to bounding P[E ]. Let us begin
with the following simple bound on the probability that the edges Q occur in Γσ,µ.
Lemma 7.7 Suppose that s, S and Q satisfy (7.20)–(7.22). Then P [Q ⊂ Γσ,µ] ≤
(
5
dn
)|Q|
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Proof. This follows immediately from Lemma 4.5 and Remark 4.6. ✷
Based on Lemma 7.7, we can estimate P[E(S, Q)].
Lemma 7.8 Suppose that s, S and Q satisfy (7.20)–(7.22). Let s =∑(i,j)∈I sij . Then
P [E(S, Q)|Q ⊂ Γσ,µ] ≤ k−(2+Ok(ln−4 k))s.
Proof. Let W ⊂ V × [d] be the set of all clones that do not occur in any of the edges in Q. Moreover, let qij be the
number of Vi× [d]-Vj × [d] edges in Q and set µ′ij = µij − qijdn . In addition, let ρ′i =
∑
j∈[k] µ
′
ij . Furthermore, let
g′ :W → [k] be a random map defined as follows.
For each pair (v, l) ∈ W with v ∈ Vi and any j ∈ [k] \ {i} let g′(v, l) = j with probability µ′ij/ρ′i,
independently of all others.
Then in analogy to Fact 7.3, we have
P
[
Γ
∗
σ,µ ∈ A
] ≤ nO(1) P [g′ ∈ A] for any event A. (7.24)
Since (7.22) provides that |Q|/n ∼ k−1 ln−4/5 k, we see that
‖ρ− ρ′‖1 ≤ ‖µ− µ′‖1 ≤ Ok(k−2 ln−9/5 k). (7.25)
Now, let I ′ be the set of all (i, j) ∈ I such that
|µij − k−1(k − 1)−1| ≤ 2
k(k − 1) ln4 k and |ρ
′
i − k−1| ≤
2
k ln4 k
.
Then (7.25) implies together with our assumption on ρ, µ that
|I \ I ′| ≤ ln12 k. (7.26)
Furthermore, for (i, j) ∈ I ′ we let
S′ij =
{
v ∈ Sij : |({v} × [d]) ∩W | ≥ d− k7/8
}
.
In other words, S′ij contains all v ∈ Sij that occur in no more than k7/8 edges in Q.
The bound (7.24) implies together with the construction of g′ that
P [E(S, Q)|Q ⊂ Γσ,µ] ≤ nO(1) · P [∀(i, j) ∈ I, v ∈ Sij : v is j-vacant in g′]
≤ nO(1) · P [∀(i, j) ∈ I ′, v ∈ S′ij : v is j-vacant in g′]
= nO(1)
∏
(i,j)∈I′
∏
v∈S′ij
P [v is j-vacant in g′] . (7.27)
Further, because for any v ∈ S′ij the values (g(v, l))l:(v,l)∈W are independent, we have
P [v is j-vacant in g′] = (1− µ′ij/ρ′i)|({v}×d)∩W | ≤ (1− µ′ij/ρ′i)d−k
7/8 [as v ∈ S′ij]
≤ (1− k−1(1 +Ok(ln−4 k)))d−k7/8 [because (i, j) ∈ I ′]
≤ k−2+Ok(ln−4 k). (7.28)
To complete the proof, let s′ =
∑
(i,j)∈I′ |S′ij |. Because |Q|/n ∼ k−1 ln−4/5 k by (7.22), we have∑
(i,j)∈I′
|Sij \ S′ij | ≤
1
2
k−15/8n.
Furthermore, as |Sij | ≤ k−2.9n for all (i, j) ∈ I, we have∑
(i,j)∈I\I′
|Sij | ≤ |I \ I ′|k−2.9n ≤ k−2.8n [due to (7.26)].
Combining these two bounds, we see that s′ ≥ s− k−15/8n. Thus, (7.27) and (7.28) yield
P [E(S, Q)|Q ⊂ Γσ,µ] ≤ k−(2+Ok(ln−4 k))s′ ≤ k−(2+Ok(ln−4 k))s,
as desired. ✷
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Corollary 7.9 Suppose that s and S satisfy (7.20) and (7.21). Let s =∑(i,j)∈I sij . Then
P [E(S)] ≤ exp
[
−2s lnk − Ωk(ln1/9 k/k)n
]
.
Proof. Given s andS, letH = H(s,S) be the number of setQ that satisfy (7.22). Any such setQ decomposes into
sets Qj of edges joining two clones in ⋃i:(i,j)∈I Sij . Since |Sij | ≤ k−2.9n for all i, j, we have |⋃i:(i,j)∈I Sij | ≤
k−1.9n for all j. Let η = |Q| = ⌈nk−1 ln−4/5 k⌉. Because the uniform distribution maximizes the entropy, we
get
H ≤ exp(o(n)) ·
((dn/k1.9
2
)
η/k
)k
= exp
[
(1 + ok(1))n · η ln d
2
k2.8η
]
. (7.29)
Hence, Lemmas 7.7 and 7.8 and the union bound yield
P [E(S)] ≤
∑
Q
P [E(S, Q)] =
∑
Q
P [E(S, Q)|Q ⊂ Γσ,µ] · P [Q ⊂ Γσ,µ]
≤ exp [−2s(lnk +Ok(ln−4 k))] ·∑
Q
P [Q ⊂ Γσ,µ]
≤ exp [−2s(lnk +Ok(ln−4 k))] · H ·
(
5
dn
)η
≤ exp
[
−2s lnk + n
(
Ok(k
−1) + η ln
d
k2.8η
)]
[due to (7.29)]. (7.30)
Finally, our assumptions on d and η ensure that d/
(
k2.8η
) ≤ k−0.7. Consequently,
η ln
d
k2.8η
≤ −Ωk(ln k/k),
and thus the assertion follows from (7.30). ✷
Corollary 7.10 Suppose that s satisfies (7.20). Then P [E(s)] ≤ exp
[
−Ωk(ln1/9 k/k)n
]
.
Proof. For a given s let H = H(s) be the number of S satisfying (7.21). Let s = ∑(i,j)∈I sij . Because the
uniform distribution maximizes the entropy, we have
H ≤
(
n
s
)
ks ≤ exp
[
s
(
1 + ln
kn
s
)]
= exp
[
2s lnk +Ok(k
−1)n
]
; (7.31)
the last inequality follows because (7.20) provides that s = Θk(k−1)n. The assertion follows from (7.31), Corol-
lary 7.9 and the union bound. ✷
Finally, as there is only a polynomial number nO(1) of vectors s that satisfy (7.20), Corollary 7.10 im-
plies (7.23), whence the proof of Proposition 7.2 is complete.
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