ABSTRACT A new system identification scheme based on model reference and random forest (RM-RF), was used to model ship maneuvering. First, the scheme establishes the relationship between a ship and the RM using the similarity rule. Second, a suitable RM was selected from public ship maneuvering models to avoid the tuning process in the empirical Maneuvering Modeling Group (MMG), model. Third, RF creates a relationship to map accelerations between the ship and the RM. Finally, the study case was implemented with fewer free-running model test data. The results show the feasibility of the identification modeling scheme and validated the generalizability of the proposed approach.
I. INTRODUCTION
With the increasing use of autonomous systems in the maritime sector, ship automation and intellectualization have advanced rapidly. A regulatory scoping exercise for the use of maritime autonomous surface ships (MASS) has been proposed with a target completion date of 2020 [1] . This regulatory scoping exercise is supported by the Maritime Safety Committee established by the International Maritime Organization (IMO) [2] , [3] . Generally, autonomous navigation and collision avoidance systems are technological aspects of MASS [4] . According to the Maritime Unmanned Navigation through Intelligence in Networks (MUNIN) and machineexecutable collision regulations for marine autonomous systems (MAXCMAS) projects, a ship maneuvering model is a crucial technology from the viewpoint of research on autonomous navigation and collision systems [5] - [7] . Furthermore, the modeling of ship maneuvering is an essential topic in the domains of controller design and maneuvering prediction [8] , e.g. model predictive control and marine simulator.
A variety of different methods exist for modeling ship maneuvering. The reports in 2008 and 2017 International
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Towing Tank Conference (ITTC) provide broad overviews of many extant methods [9] , [10] . Generally, ship maneuvering modeling methods include NO simulation, computational fluid dynamics (CFD)-based maneuvering simulation, and system-based simulation. The NO simulation method uses a statistical database of the trajectories of independent ship variables. The CFD method employs viscous CFD and potential flow theory. The system-based simulation methods consist of a mathematical structural model and parameters that can be ascertained using system identification, CFD, captive model test. To obtain various loading force and determine hydrodynamic coefficients, the planar motion mechanism (PMM) and the circular motion tests are repeated in the complicated and expensive facilities [11] , [12] . Based on theoretical calculations, the CFD method can interpret physical phenomena from the flow field perspective, but requires considerable computer resources and artificial experience to mesh a grid and set turbulence model; what's more model test results are required for validation. According to an overview of the maneuvering model methods, although system identification is not as accurate as the captive test, free-running test, or CFD [9] , it is advantageous in terms of its significantly lower cost and effort. Therefore, improving the accuracy of system identification based on the free-running test is crucial.
System identification modeling is a modeling method involving regression analysis test data [14] . During sailing, ship motion status changes constantly, for instance, loading status including goods, oil, and water; waterway conditions such as ship draught and water depth; ship speed, including sea speed and port speed; and environmental disturbances, such as wind and waves [15] , [16] . Note that online system identification algorithms for accurate modeling can capture the changes in ship motion status [17] . In control and prediction, it is expected that ship maneuvering data can be used for identification by installing sensors [18] .
A. SURVEY OF SHIP MANEUVERING IDENTIFICATION MODELING
Various system identification methods have been used for modeling ship maneuvering motion. Many important research achievements have been made in the field of identification modeling, the development routes are divided into white-box, grey-box, and black-box modeling.
Approaches to white-box identification include the extended Kalman filter (EKF), genetic algorithm (GA), linear forward neural network (NN), least squares-support vector machines (LS-SVMs), and maximum likelihood (ML). Abkowitz introduced the EKF to evaluate ship maneuvering analytically and proved the effectiveness of system identification [19] . However, in this method, the analysis of process and observation noise was complicated and required convoluted operations. Luo and Zou were the first to apply the LS-SVM method [20] . However, LS-SVMs are sensitive to sample size and cannot regress precisely. Kallstrom et al. employed the ML method to identify the linear state space equation coefficient and used a pseudorandom binary sequence (PRBS) signal to input the test rudder angle [21] . However, PRBS signals may not be suitable for ships with a large metacentric height, such as container carriers and ro-ro ships. Yoon and Rhee applied the EKF and improved the modified Bryson-Frazier smoother for data preprocessing, these used ridge regression to estimate model parameters, and improved the PRBS rudder angle signal. In addition, Yoon and Rhee proposed the D-type ship test scheme [22] . Luo and Zhang presented a two-layer forward NN to identify the parameters of a linear model, and the neural network was similar to nonlinear approximation [23] . Recently, Luo and Li reduced parameter drift by means of SVM sample reconstruction [24] . Zhuet al. optimized an SVM using the artificial bee colony algorithm to ascertain the parameters of a simple maneuvering model [25] but did not compare zigzag velocities. Sutulo and Guedes Soares presented an offline identification algorithm based on the learning metrics and optimized the learning process by using a GA [26] . However, the artificially measured noise value obtained was different from the actual environmental disturbances. Moreover, when following Sutulo and Guedes Soares approach, GA can only search for the parameters in an interval.
With regards to black-box identification, many artificial intelligence algorithms have been introduced. Haddara collected several sets of simulation data and effectively modeled the ship hydrodynamic polynomials by using a NN [27] , but the process of training the network was time consuming. Wang and Han presented a fuzzy NN network [28] , but from the performance viewpoint, the signal may be unsuitable for the steering gear in a real ship. Moreover, Wang's simulation scheme many not be implementable on actual equipment. Moreira and Soares proposed a maneuvering model based on a recursive neural network (RNN) [29] , but the RNN needed a considerable number of training tests for turning circle and zigzag motion. Oskin presented an RNN create a response model that neglects ship speed predictions [30] . Wang et al. utilized SVM regression to fit the relationship between ship hydrodynamics and ship motion state [31] . Baiet al. used multi-innovation gradient iterative locally weighted learning as a black box to predict ship maneuvers [32] , but the rudder angle and maneuvering scheme were severe from the viewpoint of ship handling, and the model is limited to deal with simulator only.
As for the grey-box model, Blanke and Knudsen employed Hessian matrix decomposition to show linear dependencies and the influence of variables [33] . In the case of a complex model, importance makes it easy to list out well-identifiable parameters. However, there are no examples and results in Blanke's reference. Wanget al. introduced a grey-modelbased SVM [34] , where third-order Taylor expansion was employed in place of the MMG or the Abkowitz model structure, and the SVM black box approximated the Taylor expansion. Wang's grey model ignored the hydrodynamic coefficients, and the computation time of the model was long.
Apart from white-box, grey-box, and black-box identification, other relevant models are available. Hess used full-scale trial data and constructed an RNN model using difference inputs and minimizing error of training datasets as the objective function [35] . However, its major drawbacks were high-order networks, for example, with a large number of iterations (100,000 order of magnitude), and complex validation. Furthermore, the RNN inputs consist of component force modules. The component force modules are detailed in the MMG model or the modular mathematical (MM) model. These modules require some bias altering and complicated debugging work to achieve the desired result. Soon afterwards Chiu presented reproduced results similar to those in Hess's paper [36] .
B. ANALYSIS OF REVIEWS
The following analysis and conclusions can be drawn from the cited publications and mentioned reviews:
1) The use of simulation data for system identification is not feasible. Because the data generated by means of simulation is ideal and simple, as explained in the following sentences. Firstly, when the simulation test data do not contain noise, data quality is better, which makes identification easy. In test data, by contrast, measurement errors and environmental disturb exist. Secondly, the amplitude and frequency of the excitation signal, for instance, sinusoidal rudder angle signal, approximate pulse signal [28] , PRBS signal [21] , or D-type signal [22] . However, it is difficult to apply a sinusoidal rudder angle in a practical steering control system. Moreover, considering the dimensions of a basin, the PRBS and D-type signals are unsuitable for conducting tests. Moreover, in sea trials, the maximum allowable rudder angle or +20 • / − 20 • rudder angle is proposed in standards for ship maneuverability (IMO) [37] . It is not recommended to use large reverse rudder angles because of concerns about cargo shifting and steering gear conditions, especially when a ship is full loading. It can be concluded that in a free running model test, execution of the excitation signal is difficult. Therefore, although identification is easier when using simulation than when using test data, it is difficult to execute rudder angle signal in real conditions.
2) The ship is not a fully loaded system in sea trials. First, the ship loading condition is not full load but ballast. There is a certain difference between full load and ballast; therefore, it is necessary to make corrections from non-standard trial conditions [38] , [39] . The test speed in the standards is a speed at further 90% of the ship speed corresponding to 85% of the maximum ship engine output [37] . However, because of safety-related concerns, shipping companies rarely allow testing of the zigzag test scheme with a large rudder angle under the full load condition in the normal speed domain and high power from the main engine. Therefore, the test data obtained from sea trials do not satisfy the requirement of exciting the ship maneuvering sufficiently.
3) Not all ship maneuvering models have strong generalizability [40] . Since ITTC 2008, the precision of system identification has been improved, but its generalizability remains poor. From the machine learning perspective [41] , firstly, if zigzag data are set as training data, the higher precision predictions of turning test represents the better generalizability. When the training data and validation data are zigzag test, the prediction is not convincing. Secondly, when the ship is steering with a small angle, the ship motion characteristics can be represented using a linear model. However, ship maneuvering contains many nonlinear components. In the case that the linear and nonlinear components are identified simultaneously by using small rudder angle, the model indicates that the system identification method has strong generalizability. In this paper, zigzag and turning circle were used for identification and validation, respectively.
C. WORK CONDUCTED IN THIS STUDY 1) METHOD EMPLOYED IN THIS STUDY
We present a new concept called a white-black-box hybrid model that combines white box and black box. The proposed model improves the models presented by Faller [35] and Chiu et al. [36] . Furthermore, we enhanced the white-blackbox hybrid model by introducing a few concepts and designs.
At present, machine learning that integrates knowledgedriven and data-driven modeling is a frontier research field [43] . Knowledge-driven modeling uses expert knowledge or experience formulas as modeling methods [44] . In ship motion research, Abkowitz model, MMG model and response model, can be regarded as knowledge-driven model. SVMs and NNs are data-driven modeling methods. However, it is complex to prune the parameters of SVM and NN algorithms [41] . By contrast, the random forest algorithm has the advantages of higher precision and easier pruning [41] , [45] .
Furthermore, the MMG, Abkowitz models are treated as white-box models [14] , whereas the random forest algorithm is a black-box model. Therefore, the method reference model-random forest(RM-RF) presented herein can be called a white-black-box hybrid model [14] . Figure 1 shows the conceptual evolution from knowledge-driven and data-driven modeling to the white-black-box hybrid model. The function of yellow blocks is first estimation and the blue ones means compensation of errors. 
2) CONTRIBUTIONS OF THIS STUDY
The main work and contributions of this study can be summarized as follows:
(1) The selection method of a reference model was made.
In robust adaptive control, the reference model must satisfy certain requirements to ensure that it is effective. We present a method of ship correlation analysis. (2) State transformation employed normalization forms.
In state transformation, we employed the similarity rule to transfer the target ship velocity to reference model velocities [47] . (5) The method based on the use of a reference model and a random forest algorithm creates a continuous-time system rather than a discrete-time system [31] , [32] , [48] . These presents RM method which is easy and stable, and RM-RF is more accurate. Litter data and small rudder is much more suitable for online modeling in real practice.
II. DESCRIPTION AND PRELIMINARIES
Generally, a mathematical model is employed to describe ship maneuvers. However, such models contain a few assumptions related to hydrodynamic theory and methods. Assumption 1: Based on the linear condition, the ship motion and incoming wave are slight [49] . Therefore, the added mass is constant. Assumption 2: As surge, sway and rotate are important and different with pitch, roll and heave, hence a three-degree-offreedom (3DOF) model is a specific horizontal plane model. Consequently, as given by Eq. (1), the nonlinear equations of 3DOF ship maneuvering model [19] are expressed as Equation (1):
here m denotes ship mass; x G denotes ship mass center of gravity; u, v, r are velocity of surge, sway, and yaw motions, respectively; I z denotes moment of inertia; and Xu, Yv, Yṙ , Nv, Nṙ are constant numbers. The hydrodynamic force in the longitudinal or lateral direction and the generated moment in the lateral direction can be set as f 1 , f 2 and f 3 , respectively. Considering the relationship between kinematics and kinetics, Eq. (1) can be transformed to Eq. (2).
where m, I z , and x G are constant. Based on assumption 1, Xu, Yv, Yṙ , Xṙ , and Xv can be treated as constants and determined using potential theory, double-body model testing, or PMM testing [49] . Thus, on the right side of Eq. (2), the ship hydrodynamics f 1 , f 2 , and f 3 are related only to ship motion state u, v, r, δ. In other words, the ship motion state can be used to ascertain the acceleration of the ship or f 1 , f 2 , and f 3 , which are functions that depend on the variables of ship motion state u, v, r, and δ. Finally, Eq.(2) changes to Eq. (3). expresses the relationship between ship kinematics and kinetics.
where G i=1,2,3 (u, v, r, δ) are functions depending on u, v, r, and δ; (x, y) is the trajectory of ship center of gravity on Earth; and ψ is ship course.
III. METHODOLOGY
RM-RF is consist of RM and RF. In this section, the work flow RM-RF in identification and prediction for ship maneuvering is introduced. And then the selection of RM and the similar rule are list behind.
A. WORK FLOW OF RM-RF
In model reference adaptive control (MRAC), the reference model generates the desired trajectory, which is similar to the target trajectory [46] . By contrast, model reference adaptive system identification (MRASI) is a dual system of MRACs [17] . As an offline system, RM-RF is not an adaptive algorithm, which makes it different from MRASI.
In MRASI, the reference model is an approximate model of the target ship. The characteristics of the reference model are similar to those of the target model. As expressed by Eq. (3) and shown in Figure 2 , the work flow consists of two part, identification progress and prediction progress. The identification progress is described as following steps. First, the target ship velocity is transferred to the reference model. Then transferred velocity and acceleration are the inputs and output of reference model. Secondly, there is errors between reference model accelerations and target ship acceleration. So the random forest compensates the errors. The velocities and rudder angle consist of the inputs for random forest.
Generally, according to the reviews, ship motion is treated as a discrete-time system [34] , [35] . In the case of a discretetime system, difference transformation of Eq. (2) can be performed to predict the k + 1 th
Because of the nonlinearity of f 1 , f 2 , and f 3 in Eq. (2), the discrete operation increases the complexity of ship dynamics [50] . Furthermore, the sampling rate influences the equilibrium properties and asymptotic stability of the ship motion system [51] , [52] .
However, in the present study, ship maneuver prediction is a continuous-time system. RM-RF predicts the currentu,v, r based on the current u, v, r, δ. Therefore, RM-RF is not a discrete-time system, but a continuous-time system which different from these researches. [32] , [34] , [48] .
B. REFERENCE MODEL AND SELECTION METHOD
In terms of ship maneuvering, the MMG model and Abkowitz model are reference model. We collected the MMG model and Abkowitz model as RM [8] , [54] , [56] . In MRAC, as the same structure and similar order as target system, the reference model describes the performance of target system [46] .
In MRAC, the reference model describe the characteristics, of target system a model with the same or similar order and structure [46] . Notably, Hayes [53] used the concept of a reference model and the parameters of the reference model converged adaptively. In the present work, the reference model parameters are not modified. Therefore, Hays' method is not the same as RM-RF.
We introduced a selection method of reference model from existing ship maneuvering models. According to [57] , every ship has its own unique characteristics. The value Cb denotes the ship block coefficient, Lpp denotes length between perpendiculars, B denotes ship beam, T denotes draught, V 0 denotes designed ship speed, and Ar denotes rudder area. The particulars vector p = (Cb, Lpp/B, B/T , Lpp/V 0 , Ar/(Lpp · T )) represents the characteristics of the ship particular. The particulars matrix consists of p. After normalization according to Eq.(4), the normalized particulars matrix P is obtained. Then, by using Eq.(5) for correlation analysis, the correlation coefficients (CCs) between the normalization particulars vectors p 1 and p i (i = 2, 3, 4, 5) show the similarity between KVLCC2 and other existing models.
where
is the transpose of a matrix, and CC is the correlation coefficient.
C. SIMILARITY RULE
There is a difference between the target ship and the reference model in terms of ship design speed and propeller revolution. The difference can be compensated for by using the similarity rule from dimensional analysis or. [47] , [58] . We introduce the normalization forms from SNAME [47] , as in Eq.(6).
where (·) 0(·) is ship speed when it is running straight in a steady speed, (·) T is target ship state, and (·) R is reference model state.
IV. RANDOM FOREST AND ITS APPLICATION
The main purposes of the machine learning algorithm used herein are performing regression analysis on the sampled data and establishing a relationship between the reference model and the target ship. After training, the machine learning algorithm predicts the accelerations of the target ship based on the outputs of the reference model. Regression analysis algorithms used by the machine learning community include SVMs, NNs, Gaussian process regression models, generalized linear models, and regression trees [41] .Because of the nonlinear dynamic characteristics of ship maneuvering with uniform sampling, datasets covering different types of maneuvering tests are not independent identically distributed samples. Therefore the random forest algorithm [45] can be used to solve the previously described problem of different sampling ratios in different tests.
A. DETAILS OF RANDOM FOREST
Random forest is an ensemble learning scheme that involves training regression trees. An important feature of the random forest is its use of out-of-bag samples. Another notable feature is that variable importance is constructed in the same way as that in gradient-boosted models [41] .
The random forest algorithm is the most accurate algorithm in ensemble learning. 
B. IDENTIFICATION AND PREDICTION BASED ON RANDOM FOREST
Tree b (X ; θ b ) denotes regression trees, X ∈ {X 1 , X 2 , X 3 }; X 1 , X 2 , X 3 is the vector of variables and is composed of ship velocity, acceleration, and rudder angle. The specific X 1 , X 2 , X 3 will be ascertained and optimized in the next section; θ b is the split of the b th regression tree, and f B randomforest (X ) is a random forest consisting of regression trees.
The residual error of surge acceleration between the target ship and the reference model u TR is defined in Eq.(7).
As given in Eq. (3), G 1T and G 1R are the surge accelerations of the target ship and the reference model, respectively. The residual error u TR can be rewritten as Eq. (8)
The residual error u TR can be approximated using a random forest f B 1 randomforest (X 1 ) depending on X 1 . B 1 is the number of trees in the random forest f B 1 randomforest (X 1 ). Tree b 1 (X 1 ; θ b 1 ) is the ith tree depending on X 1 , when the split is b i .
As a generalized expression, ship hydrodynamics are a function of u R , v R , r R , δ R ,u R ,v R ,ṙ R . [59] . Thus, for the residual error u TR , the independent variables of the random forest f B 1 randomforest (X 1 ) are u R , v R , r R , δ R ,u R ,v R ,ṙ R and θ b 1 . Eq. (9) is then rewritten as Eq. (10)
In the same way as for surge acceleration, sway acceleration and yaw acceleration can be summarized by Eq. (11) and Eq. (12) .
Therefore, based on the training process of ship accelerations for surge, sway, and yaw, the prediction process is expressed by Eq. (10) and Eq. (12) .
The input vectors X 1 , X 2 , and X 3 for the random forests in Eq. (13) are u R , v R , r R , δ R ,u R ,v R ,ṙ R ; this translates into a complicated and multidimensional scenario. Thus, simplified expressions are derived, as described in the following paragraph.
Referring to the Abkowitz model [59] , [60] , surge motion includes straight-ahead resistance and rudder force components. Assuming no significant interaction between the viscosity and inertia properties of fluid, terms such as Xuu, Xvv, and Xṙṙ are treated as zero. Surge acceleration is decoupled from sway and yaw motions. Therefore, the optimized input vector 
According to the previous analysis of input vectors of random forests, the training and prediction process can be summarized by Eq. (14) and Eq. (15) . optimized training:
optimized prediction:
V. PREPARATION IN STUDY CASES
In this section, illustrative examples are presented to verify the performance of the proposed identification scheme. For this purpose, data from ship model tests were collected. In the following subsections, we describe the ship model particulars, model test data, data process, application of the reference model, and training and evaluation of the RM-RF. 
A. TARGET SHIP PARTICULARS
In the ship motion modeling community, KVLCC2 is a benchmark ship for various methods. KVLCC2 is a very large crude carrier (VLCC) ship, and its particulars are listed in TABLE 2. The samples were obtained from a free-running model test with a sampling period of 1s. The test type and other details of training and validation data are presented in TABLE 3. The tests were completed in a tank or basin, and the maximum rudder angle in the zigzag tests was not more than 20 • . Therefore, we used fewer small-angle test data to train the RM-RF.
B. DATA PROCESSING
Measured data contain noise. Thus, we employed a spline to smooth the data, that is, u T , v T , and r T . The second derivatives of the spline u T , v T , and r T are the accelerationsu T ,v T , andṙ T . As in the example, in the +20 • / − 20 • zigzag test, the spline smoothed ship lateral velocity and calculated lateral acceleration. FIGURE 3 shows the effective smoothing and calculation of sway motion. FIGURE 4 shows the numerical results for accelerations. The accelerations obtained in this way are of the same order as those obtained using Yasukawa's MMG model in conjunction with an oblique towing test and a circular motion test [61] .
The difference between accelerations indicates that smooth acceleration is not suitable for the regression. Thus, further approximation is needed, such as the RM-RF, as described section 4.b.
C. SELECTION OF REFERENCE MODEL
Existing models are stable, such as the Abkowitz models ''Mariner'' [56] and ''Tanker'' [8] and MMG models ''SR108'' [54] and ''PCC'' [54] , and it is easy to acquire research results using them. The target ship analyzed in this paper is a VLCC named KVLCC2. We selected a ship that was the closest to the ships used in the existing models.
The particulars matrix is summarized in TABLE 4. After normalization, TABLE 4 is transformed to TABLE 5. Then, correlation analysis was performed, and the CCs obtained between KVLCC2 and other four existing models are listed in TABLE 6. The maximum coefficient shows that Tanker is the most similar to KVLCC2; therefore, it was selected as the reference model. The symbol ''≈'' indicates that the particulars are not recorded in papers [8] , [54] , [57] and were estimated by referring to the appendix of a book [62] .
D. OUTPUTS OF REFERENCE MODEL AND TARGET SHIP
In this paper, Tanker was selected as the reference model. The particulars of ''Tanker'' are summarized in TABLE 7.
The training data comprised rudder angle, velocity and acceleration of surge, and sway and yaw motions. With the state transition using normalization forms, the target ship state u T , v T , and r T is converted to the reference model state u R , v R and r R . The reference model state u R , v R , and r R is the input to the reference model, and the accelerationsu R ,v R , andṙ R are its outputs. As can be inferred from TABLE 7, the reference model is Tanker. As expressed by 0 the accelerations of the reference model are an approximation of the accelerations of the target ship. As shown in FIGURE 5, the correlation coefficients of these accelerations were 0.9731, 0.9438, and 0.9106. Therefore, Tanker is a good approximation of KVLCC2. Linear independence between the acceleration of 'Tanker' and KVLCC2 is readily apparent.
VI. TRAINING AND VALIDATION IN STUDY CASES
To illustrate the modeling performance of the proposed RM-RF method, a training case consisting of 10 After the training was completed, the simulation was performed using Eq. (15) . Then, in contract with two results including the EFD method from NMRI by Yasukawa and Yoshimura [61] and the CFD method from HMRI by Sung and Park [63] , a comparison of heading angles in training data zigzag 20 • /20 • is shown in Figure 6 . The first and second overshoot angles are listed in TABLE 8. These comparisons show that the RM-RF performs well and yields accurate predictions for the training data.
As for the function of RM, Figure 6 shows that RM gives the base estimation of target ship. Based on RM, the prediction of RM-RF is improved for RF compensates the errors between RM and target ship.
Furthermore, the time histories of velocities and accelerations of surge, sway, and yaw in Norrbin's normalized forms are shown in FIGURE 6 [58] . Good correspondence can be observed between the results of MARIN's free-running test and those obtained using RM-RF. The simulation results illustrate that the RM-RF can converge to the training data. To quantify the precision of the proposed method, various evaluation indices, including mean square error (MSE), normalized rootmean-square error (NRMSE), and CCs, were employed. The precision of the heading angle was evaluated using the data in TABLE 8.
The predictions obtained in the training test cannot be accurate with high precision. As mentioned in the introduction, overfitting of the training data leads to more effective fitting but lower accuracy from the viewpoint of validation. Thus, the precision of predictions for the 20 • /20 • zigzag VOLUME 7, 2019 [64] , the EFD method, and the CFD method were gathered [61] , [63] . The results obtained using these methods and RM-RF were compared with the results of the freerunning test from MARIN. Velocities of surge, sway, and yaw were involved only in CFD-SJT [64] . Thus, the velocities obtained in the present study were compared with the results of CFD-SJT. The trajectory obtained herein contrasts CFD-SJT [64] , EFD-NMRI [61] , and CFD-HMRI [63] .
The prediction results corresponding to the 35 • turning circle obtained using these methods are shown in Figure 7 . Furthermore, the velocities of surge, sway, and yaw obtained using CFD-SJT and RM-RF are compared in Figure 7 . The accelerations obtained using RM-RF were compared with those obtained using MARIN. These comparisons show that although fewer training data with a small rudder angle were used, the RM-RF converged in validation case 1. In other words, the simulation results were not affected by the use of few training or sample data. The effectiveness of RM-RF is thus demonstrated.
As for RM's function, the appreciate of RM is obvious. And based on RM, RFs decrease the error between RM and EXP-MARIN.
The turning circle geometry is compared in TABLE 10. The prediction precision of advance obtained with RM-RF is outstanding. The tactical diameter obtained using RM-RF is acceptable and medium.
The prediction accuracy indicates the generalizability of the proposed method. As in the training test, evaluation indices, including MSE, NRMSE, and CC, were used to [61] , [63] , [64] . qualify the precision between the free-running test from MARIN and the other methods, as shown in TABLE 11. RM-RF had higher precision than CFD-SJT. This means RM-RF has good generalizability as a modeling method.
C. VALIDATION CASE 2
In addition to validation of the 35 • turning circle, a 20 • /10 • zigzag test was simulated using the RM-RF as another validation test. In ship motion, the ship state is depicted using velocities. In the case of the 35 • turning circle, the range of ship states is more extensive than in the 10 • /10 • zigzag and 20 • /20 • zigzag, and range of turning circle motion covers the two zigzag. Therefore, the results of validation case 1 verify the extrapolation ability of the RM-RF. Furthermore, validation case 2 tested the interpolation ability of RM-RF.
For validation case 2, predictions of heading, trajectory, and velocities and accelerations of surge, sway, and yaw were obtained and are shown and compared with the SVM from VOLUME 7, 2019 reference [24] in Figure 8 . It is obvious that the prediction of sway velocities by RM-SVM is more accurate than SVM. As for the evaluation indices showing the precision of RM-RF, MSE, NRMSE, and CC, are listed in TABLE 12. The prediction shows the good interpolation ability of RM-RF. the evaluation indices represent accurate modeling progress achieved using the proposed RM-RF method.
VII. DISCUSSION
The white-black-box hybrid model of RM-RF was presented for ship maneuvering. And in the study cases, the RM-RF was trained and validated. However, some points about remark, stability of model and further research should be discussed.
A. REMARK OF METHOD SIGNIFICANT
As required in standards for ship maneuverability, full-scale trial should be conducted in calm environment. However, wave and wind disturbs effecting ship maneuvering and the calm water data used in study cases, RM-RF has its own significant. Ship maneuvering in waves consist of wave and calm water induced motion. Therefore, ship maneuvering in calm water contributes to ship navigate on the sea.
On the other hand, as analysis in the introduction, there still remains some problems of ship maneuvering identification modeling in calm water. This paper aimed at improving model precision at small rudder angle and less training data.
Furthermore, the simulation of the 35 • turning circle test was conducted using fewer and smaller rudder angle test data. Therefore, the validation case shows the generalizability of the model, indicated by the low training data demand of the RM-RF. Moreover, the prediction of acceleration items is extremely precise, and it could be used for decision-making in ship motion control.
However, the following points should be considered. (1) As reproduction of the EFD-NMRI method is not consistent with the paper [61] , then there is no comparison of velocities between EFD-NMRI and RM-RF. (2) Because a 3DOF model was used in this paper, the effect of ship rolling on ship maneuvering motion was not considered. 
B. STABILITY OF MODEL
As a white-black-box hybrid model, RM-RF model consists of two nonlinear systems. As expressed in reference [65] , the stability of simple hybrid system is either undecidable or computationally. For AI based modeling, the generalization ability replaces stability analysis by validation. Validation cases for RM-RF which different from training case prove the stability to some extent. Furthermore, RM is stable and linear correlation with target ship. Then RM-RF can be replaced by the RM when the out of work. Although now the RM-RF cannot be proved to be stable, but the hybrid system is a new model to ship maneuvering.
C. FURTHER RESEARCH OF SHIP MANEUVERING IN WAVES
As a hot topic, ship maneuvering in waves is also under consideration. The author is attempt to address the problem in following work. Limited to the pages of the paper, we only described the maneuvering in calm water and make the following statement. Firstly, based on the decouple hypothesis of seakeeping and maneuvering, with precise estimation of waves and wind effect, the calm water model will predict ship maneuvering in waves accurately. Therefore, calm water model is functional. Secondly, based on inviscid flow and ideal liquid, RM approximate other ship maneuvering by amplification. However, there still some difficulty for validation as the lack of ship maneuvering in waves test. Finally, the ship maneuvering in calm water benefits for the maneuvering in waves, and the application of RM-RF for maneuvering in waves still needs further work.
VIII. CONCLUSION
In this paper, the RM-RF method based on an improved model structure and a random forest is presented for ship maneuvering model identification. The advantages of the proposed method include less work of the reference model relative to that required by existing models and the small scale of training data. The vital skills relevant to the proposed method are reference model, similarity rules, and random forests. We obtained two important results in this study. First, compared with CFD and experimental methods, the prediction accuracy of the RM-RF is high. As one of identification methods for ship maneuvering, the accuracy of the RM-RF has improved since ITTC 2008. Secondly, compared with other identification methods, the RM-RF uses smaller amounts of data and requires tests with smaller rudder angles for generating identification data, which indicates the better generalizability of the method. Furthermore, zigzag test data were used for training, and turning circle test data were used for validation.
The RM-RF is a hybrid method. There are no specific coefficients, as in the MMG or Abkowitz models, and no descriptions of flow field, as in CFD. However, the input vector for the SVM is not ideal, and it requires considerably more data about the mechanism principle. Considering the complex sea environment, physical understanding and perception of this environment are beneficial to a system identification method for ship maneuvering. Based on our analysis, the system identification and mechanism method serve as complementary methods.
