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Abstract
In this paper, discontinuous Galerkin finite element methods are applied to one dimensional
Rosenau equation. Theoretical results including consistency, a priori bounds and optimal
error estimates are established for both semidiscrete and fully discrete schemes. Numerical
experiments are performed to validate the theoretical results. The decay estimates are
verified numerically for the Rosenau equation.
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1 Introduction
Consider the one dimensional Rosenau equation:
ut + uxxxxt = f(u)x, (x, t) ∈ (a, b) × (0, T ] (1.1)
with initial condition
u(x, 0) = u0(x), x ∈ (a, b), (1.2)
and the boundary conditions
u(a, t) = u(b, t) = 0,
ux(a, t) = ux(b, t) = 0, (1.3)
where f(u) is a nonlinear term in u of the type f(u) =
n∑
i=1
ciu
pi+1
pi + 1
, here ci is a real constant
and pi is a positive integer.
The Rosenau equation is an example of a nonlinear partial differential equation, which governs
the dynamics of dense discrete systems and models wave propagation in nonlinear dispersive
media.
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Recently, several numerical techniques like conforming finite element methods, mixed finite
element methods, orthogonal cubic spline collocation methods, etc., were proposed to find the
approximate solution of Rosenau equation. The different conforming finite element techniques
are used to approximate the solution of Rosenau equation needs C1-interelement continuity
condition and mixed finite element formulations are required C0-continuity condition. In this
article discontinuous Galerkin finite element methods are used to approximate the solution.
The well-posedness results of (1.1)-(1.3) was proved by Park [16] and Atouani et al. in [2].
Earlier, some numerical methods were proposed to solve the Rosenau equation (1.1)-(1.3) using
finite difference methods by Chung [6], conservative difference schemes by Hu and Zheng [11]
and Atouni and Omrani [3]. Finite element Galerkin method was used by [2, 7], a second order
splitting combined with orthogonal cubic spline collocation method was used by Manickam et
al. [13] and Chung and Pani in [5] constructed a C1-conforming finite element method for the
Rosenau equation (1.1)-(1.3) in two-space dimensions.
In recent years, there has been a growing interest in discontinuous Galerkin finite element
methods because of their flexibility in approximating globally rough solutions and their poten-
tial for error control and mesh adaptation.
Recently, a cGdG method was proposed by Choo. et. al in [8]. A subdomain finite element
method using sextic b-spline was proposed by Battal and Turgut in [12]. But constructing C1
finite elements for fourth order problems becomes expensive and hence discontinuous Galerkin
finite element methods can be used to solve fourth order problems [9].
In this paper, we introduce discontinuous Galerkin finite element methods (DGFEM) in space
to solve the one dimensional Rosenau equation (1.1)-(1.3). Comparitive to existing methods
our proposed method require less regularity.
The outline of the paper is as follows. In Section 2, we derive the discontinuous weak for-
mulation of the Rosenau equation. In Section 3, we discuss the a priori bounds and optimal
error estimates for the semidiscrete problem. In Section 4, we discretize the semidiscrete prob-
lem in the temporal direction using a backward Euler method and discuss the a priori bounds
and optimal error estimates. Finally, in Section 5, we present some numerical results to vali-
date the theoretical results.
Throughout this paper, C denotes a generic positive constant which is independent of the
discretization parameter h which may have different values at different places.
2 Weak Formulation
In this section, we derive the weak formulation for the problem (1.1)-(1.3).
We discretize the domain (a, b) into N subintervals as
a = x0 < x1 < x2 < · · · < xN = b,
and In = (xn, xn+1) for n = 0, 1, 2, . . . , N−1. We denote this partition by Eh consisting of sub-
intervals In, n = 0, 1, 2, . . . N−1. Below, we define the broken Sobolev space and corresponding
2
norm
Hs(Eh) =
{
v ∈ L2(a, b) : v|In ∈ H
s(In), ∀In ∈ Eh
}
and
|||v|||Hs(Eh) =

∑
K∈Eh
‖v‖2Hs(K)


1
2
.
Now define the jump and average of v across the nodes {xn}
N−1
n=1 as follows. The jump of
a function value v(xn) across the inter-element node xn, shared by In−1 and In denoted by
[v(xn)] and defined by
[v(xn)] = v(x
−
n )− v(x
+
n ).
At the boundary x0 and xN , we set
[v(x0)] = −v(x0), and [v(xN )] = v(xN ).
The average of a function value v(xn) across the inter-element node xn, shared by In−1 and In
denoted by {v(xn)} and defined by
{v(xn)} =
1
2
(
v(x−n ) + v(x
+
n )
)
.
At the boundary x0 and xN , we set
{v(x0)} = v(x0), and {v(xN )} = v(xN ).
We multiply (1.1) with v ∈ Hs(Eh) and integrate over In = (xn, xn+1) to obtain∫ xn+1
xn
(ut + uxxxxt)v dx =
∫ xn+1
xn
f(u)xv dx. (2.4)
Now, using integration by parts twice in (2.4), we arrive at∫ xn+1
xn
utv dx+
∫ xn+1
xn
uxxtvxx dx+ uxxxt(xn+1)v(x
−
n+1)− uxxxt(xn)v(x
+
n )
−uxxt(xn+1)vx(x
−
n+1) + uxxt(xn)vx(x
+
n ) =
∫ xn+1
xn
f(u)xv dx.
Summing over all the elements n = 0, 1, . . . , N − 1 and using
ps− qr =
1
2
(p + q)(s − r) +
1
2
(r + s)(p− q), p, q, r and s ∈ R,
we obtain
N−1∑
n=0
∫ xn+1
xn
utv dx+
N−1∑
n=0
∫ xn+1
xn
uxxtvxx dx +
N∑
n=0
{
uxxxt(xn)
}[
v(xn)
]
−
N∑
n=0
{
uxxt(xn)
}[
vx(xn)
]
=
N−1∑
n=0
∫ xn+1
xn
f(u)xv dx. (2.5)
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Since u(x, t) is assumed to be sufficiently smooth, we have
[
ut(xn)
]
=
[
uxt(xn)
]
= 0. Using
this, we write as
N∑
n=0
{
vxxx(xn)
}[
ut(xn)
]
−
N∑
n=0
{
vxx(xn)
}[
uxt(xn)
]
+
N∑
n=0
σ0
hβ
[
v(xn)
][
ut(xn)
]
+
N∑
n=0
σ1
h
[
vx(xn)
][
uxt(xn)
]
= vxxx(x0)ut(x0)− vxxx(xN )ut(xN )− vxx(x0)uxt(x0) + vxx(xN )uxt(xN )−
σ0
hβ
v(x0)ut(x0)−
σ0
hβ
v(xN )ut(xN )−
σ1
h
vx(x0)uxt(x0)−
σ1
h
vx(xN )uxt(xN ) = 0. (2.6)
The right hand side of (2.6) was found out using the boundary conditions 1.3. Adding (2.6)
to (2.5) we obtain
N−1∑
n=0
∫ xn+1
xn
utv dx +
N−1∑
n=0
∫ xn+1
xn
uxxtvxx dx+
N∑
n=0
{
uxxxt(xn)
}[
v(xn)
]
+
N∑
n=0
{
vxxx(xn)
}[
ut(xn)
]
−
N∑
n=0
{
uxxt(xn)
}[
vx(xn)
]
−
N∑
n=0
{
vxx(xn)
}[
uxt(xn)
]
+
σ0
hβ
N∑
n=0
[
v(xn)
][
ut(xn)
]
+
σ1
h
N∑
n=0
[
vx(xn)
][
uxt(xn)
]
=
N∑
n=0
∫ xn+1
xn
f(u)xv dx. (2.7)
We define the bilinear form as
B(u, v) = A(u, v) + Jσ0(u, v) + Jσ1(u, v), (2.8)
where
A(u, v) =
N−1∑
n=0
∫ xn+1
xn
uxxvxx dx+
N∑
n=0
({
uxxx(xn)
}[
v(xn)
]
+
{
vxxx(xn)
}[
u(xn)
])
−
N∑
n=0
({
uxx(xn)
}[
vx(xn)
]
+
{
vxx(xn)
}[
ux(xn)
])
,
and
Jσ0(u, v) =
N∑
n=0
σ0
hβ
[
u(xn)
][
v(xn)
]
, Jσ1(u, v) =
N∑
n=0
σ1
h
[
ux(xn)
][
vx(xn)
]
.
In (2.8), Jσ0 and Jσ1 are the penalty terms and σ0, σ1 > 0. The value of β will be defined later.
The weak formulation of (1.1)-(1.3) as follows: Find u(t) ∈ Hs(Eh), s > 7/2, such that
(ut, v) +B(ut, v) = (f(u)x, v) , ∀v ∈ H
s(Eh), t > 0 (2.9)
u(x, 0) = u0(x). (2.10)
Below, we state and prove the consistency result of the weak formulation (2.9)-(2.10).
Theorem 2.1. Let u(x, t) ∈ C4(a, b) be a solution of the continuous problem (1.1)-(1.3). Then
u(x, t) satisfies the weak formulation (2.9)-(2.10). Conversely, if u(x, t) ∈ H2(a, b) ∩ Hs(Eh)
for s > 7/2 is a solution of (2.9)-(2.10), then u(x, t) satisfies (1.1)-(1.3).
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Proof. Let u(x, t) ∈ C4(a, b) and v ∈ Hs(Eh). Multiply (1.1) by v and integrate from xn to
xn+1. Sum over all n = 0, 1, . . . , N − 1 and using (2.5), (2.6) and (2.7), we obtain the weak
formulation (2.9).
Conversely, let u ∈ H2(a, b) ∩ Hs(Eh), s > 7/2 and v ∈ D(In), the space of infinitely dif-
ferentiable functions with compact support in In. Then, (2.9) becomes∫ xn+1
xn
utv dx+
∫ xn+1
xn
uxxtvxx dx =
∫ xn+1
xn
f(u)xv dx. (2.11)
Applying integration by parts twice on the second term on the left hand side of (2.11) to
obtain, ∫ xn+1
xn
uxxtvxx dx =
∫ xn+1
xn
uxxxxtv dx,
as v is compactly supported on In. This immediately yields
ut + uxxxxt = f(u)x, a.e in In. (2.12)
Consider the node xk shared between Ik−1 and Ik. Choose v ∈ H
2
0 (Ik−1 ∪ Ik), multiply (2.12)
by v and integrate over (a, b) to obtain∫
Ik−1∪Ik
utv dx+
∫
Ik−1∪Ik
uxxxxtv dx =
∫
Ik−1∪Ik
f(u)xv dx. (2.13)
Applying integration by parts twice on the second term of (2.13) and using v ∈ H20 (Ik−1 ∪ Ik),
we obtain∫
Ik−1∪Ik
utv dx +
∫
Ik−1∪Ik
uxxtvxx dx+ [uxxxt(xk)] v(xk)− [uxxt(xk)] vx(xk)
=
∫
Ik−1∪Ik
f(u)xv dx. (2.14)
On the other hand, we have from (2.9) for the choice of u and v,∫
Ik−1∪Ik
utv dx+
∫
Ik−1∪Ik
uxxtvxx dx =
∫
Ik−1∪Ik
f(u)xv dx. (2.15)
Comparing (2.14) and (2.15) and using the fact that v is arbitrary, we obtain
[uxxxt(xk)] = 0.
Thus uxxxxt ∈ L
2(Ω) and hence, from (2.13), we obtain
ut + uxxxxt = f(u)x a.e in (a, b). (2.16)
This completes the proof.
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3 Semidiscrete DGFEM
In this section, we discuss the a priori bounds and optimal error estimates for the semidiscrete
Galerkin method.
We define a finite dimensional subspace Dk(Eh) of H
s(Eh), s > 7/2 as
Dk(Eh) =
{
v ∈ L2(a, b) : v|In ∈ Pk(In), In ∈ Eh
}
.
The weak formulation for the semidiscrete Galerkin method is to find uh(t) ∈ Dk(Eh) such
that
(uht , χ) +B(u
h
t , χ) =
(
f(uh)x, χ
)
, for all χ ∈ Dk(Eh), (3.1)
uh(0) = uh0 , (3.2)
where uh0 is an appropriate approximation of u0 which will be defined later.
3.1 A priori Bounds
In this sub-section, we derive the a priori bounds.
Define the energy norm
||u||2E =
N∑
n=0
∫ xn+1
xn
u2xx +
N∑
n=0
σ0
hβ
|[u(xn)]|
2 +
N∑
n=0
σ1
h
|[ux(xn)]|
2.
We note from [9] that B(., .) is coercive with respect to the energy norm, i.e.,
B(v, v) ≥ C||v||2E , v ∈ D
k(Eh),
for sufficiently large values of σ0 and σ1.
Observe that (3.1) yields a system of non-linear ordinary differential equations and the ex-
istence and uniqueness of the solution can be guaranteed locally using the Picard’s theorem.
To obtain existence and uniqueness globally, we use continuation arguments and hence we need
the following a priori bounds.
Theorem 3.1. Let uh(t) be a solution to (3.1) and assume that f ′ is bounded. Then there
exists a positive constant C such that
‖uh(t)‖+ ‖uh(t)‖E ≤ C(‖u
h
0‖E ). (3.3)
Proof. On setting χ = uh in (3.1), we obtain
(uht , u
h) +B(uht , u
h) = (f(uh)x, u
h). (3.4)
We rewrite the equation (3.4) as
1
2
d
dt
‖uh(t)‖2 +
1
2
d
dt
B(uh(t), uh(t)) = (f ′(uh)uhx, u
h).
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Integrating from 0 to t, we obtain
‖uh(t)‖2 +B(uh(t), uh(t)) = ‖uh(0)‖2 +B(uh(0), uh(0)) +
∫ t
0
(f ′(uh)uhx, u
h) ds. (3.5)
On using the coercivity of B(uh(t), uh(t)) and the boundedness of f ′, we arrive at
‖uh(t)‖2 + C‖uh(t)‖2E ≤ ‖u
h(0)‖2 +B(uh(0), uh(0)) +C
∫ t
0
(uhx, u
h) ds. (3.6)
Using the Cauchy Schwarz inequality and the Poincare´ inequality on the right hand side of
(3.6), we obtain
‖uh(t)‖2 + C‖uh(t)‖2E ≤ C(‖u
h
0‖E ) +
∫ t
0
‖uh(s)‖2E ds. (3.7)
An application of Gronwall’s inequality yields the desired a priori bound for uh(t).
3.2 Error Estimates in the energy and L2-norm
In this subsection, we derive the optimal error estimates in energy and L2-norm.
Often a direct comparison between u and uh does not yield optimal rate of convergence.
Therefore, there is a need to introduce an appropriate auxiliary or intermediate function u˜ so
that the optimal estimate of u − u˜ is easy to obtain and the comparision between uh and u˜
yields a sharper estimate which leads to optimal rate of convergence for u− uh. In literature,
Wheeler [20] for the first time introduced this technique in the context of parabolic problem.
Following Wheeler [20], we introduce u˜ be an auxiliary projection of u defined by
B(u− u˜, χ) = 0, for all χ ∈ Dk(Eh). (3.8)
Now set the error e = u−uh and split as follows: e = u− u˜−
(
uh − u˜
)
= η−θ, where η = u− u˜
and θ = uh− u˜. Below, we state some error estimates for η = u− u˜ and its temporal derivative.
Lemma 3.1. For t ∈ (0, T ] and s > 7/2 then there exists a positive constant C independent of
h such that the following error estimates for η hold:
∥∥∥∥∂lη∂tl
∥∥∥∥
E
≤ Chmin(k+1,s)−2
(
l∑
m=0
|||
∂mu
∂tm
|||Hs(Eh)
)
,
∥∥∥∥∂lη∂tl
∥∥∥∥ ≤ Chmin(k+1,s)
(
l∑
m=0
|||
∂mu
∂tm
|||
)
, l = 0, 1.
Proof. We split η as follows:
η = u− u˜ = (u− u¯)− (u˜− u¯) = ρ− ξ,
where ρ = u − u¯, ξ = u˜ − u¯ and u¯ is an interpolant of u satisfying good approximation
properties. Now from (3.8), we have
B(ξ, χ) = B(ρ, χ). (3.9)
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We note that ρ satisfies the following approximation property [17]:
‖ρ‖Hq(In) ≤ Ch
min(k+1,s)−q‖u‖Hs(In).
Set χ = ξ in (3.9) to obtain
B(ξ, ξ) = B(ρ, ξ).
A use of coercivity of B(., .) and the assumption that u¯ is a sufficiently smooth interpolant of
u, we obtain
C‖ξ‖2E ≤
N−1∑
n=0
∫ xn+1
xn
ρxxξxx dx+
N∑
n=0
{ρxxx(xn)}[ξ(xn)]−
N∑
n=0
{ρxx(xn)}[ξx(xn)]. (3.10)
Now we estimate the first term as follows:
N−1∑
n=0
∫ xn+1
xn
ρxxξxx dx ≤ |||ρxx||| |||ξxx||| ≤
1
6C
‖ρ‖2H2 +
C
6
‖ξ‖2E ,
≤ Ch2min(k+1,s)−4|||u|||2Hs(Eh) +
C
6
‖ξ‖2E . (3.11)
Estimating the second term using Ho¨lder’s inequality, trace inequality and the Young’s in-
equality, we obtain
N∑
n=0
{ρxxx(xn)}[ξ(xn)] ≤ Ch
2min(k+1,s)−6+β−1|||u|||2Hs(Eh) +
C
6
‖ξ‖2E . (3.12)
Similarly the last term can be estimated as
N∑
n=0
{ρxx(xn)}[ξx(xn)] ≤ Ch
2min(k+1,s)−6+β−1|||u|||2Hs(Eh) +
C
6
‖ξ‖2E . (3.13)
Combining (3.11)-(3.13), we obtain the following bound for ξ when β ≥ 3
‖ξ‖E ≤ Ch
min(k+1,s)−2|||u|||Hs(Eh). (3.14)
Now using ‖η‖E ≤ ‖ξ‖E +‖ρ‖E , we obtain the energy norm estimate for η. For the L
2-estimate
of η, we use the Aubin Nitsche´ duality argument. Consider the dual problem
d4φ
dx4
= η, x ∈ (a, b),
φ(a) = φ(b) = 0,
φ′(a) = φ′(b) = 0.
We note that φ satisfies the regularity condition ‖φ‖H4 ≤ C‖η‖. Consider
(η, η) = (η, φxxxx) =
N−1∑
n=0
∫ xn+1
xn
φxxηxx dx+
N∑
n=0
{φxxx(xn)}[η(xn)]−
N∑
n=0
{φxx(xn)}[ηx(xn)].
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Since B(η, χ) = 0 ∀χ ∈ Dk(Eh), we can write
‖η‖2 = (η, η) −B(η, φ˜) =
N−1∑
n=0
∫ xn+1
xn
(φ− φ˜)xxηxx dx+
N∑
n=0
{(φ− φ˜)xxx(xn)}[η(xn)]
−
N∑
n=0
{(φ− φ˜)xx(xn)}[ηx(xn)], (3.15)
where φ˜ is a continuous interpolant of φ and satisfies the approximation property:
‖φ− φ˜‖Hq ≤ Ch
s−q‖φ‖Hs . (3.16)
We use the approximation property (3.16), the energy norm estimate for η and the regularity
result to bound each term on the right hand side of (3.15) and obtain the estimate for ‖η‖ as:
‖η‖ ≤ Chmin(k+1,s)|||u|||Hs(Eh).
For the estimates of the temporal derivative of η, we differentiate (3.8) with respect to t and
repeat the arguments. Hence, it completes the rest of the proof.
The following Lemma is useful to prove the error estimates:
Lemma 3.2. Let v ∈ Pk(In) where In = (xn, xn+1) ∈ Eh. Then there exists a positive constant
C independent of h such that,
Ch−4n ‖v‖
2
L2(In)
≤ ‖vxx‖
2
L2(In)
,
where hn = (xn+1 − xn).
Proof. We define the reference element Iˆn as
Iˆn =
{(
1
hn
)
x, x ∈ In
}
.
Since v ∈ Pk(In), we have the following relation (refer [4]) for the norms in the reference
element and the interval In
|vˆ|Hr(Iˆn) = h
r− d
2
n |v|Hr(In).
In one space dimension, i.e., d = 1, we have
‖vˆ‖L2(Iˆn) = h
− 1
2
n ‖v‖L2(In), and
|vˆ|H2(Iˆn) = h
3
2
n |v|H2(In).
(3.17)
By the equivalence of norm (refer [4]), we have
C0‖vˆ‖L2(Iˆn) ≤ ‖vˆxx‖L2(Iˆn) ≤ C1‖vˆ‖L2(Iˆn). (3.18)
Now from (3.17) and (3.18), we obtain
C0h
− 1
2
n ‖v‖L2(In) ≤ h
3
2
n‖vxx‖L2(In).
Rearranging the terms and squaring on both sides, we obtain the desired estimate.
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To obtain the error estimates, we subtract (3.1) from (2.9) and using the auxiliary projection
(3.8), we obtain the following error equation
(θt, χ) +B(θt, χ) = (ηt, χ) + (f(u
h)x − f(u)x, χ). (3.19)
Now we state and prove the following theorem.
Theorem 3.2. Let uh(t) and u(t) be the solutions of (3.1) and (2.9), respectively. Let uh0
be the elliptic projection of u0, i.e., u
h
0 = u˜(0). Then for s > 7/2 and there exists a positive
constant C independent of h such that
‖u(t)− uh(t)‖E ≤ Ch
min(k+1,s)−2‖u‖H1(0,T ;Hs(Eh)),
‖u(t) − uh(t)‖ ≤ Chmin(k+1,s)‖u‖H1(0,T ;Hs(Eh)).
Proof. Setting χ = θ(t) in (3.19), we obtain
(θt, θ) +B(θt, θ) = (ηt, θ) + (f(u
h)x − f(u)x, θ). (3.20)
Now, we write equation (3.20) as
1
2
d
dt
(
‖θ(t)‖2 +B(θ(t), θ(t))
)
= (ηt, θ) + (f(u
h)x − f(u)x, θ).
Integrating with respect to t from 0 to T and noting that θ(0) = 0, we obtain
‖θ(t)‖2 +B(θ(t), θ(t)) =
∫ T
0
(ηt, θ) ds+
∫ T
0
(f(uh)x − f(u)x, θ) ds. (3.21)
We use integration by parts on the nonlinear term to obtain,
(
(f(uh)− f(u))x, θ
)
=
N∑
n=0
{f(uh)−f(u)}[θ(xn)]+[f(u
h)−f(u)]{θ(xn)}+
(
f(u)− f(uh), θx
)
.
(3.22)
Using the Cauchy Schwarz’s and Young’s inequality, we bound the last term of (3.22) as(
f(u)− f(uh), θx
)
≤ C(‖η‖2 + ‖θ‖2 + ‖θ‖2E).
Now for the first term in (3.22), we use Ho¨lder’s inequality to write
N∑
n=0
{f(uh)− f(u)}[θ(xn)] ≤
(
N∑
n=0
|{f(uh)− f(u)}|2
)1/2( N∑
n=0
|[θ(xn)]|
2
)1/2
. (3.23)
As earlier in (3.12), we use the penalty term to write (3.23) as
N∑
n=0
{f(uh)− f(u)}[θ(xn)] ≤ Ch
β−1
2 ‖e‖‖θ‖E ≤ C‖e‖‖θ‖E , since β ≥ 3.
A similar bound for the second term can be obtained as follows. Using the Ho¨lder’s inequality,
we write
N∑
n=0
[f(uh)− f(u)]{θ(xn)} ≤
(
N∑
n=0
hβ|[f(uh)− f(u)]|2
)1/2( N∑
n=0
h−β |{θ(xn)}|
2
)1/2
. (3.24)
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Using the trace inequality, we obtain
N∑
n=0
[f(uh)− f(u)]{θ(xn)} ≤
(
Ch
β−1
2 ‖e‖
)( N∑
n=0
h−β−1‖θ‖2L2(In)
) 1
2
,
≤ Ch
β−1
2
(
N∑
n=0
h−4+(3−β)‖θ‖2L2(In)
) 1
2
‖e‖,
≤ Ch
(
N∑
n=0
h−4‖θ‖2L2(In)
) 1
2
‖e‖ ≤ C‖e‖‖θ‖E ,
where the last step is obtained by using Lemma 3.2. Using the triangle inequality together
with Young’s inequality we obtain the bound(
(f(uh)− f(u))x, θ
)
≤ C(‖θ‖2 + ‖θ‖2E) + Ch
2min(k+1,s)|||u|||2Hs(Eh).
Now using the coercivity of B(., .) and estimate of the nonlinear term in (3.21), we arrive at
‖θ‖2 + ‖θ‖2E ≤ Ch
2min(k+1,s)
∫ T
0
|||u|||2Hs(Eh) ds + Ch
2min(k+1,s)
∫ T
0
|||ut|||
2
Hs(Eh)
ds
+ C
∫ t
0
(‖θ‖2 + ‖θ‖2E ) ds. (3.25)
An application of Gronwall’s inequality yields an estimate for θ. We then use the triangle
inequality to obtain the estimates for e = u − uh. The estimates are optimal in L2-norm if
β ≥ 3.
4 Fully Discrete DGFEM
In this section, we derive a fully discrete DGFEM and establish a priori bounds along with
optimal error estimates.
Backward Euler discretization: Let ∆t denote the size of time discretization. Divide
[0, T ] by
0 = t0 < t1 < t2 < · · · < tM−1 < tM = T
where ti+1 = ti +∆t, i = 0, 1, . . . ,M − 1 and ∆t =
T
M . Let u(tn) = u
n and approximate ∂u∂t
by using backward Euler difference formula as :
∂tu
n =
un − un−1
∆t
.
Now, the fully discrete discontinuous Galerkin finite element method is given as follows:(
∂tU
n+1, χ
)
+B(∂tU
n+1, χ) =
(
f(Un+1), χ
)
, for all χ ∈ Dk(Eh), (4.1)
U0 = U0,
where Un is the fully discrete approximation of u(x, tn).
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4.1 A priori bounds
In this sub-section, we prove an a priori bound for the fully discrete DGFEM.
Theorem 4.1. Let Un be a solution to (4.1) and assume that f ′ is bounded. Then there exists
a positive constant C such that
‖Un‖+ ‖Un‖E ≤ C(‖U0‖). (4.2)
Proof. Set χ = Un+1 in (4.1) to obtain(
Un+1 − Un
∆t
, Un+1
)
+B
(
Un+1 − Un
∆t
, Un+1
)
=
(
f(Un+1)x, U
n+1
)
.
Multiplying by ∆t throughout, we arrive at(
Un+1 − Un, Un+1
)
+B
(
Un+1 − Un, Un+1
)
= ∆t
(
f(Un+1)x, U
n+1
)
. (4.3)
Using the fact that for any two real numbers x and y, we have
1
2
(x2 − y2) ≤
1
2
(x2 − y2 + (x− y)2) = (x− y)x.
We rewrite the equation (4.3), we obtain
1
2
‖Un+1‖2 −
1
2
‖Un‖2 +
1
2
(
B
(
Un+1, Un+1
)
−B(Un, Un)
)
≤ ∆t
(
f(Un+1)x, U
n+1
)
. (4.4)
Using the Cauchy Schwarz’s inequality, Poincare inequality and Young’s inequality with the
bound on f ′(u), we obtain the following inequality from (4.4)
1
2
‖Un+1‖2 −
1
2
‖Un‖2 +
1
2
(
B(Un+1, Un+1)−B(Un, Un)
)
≤ C∆t
(
‖Un+1‖2E
2
+
‖Un+1‖2
2
)
.
Summing over n = 0, 1, 2, . . . , J − 1 and using the coercivity of B(·, ·), we obtain
1
2
‖UJ‖2 +
1
2
‖UJ‖2E ≤
1
2
‖UJ‖2 +
1
2
B(U0, U0) + C∆t
J−1∑
n=0
(
‖Un+1‖2E + ‖U
n+1‖2
)
.
Rearranging the terms and applying the discrete Gronwall Inequality, we obtain the desired a
priori bound on UJ .
4.2 Error Estimates
In this sub-section, we prove the optimal error estimates for the fully discrete discontinuous
Galerkin method.
Subtracting equation (4.1) from (2.9) and using the auxiliary projection (3.8), we obtain the
error equation as(
∂tθ
n+1, χ
)
+B(∂tθ
n+1, χ) =
(
∂tη
n+1, χ
)
+
(
(f(Un+1)x − f(u
n+1)x), χ
)
+
(
σn+1, χ
)
+B(σn+1, χ). (4.5)
where σn+1 = un+1t − ∂tU
n+1. Before we derive the error estimate, we state and prove the
following Lemma.
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Lemma 4.1. Let σn = unt − ∂tU
n. Then the following holds
‖σn‖2 ≤ ∆t
∫ tn
tn−1
‖utt(s)‖
2ds.
Proof. Consider I =
∫ tn
tn−1
(s−tn−1)utt(s)ds. Using integration by parts, we see that I = ∆t σ
n.
A use of the Ho¨lder’s inequality, we obtain ‖σn‖2 ≤ ∆t
∫ tn
tn−1
‖utt(s)‖
2ds. The same inequality
can be proved in the energy norm as well.
Theorem 4.2. Let U0 = u˜(0) so that θ0 = 0. Then there exists a positive constant C
independent of h and ∆t such that,
‖u(tn)− U
n‖E ≤ C
(
hmin(k+1,s)−2 ‖u‖H1(0,T,Hs(Eh)) +∆t |||utt|||L2(0,T ;Hs(Eh))
)
,
‖u(tn)− U
n‖ ≤ C
(
hmin(k+1,s) ‖u‖H1(0,T,Hs(Eh)) +∆t |||utt|||L2(0,T ;Hs(Eh))
)
. (4.6)
Proof. Set χ = θn+1 in (4.5) we obtain(
θn+1 − θn, θn+1
)
+B(θn+1 − θn, θn+1) =
(
ηn+1 − ηn, θn+1
)
+∆t
(
f(Un+1)x − f(u
n+1)x, θ
n+1
)
+ ∆t
(
σn+1, θn+1
)
+∆tB(σn+1, θn+1). (4.7)
Using Cauchy Schwarz’s Inequality and constructing upper bounds similar to the semidiscrete
case on the right hand side of (4.7), we obtain the inequality
1
2
‖θn+1‖2 −
1
2
‖θn‖2 +
1
2
(
B(θn+1, θn+1)−B(θn, θn)
)
≤ Ch2min(k+1,s)
∫ tn+1
tn
‖ut‖
2 ds
+Ch2min(k+1,s)+β−3|||u|||2Hs(Eh) + C∆t
(
‖θn+1‖2 + ‖θn+1‖2E + ‖σ
n+1‖2 + ‖σn+1‖2E
)
. (4.8)
Sum over n = 0, 1, 2, . . . ,M − 1 on both sides of (4.8) and using Lemma 4.1, we obtain
‖θM‖2 + ‖θM‖2E ≤ Ch
2min(k+1,s)|||u|||2Hs(Eh) + Ch
2min(k+1,s)
∫ T
0
‖ut‖
2 ds
+ C∆t
M−1∑
n=0
(
‖θn+1‖+ ‖θn+1‖2E
)
+ C∆t2‖utt‖
2
L2(0,T ;Hs(Eh))
. (4.9)
Using the discrete Gronwall’s inequality, we obtain the estimate for θM as
‖θM‖2 + ‖θM‖2E ≤ C
(
h2min(k+1,s)‖u‖2H1(0,T,Hs(Eh)) +∆t
2‖utt‖
2
L2(0,T ;Hs(Eh))
)
,
provided β ≥ 3. Using the triangle inequality, we can prove the required estimate for ‖e‖E and
‖e‖.
5 Numerical Results
In this section, we perform some numerical experiments to validate the theoretical results.
We consider the following Rosenau equation
ut +
1
2
uxxxxt = f(u)x (5.1)
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with the boundary conditions (1.3) and the nonlinear function f(u) = 10u3 − 12u5 − 32u. The
exact solution of the equation (5.1) is u(x, t) = sech(x − t). Since the equation (5.1) was
considered as a benchmark example to validate the results by several authors (for instance
[13, 8]), the same example has been taken to compare the existing results.
We choose the computational domain Ω = (−10, 10) and the final time T = 1. The equa-
tion is solved numerically with corresponding initial and boundary conditions.
The order of convergence for the numerical method was computed by using the formula
p ≈
log
(
‖Ei‖
‖Ei+1‖
)
log
(
hi
hi+1
) , i = 1, 2, 3, 4.
In Table 1, we show the order of convergences for piecewise quadratic and piecewise cubic basis
functions.
Quadratic Elements (k = 2) Cubic Elements (k = 3)
h Error ‖e‖ Order h Error ‖e‖ Order
0.20000 1.47828 × 10−2 - 0.40000 5.17824 × 10−2 -
0.18182 1.12327 × 10−2 2.8815 0.33331 2.58529 × 10−2 3.8099
0.16667 8.68469 × 10−3 2.9567 0.28571 1.41359 × 10−2 3.9164
0.15384 6.87521 × 10−3 2.9189 0.25000 8.35109 × 10−3 3.9416
0.14257 5.46407 × 10−3 3.0999 0.22222 5.23371 × 10−3 3.9672
Table 1: Order of convergence for P2 and P3 elements with σ0 = σ1 = 2000.
Below, we show the Figures (1a)-(1c), for the comparison of exact solution profile with that of
the approximate solution obtained from DGFEM. The Figure (1d) shows the solution profile
at different time levels.
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Figure 1: Approximate solution using P2 elements with exact solution u(x) = sech(x− 1)
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We compare our numerical results with Choo et al. [8]. We observe that our solution profiles
matches very acurately and we have achieved third order convergence for quadratic elements
and fourth order convergence for cubic elements which are optimal. The proposed method can
be easily extended to higher degree polynomials and higher dimensions also. But the cGdG
method considered in [8] is difficult to apply for higher dimensions due to the requirement of
C1-elements.
5.1 Decay Estimates
In this sub-section, we validate the decay estimates that was derived by Park in [15]. As in
[13], we consider the following equation
ut + uxxxxt + ux = f(u)x, (x, t) ∈ (0, 1) × (0, T ] (5.2)
with the initial condition
u(x, 0) = φ0(x), (5.3)
and boundary conditions (1.3). Here f(u) =
∑n
i=1
ciu
pi+1
pi+1
, ci ∈ R, pi > 0.
For a small initial data, it has been proven that the solution to the Rosenau equation with
small initial data decays like 1
(1+t)
1
5
in the L∞-norm for min
1≤i≤n
pi > 6. Like in [13], we take
c1 = −1, p1 = 7, c2 =
4
7 , p2 = 8, c3 = −
4
3 , p3 = 9 and φ0(x) = 0.001e
−x2 in (5.3). The
solution curves for (5.2) and (5.3) for t = 0 to t = 10 is shown in Figure (2). The height of the
initial pulse decreases with time, indicating a decaying behavior of the solution. The decay in
L∞-norm of the approximate solution with time is shown in Figure (3).
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Figure 2: Curves illustrating the decaying nature of the solution
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Figure 3: The variation of the L∞-norm of the solution with respect to time (t = 0− 100).
6 Conclusion
In this paper, we derived a priori bounds and optimal error estimates for the semidiscrete
problem. Next, we discretized the semidiscrete problem in the temporal direction using a
backward Euler method, and derived a priori bounds and optimal error estimates. We have
validated the theoretical results by performing some numerical experiments. Compared to the
existing results, our method requires less regularity of the original problem.
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