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1 Introduction1
From the fundamental macroeconomic relationship Y = C + I +B , where as usual Y denotes
Gross Domestic Product (GDP), C consumption, I capital formation and B the current account,
we know that in an open economy capital formation is not constrained by domestic savings
(S = Y   C), as I = S   B: However, Feldstein and Horioka (1980) documented a close
correlation between savings and investments as ratios of GDP (hereafter, simply savings and
investment ratios) in 16 OECD economies2 over the period 1960-1974. This evidence, christened
"Feldstein-Horioka puzzle" (in fact, "the mother of all puzzles", according to Obstfeld and
Rogo¤, 2000) for its stark contrast with the prevailing perception of capitals mobile enough to
make the external constraint not binding, has stirred an enormous literature. The recent survey
by Apergis and Tsoumas (2009), lists nearly 200 references, many of which empirical analyses
greatly di¤ering for methods applied and datasets (countries, time period, or both) studied.
While Feldstein and Horioka (hereafter FH) used a cross-country regression of time-averaged
variables, time series or panel studies now largely prevail in the literature; the variability of the
samples studied, with respect to both the countries (LDCs, OECD, EU) and the time period,
creates a comparable variability of results. Apergis and Tsoumas (2009) conclude that overall
the evidence of a saving-investment relationship is weaker for developing countries than for
richer ones, which is in fact not too surprising in view of the typical importance for the former
of foreign aid and direct investments. In the OECD economies early evidence generally provided
strong support to the existence of a one-to-one savings-investment relationship, but later studies
are much more cautios. For instance, Jansen (1996) on the basis of a variety of tests strongly
rejected the hypothesis of no long-run savings-investment relationship for a sample of 20 OECD
economies from the early 1950s to the early 1990s. Using datasets starting in 1960 and ending
in the early 1990s, Kim (2001) and Coiteux and Olivier (2000) respectively never rejected no
cointegration for a panel of 19 OECD economies and only in four cases in a slightly larger group
of 22 countries. Other references along this line are reported by Apergis and Tsoumas (2009).
The obvious explanation of this decreasing correlation is the increasing nancial integration,
which considerably accelerated with the introduction of the Euro in 1999 in about half of the
countries typically included in these samples.
Summing up, the question if, quoting Blanchard and Giavazzi (2002), we are close to "the
end of the Feldstein-Horioka puzzle" is both open and challenging. To answer it we need to
improve on the existing literature from two points of view: data and methods.
From the data point of view, a rst remark is that the periods examined in the most updated
studies on OECD economies (to the best of our knowledge, Coakley, Fuertes and Spagnolo, 2004,
Pelgrin and Schich, 2008, AmirKhalkhali, Dar and AmirKhalkhali 2003) start around 1960 and
do not extend beyond 2000. Hence, on one hand they include the 1950s and 1960s, decades
of strict capital controls, on the other they fail to cover the most recent years of accelerating
nancial globalisation. To evaluate if the FH puzzle is currently valid we instead need to use
a sample excluding the earlier decades and as updated as possible3. We will thus use a sample
of 18 OECD economies (Austria, Australia, Belgium, Canada, Denmark, Finland, France, Ger-
1Research supported by the Department of Statistics of the University of Naples Federico II, University of
Rome La Sapienzaand MIUR. Comments and suggestions from participants to the conferences on Bootstrap
and Time Series (Kaiserlautern, June 2008) and "Factor Structures for Panel and Multivariate Time Series
Data" (Maastricht, September 2008) are gratefully acknowledged. Correspondence to: s.fachin@caspur.it, fdiio-
rio@unina.it.
2Austria, Australia, Belgium, Canada, Denmark, Finland, Germany, Greece, Ireland, Italy, Japan, Nether-
lands, Portugal, Sweden, UK, USA.
3Our aim is thus radically di¤erent from, e.g., Ho¤manns (2004), who investigated the validity of the FH
equation over periods stretching for about 150 years, from the mid-XIX century to the early 1990s.
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many, Greece, Ireland, Italy, Japan, Netherlands, Portugal, Spain, Sweden, UK, USA) over the
period 1970-2007, 38 annual observations including eight years of the Euro era. The latter is an
important point, since 11 out of the 14 european countries of our sample adopt the european
common currency.
From the econometric point of view our task is particularly challenging. A failure to reject
the null hypothesis, which in our case is no saving-investment relationship, can be taken as a
convincing piece of evidence only if a powerful statistical procedure is used. Since the savings
and investment ratios are very likely to be non-stationary4 the null hypothesis of interest is
no-cointegration, and with a sample of 38 observations standard no-cointegration tests should
be expected to be not very powerful. Moreover the question is on the general validity of the FH
puzzle, rather than in some given country. It is thus quite natural to turn to panel procedures5.
Unfortunately, the solutions adopted so far seems to be inadequate. For instance one of the most
recent studies, Pelgrin and Schich (2008), concludes in favour of cointegration between savings
and investment in the usual panel of 20 OECD economies (and analogously, Kim, Oh and
Jeong, 2005, for 11 asian countries) on the basis of various panel cointegration tests. However,
all these tests are severely oversized if the assumption of independence across units is not met
(Banerjee, Marcellino and Osbat, 2004). Since this condition is very unlikely to hold for the
closely integrated OECD economies, Pelgrin and Schichs conclusion in favour of a long-run
saving-investment relationship in the OECD is very likely to be awed. Summing up, to reach
reliable conclusions we need a powerful panel cointegration test robust to short- and long-run
dependence across units.
We shall now rst examine the data and estimate Auto Regressive Distriubuted Lags (ARDL)
models for the invidual economies (section 2). These overall nd only some weak support for a
relationship between savings and investment for our data set. To exclude that this may be simply
due to the low power of the tests and to reach a conclusion for the panel based on a formal testing
procedure we construct (section 3) and evaluate by simulation (section 4) a suitable bootstrap
panel cointegration test, delivering considerable power gains. Applying this test to our dataset
(section 5) we conclude that a long-run savings-investments relationship holds in about half of
the OECD economies examined. Some overall conclusions are drawn in section 6.
2 Savings and Investments in the OECD, 1970-2007
As a rst glance at the data, following FH we look at the averages over time of the investment
and savings ratios for their set of countries expanded to include Spain and France, two major
european economies which should not be ignored. As mentioned above, since our question is if
the puzzle is currently valid we consider a much later period, 1970-2007 (instead of 1960-1974).
The visual impression given by Fig. 1 is indeed of some dependence between the two variables,
but running OLS we obtain a regression coe¢ cient (called saving retention ratio in the literature)
equal to 0.16, only slightly higher than its standard error (0.12), hence not signicant according
to standard inference. The correlation, thus, seems to have fallen, as FH report a co¢ cient
equal to 0.89 and strongly signicant. Clearly, Greece, with the lowest saving ratio of the panel
4Although ratios obviously lie in the [0,1] interval, modelling is based on the logs, which are bounded only
above. Since both ratios are typically small (around 0.20 for the OECD economies between 1970 and 2007)
empirically the upper bound is irrelevant, and the variables may behave as realizations of unit root processes.
5 In fact, the evidence from studies on multiple units (here, countries) is inevitably evaluted in an informal
panel perspective, with conclusions holding for a large fraction of the cases considered as supported by the data.
Clearly, a formal testing procedure, such as a panel test, is preferable.
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but a fairly high investment ratio, is likely to have an inuential role in these results. Although
it may be hasty to consider it an outlier (Blanchard and Giavazzi, 2002, argue that it is a
perfect example of the consequences of nancial integration, a process which in the long run will
a¤ect all economies), considering the debt crisis this economy is facing since the end of 2009
(European Commission, 2010) it is nevertheless interesting to repeat estimation in a restricted
sample excluding it. The coe¢ cient is now 0.52, with a standard error of 0.15: signicant, but
still much smaller than FHs. A rst interesting remark is thus that replicating exactly FHs
computations for a later period we are left with the impression of a much weaker link between
domestic savings and capital formation.
Of course, we know that looking at time average data can be deceveing and that these
naive regressions have little, if any, meaning. We then move to the detailed time series for the
individual countries, reported in Figs. 2 and 3. The overall impression is that the variables
generally followed very close paths. The most notable exceptions are Greece, Ireland and the
Netherlands. In Greece the investment ratio has indeed consistently been much higher than the
saving ratio, while in Ireland this happened until the mid-90s. Finally, in the Netherlands, on
the opposite, savings always exceeded investments, with a widening di¤erential.
It is interesting to see that in the USA, where as well-known savings always fell short of
investments, the two variables nevertheless share some large swings (troughs in early 1990s and
around 2004, peak in early 2000s); very much the same holds for Australia. Finally, in some
countries the association seems to became weaker after breakpoints varying betwen the early
(Belgium and Finland) and the late 1990s (Portugal, Spain, perhaps Germany). In the latter
case the timing naturally suggests a possibile inuence of the introduction of the Euro in 1999.
For Portugal, where savings follow a negative trend not shared by investments, this view is
supported by Blanchard and Giavazzi (2002).
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Fig. 1 Savings/GDP and Investment/GDP in OECD countries, 1970-2007 averages.
Abbreviations: It: Italy; Sp: Spain. The countries with overlapping labels are: Australia and
Portugal (at the top), France, Canada and Denmark (in the middle).
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Austria Australia
Belgium Canada
Denmark Finland
France Germany
Fig. 2 Savings/GDP (solid line) and Investment/GDP (dashed line), 1970-2007 (logs).
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Greece Ireland
Italy Japan
Netherlands Portugal
Spain Sweden
UK USA
Fig. 3 Savings/GDP (solid line) and Investment/GDP (dashed line), 1970-2007 (logs).
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Consistently with this graphical evidence and with the literature the results of ADF unit root
tests, reported in detail in Table A1 in the Appendix, are largely in favour of unit roots. The
only clear exception is investments in Portugal, for which the unit root hypothesis is rejected
with a p-value of 0.6%. In the Netherlands and UK for the same variable the p-values are
borderline with respect to the traditional 5% threshold (respectively, 5.0% and 5.1%).
Given that savings and investment ratios are generally, but not always, non-stationary, the
natural next step is modelling their relationship using the ARDL approach (Pesaran, Shin and
Smith, 2001). For a given country i the starting point is the conditional dynamic model
it =  + 1st 1 + 2it 1 +
p1X
i=0
1ist i +
p2X
i=1
22iit i + "t (1)
where it = ln(Investments=GDP ) and st = ln(Savings=GDP ): Equation (1) provides a basis
for both estimation of the long-run saving-retention ratio as  =  1=2 and for tests of
the existence of a relationship between the levels of the variables. To this end Pesaran, Shin
and Smith (2001) recommend the F test for H0 : 1 = 2 = 0; while Banerjee, Dolado and
Mestre (1998) proposed as a cointegration test the t test for H0 : 2 = 0: We thus estimated
equation (1) for each country of our panel, selecting the dynamic structure on the basis of the
standard model selection criteria (AIC, Hannan-Quinn, Schwarz) and checking the presence of
autocorrelation in the residuals through LM tests. The main results are reported in Table 1,
with details of dynamic structure and diagnostics in Table A2 in the Appendix.
From Table 1 we immediately see that both the F test for H0 : 1 = 2 = 0 and the t test
for H0 : 2 = 0 mostly fail to reject even at 10% the hypothesis of no level relationship between
savings and investment. More precisely, evidence of a relationship is found only in seven cases
out of 18: Australia, Finland (only on the basis of the F test under stationarity), Greece (where
the elastiticity is however, as expected, negative, hence the relationship spurious), Italy, Japan,
Portugal and UK. Excluding Greece, in half of these cases the saving-retention ratio is smaller
than 1 (Australia, Portugal, UK), in two cases slightly larger than 1 (Italy, Japan), and nally
in one case (Finland) so large that it is likely to be very imprecisely estimated.
Trying to shed some more light on the issue we turn to the Engle-Granger cointegration tests
(Table 2). Excluding Greece, these are signicant at 5% in three cases (Japan, Portugal, UK)
plus one more at 0.10 (Australia), thus delivering a very similar picture.
Summing up, a long-run savings-investment relationship seem to exist in a minority of the
countries of our panel, with coe¢ cients often far from the theoretically expected value of 1.
Should we conclude that there is no FH puzzle any more? Not necessarily. As discussed above,
we may fail to reject the hypothesis of no long-run relationship simply because of the small
sample size. We need a more powerful procedure. This will be constructed in the next section.
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Table 1
Saving and Investments in the long-run:
ARDL conditional modelling and
tests of a level relationship
Austria Australia Belgium Canada Denmark Finland
 0:48 0:69  1:78 0:93 0:62 3:17
F 1:62 5:05 3:83 2:51 1:33 4:30x
t  1:78  2:89  0:60  1:57  1:42  1:32
France Germany Greece Ireland Italy Japan
 1:38 1:42  1:17 1:18 1:14 1:32
F 1:70 1:59 7:42 2:38 6:52 8:56
t  1:58 1:38  3:84  1:22  3:41  3:90
Netherlands Portugal Spain Sweden UK USA
 0:27 0:25 1:21 1:75 0:67 0:28
F 1:47 5:96 3:67 2:71 5:17 2:62
t  1:71  3:45  2:54  0:76  3:11  2:20
 =  1=2; long-run saving retention ratio;
F : H0 : 1 = 2 = 0; 0.10 critical values : I(0) : 4:04, I(1) : 4:78;
t: H0 : 2 = 0; 0.10 critical values: I(0) :  2:57, I(1) :  2:91;
x: signicant at 0.10 only in the stationary case;
: signicant at 0.10 both in the stationary and non-stationary cases.
Table 2
Saving and Investments in the long-run:
Engle-Granger cointegration tests
Austria Australia Belgium Canada Denmark Finland
 0:35  3:23  1:69  2:23  2:31  1:34
[0:97] [0:09] [0:68] [0:42] [0:38] [0:82]
France Germany Greece Ireland Italy Japan
 1:64  0:88  3:55  1:45  2:78  4:24
[0:71] [0:92] [0:04] [0:78] [0:19] [0:003]
Netherlands Portugal Spain Sweden UK USA
 2:23  3:95  1:92  2:07  3:47  3:05
[0:42] [0:01] [0:57] [0:50] [0:04] [0:12]
EG: Engle-Granger cointegration test, asymptotic p-values in brackets
*,**: signicant at 0.10, 0.05.
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3 Panel cointegration testing via residual-based bootstrap
3.1 Panel cointegration tests: overview
The rate of expansion of the literature on the analysis of non-stationary panels, as revealed
e.g., by a comparison of the list of references in the surveys by Banerjee (1999) and Breitung
and Pesaran (2006) is impressive. This growing interest is due to good reasons: rst, as in
our case, many important economic questions are naturally framed in a panel perspective; sec-
ond, adding the cross-section dimension grants considerable improvements of the small samples
properties of testing procedures, provided the possible linkages across units are properly ac-
counted for. Excluding the panel full information maximum likelihood approach (Groen and
Kleibergen, 2003) which, requiring the time dimension to be much larger than the cross-section
dimension, cannot be applied to our dataset (nor to most macroeconomic panels in general),
two main ways to tackle this problem have been suggested: (i) modelling the linkages as due
to unobserved common factors; these can be estimated by principal components methods (Bai
and Ng, 2004) and then removed from the data so to apply simple procedures for independent
panels (Banerjee and Carrion-i-Silvestre 2006, Gengenbach, Urbain and Palm, 2006, Westerlund
2008); (ii) apply bootstrap algorithms designed to deliver estimates of the distribution of the
statistics of interest conditional on the cross-section linkages as present in the dataset at hand.
To the best of our knowledge two bootstrap (no-) cointegration procedures have been put forth
so far. Fachin (2007) applied the Continuous-Path Block bootstrap (Paparoditis and Politis,
2001, 2003) separately to the right- and the left-hand side variables, hence generating unrelated
pseudoseries obeying the null hypothesis of no cointegration, while Westerlund and Edgerton
(2007) developed a Sieve Bootstrap procedure.
Unfortunately, neither the common factor nor the existing bootstrap approaches are fully
satisfactory. Let us discuss them in turn. A rst problem with the common factor approach is
that, as Gengenbach et al. (2006) explicitly admit, it requires large samples. Thus, although
investigating the possible common factor structure of the data could be very important for its
own sake, in many empirical applications the available information set may simply be not rich
enough. A second problem is that it hinges upon a series of assumptions which may be very
restrictive. For instance, Banerjee and Carrion-i-Silvestre (2006) and Westerlund (2008) allow
for common factors in the cointegrating residuals but not in the variables themselves. This more
general set-up is allowed by Bai and Carrion-i-Silvestre (2005) and Gengenbach et al. (2006),
but at the cost of other restrictions: the former assume homogeneous cointegrating vectors,
and the latter that the matrix of factor loadings is full rank and block-diagonal, hence ruling
out the empirically relevant case of a single source of non-stationarity common across units and
variables. For instance, in our case the national stochastic trends in savings (and, if cointegration
holds, investments) may be linked to a global stochastic trend.
Block bootstrap, model-free methods were showed by Fachin (2007) to be empirically useful
tools in tackling the problems at hand. However his algorithm destroys any relationship between
the modelled variables, not only long-run ones. Hence, the bootstrap pseudodata obey not only
the null hypothesis which we are interested in testing (no long-run relationship) but also the
nypothesis of no short-run relationships. This is clearly unsatisfactory. On the other hand, the
Sieve Bootstrap (shown to be valid for inference on cointegrating regressions by Chang, Park
and Song, 2006) hinges upon the assumption of a linear structure of the cointegrating residuals.
We thus need to improve on the available methods. To this end, a natural route is to extend
to the analysis of cointegration the Residual-based Stationary Bootstrap (RSB) test for unit
roots developed by Parker, Paparoditis and Politis(2006), henceforth PPP. This test is closely
related to the block bootstrap panel unit root test shown by Palm, Smeekes and Urbain (2008) to
be asymptoticall valid; the key advantage of the Stationary Bootstrap over the block bootstrap
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is that the resampled pseudo-series series are stationary, hence the name (Politis and Romano,
1994). In both cases the resampling involves chaining blocks of observations of the originary
series starting at random locations, with the di¤erence that in the Stationary Bootstrap the
length is also random, while in the block bootstrap it is xed. These resampling schemes may
be applied to both single-equation and system cointegration tests, but the extension to the
former, very popular in panel studies6, is particularly natural.
3.2 Set-up
To introduce our procedure let us rst ignore the panel dimension and consider for simplicity
two I(1) variables, X and Y , linked by a linear relationship
yt = + xt + t; t = 1; : : : ; T (2)
where  is the equation noise. Consider then the AR(1) equation for the residuals
t = t 1 + t: (3)
It is immediately seen that when H0 : no cointegration holds  = 1;while when it does not
jj < 1: The hypothesis of no cointegration is then equivalent to H0:  = 1:
Two important remarks are in order here. First, (3) is not a model of the cointegrating
residuals; its purpose is only to dene a parameter expressing the null hypothesis of interest.
Second, the  0ts are always stationary, either H0 holds or not: they can thus be resampled via
the Stationary Bootstrap. An algorithm along the lines put forth in PPP, mean zero case, will
then proceed as follows:
1. Estimate (2) by OLS, obtaining fbtg ;
1. Estimate (3) by OLS, obtaining b and the residuals bt = bt   bbt 1;
2. Construct the pseudo-residuals ft g applying the Stationary Bootstrap to fbtg:
2.1 generate L1; : : : ; LT i.i.d. from a geometric distribution with parameter ;
2.2 for each t 2 [1; T   1] let Kt = inf fk : L1 + : : :+ LT  tg and Mt = L1 + : : :+ LKt ;
2.3 generate i1; : : : ; iKt i.i.d. from a uniform distribution on f2; : : : ; Tg ;
2.4 for all t 2 [1;K] set t = b[(iKt+(t Mt))mod(T 1)]+2:
3. Cumulate ft g obtaining pseudoresiduals ft g obeying the null hypothesis of no cointe-
gration;
4. Compute yt = b+ bxt + t ;
5. Estimate the cointegrating regression on the dataset fyt ; xtg: yt = b + bxt +bt ;
6. Estimate  applying (3) to the residuals bt ;
7. Repeat 2-6 B times;
6Note that, although single-equation modelling should in principle be limited to the case of weakly exogenous
right-hand side variables, from Haug (1996) we know that using asymptotic critical distributions system and
single-equation cointegration tests may be approximately equivalent if the signal/noise ratio (variance of the noise
of the right-hand side variable divided by the variance of the noise of the left-hand side variable) is not too small.
11
8. Test the hypothesis H0 :  = 1 on the basis of the distribution of the 0s, which obey it.
Note that the consistency results reported in PPP are in fact general enough to allow the
use of more general statistics function of , such as the ADF.
A few remarks are in order. First, the OLS estimator of  satises
b =  + op(1)
+Op(T
 1)
if  < 1
if  = 1
; (4)
Second, step 4 of the algorithm assumes exogeneity of the right-hand side variable X: In
principle this assumption is easy to relax, extending the resampling toX as well. In practice, this
is computationally demanding and will be left for future research. Obviously, in the simulation
experiment we will check the robustness of the results with respect to this assumption.
Third, an important, and still largely unsettled, aspect of block bootstrap methods is the
choice of block length. In the case of the Stationary Bootstrap the length is random, and
the choice to be made is on the parameter  of the geometric distribution (step 2.1 of the
algorithm), which determines the mean block length. To prove the asymptotic validity of the
test PPP assume  ! 0 as T ! 1; so that pT ! 1: In practice, in the nite samples used
in simulation experiments even naive choices for the mean block length, such as 0:10T used by
Paparoditis and Politis (2001), seem to deliver good results. In our simulations we will thus x
the mean block length at either 0:10T or 0:15T (with a minimum of 4), leaving implementation
of data-based methods, such as the Warp-Speed calibration of Palm, Smeekes and Urbain (2008),
to future research.
Finally, it is instructive to compare the procedure proposed here with the model-based
sieve bootstrap applied by Westerlund and Edgerton (2007). In this approach, assuming an
autoregressive linear structure, (3) is replaced with a linear autoregressive model:
t = t 1 +
pX
j=1
jt j + et (5)
so to obtain empirically white noise e 0ts on which simple resampling may be applied; the boot-
strap residuals ft g are then constructed recursively on the basis of (5). In other terms, in
this approach the memory of the residuals is assumed to be captured by a linear autoregressive
model. No assumption of this sort is required by PPPs approach, in which the memory of the
process is captured resampling block of data.
Let us now introduce the panel dimension, ignored so far. The basic idea of unit root and
panel cointegration tests is that of achieving power gains by pooling or averaging (the latter
approach being more general, as no homogeneity constrains are imposed) the information from
N individual units, indexed by i in the following discussion. However, the null and alternative
hypotheses of these tests are a delicate issue worth a careful discussion (see also Pedroni, 2004).
Given the null hypothesis of no cointegration in all units, i.e.H0 : i = 1 for i = 1; : : : ; N , we
can dene four di¤erent alternative hypotheses:
(i) H1 : i < 1 in all units;
(ii) H1 : i < 1 in at least one unit;
(iii) H1 : i < 1 in most of the units;
(iv) H1 : i < 1 in most of the units or i << 1 in a smaller number of units.
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The alternative hypothesis clearly dictates the choice of the summary statistic on which to
base the panel test:
(i) G =Max(i); as all 0is should be signicantly smaller than 1 in order to reject H0 : i = 1
against H1 : i < 1 in all units;
(ii) G = Min(i); as a single i signicantly smaller than 1 is su¢ cient to reject H0 : i = 1
against H1 : i < 1 in at least one unit;
(iii) G = Median(i); as to reject H0 : i = 1 against H1 : i < 1 in most of the units the
mass of the distribution should be signicantly far from 1;
(iv) G =Mean(i); for the properties of the mean.
The same holds for transformations of  such as the ADF. Now, all asymptotic procedures are
based on the mean of the individual statistics, and thus test the null hypothesis of cointegration in
no units against the alternative hypothesis (iv). This, however, does not seem to be particularly
meaningful from the empirical point of view. When the interest is centred on the properties of
a given set of units (e.g., the OECD countries, or the US states) the most relevant alternative
hypothesis are (ii), cointegration in all units, and (iii), cointegration in the majority of them.
This would require using as panel statistics respectively the maximum and the median, both of
notoriously di¢ cult treatment by asymptotic methods. Hence, bootstrap methods appear once
again to have a high potential in panel cointegration testing; in fact, Fachin (2007), report good
performances of a median-based bootstrap panel cointegration test.
This leads us to the next question: how to extend the algorithms outlined above to panel
data sets? In fact, the task turns out to be easily accomplished. As already discussed above, an
essential feature to be taken into account is dependency across units. In order to reproduce it in
the pseudoseries, in both cases we simply need to apply the resampling algorithm to the entire
cross-sections. In this way the (short- and long-run) cross-correlation structure of the data is
exactly reproduced in the bootstrap data. More precisely, letting bit = bit   bibit 1; in step 2 of
the RSB algorithm we apply the stationary boostrap to the entire T N matrix of the residuals
V = [b1 : : : bN ] , where bi = [b1i : : : bTi]0 ; In the nal step the statistic of interest becames
either the median or the mean of the cointegration EG statistics computed for each of the N
units, so that the bootstrap estimate of the signicance level of the test is p = prop(S < bS);
where S is the summary statistic adopted (Median(EG); Mean(EG); or Max(EG), where
EG = [EG1 : : : EGN ] :) As mentioned above, Palm et al. (2008) prove that a block bootstrap
unit root test is asymptotically valid, i:e: the bootstrap estimates of its p-values, p; converge
asymptotically to the true p-values, p0: To this end, they consider a fairly general common
factor structure, allowing for both long- and short-run dependence across units. In the case
of a no-cointegration test following the same approach would unfortunately be considerably
more complicated, as the number of possible dependence structures grows geometrically with
the dimensions of the process. A direct proof is also an exceedingly demanding task for tests
based on order statistics, such as the median and the maximum. We shall thus follow a di¤erent
strategy, proving the asymptotic validity of a RSB no cointegration test for time series, which in
the case of independence is readily extended to the mean panel test, and evaluating by simulation
the small sample performance of (i) the mean panel test under dependence and (ii) that of panel
tests based on the median and the maximum.
3.3 Asympotic validity of the RSB No Cointegration test
To prove the asymptotic validity of the proposed boostrap test we follow the structure of the
sequential limit arguments typical of the non stationary panel literature (see e.g., Moon and
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Phillips, 2000, Pedroni, 2004), examining rst the asymptotics over time of the test applied to
a single multivariate time series. The key point is that we do not actually need to derive the
asymptotic distribution of the bootstrap test, but simply to show that it is the same of the test
applied to the observed data (see, e.g., Chang and Park, 2003). If this is the case, a hypothesis
test based on critical values extracted from the RSB distribution will have asymptotic validity,
as those critical values will be close to the ones extracted from the true null distribution. It is
thus natural to concentrate our attention on the studentised statistic, the ADF, rather than a
coe¢ cient statistic, since for the former the fundamental results by Phillips and Ouliaris (1990)
provide a convenient starting point.
Let zit = (yit; xit)0; i = 1 : : : N ; be a bivariate integrated process with correlated innovations:
yit = yit 1 + w
y
it
wyit = iw
x
it + it
xit = xit 1 + wxit
where it is a white noise process. The existence of short-run linear dependence between the
two variables, yi and xi;can be emphasized rearranging the DGP as
yit = ixit + "
y
it
"yit = "
y
it 1 + it
xit = xit 1 + wxit:
Since in this rst step we are examining the asymptotic behaviour of the no-cointegration test
for a given unit we can now drop, with some notational simplication, the index i. Assume that
A1 t = (w
y
t ; w
x
t )
0 is a linear process generated as in equation (3) of Phillips and Ouliaris (1990),
hencefort PO, so that POs conditions (C2) hold.
A2 the technical conditions (i)  (v) in PPP hold for f"yt g and ftg :
Remark 1 All stationary ARMA processes satisfy Assumption A1.
Among the many results obtained by PO, for our purposes we are particularly interested
in Lemma 2.1 and theorem 4.2. The latter describes the the asymptotic distribution of the
cointegration ADF test for the model yt = bxt + b"yt , while the former states that the partial
sum processes S(r) = T 1=2
PbTrc
t=1 t; r 2 [0; 1]; (see PO, eqs. C1 and 2) converge to the vector
Brownian motion
B(r) = (B1(r); B2(r))
0 (6)
with covariance matrix 
 = limT!1 T 1E[(
PT
t=1 t)(
PT
t=1 
0
t)].
Consider now the bootstrap DGP under the null of no-cointegration (constant omitted for
simplicity):
yt = bxt + "t
"t = "

t 1 + 

t
xt = xt 1 + wxt :
where ft g is obtained applying the SB to fb"yt g : This DGP satises all conditions required
by POs theorem 4.2. In particular, t = (t ; wxt )0 is a linear process generated such that
POs equation (3) and condition (C2) hold. Further, since t satises the Assumption A2, the
Functional Central Limit Theorem 1 in PPP holds for its partial sum processes. Formally:
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Lemma 1 Dene the partial sum process Z(r); 0  r  1; as:
Z(r) =
1p
Tbsr (
bTrcX
t=1
t)
with bsr = var(T 1=2PbTrcj=1 j ). Let d ! denote convergence in distribution in the bootstrap
world. Then under Assumption A2 the invariance principle:
Z(:) d
 !W
where W is the standard Wiener process, holds.
Proof. See Theorem 1 in PPP.
Moreover, since the properties of the SB assure that bt is a stationary ARMA variable with
variance converging to that of bt (PPP, lemma 4), the partial sum processes S(r) = T 1=2PbTrct=1 t ;
r 2 [0; 1]; converge to the vector Brownian motion (6). The propositions stating that the boot-
strap cointegration and panel cointegration tests are asymptotically valid then follow.
Proposition 1 Given assumptions A1 and A2, the asymptotic distribution of the cointegration
test ADF  for the bootstrap model
y = xt + b"t
converges to the asymptotic distribution described in PO, theorem 4.2, so that
sup
c2R
jP (ADF   cjz1 : : : zT )  P0(ADF  c)j p ! 0
where P0 is the probability measure obtained under the null hypothesis of no cointegration.
Proof. Directly derive from above considerations.
Proposition 2 Assume cov(wxit; w
x
jt) = cov(vit; vjt) = 08i 6= j: Then the panel cointegration
bootstrap test based on the arithmetic mean of the statistics of the individual units is asymptot-
ically valid:
sup
c2R
P (N 1PNi=1ADF i  cjzi1 : : : ziT )  P0(N 1PNi=1ADFi  c) p ! 0
Proof. Directly from Proposition 1.
4 Monte Carlo evaluation
4.1 Design
Once established the asymptotic validity under independence of a test based on the mean of
the individual tests we can now evaluate the small sample performance of this test as well as
those of tests based on order statistics, such as the median and the maximum. Our Monte Carlo
experiment is based on a DGP which is essentially a generalisation of the classic Engle and
Granger (1987) DGP to the case of dependent panels, with the design of the panel structure
related to those used by Kao (1999), Fachin (2007), and Gengenbach et al. (2006). Since panel
DGPs are inevitably very complex, simulation experiments are computationally very demanding.
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Hence, rather than aiming at the unfeasible task of a complete design our aim will be that of
dening an empirically relevant set-up.
In our base case in the spirit of conditional modelling we assume a variable of interest, Y;
known to be linked by a linear, possibly cointegrating, relationship to a right-hand side variable7
X: 
yit = 0i + ixit + 
y
it
yit = i
y
it 1 + e
y
it; e
y
it  N(0; 2iy)
(7)
where i = 1; : : : ; N , t = 1; : : : ; T . When Xi and Yi are not cointegrated i = 1; while jij < 1
when instead they are. To mimick the empirically relevant case of rather slow adjustment to
equilibrium, for the power simulations we will thus generate a set of 0is as Uniform(0:6; 0:8)
across units and keep them xed for all Monte Carlo simulations. To ensure some heterogene-
ity across units we analogously generate 2iy  Uniform(0:5; 1:5) and keep them xed across
experiments, while with no loss of generality we set 0i = i = 1 8i.
The right-hand side variable X is constructed essentially as the sum of two terms. The rst,
ux; is in turn the sum of a non-stationary factor common across units (F1), a second stationary
common factor (F2) and an idiosyncratic stationary noise (xit). The second term, ai(0i + 
y
it);
captures the feedback from the left-hand side variable, absent when ai = 0. Summing up:
xit = (1  aii) 1[uxt + ai(0i + yit)]
uxt = 1iF1t + 2iF2t + 
x
it
(8)
To allow for some heterogeneity across units we generate the a0is as Uniform(0:2; 0:6) ; a rather
wide range. The factor loadings are chosen so to ensure substantial cross-correlation in the X 0s;
following Pesaran (2007, ji  Uniform( 1; 3) 8i; j = 1; 2: Again, both the a0is and the 0jis
are xed across experiments. The common factors are generated as follows:
F1t
F2t

=

F1t 1
0:4F2t 1

+

f1t
f2t

(9)
where, as in Gengenbach et al. (2006), both the common and idiosyncratic shocks are assumed
to have a MA(1) structure: 
f1t
f2t

=

1t
2t

+

#1i 0
0 #2i
 
1t 1
2t 1

(10)
xit = e
x
it + 'ie
x
it 1; (11)
where it  N(0; 1); i = 1; 2; and exit  N(0; 2ix); with 2ix  Uniform(1; 1:4) : The '0s and the
#0s are generated as Uniform(0:5; 0:7). Note that this DGP emphasises the linear dependence
of Y on X: under the null hypothesis of no cointegration, when the linear dependence is conned
the short-run, it can be easily rewritten so to dene Y and X as cumulated sums of correlated
stationary noises.
From the empirical point of view, our DGP is representative of many applications. Our
FH equation is one case, but another obvious example is the case of regional consumption and
income, with the common factors given by the trend and cycle in national GDP. The sample sizes
considered in the experiment are also chosen trying to reproduce empirically relevant conditions.
Considering that the OECD currently has 30 full members, we shall examine up to N = 40.
We further assume that, as it often happens in practice, a full time sample of 160 observations
(quarterly observations for 40 years) is available for the aggregate (average over all units), while
the fully disaggregated sample only is available for T = 20 and 40:
7Exploratory simulations showed the performances of the test to be independent on the number of independent
variables.
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In order to compare the performances of our bootstrap test with those of the asymptotic test
we shall rst compute both tests on the aggregate data for T = 20; 40; 160; and then evaluate
the gains possibly delivered by adding the panel dimension. We also consider an intermediate
case, the rst ve units on which T = 80 time observations are assumed to be available. This
allows checking the behaviour of the bootstrap panel cointegration test for growing T .
Finally, to strike a balance between experimental precision and computing costs the number
of both Monte Carlo simulations and bootstrap redrawings has been set to 1000.
4.2 Results
The results are reported in tables 3-6 below. First of all, we check that in our set-up methods
based on extracting the common factors from the residuals actually deliver poor results. To this
end we report in Table 3 the Type I errors of the Durbin-Hausman group mean test DHg by
Westerlund (2008). The application of the test is obviously wrong here; a careful common factor
analysis of the data would conclude that the residuals have no common factor, while the right-
hand side variable does. However, unappropriate applications of available methods are pretty
frequent in applied work, so that these results do have some interest. Since the common factor
procedure fails to remove the dependence across units, the test heavily overrejects. In fact, when
the X is generated according to the full specication (8)-(11) with two common factors the true
null of no cointegration is always rejected. Letting 2i = 0 for all i in eq. (8) so that there is
only one, non stationary common factor, the size bias falls but it is still very large, and, though
shrinking with the time dimension, it worsens with the cross-section one for a xed time sample.
The problem is that, since the bias is exactly in the direction most welcome by practitioners
(against H0: no cointegration, hence in favour of the existence of a cointegrating relationship),
they will probably be too happy of the results delivered by a routine application of the test to
check carefully the validity of its assumptions.
Let us now move to the bootstrap tests. The results of the tests on the aggregate data (Table
4), show rst of all that the cointegration RSB tests with the two di¤erent block sizes deliver
essentially the same results. This is consistent with the performance of the unit root RSB tests
in PPP and good news from the practitioners point of view. Hence, to save space, for the panel
tests we will report results only for mean block size 0:10T , with those for mean block size 0:15T
available on request. Second, the bootstrap tests deliver performances essentially comparable
to those of traditional tests which compare the ADF cointegration statistics with MacKinnon
(1991) critical values. Unfortunately, while Type I errors are always close to nominal values,
power is rather disappointing in empirically relevant sample sizes: for instance, with T = 40
only slightly higher than 0.50 for a test with nominal size 0.05.
Can adding the panel dimension help? The results in Tables 5 suggest it can indeed. First
of all, Type I errors are generally fairly close to nominal, although the test is generally oversized
(recall that with 1000 Monte Carlo simulations the approximate 95% condence intervals around
0.05 and 0.10 are respectively 0.04-0.06 and 0.08-0.12). Second, the power performance is very
good: more than the high values of the rejection rates (which are conditional on the specic
DGP and signal/noise ratio at hand), the important evidence here is their rapid growth with
the cross-section dimension.
The good behaviour of the panel tests is conrmed by the results with T = 80 and the rst
ve units (Table 6): Type I errors are only slightly higher than nominal sizes and power reaches
1. Hence, the overall conclusion is that the proposed test can help to answer to the question left
open by the modelling of the individual economies: do we still have a FH puzzle in the OECD?
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Table 3
Durbin-Hausman Common Factors
Group Mean DHg
Panel Cointegration Test
Size
Units
T  5 10 20 40
20 0:05 0.06 0.42 0.70 0.88
0:10 0.06 0.47 0.75 0.91
40 0:05 0.03 0.25 0.35 0.49
0:10 0.04 0.30 0.43 0.58
80 0:05 0.05 0.08 0.09 0.11
0:10 0.06 0.13 0.13 0.17
DGP:
Xi : cf. (8)-(11); ai = 2 = 0
Yi : cf. (7), i = 18i
H0 : No cointegration.
Table 4
Asymptotic and Bootstrap
Aggregate Cointegration Tests
Size Power
RSB RSB
Block size Block size
T  MK 0:10T 0:15T 1 MK 0:10T 0:15T 1
20 0:01 0.00   0.01 0.02 - 0.26
0:05 0.02   0.06 0.16 - 0.45
0:10 0.03   0.14 0.28 - 0.66
40 0:01 0.00 0.01 0.01 0.08 0.27 0.19
0:05 0.05 0.04 0.04 0.42 0.61 0.49
0:10 0.06 0.12 0.12 0.62 0.77 0.66
160 0:01 0.03 0.02 0.02 0.93 1.00 0.99
0:05 0.05 0.06 0.07 1.00 1.00 1.00
0:10 0.09 0.12 0.12 1.00 1.00 1.00
DGP: X = N 1
PN
i=1Xi; Y = N
 1PN
i=1 Yi;
Xi : cf. (8)-(11), ai = 0;
Yi : cf. (7), size: i = 18i; power: i  Uniform(0:6; 0:8):
test : EG (ADF on cointegrating residuals), H0 : No cointegration;
MK: Asymptotic test based on MacKinnon (1991) critical values;
RSB: Residual-Based Stationary Bootstrap
1 :block size set to 4 when T = 20:
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Table 5
Bootstrap Panel Cointegration Tests
Units Units Units
5 10 20 40 5 10 20 40 5 10 20 40
Median(EG) Mean(EG) Max(EG)
T  Size
20 0.05 0.06 0.07 0.04 0.03 0.07 0.07 0.05 0.03 0.08 0.06 0.05 0.03
0.10 0.12 0.13 0.09 0.07 0.13 0.11 0.10 0.05 0.14 0.11 0.10 0.07
40 0.05 0.10 0.09 0.11 0.12 0.09 0.11 0.10 0.10 0.09 0.08 0.06 0.05
0.10 0.15 0.18 0.21 0.23 0.18 0.18 0.19 0.22 0.15 0.15 0.13 0.10
Power
20 0.05 0.37 0.59 0.83 0.97 0.45 0.70 0.93 0.99 0.36 0.42 0.46 0.46
0.10 0.54 0.76 0.92 0.99 0.62 0.82 0.97 1.00 0.51 0.54 0.58 0.57
40 0.05 0.95 1.00 1.00 1.00 0.98 1.00 1.00 1.00 0.88 0.89 0.91 0.92
0.10 0.98 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.91 0.94 0.95 0.96
DGP:
Xi : cf. (8)-(11), ai = Uniform(0:2; 0:6); Yi : cf. (7);
Size: i = 18i; Power: i  Uniform(0:6; 0:8);
H0 : No cointegration for all tests; H1 : for Median(EG); cointegration in most units;
for Mean(EG), cointegration in a large number of units or strong cointegration in a smaller
number of units; for Max(EG); cointegration in all units.
Table 6
Bootstrap Panel Cointegration Tests
T = 80; N = 5

0:01 0:05 0:10
Median(EG) Size 0.01 0.06 0.14
Power 1.00 1.00 1.00
Mean(EG) Size 0.01 0.07 0.16
Power 1.00 1.00 1.00
Max(EG) Size 0.01 0.07 0.14
Power 0.99 1.00 1.00
DGP: see Table 5;
Size: i = 1 8i; Power: i  Uniform(0:6; 0:8):
H0;H1 : see Table 5.
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5 A Panel Cointegration test of the FH puzzle
In principle a critical point of the bootstap panel cointegration test developed in the previous
section is the choice of the block size. In absence of well-established data-based methods a
simple practical solution is to compute the test for a reasonably wide interval; in our case this
can be 4 (slightly more than 0:10T; the block size used in their simulations by Paparoditis and
Politis, 2003) to 8 (slightly more than 0:20T , a denitely large block size). We expect power
to fall, hence p-values to grow, with the block size, as the bootstrap series tend to resemble
more and more closely the data as the block size approaches T; when they will coincide. This
indeed turns out to be the case, but as it can be appreciated from Table 7 the di¤erences are
very small. Computing the tests on the entire panel the p-value for the Mean of the individual
EG tests is 0.12 with mean block size 4 and 0.15 with mean block size 8, while those of the
Median are always larger than 0.20 (more precisely, 0.21 and 0.24). Dropping Greece from
the panel all p-values increase slightly, with the smallest now becaming 0.16, still safely not
signicant. For the Eurozone the evidence in favour of the null hypothesis of no-cointegration
is overwhelming even including Greece, with p-values close to 0.50 for the Mean and to 0.70
for the Median. Obviously, Max(EG), which has a more restrictive alternative hypothesis than
both Mean(EG) and Median(EG), never rejects.
At this point we can quite condently conclude that investments does not seem to have been
linked in the long-run to domestic savings in our sample of OECD economies as a whole, nor
in the Eurozone. However, from the individual EG tests we know that this did happen in a
few countries: excluding Greece, at the 10% level the hypothesis of no cointegration is rejected
in Australia, Japan, Portugal, UK, while in a few other cases (USA, Italy) the estimated p-
values are only slightly larger than 10%. This prompts a natural question: can we identify
some subsample of our OECD group, obviusly wider than that limited to these four countries,
such that the FH puzzle holds for every unit of the panel? From our discussion of the various
alternative hypothesis we know that this hypothesis can be tested looking at the maximum of
the cointegration statistics over the units.
We thus ordered the countries according to the p-values of the individual EG tests8 and,
starting with a panel including only the two units with the smallest p-values, Portugal and
Japan, proceeded sequentially adding one country to the panel at each step and computing
the p-value of the Max(EG) statistic. In other terms, we are computing tests with the same
null and alternative hypotheses (respectively,"cointegration in no unit" and "cointegration in
all units") on a increasing sequence of nested samples of size 2; 3; : : : ; N . Standard sequential
tests, such as those proposed by Smeekes (2010) for this same purpose, keep the sample size
and null hypothesis xed, and change systematically the alternative hypothesis (here it would
be in the rst step "cointegration at least in unit 1", in the second "cointegration at least in
units 1 and 2", etc.). The p-values (see Table 8) follow a very clear pattern: always smaller
or equal to 1% for the rst ten panels (hence up to the panel including Portugal, Japan, UK,
Australia, USA, Italy, Denmark, Canada and Sweden), with a sudden increase to over 40%
when Spain is added. While this last test is obviously not signicant, evaluating the rst ten
requires some care. The point is that these tests, computed on a sequence of nested samples,
are not independent. Hence, using some xed signicance level (such as the customary 0.05) we
would completely lose control of the overall Type I error. A simple9 solution is provided by the
Bonferroni principle, which states that a multiple comparison test with individual signicance
level Bi = =N; i = 1; : : : ; N will have overall signicance level  (see, e:g:, Savin, 1984). To
evaluate the performances which can be expected in our set-up from a Bonferroni-type test we
8The ranking according to the value of the EG statistics is exactly the same from the third position included.
9Other approaches are described by Hanck (2009) and Smeekes (2010).
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run a small simulation experiment with a DGP including 10 units and 40 time observations (as
in the previous cases, 1000 Monte Carlo replications and Bootstrap redrawings). We computed
the Max(EG) test on all subpanels of cross-section size 1; 2; : : : ; 10; and obtained the overall
rejection rate as the proportion of simulations in which at least for one subpanel the Max(EG)
test rejected. The results, reported in Table 9, show that using Bonferroni individual signicance
levels indeed leads to overall Type I errors very close to overall nominal levels and high power.
Since all p-values of the rst ten tests smaller or equal than 0.01, applying the Bonferroni
principle we can then conclude that at an overall signicance level of 0:0110 = 0:10 there seem
to have been a long-relationship between savings and investments in a subsample of our OECD
panel, including Portugal, Japan, United Kingdom, Australia, United States, Italy, Denmark,
Netherlands, Canada and Sweden.
Going back (Table 1) to the ARDL estimates, we can see that in four of these countries
(Canada, Italy, Sweden and Japan) the long-run elasticity of investments to savings is close or
even larger than 1, the value expected under no capital mobility. In three more cases (Australia,
Denmark and UK) it is less than 0.70, while in USA, Netherlands and Portugal it is less than 0.30.
Since in these countries cointegration holds we can compute the FM-OLS estimates, with the
associated asymptotic standard errors. These estimates (Table 9) overall conrm the impression
that, although in some of the OECD countries examined a link is likely to exist, it is also likely
to be much weaker than the one-to-one relationship expected in absence of capital movements:
Italy and Japan are the only countries apparently close to this condition. Unfortunately, the
rather large standard errors advice against drawing more precise conclusions.
The countries where instead investments do not seem to depend on home savings are Spain,
Belgium, France, Ireland, Finland, Germany and Austria. Size is obviously not a determinant
of this clustering, nor is nancial openness as measured by the averages of the Chinn-Ito index
(Chinn and Ito, 2008). However, static classication on the basis of averages is not very satis-
factory, as over the last decades the index is generally non stationary, with some evident jumps.
Further work investigating the possible presence and relevance of breaks caused by the nancial
liberalisation process is needed.
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Table 7
The long-run Saving-Investments relationship
in the OECD, 1970-2007
Bootstrap panel cointegration tests
Mean(EG) Median(EG)
Entire panel  2:30 [0:12  0:15]  2:23 [0:21  0:24]
Panel without Greece  2:22 [0:16  0:23]  2:23 [0:22  0:26]
Eurozone  1:88 [0:45  0:48]  1:64 [0:68  0:70]
EG: Engle-Granger cointegration test.
in brackets: p values for block sizes 4 and 8, 1000 redrawings.
Entire panel : Austria, Australia, Belgium, Canada, Denmark,
Finland, France, Germany, Greece, Ireland, Italy, Japan, Netherlands,
Portugal, Spain, Sweden, UK, USA;
Eurozone: Austria, Belgium, Finland, France, Germany, Greece,
Ireland, Italy, Netherlands, Portugal, Spain.
Table 8
The long-run Saving-Investments relationship
in some OECD countries, 1970-2007
Bootstrap panel cointegration tests
Panel N Countries Max(EG)
1 2 Portugal, Japan  3:95 [0:0078]
2 3 Panel 1 + UK  3:47 [0:0060]
3 4 Panel 2 + Australia  3:23 [0:0020]
4 5 Panel 3 + USA  3:05 [0:0018]
5 6 Panel 4 + Italy  2:78 [0:0022]
6 7 Panel 5 + Denmark  2:39 [0:0110]
7 8 Panel 6 + Netherlands  2:23 [0:0056]
8 9 Panel 7 + Canada  2:23 [0:0020]
9 10 Panel 8 + Sweden  2:07 [0:0028]
10 11 Panel 9 + Spain  0:84 [0:4214]
Max(EG): Maximum of the Engle-Granger cointegration tests
over the units included in the panel, testing:
H0 : cointegration in no country of the panel ; against
H1 : cointegration in all countries of the panel ;
in brackets: p values with mean block size 6, 5000 redrawings.
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Table 9
Rejction rate of Bonferroni
Panel Cointegration Tests
T = 40; N = 10
 Size Power
0:05 0:08 0:95
0:10 0:10 0:91
DGP: see Table 5;
Size: i = 1 8i; Power: i  Uniform(0:6; 0:8):
For each subpanel of size n = 1; 2; : : : ; 10 :
H0 : no cointegration;
H1 : cointegration in all units;
Rejction rate: proportion of simulations in which
for at least one subpanel H0 is rejected at Bi = =N:
Table 9
Saving and Investments in the long-run:
FM-OLS estimates of the long-run saving retention ratio
Australia Canada Denmark Italy Japan
0:45 [0:11] 0:47 [0:17] 0:18 [0:28] 0:84 [0:19] 1:19 [0:11]
Netherlands Portugal Sweden UK USA
0:18 [0:36] 0:16 [0:16] 0:38 [0:16] 0:36 [0:24] 0:36 [0:15]
standard errors in brackets.
6 Conclusions
We started with a very simple question: is there a long-run savings-investments puzzle in the
OECD? Previous answers were not satisfactory either because obsolete (the most recent datasets
studied stopped at the end of the 1990s, exactly when global nancial integration accelerated
considerably) or metholodogically awed. We then examined a panel of 18 OECD economies
for a period as updated as possible (1970-2007) both individually and as a panel.
Individual modelling suggested a long-run relationship to be present in a small minority of
the countries, often with rather small saving retention coe¢ cients. To be sure that the failure to
detect in more cases a relationship is not due to low power of the tests we developed and applied
a novel bootstrap panel cointegration test. The conclusion is that there is evidence of a long-
run savings-investments relationship in about half of the OECD economies examined (Portugal,
Japan, United Kingdom, Australia, United States, Italy, Denmark, Netherlands, Canada and
Sweden), but not in the other half (Spain, Belgium, France, Ireland, Finland, Germany and
Austria)10. Except in two cases, Italy and Japan, the long-run elasticity is however much smaller
than 1, the value expected in absence of capital movements. Essentially, in these countries
imperfections in nancial markets seem to create a partial home bias. Neither size, nor nancial
openness, as measured by the averages of the Chinn and Ito (2008) index, seem able to explain
why the puzzle holds in the rst cluster but not in the second. A possibly important issue
to be explored is the role of the nancial liberalisation process, and associated possible breaks
10 In Greece the two variables have been linked by a spurious inverse relationship (not surprising in view of the
2009 nancial crisis).
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in the long-run saving-investment relationship. To this end we are currently working on the
generalisation of the procedure put forth in this paper to the case of breaks at unknown dates.
7 Appendix
7.1 Data source and denitions
All data, in national currency at current prices, have been downloaded from the OECD.stat
database on 26 June 2009. Denitions are as follows:
Investment : Gross capital formation (transaction code: P5S1).
Savings: Net savings (transaction code B8NS1) plus Consumption of xed capital (transaction
code K1S1).
Gross Domestic Product : transaction code B1_GS1.
7.2 Unit root tests
Table A1
Saving and Investments: ADF Unit root tests
Austria Australia Belgium Canada Denmark Finland
ln(I=Y )  2:12 [0:24]  2:82 [0:06]  2:15 [0:23]  1:92 [0:32]  2:26 [0:19]  2:08 [0:28]
ln(S=Y )  1:77 [0:39]  2:49 [0:12]  2:44 [0:13]  2:18 [0:21]  1:87 [0:35]  2:72 [0:07]
France Germany Greece Ireland Italy Japan
ln(I=Y )  1:98 [0:29]  2:12 [0:24]  1:88 [0:34]  1:80 [0:38]  2:27 [0:18]  1:18 [0:69]
ln(S=Y )  2:50 [0:12]  2:31 [0:17]  2:67 [0:09]  1:07 [0:72]  1:85 [0:35]  1:97 [0:30]
Netherlands Portugal Spain Sweden UK USA
ln(I=Y )  2:94 [0:05]  3:61 [0:06]  1:76 [0:40]  2:37 [0:16]  2:85 [0:05]  2:68 [0:09]
ln(S=Y )  2:08 [0:25]  1:11 [0:71]  2:00 [0:29]  2:54 [0:11]  1:83 [0:36]  1:33 [0:61]
Tests with constant, p-values in brackets; AR order selection: Ng and Perron (1995).
Table A2
Saving and Investments in the long-run:
ARDL conditional modelling
Austria Australia Belgium Canada Denmark Finland
p(LM) 0.38 0.82 0.47 0.27 0.35 0.28
p1 0 0 0 0 0 0
p2 - - 1 1 1 2
France Germany Greece Ireland Italy Japan
p(LM) 0.62 0.20 0.94 0.52 0.99 0.72
p1 0 0 0 0 1 1
p2 - 1 1 1 2 2
Netherlands Portugal Spain Sweden UK USA
p(LM) 0.99 0.77 0.77 0.20 0.40 0.17
p1 0 0 0 1 0 0
p2 1 1 1 1 1 1
p(LM) : p-value of Breusch-Godfrey LM autocorrelation test of order 1
p1 : maximum lag of s
p2 : maximum lag of i (-: i excluded from the model)
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