Abstract -Wireless sensor networks (WSNs) are being deployed widely thanks to recent advances in wireless communication technologies. Many WSNs may form in hostile environments, especially in military applications. Sensor nodes are thus prone to different types of attacks such as jamming, collision attacks, and eavesdropping. Once a sensor node is compromised, it is likely that the information passing through this node will be revealed to the attacker, or will never reach the destination (e.g., in jamming attacks). In this paper, we propose a cross-layer scheme that uses information from the application layer to locate compromised nodes, computes a new, secure path connecting the source and destination and routes data packets along the new path to the destination. We present our simulation and result visualization to show the effectiveness of the proposed incident-driven routing algorithm.
I. INTRODUCTION
Wireless sensor networks (WSNs) are used ubiquitously in different types of applications from surveillance and monitoring to personal health care and navigation systems. In most of WSN applications, security is a major concern. Deployed in a hostile environment, especially in military applications, wireless sensors are prone to different types of attacks such as eavesdropping, jamming and collision attacks. Once a sensor node is compromised, it is likely that the information passing through this node will be revealed to the attacker, or will never reach the destination (e.g., in jamming and black hole attacks).
Although there exist solutions to the above problem, they are not practical to be applied to WSNs. For example, one solution to jamming attacks is channel surfing [10] . Nodes under attack will switch to another channel that is not being jammed. This requires some degree of coordination among nodes to select and tune in a common channel. This type of coordination consumes energy and requires high computational power, which is not suitable for sensor nodes. Another solution attempts to overcome the jamming condition by increasing power level or using more complex coding schemes in addition to prioritization of messages that a node sends [11] . This solution is also energy-consuming and computationally intensive.
In this paper, we propose a cross-layer scheme that uses information from the application layer to locate compromised nodes, computes a new, secure path connecting the source and destination, and route data packets along the new path to the 402 destination. Sensors can take advantage of existing techniques [19, 20] to determine whether they are under attack. After that, they apply our proposed scheme for forwarding data to the destination via a secure route instead of the original path. We present our simulation and result visualization to show the effectiveness of the proposed incident-driven routing algorithm.
The remainder of this paper is organized as follows. We discuss related work in section II. In section III, we describe the proposed incident-driven routing algorithm. Simulation results are presented in Section IV. We summarize the paper and discuss our future work in Section V.
II. RELATED WORKS
Many secure routing protocols have been proposed for ad hoc networks [7, 8, [10] [11] [12] [13] [14] . However, most of them cannot be applied directly to wireless sensor networks due to computational power and energy limitations of sensor nodes.
There exist also secure routing algorithms designed for ad hoc networks that are based on public key cryptography [10] [11] [12] [13] [14] . Nevertheless, public key cryptography is computationally intensive and not suitable for use in WSNs.
Routing algorithms based on symmetric key cryptography such as [15] [16] [17] [18] are less intensive computationally. However, they are based on source routing or distance vector routing, and not appropriate for WSNs.
Greedy Perimeter State Routing (GPSR) [9] uses geographical locations of sensor nodes to establish routing paths. To route around an area through which the path cannot pass, the protocol tries to find the perimeter of the planar area. To do so, GPSR greedily sends out a packet for potentially many hops, before the packet loops and is recognized as undeliverable. The routing delay is thus potentially high in GPSR.
Our proposed algorithm, on the other hand, computes a secure path first and then sends packets along the new path, eliminating the delay caused by packet looping.
III. THE PROPOSED INCIDENT-DRIVEN ROUTING

ALGORITHM
In this section, we describe our proposed routing algorithm which, upon being notified of the location of an area under attack, will route data away from that area. In section lILA, we provide an overview of the proposed algorithm, including the computation of virtual coordinates and selection of next hop candidate routers.
We then present the next-hop node selection policy section III.B.
A. Overview of the proposed routing algorithm
We asswne that the sensor nodes are capable of detecting anomalous activities around them. For example, wireless multimedia sensors have the video capability to detect and identify attackers [1] . Traditional sensor nodes, on the other hand, may use jamming and intrusion detection schemes [19, 20] to monitor their environment. Our proposed scheme is cross-layered in the sense that information from the application layer (video or jamming/intrusion detection confirmation) will trigger the execution of the proposed routing algorithm at the network layer.
Upon detecting an incident, a sensor sends an event notification message to its neighbors. This sensor is called a tainted sensor since there is a high probability that it is currently (or will soon be) under attack. A sensor counts the number of distinct event notification messages it received from its neighbors. The count allows the sensor to estimate how far it is from the incident. Generally speaking, the closer it is to the event, the more messages it receives.
We also asswne that a receiver (sink) is associated with one or more backup receivers (sinks). When the main sink fails or is under attack, data will be routed to a backup sink. This type of deployment redundancy is a common practice in networking, for load balancing and combating node failures and security threats. Every node in the network is informed of the locations of all the sinks, and can compute its own location using a localization algorithm [9] . The node first computes the Euclidean distance to every sink, and then selects the closest node as its primary sink and the second closest node as the backup sink.
Our proposed routing algorithm uses three types of coordinates as in [4] : absolute coordinates, virtual coordinates and mapping coordinates. They are defined as follows.
Let 0 denote the origin of the coordinate system (e.g., the south west corner of the physical deployment area), t denote the sink, and h denote the node on the routing path that wishes to select the next node to add to the routing path, as illustrated in Fig. 1 . To initiate the next-node selection process, h broadcasts its absolute coordinate (X�, y�) to its neighbors. A neighbor node i thus knows the position of its upstream node h, which is (X�, y�), in addition to its own position (xf I yf) and the sink position (xg I yn.
The virtual coordinates of a node (e.g., node i in Fig. 1 ) are defined as its coordinates in the virtual two-dimensional coordinate system where its upstream node (e.g., node h in Fig. 1 ) is the origin, and the X-axis is the line connecting the upstream node h and the sink. In the example shown in Fig. 1 , the virtual coordinates of i are denoted by(xi l Yi), and calculated as follows:
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We defme ReferenceLine as a straight line connecting the origin of the virtual coordinate system (e.g., node h in Fig. 1) to the sink; DeviationAngle (n) is the angle that specifies how much a path is expected to deviate from the ReferenceLine at the origin point. If we rotate the virtual coordinates around the origin by an anglea, the rotated coordinates are called mapping coordinates. If a > 0, the rotation is clockwise; if a < 0, the rotation is counterclockwise. Moreover, a = ° means that the path will be the shortest path along the direction from h to the sink. The mapping coordinates are used during the path establishment process to determine a node's suitability of becoming the next node on the routing path. In the example shown in Fig. 1 To discover a direction-aware path, the source first broadcasts a probe message for route discovery. The selected next node will continue to broadcast the probe message to find its next forwarding node, and so forth. A probe message contains the following information (see also Fig. 2 
):
• source ID (SourceID)
• IDs of the primary sink (SinkIDl) and backup sink (SinkID2)
• sequence number of this packet (SeqNum)
• deviation angle a as defined above (DeviationAngle). If a is a negative value, a path will be established below the ReferenceLine connecting the current node and the sink; otherwise, the path will be above the ReferenceLine.
• source-to-sink hop count Hs (field SrcToSinkHopCount) which is the ideal hop count from the source to the sink. Let R be the maximwn transmission range of a sensor node and D�rc be the distance between the source and the sink. Therefore,
The above values in a probe message are set by the source and are not changed while the probe message is traversing the network. A probe message also contains the following fields whose values will be changed by intermediate nodes on the routing path:
• the hop count from the source to the current node (HopCount)
• the ID of the current node which is generating this probe message (PreviousHop)
• the absolute coordinates of the current node (Absolute Position) Upon receiving a probe message, a node will calculate its virtual coordinates based on its upstream neighbor's position which is given in AbsolutePosition field of the probe message it just received. Then, mapping coordinates is calculated based on the virtual coordinates and the DeviationAngle using (2). In Fig. 3 , the point (R,O) is named the StrategicMapping Location. This point is located on the ReferenceLine at distance R from a node h currently looking for a next forwarding node. In practice, it is unlikely that the next hop neighbor of h is located exactly at the StrategicMappingLocation. Hence, we select a neighbor of h whose mapping coordinates are the closest to the StrategicMappingLocation [4] . Fig. 3 . Obtaining mapping coordinates [4] The shaded area in Fig. 3 illustrates the neighbor selection area. The neighboring nodes whose mapping coordinates are located in this area are considered next hop candidates (NHCs).
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Let llDi be the distance between the StrategicMappingLocation and the mapping coordinates of node i in the neighbor selection area. Thus, llDi can be calculated as follows: (3) To limit the selection area, a threshold, namely DT is set. Node i becomes an NHC if llDi < DT. In our proposed scheme, we exclude the NHCs that are located in the incident area. Conforming to this condition, the backoff time tb node i 404 has to spend before replying to the probe message from h is calculated as follows [4] :
where r is a fixed interval, rand(O.f.l) gives a random value uniformly distributed in (0. f.l) and f.l is a small constant. Among the timers of the next hop candidates, the one with the smallest tb value will expire first and that node becomes the next forwarding node. Note that the smaller the llDivalue, the shorter the backoff time, allowing a node closer to the StrategicMappingLocation to be selected. If node h has more than one neighbor with the same llDivalue, the random number rand(O.f.l) helps break the tie.
To enable the routing path to diverge from the area under attack, we proposed a new mechanism which adds an extra delay to tb to extend the response time, as follows:
where n is the number of received event notification messages and y is a constant value. The larger the value n, the closer the node is to the incident. Its timer is thus set longer so that it is less likely to be selected as the next forwarding node.
Let i be the node with the shortest timer t b . As soon as its timer expires, node i will then send a unicast reply message (REP) to its upstream node h. To avoid collision among different REP messages at node h, r is set to an adequately large value. Node h will only accept the first REP message and ignores the subsequent replies. Upon receiving the first REP message, h will broadcast a selection message (SEL) containing the ID of node i. All other NHCs hearing the SEL or REP message will stop their backoff timers. When node i receives the SEL message containing its ID, it generates and broadcasts a probe message, and the above algorithm is repeated until the sink receives a probe message. The sink then broadcasts a confirmation message to terminate the path establishment process.
C. Performance Analysis
Routing away from the incident will obviously increase the length of the path. We now compute the increase in path length. In Fig. 4 , the straight line d represents the original path without applying our proposed scheme and the dashed arc m is the traversed path after applying the proposed scheme. 
where r is the radius of the incident area and 0 < () < !: is a 2 random. The difference in path length is thus:
which is, on average, about 30% of the radius:
Although the resulting path length is longer, our proposed algorithm allows data to reach the sink securely. In many cases, it is the only resort that allows data to reach the intended destination.
IV. SIMULATION RESULTS
We used MA TLAB for our simulations. The results are then visualized ( Fig. 6 and 7) to show the effectiveness of the proposed algorithm.
In this experiment, 900 sensors are randomly distributed in an area of size 100m xlOOm as shown in Fig. 5 . The radio range of sensor nodes is R = 10m. An incident took place at coordinates (60, 44), and all sensors within a distance of 25m of the incident sensed the event. These tainted sensors are shown in the picture by red or dark colors.
A route request is received from the application layer to establish a connection from a source at coordinates (0.6, 43.7) to a destination at coordinates (98.3, 43.9), both in the purple color in the figures. If the route is established with an initial deviation angle of !: , the connection will go through the area 2 under attack as shown in Fig. 6 .
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Fig. 5. Sensor field topology
Using the proposed scheme, each sensor in the area under attack will reply with a larger delay. This means that sensors that are not within that area are more likely to be selected. Fig. 7 shows the new routing path after the proposed routing algorithm is applied.
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Fig. 6. Passing through incident area
As it can be seen, the new route bypasses the incident area to deliver data securely to the destination. Fig. 7 . Bypassing the incident area using the proposed scheme
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V. CONCLUSION
Many WSNs are deployed in hostile environments such as battlefields. We propose a cross-layer algorithm that routes data away from the area under attack. The algorithm uses information from the application layer to locate compromised sensor nodes, and computes a new source-to-destination path that bypasses the compromised nodes and their surrounding area. Our simulation and visualization confirm the effectiveness of the proposed algorithm. Our perfonnance analysis shows that the alternate paths are 30% longer than the original paths. However, that is the cost of routing data securely to the destinations when part of the network is under attack. In many cases, it is the only way to allow data to reach the destinations.
In our future work, we will conduct experiments to validate the analytical model presented above and to measure the 100 additional overheads incurred by longer alternate paths. We will also consider the case in which the destination is located 405 inside the area under attack.
