Abstract. We study partial hedging for game options in markets with transaction costs bounded from below. More precisely, we assume that the investor's transaction costs for each trade are the minimum between proportional transaction costs and a fixed transaction costs. We prove that in the continuous time Black-Scholes (BS) model, there exists a trading strategy which minimizes the shortfall risk. Furthermore, the trading strategy is given by a dynamical programming algorithm.
Introduction
A game contingent claim (GCC) or game option, which was introduced in [12] , is defined as a contract between the seller and the buyer of the option such that both have the right to exercise it at any time up to a maturity date (horizon) T . If the buyer exercises the contract at time t then he receives the payment Y t , but if the seller exercises (cancels) the contract before the buyer then the latter receives X t . The difference ∆ t = X t − Y t is the penalty which the seller pays to the buyer for the contract cancellation. In short, if the seller will exercise at a stopping time σ ≤ T and the buyer at a stopping time τ ≤ T then the former pays to the latter the amount H(σ, τ ) where H(σ, τ ) = X σ I σ<τ + Y τ I τ ≤σ and we set I Q = 1 if an event Q occurs and I Q = 0 if not.
A hedge (for the seller) against a GCC is defined as a pair (π, σ) that consists of a self financing strategy π and a stopping time σ which is the cancellation time for the seller. For more details on game options see [13] .
In this paper we study hedging with transaction costs of the following form. If the investor makes a small trade then he pays a fixed transaction costs, and if the investor makes a large trade he pays proportional transaction costs. Formally, for buying (or selling) β = 0 stocks the transaction costs are given by max(δ, µ|β|S) where δ > 0, 0 < µ < 1 are constants and S is the stock price at the moment of the trade. The investor's total transaction costs should be finite, hence in our setup the investor can trade only a finite (random) number of times.
In [3] it was proved that super-replication of game options under proportional transaction costs is expensive and leads to trivial (buy-and-hold) strategies. Since the friction in our setup is larger than the friction in the proportional costs setup, then similar results hold true for our case as well. Therefore, with the presence of transaction costs, it is reasonable to assume that the seller's (investor's) initial capital is less than the superhedging price. In this case, the seller is ready to accept the risk that his portfolio value at an exercise time may be less than his obligation to pay and he will need additional funds to fullfil the contract. This leads to the natural question of minimization of risk for a given amount of initial capital. In order to make this question precise we need to define explicitly the risk measure. We deal with a certain type of risk called the shortfall risk, which is the maximal expectation with respect to the buyer exercise times of the discounted shortfall. For the definition of the shortfall risk measure for game options see [4] and [5] .
There are several papers which study shortfall minimization with friction (see for instance, [2] , [7] , [8] , [10] and [11] ). All of these papers considered the proportional transaction costs setup. In [2] it was shown that for American options, the BS model can be approximated by a sequence of binomial models. Furthermore, it was proved that there exists an optimal hedge. In the papers [7] , [8] , [10] and [11] the authors considered European options in a general setup for which they proved an existence of an optimal hedge.
In real market conditions transaction costs generally contain a fixed component, i.e. the transaction costs are bounded from below by a positive constant. Many authors considered utility maximization under transaction costs with a fixed component. For details see ( [1] , [6] , [14] , [17] , [19] and [20] ). However for partial hedging of derivative securities this setup was not studied before. Though the maximum of a fixed fee and a proportional transaction costs part is the most acceptable type of transaction costs nobody seems to study them rigorously so far.
In this paper we consider a game option in the BS model with continuous path dependent payoffs. Transaction costs are usually interpreted as friction in financial markets and our main result says that for our type of friction there exists an optimal hedge. Namely, for a given initial capital there exists a hedge which minimizes the shortfall risk. We also provide a dynamical programming algorithm for the optimal hedge. Our approach is to establish the continuity of the shortfall risk function and to reduce the optimization problem to a Dynkin game with continuous payoffs. Then we apply the results of [16] and Proposition 3.9 from [9] , the latter saying that for continuous payoffs on a Brownian probability space the corresponding Dynkin game value process is also continuous. Finally, we use the fact that for our form of friction, the set of all permissible trades is compact. This is not true in a frictionless setup.
For game options in a setup without friction existence of a shortfall minimization hedge is an open question. For American options (without friction) existence of a shortfall minimization hedge is proved relying on convexity arguments (see [18] ). These arguments cannot be applied for game options since the shortfall risk is not a convex functional of the portfolio strategy there. Furthermore, for transaction costs which contain a fixed component, convexity arguments can not be applied for any type of options.
In this paper, for simplicity we assume that there is only one risky asset. However let us emphasise that by sharpening our approach similar proof would work for the multi asset case,. Furthermore, the stock price process can be taken to be a general continuous process which lives on a Brownian probability space.
Main results of this paper are formulated in the next section. In Section 3 we derive the needed auxiliary results. Section 3 is divided in two sub sections. In Section 3.1 we establish the continuity of the risk function. In Section 3.2 we give a simple proof of the fact that an additional information which is independent of the stock price process can not help the investor to reduce the risk. This statement seems to be intuitively clear, but the proof is not obvious. In Section 4 we complete the proof of the main results.
Preliminaries and Main Results
Consider a complete probability space (Ω, F , P) together with a standard onedimensional Brownian motion {W t } ∞ t=0 , and the filtration F t = σ{W s |s ≤ t} completed by the null sets. A BS financial market consists of a savings account B t with an interest rate r, which without loss of generality is assumed to be zero, and so
and of a risky asset S, whose value at time t is given by
where κ > 0 is called volatility and ϑ ∈ R is another constant called the drift. 
We assume that F ≤ G, and there exists constants C, p > 0 for which
where || · || denotes the sup norm on the space C[0, T ]. Consider a game option with maturity date T and discounted payoffs which are given by
Clearly the stochastic processes X
t , t ∈ [0, T ] are continuous and adapted. In order to formulate our main results we need to introduce game options with maturity date smaller than T . For any T ≤ T and v ∈ C ++ [0, T ] define the continuous stochastic process {S
is a geometric Brownian motion for t > T − T. Consider a cash settled game option with a maturity date T < ∞, defined in a financial market which is given by (2.1)-(2.2). The discounted payoffs are given by
Observe that the processes X
In our model, purchase and sale of the risky asset are subject to transactions costs which are the maximum of a constant fee and a proportional transaction cost. Namely, if the investor buys (or sells) β = 0 stocks then his transaction costs are given by max(δ, µ|β|S) where δ > 0, 0 < µ < 1 are constants and S is the stock price at the moment of trade. Thus there is a minimal transaction cost and so, in order to avoid infinite transaction costs, portfolios can only be rebalanced finitely many (but a random number of) times. This brings us to the following definition.
Definition 2.1. Let T be the maturity date and s be the initial stock price. A (self financing) trading strategy with an initial position (z, y) is a triple π = (z, y, γ) where z is the cash value of the portfolio at the initial time, y is the number of stocks at this moment, and γ = {γ t } T t=0 is an adapted, left continuous, pure jump process with finite (random) number of jumps, and initial value γ 0 = y. The random variable γ t denotes the number of shares in the portfolio π at time t before a transfer is made at this time (which is the reason why we assume that the process γ is left continuous). The portfolio (cash) value of a trading strategy π at time t is given by
where the summation in the right hand side of the above equation is over finitely many terms. Observe that the the processes γ t , V As usual, for game options a hedge consists of a trading strategy and a cancellation time. Thus, formally a hedge with initial position (z, y) is a pair (π, σ) such that π is an admissible portfolio and σ ≤ T is a stopping time (with respect to the Brownian filtration). The set of all hedges with initial position (z, y) ∈ R + × R will be denoted by A(T, s, z, y). The set of all hedges will be denoted by A(T, s).
Next, we define the shortfall risk. Denote by T T the set of all stopping times less or equal than T. For v ∈ C ++ [0, T ] and a hedge (π, σ) the shortfall risk is defined by
which is the maximal possible expectation with respect to the probability measure P of the shortfall. The shortfall risk for an initial position (z, y) is given by
and R(T, v, ·, ··) are the shortfall risks for the game option which is given by (2.4). Now, assume that at a given time a portfolio value is z, the number of stocks is y and the stock price at this moment is S. If the investor buys β = 0 stocks then the new (cash settled) portfolio value will be (2.9) z + max(δ, µ|y|S)I y =0 − max(δ, µ|β|S) − max(δ, µ|y + β|S)I y+β =0 .
Denote by Γ(S, z, y) the set of permissible trades, namely β ∈ Γ(S, z, y) if and only if the expression (2.9) remains nonnegative after the trade β. It is clear that Γ(S, z, y) is a compact set. Observe also that a portfolio strategy is admissible if and only if it consists of permissible trades. For y = 0 we have that −y ∈ Γ(S, z, y), and so the set Γ(S, z, y) is not empty. For y = 0 the set Γ(S, z, y) is empty if and only if z < δ.
where the infimum over an empty set is ∞. The following proposition derived in Section 3.1 will be essential in the proof of the main results. 
is a continuous function. Furthermore, there exists a measurable function β * :
, and the infimum in β in (2.10) is attained at β * = β * (T, v, z, y).
The following result derived in Section 4 will play an important role in the proof of our main theorem.
be the initial stock price. Define the stopping time
Θ is the first time that the wealth become negative if the investor does not trade. Then,
Our main theorem says that for a given initial position there is a hedge (in general, not unique) which minimizes the shortfall risk and we provide a dynamical programming algorithm for the optimal hedge. In order to formulate the result we need first some notations.
and the stochastic process {V
Next, introduce the random timê
and the random variablê
where, recall, the function β * was introduced in Proposition 2.3. Finally, set
Theorem 2.4. For any k ≥ 1 the stochastic process {V
is well defined and continuous andσ k , Θ k are stopping times. Furthermore, the random variableŝ γ k ,Ẑ k are Fσ k measurable. Next, the structure of an optimal hedge is described in the following way. Set,
ThenN < ∞ a.s and the hedge (π,σ) ∈ A (T, s, z, y) which is given byπ = (z, y,γ), whereγ
3. Auxiliary lemmas 3.1. Regularity of the risk function. We start with the following lemma.
There exists a continuous function m v : R + → R + (modulus of continuity) with m v (0) = 0 such that for any T 1 , T 2 ∈ [0, T ], z ≥ 0 and y ∈ R, we have
Without loss of generality, we assume that
be a hedge such
and
Namely, the portfolio γ (2) is proportional γ (1) until the moment T 1 and then we sell the stocks. The stopping time σ 2 is almost the same as σ 1 with a small modification such that if σ 1 is equal to
where
From (2.3), (2.5) and the fact that F, G are continuous it follows that m v is indeed a modulus of continuity. Since ǫ > 0 was arbitrary we get
Next, we prove
Choose ǫ > 0 and a hedge (
Namely, we take a multiple of the hedge (π 2 ,σ 2 ) and restrict it to the interval [0, T 1 ]. Let τ ∈ T T1 and observe that if σ 2 < τ then σ 1 = σ 2 < τ . Thus we obtain,
and by taking ǫ ↓ 0 we complete the proof.
Next, we obtain the following simple result.
There exists a continuous functionm v :
, z ≥ 0 and y ∈ R. Let π 1 = (z, y, γ) be an admissible portfolio in the market with maturity date T and an initial stock price v(T − T). Consider the portfolio π 2 = z,
as an admissible portfolio in the market with maturity date T and an initial stock priceṽ(T − T). The map π 1 → π 2 is a bijection between the corresponding sets of portfolios. From (2.6) it follows that V π1 = V π2 , and so
From (2.3), (2.5) and the fact that F, G are continuous it follows thatm v is indeed a modulus of continuity.
Now, we deal with the continuity of the shortfall risk as a function of the initial position. It is well known that for the BS model there exists a unique probability measure Q ∼ P such that the stock price process S (s) is a Q martingale. Using standard arguments it follows that the restriction of the probability measure Q to the σ-algebra F t satisfies (3.3)
is a supermartingale with respect to Q.
Proof. Let π = (z, y, γ) be an admissible portfolio. Set σ 0 = 0 and by induction define the stopping time
For any i ≥ 0 and σ i < t 1 < t 2 ≤ σ i+1 we have
t=σi is a Q supermartingale and the proof is completed.
Next, we establish continuity properties of the shortfall risk as a function of the initial position. 
Define the stopping times
Set π 1 = (z, y, γ (1) ). Introduce the hedge (π 2 , σ 2 ) ∈ A(T, s, z 2 , y 2 ) by the relation σ 2 = σ 1 and
Namely, at the time ς the investor sells all his stocks (liquidate the portfolio). Until the time ς, the portfolio strategy γ (2) is a shift of γ (1) until the first stock liquidation time ϑ of γ (1) , and after this time the portfolios are the same. Furthermore, the cancellation times of both hedges are the same. From (2.6) it follows that
where the last inequality follows from the definition of ς and the fact that {V
is a left continuous process. Thus (π 2 , σ 2 ) ∈ A(T, s, z 2 , y 2 ). This together with (3.4)-(3.9) yields
From the Cauchy-Schwarz inequality, the Markov inequality, Lemma 3.3 and (3.3) it follows that
3) it follows that there exists a constant C K , such that
This together with (3.6)-(3.7) and the fact that ǫ > 0 was arbitrary completes the proof. 
Proof. Denote s = v(T − T).
Choose ǫ > 0 and let (π 1 , σ 1 ) ∈ A(T, s, z, y) such that
Denote π 1 = (z, y, γ (1) ). Define the stopping times
Introduce the hedge (π 2 , σ 2 ) ∈ A(T, s, z + δ, 0) by the relation σ 2 = σ 1 and π 2 = (z + δ, 0, γ (2) ) where
From (2.6) it follows that
t∧ς∧ϑ ≥ 0. Similarly, to (3.6) and (3.7) we conclude that
and by letting ǫ ↓ 0 we complete the proof.
Finally, we arrive at the proof of Proposition 2.3.
Proof. (of Proposition 2.3.) (i). Let (T, v, z, y)
∈ [0, T ] × C ++ [0, T ] × R + × R. Clearly for any (T,ṽ,z,ỹ) ∈ [0, T ] × C ++ [0, T ] × R + × R we have |R(T, v, z, y) − R(T,ṽ,z,ỹ)| ≤ R(T, v, z, y) − R T , v, z, yv(T −T) v(T −T) + R T , v, z, yv(T −T) v(T −T) − R T ,ṽ, z, yv(T −T) v(T −T) + R T ,ṽ, z, yv(T −T) v(T −T) − R(T,ṽ,z,ỹ) .
This together with Lemmas 3.1, 3.2 and 3.4 yields that
Next, we prove that R :
= y and for t > 0 γ
t . Observe that for any t > 0, − max(δ, µ|β n |s) − max(δ, µ|y + β n |s)I y+βn =0 , y + β n = inf β∈Γ(s,z,y) R T, v, z + max(δ, µ|y|s)I y =0 − max(δ, µ|β|s) − max(δ, µ|y + β|s)I y+β =0 , y + β .
The set Γ(s, z, y) is compact, and so without loss of generality we assume (by passing to a sub sequence) that the sequence {β n } − max(δ, µ|β|s) − max(δ, µ|y + β|s)I y+β =0 , y + β .
Next, we deal with the caseβ = −y. Observe that if the set Γ(s, z, y) = ∅ then −y ∈ Γ(s, z, y). Hence,β ∈ Γ(s, z, y). Furthermore, from Lemma 3.5 we obtain R(T, v, z + max(δ, µ|y|s)I y =0 − max(δ, µ|β|s), 0) ≤ (3.12)
− max(δ, µ|β n |s) − max(δ, µ|y + β n |s)I y+βn =0 , y + β n = inf β∈Γ(s,z,y) R T, v, z + max(δ, µ|y|s)I y =0 − max(δ, µ|β|s) − max(δ, µ|y + β|s)I y+β =0 , y + β .
We conclude that the infimum in (2.10) is attained atβ ∈ Γ(s, z, y). It follows that there exists a measurable map β 
Next, we obtain the continuity property ofR. Fix y ∈ R. Choose a sequence
The sequence β n , n ∈ N is bounded, and so without loss of generality we can assume that it converges. Denoteβ = lim n→∞ β n . It is straightforward to check that β ∈ Γ(s, z, y). By applying Lemmas 3.1 and 3.2 together with Lemmas 3.4 and 3.5 (in a similar way to (3.11)-(3.12)) we get
− max(δ, µ|β|s) − max(δ, µ|y +β|s)I y+β =0 , y +β ≤ lim inf n→∞ min X Tn,vn 0
This completes the proof of lower semi-continuity. Thus, it remains to establish upper semi-continuity. Letβ = β * (T, s, z, y). First assume that z + max(δ, µ|y|s)I y =0 − max(δ, µ|β|s) − max(δ, µ|y +β|s)I y+β =0 > 0.
Then for sufficiently large n, we haveβ ∈ Γ(s n , z n , y n ). Thus from Lemmas 3.1, 3.2 and 3.4 it follows that
Finally, assume that z + max(δ, µ|y|s)I y =0 − max(δ, µ|β|s) − max(δ, µ|y +β|s)I y+β =0 = 0.
Let π = (0,ỹ, γ) be an admissible portfolio for someỹ. From the fact that the geometric Brownian motion can increase or decrease for any amount (with positive probability) on any time interval, it follows that γ t = 0 for t > 0. Otherwise the portfolio value can become negative with positive probability. Thus
In particular, R(T, v, 0,ỹ) does not depend onỹ. From (2.3), (2.5) and the fact that F, G are continuous it follows that R(·, ··, 0,ỹ) is continuous. For any n ∈ N, −y ∈ Γ(s n , z n , y), and sô
From (3.13)-(3.14) we derive upper semi continuity.
3.2. Randomization argument. Let (Ω,F ,P) be a probability space which supports two independent Brownian motions W t ,W t , t ≥ 0. We consider the same BS model and the same payoffs of the game options as in Section 2 (with the same Brownian motion W). Let T 1 < ∞ be a fixed number. Introduce the filtration
Let T be the maturity date, s be the initial stock price, and Z, Y be a G 0 measurable random variables. A trading strategy with an initial position (Z, Y ) is a triple π = (Z, Y, γ) where γ = {γ t } T t=0 is an adapted to the filtration {G t } T t=0 , left continuous, pure jump process with finite (random) number of jumps. The portfolio value of a trading strategy π is given by (2.6) (with z and y replaced by Z and Y , respectively). A hedge with initial position (Z, Y ) is a pair (π, σ) such that π is an admissible portfolio (i.e. the portfolio cash value is non negative) and σ ≤ T is a stopping time with respect to {G t } T t=0 . The following lemma says that the additional information (which is given by G 0 ) can not reduce the shortfall risk.
Lemma 3.6. Let v ∈ C ++ [0, T ], T be the maturity date, s = v(T − T) be the initial stock price and (π, σ) be a hedge with initial position (Z, Y ). Then
whereT is the set of all stopping times with respect to the filtration {G t } π it follows (see, for instance, [22] , Chapter 1) that there exist measurable functions Φ :
Next, we deal with the stopping time σ. Introduce the stochastic process {I σ≤t } T t=0 . This process is a càdlàg and it is adapted to the filtration {G t } Define σ x = inf{t : ∆ t (x, W ) = 1} and observe that σ x is a stopping times with respect to the filtration F t = σ{W u : u ≤ t}. Thus for any x ∈ C[0, T 1 ] the pair (π x , σ x ) is a hedge in the sense of Definition 2.1. Next, we apply dynamical programming for optimal stopping in discrete time. For any n ∈ N and x ∈ C[0, T 1 ] define by the backward induction
From the standard dynamical programming formulas for optimal stopping (see, for instance, [21] ) it follows that
where T n andT n are the sets of all stopping times having values in the set {kT2 −n } 2 n k=0 , with respect to the filtrations {F t } T t=0 and {G t } T t=0 , respectively. By the backward induction we obtain that there exists measurable functions Υ k (x, W ), P a.s. Now, we arrive at the final part of the proof. Let τ ∈ T T be a stopping time. For any n ∈ N define the stopping time
Observe that τ n ↓ τ as n → ∞. Let us notice that for any x ∈ C[0, T ] the process
is upper semi continuous, and so,
From (3.23) and (3.24) we conclude that for almost every x ∈ C[0,
Thus,
Proof of Main Results
In this section we prove Proposition 2.3 and Theorem 2.4. We start with the proof that the left hand side of (2.11) is not smaller than its right hand side, i.e. the inequality ≥ there. Let (T, v, z, y)
Denote π = (z, y, γ). Set σ 1 = σ ∧ min{t : γ t = γ t+ }. Clearly σ 1 ∈ T T is a stopping time. Introduce the stochastic process
The stochastic process {I t≤σ Y
is left continuous with right hand limits. Furthermore, this process is lower semi-continuous from the right. Thus from the general theory of optimal stopping (see [15] and the references there) it follows that {U t } T t=0 is a càdlàg process and for any stopping time Θ ∈ T T we have
where T Θ T is the set of all stopping times Θ ≤ τ ≤ T which satisfy τ > I Θ<T Θ. The family of the random variables
has the lattice property. Thus from the fact that σ 1 ≤ σ and that there is no trade until the time σ 1 we obtain
Now we applying Lemma 3.6. Let t ∈ [0, T]. Set G 0 = F t and consider the Brownian motion {W t+u − W t } ∞ u=0 . This Brownian motion is independent of G 0 and so from Lemma 3.6 we obtain
. From the continuity properties of R, it follows that on the event σ 1 < T,
). This together with (4.2), (4.3) and the fact that
, completes the proof of the inequality ≥ in (2.11).
Next, we prove Theorem 2.4. We will use a strong version of the inequality ≥ in (2.11). The exact form is the following. For any stopping time θ ∈ T T and random variables Z ≥ 0, Y which are F θ measurable,
Now we explain (4.4). Introduce the stochastic processes
From Proposition 2.3 it follows that the above processes are continuous. Observe that (since the buyer can stop at 0) for any (T,v,ẑ,ŷ)
This together with the equality Y
yields that U ≥ V. Thus, applying similar arguments as in Section 3.2 to Dynkin games with random termination time we derive (4.4) from the inequality ≥ in (2.11).
Next, recall the definitions ofẐ k ,γ k ,σ k , Θ k , k ∈ N. For a given k, consider the stochastic processeŝ
From (4.5) we get thatÛ ≥V. Thus, (by induction in k) applying the results of [16] and Proposition 3.9 from [9] we obtain that {V
is a continuous stochastic process andσ k is a stopping time andγ k ,Ẑ k are Fσ k measurable. From the definition of the functionR it follows thatẐ k ≥ 0 for k <N . This together with the definition of the stopping times Θ k , k ∈ N and the fact that the portfolio value is constant afterσN yields thatπ is an admissible portfolio.
Observe, that for any n ∈ N we have 0 ≤ Vπ σn ≤ z + max(δ, µ|y|s) + Taking the expectation with respect to the martingale measure Q we obtain that Q(N > n) ≤ z + max(δ, µ|y|s) n , and soN < ∞ a.s. Thus (π,σ) ∈ A(T, s, z, y). Choose ǫ > 0. There exists N ∈ N such that (4.6) P(N > N ) < ǫ.
Define the continuous martingale By taking ǫ ↓ 0 we obtain R(T, v,π,σ) = R(T, v, z, y). Furthermore, we obtain that the right hand side of (2.11) is not smaller than its left hand side. This completes the proof of Proposition 2.3 and Theorem 2.4.
