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Abstract : This article in French, with a large English introduction, is a
survey about applications of bi-quantization theory in Lie theory. We focus on
a conjecture of M. Duflo. Most of the applications are coming from our article
with Alberto Cattaneo [13] and some extensions are relating discussions with
my student [9]. The end of the article is completely new. We prove that the
conjecture E = 1 implies the Kashiwara-Vergne conjecture. Our deformation
is non geometric but uses a polynomial deformation of the coefficients.
Thanks : I thank the organizers of the conference “Higher Structures in
Geometry and Physics” which held at IHP, January 2007 and where our results
have been announced. This article is dedicated to Murray Gerstenhaber and
Jim Stasheff.
1 English Introduction
1.1 Invariant differential operators on line bundle
Let G be a real Lie group, connected and simply connected. Let g the asso-
ciated Lie algebra, U(g) the universal enveloping algebra and S(g) the sym-
metric algebra. In this introduction G/H is a homogeneous space with H a
connected Lie sub-group. As usual h denotes the Lie algebra of H . Fix a char-
acter λ of H , it’s a group homomorphism from H into C×. If there are no
danger of confusion, we will denote by the same letter the differential of the
character. So λ is a character of h, ie. we have λ[h, h] = 0.
Let’s Lλ be the line bundle defined by λ. Sections of this bundle, denoted
by Γ (Lλ), are smooth functions on G such that ϕ(gh) = ϕ(g)λ(h). Obviously
G acts on the left on Γ (Lλ).
Let Dλ be the algebra of invariant differential operators on Γ (Lλ).
After Koornwinder [24] we know Dλ is isomorphic to
Dλ :=
(
U(g)C/U(g)C · h−λ
)h
(1)
where h−λ = {H − λ(H)}. Here are some explanations. For X ∈ g, RX is the
left invariant vectors field on G associated to X . For u ∈ Dλ, let Du be the
associated differential operator on Γ (Lλ) defined by
(Duϕ)(g) = (Ruϕ)(g),
ϕ ∈ Γ (Lλ). Then Du in a left invariant differential operator. It’s not difficult
to verify that we have described all of them1.
Suppose λ real. The algebra
(
U(g)/U(g) · h−λ
)h
is not commutative in
general. A conjecture of M. Duflo [15] describes the center of this algebra.
I write Sλ the algebra of H-invariant polynomial functions on h
⊥
−λ := {f ∈
g∗, f |h = λ}. We get
Sλ :=
(
S(g)/S(g) · h−λ
)h
. (2)
This space admits a natural Poisson structure coming from the classical Pois-
son structure on g∗. Put δ(H) = 12 trg/h ad(H) the character for the half
densities.
Duflo’s conjecture [15] : The center of
(
U(g)/U(g) ·h−λ−δ
)h
is isomorphic
to the Poisson center of Sλ.
This conjecture is far to be solved2. Moreover one should probably ask for
generic character.
In case G is a nilpotent group, appreciable advances have been achieved in
last few years by Corwin-Greenleaf [14], Fujiwara-Lion-Magneron-Mehdi [18],
Baklouti-Fujiwara [7] and Baklouti-Ludwig [8] and Lipsman [27, 28, 29]. More
precisely in the nilpotent case one can prove the following.
The´ore`me 1 ([18]) Let G nilpotent (connected, simply connected) and χ the
unitary character of H defined by χ(expG(H)) = exp(iλ(H)).
1 Consider the local expression around the origin.
2 Consider the following example ; G is reductive H = U the unipotent radical of a
Borel. Let’s note t a Cartan subalgebra. Then you get (U(g)/U(g) · h)h = S(t) =
(S(g)/S(g) · h)h . These algebras are commutative. The space G/U is quasi-affine.
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Dχ commutative⇐⇒ the left representation L
2(G/H,χ) has finite multiplicities
⇔ for f ∈ h⊥−λ generic H · f is lagrangian in G · f
⇔
(
Frac(S(g)/S(g) · h−λ)
)h
Poisson commutative
⇔
(
S(g)/S(g) · h−λ
)h
Poisson commutative
Under these conditions Dχ is a subalgebra of
(
Frac(S(g)/S(g) · h−λ)
)h
, the
algebra of H-invariant fractions on h⊥−λ.
In case where G and H are reductive groups F. Knop [22] gives a sat-
isfying and remarkable answer to the conjecture. In case H is compact and
G = H ⊲< N is a semiproduct of H with a Heisenberg group N , L. Rybnikov
[33] makes use of Knop’s result to prove the Duflo’s conjecture. The case of
symmetric spaces has been previously studied by myself in [44, 45] and the
group case is solved by Duflo [16].
This survey analyses the Duflo conjecture and other standard problems in
Lie theory with the help of Kontsevich’s quantization. Main results are some
generalizations of [13]. Some others comes from discussion with my PhD stu-
dent P. Batakidis [9], the end of the article is new.
One hopes to convince people of the interest of our methods. In some sense
they are a replacement for the orbit method.
1.2 Duflo’s conjecture : a review of difficulties
Let’s try to list some technical difficulties in Duflo’s conjecture. We will see
that most of them disappear with Kontsevich’s quantization techniques de-
veloped in [13].
1 - The algebra
(
U(g)/U(g) · h−λ
)h
is filtered by the order of differential
operators. But it’s not obvious to describe the associated graded space. In
general we have a injection from gr
(
U(g)/U(g) ·h−λ
)h
into
(
S(g)/S(g) ·h
)h
.
Let’s remark that the character has disappeared. It’s the first difficulty: the
symbol of a differential operator on a line bundle is just a function on the
cotangent space of the underlying space. Except tentative [25] there are no
way to keep the character. The next example illustrates the phenomena : con-
sider g =< X,Y, Z > with Z = [X,Y ] and h =< Z >.
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If λ(Z) = 0 the algebra (U(g)/U(g) · Z)Z = S(g)/S(g) · Z is Poisson
commutative.
If λ(Z) 6= 0 then
(
U(g)/U(g) · (Z − λ(Z))
)Z
is a Weyl algebra then non
commutative while the associated graded is Poisson commutative. There are
no link between Dλ and the Poisson algebra gr(Dλ). The quantization proce-
dure developed by Cattaneo-Felder [10, 11] for co-isotropic space takes care
of the character.
2 - In general the homogeneous space G/H doesn’t admit a G-invariant
measure. One has to consider half-densities, essentially to deal with Hilbert
spaces. So you have to define the following character of H , ∆G,H(h) =
(detg/h Adh)
1/2 and λ is replaced by the shifted character λ+ 12 trg/had. This
shift is problematic if you want to construct irreducible representations by
induction from a polarization b. Usually you have to ask for compatibility
conditions among ∆G,H , ∆G,B [27, 44]. Our theories don’t use this shift; they
are well normalized.
3 - In case h admits a h-invariant complement (for the adjoint action), the
pair (g, h) is called a reductive pair (but g is not supposed to be reductive !). If
(g, h) is a reductive pair, then an easy consequence of the Poincare´-Birkhoff-
Witt’s theorem indicates
(
U(g)/U(g) · h−λ
)h
is isomorphic as a vector space
to
(
S(g)/S(g) · h−λ
)h
. It is not know whether this holds in general, that
means if Dλ is a deformation of Sλ. Actually there are no obvious map from(
S(g)/S(g) · h−λ
)h
into U(g) or U(g)/U(g) · h−λ.
If (g, h) is a reductive pair then you get the extra equality
U(g)h/U(g)h ∩ U(g) · h−λ = (U(g)/U(g) · h−λ)
h. (3)
In general you get just a injection from LHS to RHS, as illustrates the fol-
lowing example. Consider g = sl(2) with standard basis H,X, Y and take
h =< X >. You get
(
U(g)/U(g) ·X
)X
= R[X ] but U(g)X/U(g)X ∩ U(g) ·X
is isomorphic to R[X2]. Our constructions depend of the choice for a comple-
ment to h. In [13] we gave several examples where there are different choices
for a complement, the most important is the Iwasawa decomposition and the
Cartan decomposition for symmetric pairs. Dependance of our constructions
with the complement leads to interesting applications : Harish-Chandra ho-
momorphism for example. At the end of this article, we will explain the group
case3, which leads to the Kashiwara-Vergne conjecture. Invariant complements
simplify the calculations but we are able to describe our model even in the
general case.
3 This is the double (g × g,diagonal).
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4 - The algebras
(
U(g)/U(g) · h−λ
)h
and Sλ should be simultaneously
commutative. Even this fundamental question is not solved in general, ex-
cept for nilpotent case or for symmetric pairs. If G and H are algebraic
and the generic H-orbits in h⊥−λ = {f ∈ g
∗, f |h = λ} are lagrangian then(
Frac(S(g)/S(g) ·h−λ)
)h
is commutative, consequently Sλ is Poisson commu-
tative. Of course Sλ could be commutative, without the lagrangian hypothesis.
For example consider g =< T,X, Y, Z > with < X,Y, Z > a Heisenberg Lie
algebra and [T,X ] = X, [T, Y ] = Y and [T, Z] = 2Z. Take h =< T >. Then(
U(g)/U(g) · h
)h
= R,
(
S(g)/S(g) · h
)h
= R but H-orbits in h⊥ are not la-
grangian because Frac(S(g)/S(g) · h)h is not commutative.
5 - Fix q a complement of h in g and consider the Exponential map
Exp : q −→ G/H defined by X 7→ expG(X)H . This is a local diffeomor-
phism and you can write Du for u ∈ Dλ in exponential coordinates. Be-
fore our work [13] no formulas were known. If you restrict these operators
to invariant distributions, you should get interesting simplifications. This is
exactly what happens for symmetric pairs [34, 35, 36], especially for the dou-
ble G/H = G1 × G1/Diagonal. The study of this restriction gives rise to
Kashiwara-Vergne’s conjecture [21, 3, 5, 46].
6 - Suppose χ = iλ is the differential of a unitary character of H and Dχ
commutative. How can we associate to u ∈ Dχ a rational function, or a poly-
nomial function on h⊥−λ ? The orbit method gives a kind of answer : construct
an irreducible representation (π,H) of G which admits H-semi-invariant dis-
tribution vectors for χ. Most of them are related with orbits Ω = G · f with
f ∈ h⊥−λ. If we are lucky, these H-semi invariant distribution vectors are com-
mun eigenvectors for all Du. The eigenvalue is a character for Dλ and should
depend on f as a rational function. Usually an irreducible representation
(π,H) is constructed by induction from a polarization at f (if such a polar-
ization exists !). As we see, there are several analytic difficulties : definition of
the distribution vector, L2 convergence, real structure. All these problems are
in some sense far from our starting algebraic problem. We will explain how
the bi-quantization gives us a systematic procedure, under the lagrangian hy-
pothesis, to construct this character in a more algebraic (or geometric) way.
Of course, if you deal with the spectral decomposition of L2(G/H,χ), all these
problems are to be considered.
7 - Let’s do a fundamental remark now : from the point of view of the
theory of representations, one should study the algebra (U(g)/I)g where I is
a two-sided ideal included in U(g) · h−λ and maximal. This algebra should be
smaller than
(
U(g)/U(g)·h−λ
)h
and behaves in a much better matter. Indeed
Schur’s lemma proves that the action of any element u ∈ (U(g)/I)g is scalar on
irreducible representations which admitH-semi-invariant distribution vectors.
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It is not difficult to extend Duflo’s arguments [16] in this context. The rational
function you should have built by the orbit method (if it exists!) is then a
polynomial function.
2 La quantification de Kontsevich
Pour simplifier la compre´hension de cet article on rappelle brie`vement les
constructions de Kontsevich [23] et les extensions dans le cas co-isotrope duˆes
a` Cattaneo-Felder [10, 11]
2.1 The´ore`me de Formalite´
En 1997, M. Kontsevich a montre´ que tout varie´te´ de Poisson admet une quan-
tification formelle. C’est une conse´quence du the´ore`me de formalite´ qui affirme
qu’il existe un quasi-isomorphisme entre l’alge`bre de Lie des polychamps de
vecteurs munie du crochet de Schouten et l’alge`bre de Lie des ope´rateurs poly-
diffe´rentiels munie du crochet de Gerstenhaber [19] et de la diffe´rentielle de
Hochschild.
The´ore`me 2 ([23]) Il existe un L∞-quasi isomorphisme U = (Un)n≥1 en-
tre les alge`bres diffe´rentielles gradue´es g1 = (Tpoly(R
d, [·, ·]S , d = 0) et
g2 = Dpoly(R
d, [·, ·]G, dHoch). En particulier U induit une bijection entre les
solutions formelles de Maurer-Cartan modulo les groupes de jauge.
La preuve du the´ore`me utilise une construction explicite en terme de dia-
grammes, pour de´crire les coefficients de Taylor Un de U . En particulier si π
est un bi-vecteur de Poisson ve´rifiant [π, π]S = 0 pour le crochet de Schouten,
alors
⋆
ǫ
= m+
∑
n≥1
ǫn
n!
Un(π, . . . , π︸ ︷︷ ︸
n fois
) (4)
est une structure associative formelle sur C∞(Rd)[[ǫ]]. Pour f, g des fonctions
de C∞(Rd) on obtient un produit formel associatif
f ⋆
Kont
g = fg +
∞∑
n=1
ǫn
n!
∑
Γ∈Gn,2
wΓBΓ (f, g). (5)
On explique rapidement la signification de chaque termes de cette formule.
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Graphes
Ici Gn,2 de´signe l’ensemble des graphes e´tiquete´s
4 et oriente´s (les areˆtes sont
oriente´es) ayant n sommets de premie`re espe`ce nume´rote´s 1, 2, · · · , n et deux
sommets de deuxie`me espe`ce 1, 2, tels que :
i- Les areˆtes partent des sommets de premie`re espe`ce. De chaque sommet
de premie`re espe`ce partent exactement deux areˆtes.
ii- Le but d’une areˆte est diffe´rent de sa source (il n’y a pas de boucle).
iii- Il n’y a pas d’areˆte multiple.
Remarque importante : Dans le cas line´aire qui nous inte´resse, les graphes
qui interviennent de manie`re non triviale (on dira essentiels), sont tels que les
sommets de premie`re espe`ce ne peuvent recevoir qu’au plus une areˆte. Il en
re´sulte que tout graphe essentiel est superposition de graphes simples de type
Lie (graphe ayant une seule racine comme dans Fig. 1) ou de type roue (cf.
Fig. 2 pour un exemple). Cela implique que toutes les formules sont des ex-
ponentielles.
Varie´te´s de configurations
On note Cn,m l’espace des configurations de n points distincts dans le demi-
plan de Poincare´ (points de premie`re espe`ce ou points ae´riens ) et m points
distincts sur la droite re´elle (ce sont les points de seconde espe`ce ou points
terrestres ), modulo l’action du groupe az+b (pour a ∈ R+∗, b ∈ R). Dans son
article [23] Kontsevich construit des compactifications de ces varie´te´s note´es
Cn,m. Ce sont des varie´te´s a` coins de dimension 2n − 2 + m. Ces varie´te´s
ne sont pas connexes pour m ≥ 2. On notera par C
+
n,m la composante qui
contient les configurations ou` les points terrestres sont ordonne´s dans l’ordre
croissant (ie. on a 1 < 2 < · · · < m).
Fonctions d’angle et coefficients
On de´finit la fonction d’angle hyperbolique dans le demi-plan de Poincare´ par
φ(p, q) = arg(p− q) + arg(p− q). (6)
C’est une fonction d’angle de C2,0 dans S
1 qui s’e´tend en une fonction re´gulie`re
a` la compactification C2,0. Si Γ est un graphe dans Gn,2, alors toute areˆte e
de´finit par restriction une fonction d’angle note´e φe sur la varie´te´ C
+
n,2. On
note EΓ l’ensemble des areˆtes du graphe Γ . Le produit ordonne´
4 Par graphe e´tiquete´ on entend un graphe Γ muni d’un ordre total sur l’ensemble
EΓ de ses areˆtes, compatible avec l’ordre des sommets.
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ΩΓ =
∧
e∈EΓ
dφe (7)
est donc une 2n-forme sur C
+
n,2 varie´te´ compacte de dimension 2n. Le poids
associe´ a` un graphe Γ est par de´finition
wΓ =
1
(2π)2n
∫
C
+
n,2
ΩΓ . (8)
Ope´rateurs bi-diffe´rentiels
Enfin l’ope´rateur BΓ est un ope´rateur bidiffe´rentiel construit a` partir de Γ ,
dont on ne de´taille pas la construction. Disons que chaque areˆte correspond a`
une de´rive´e, chaque sommet de premie`re espe`ce est attache´ au bi-vecteur de
Poisson et chaque sommet de deuxie`me espe`ce est attache´ a` des fonctions (cf.
[23, 12]).
2.2 Formule de Baker-Campbell-Hausdorff
On applique ce the´ore`me pour Rd = g∗ et π = 12
∑
i,j [ei, ej ]∂e∗i ∧ ∂e∗j Prenons
maintenant X,Y ∈ g et f = eX , g = eY . L’e´quation ci-dessus donne alors une
expression nouvelle pour la formule de Baker-Campbell-Hausdorff Z(X,Y );
elle utilise tous les crochets possibles 5 [20]
Z(X,Y ) = X + Y +
∑
n≥1
∑
Γ simple
geometric
Lie type (n,2)
wΓΓ (X,Y ). (9)
Le terme Γ (X,Y ) est le mot de type Lie que l’on peut fabriquer avec Γ ,
c’est essentiellement le symbole de l’ope´rateur BΓ .
3 La quantification de Cattaneo–Felder
Soit g une alge`bre de Lie de dimension finie sur R. L’espace dual g∗ est alors
muni d’une structure de Poisson line´aire. On note π le bi-vecteur de Poisson
associe´ a` la moitie´ du crochet de Lie. Supposons donne´s h ⊂ g sous-alge`bre
de g et λ un caracte`re re´el de h, c’est a` dire une forme line´aire telle que
λ[h, h] = 0. L’orthogonal h⊥ de meˆme que h⊥−λ := {f ∈ g
∗, f |h = λ} sont des
sous-varie´te´s coisotropes de g∗.
5 La formule de Dynkin n’utilise que des crochets ite´re´s.
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exp(X) exp(Y)
Fig. 1: Graphe simple de type Lie et de symbole Γ (X,Y ) = [[X, [X, Y ]], Y ].
exp(X) exp(Y)
Fig. 2: Graphe de type roue et de symbole Γ (X,Y ) = trg(adXad[X,Y ]adY adY ).
3.1 Construction par transforme´e de Fourier impaire [11]
La construction de [10, 11] concerne le cas des varie´te´s co-isotropes en ge´ne´ral,
mais nous ne nous inte´ressons ici qu’au cas des sous-alge`bres d’une alge`bre
de Lie. Les constructions sont locales et de´pendent donc d’un choix d’un
supple´mentaire de h dans g. Notons q un tel supple´mentaire. On peut alors
identifier h∗ avec q⊥. On aura une de´composition (affine)
g∗ = h⊥−λ ⊕ q
⊥ = h⊥−λ ⊕ h
∗.
La varie´te´ qui intervient dans cette construction est une super-varie´te´ in-
trinse`que :
M := h⊥−λ ⊕Πh (10)
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ou` Π de´signe le foncteur de changement de parite´. L’alge`bre des fonctions
polynomiales6 est donc canoniquement
A := Poly(h⊥−λ)⊗
∧
(g∗/h⊥) ≃
(
S(g)/S(g) · h−λ
)
⊗
∧
h∗.
Conside´rons alors π le bi-vecteur de Poisson line´aire de g∗ et appliquons la
transforme´e de Fourier impaire [11] dans la direction normale h∗ = q⊥. On
obtient un polyvecteur π̂ sur M , solution de l’e´quation de Maurer-Cartan
[π̂, π̂]S = 0.
On applique le the´ore`me de formalite´ pour la super-varie´te´M (voir [11] pour
une description comple`te du the´ore`me de Formalite´ dans le cas gradue´), on ob-
tient alors une solution µ de Maurer-Cartan dans Dpoly(A); c’est un ope´rateur
polydiffe´rentiel formel homoge`ne de degre´ un si l’on tient compte des degre´s
impairs.
En d’autres termes, comme la graduation tient compte du degre´ dans les
variables impaires, la structure obtenue est en fait une A∞-structure, de´finie
par Stasheff [41], sur l’espace A = Poly(h⊥−λ)⊗
∧
h∗ avec premier terme non
nul a priori (c’est l’anomalie), c’est a` dire une structure
µ = µ−1 + µ0 + µ1 + µ2 + . . . (11)
ve´rifiant7 12 [µ, µ]G = 0 et µi des ope´rateurs (i+ 1)-polydiffe´rentiels.
Dans le cas line´aire, l’anomalie µ−1 est nulle, par conse´quent µ0 est une
diffe´rentielle et µ1 un produit associatif modulo des termes contenant µ0 et µ2.
Le terme de plus bas degre´ de µ1 correspond au crochet de Poisson. Ainsi on
construit un vrai produit associatif sur l’espace de cohomologie de´fini par µ0.
De´finition 1 On notera H•(µ0,A) l’alge`bre de cohomologie (gradue´e) munie
de sa loi associative µ1. On s’inte´ressera a` la sous-alge`bre en degre´ 0 que l’on
appellera alge`bre de re´duction et que l’on notera H0(µ0). Le produit µ1 se
restreint en un star-produit note´ ⋆
CF
.
3.2 Construction en termes de diagrammes de Feynman [10]
La formule propose´e est semblable a` celle de Kontsevich [23] dans Rn. Chaque
µi, ope´rateur (i+ 1)-polydiffe´rentiel s’exprime sous la forme
8
6 Comme on ne conside`re que des structures de Poisson line´aires, on peut restrein-
dre les constructions aux alge`bres de fonctions polynomiales.
7 On note [•, •]G le crochet de Gerstenhaber.
8 Il n’y a pas de terme pour n = 0 sauf pour µ1 ou` on trouve la multiplication m.
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µi =
∑
n≥0
ǫn
n!
∑
Γ∈Gn,i+1
wΓBΓ . (12)
ou` les areˆtes des graphes portent deux couleurs9. Chaque BΓ est un ope´rateur
(i+1)-polydiffe´rentiel sur A = Poly(h⊥−λ)⊗
∧
h∗. Il faut donc e´largir la notion
de graphes admissibles et conside´rer des graphes avec areˆtes colore´es par h∗
issus des points terrestres. Si le bi-vecteur de Poisson π n’est pas line´aire, ces
graphes peuvent admettre des areˆtes doubles si elles ne portent pas la meˆme
couleur. On ne conservera que 2n + i − 1 areˆtes (la dimension de la varie´te´
Cn,i+1) les areˆtes restantes seront colore´es par h
∗ (on dira que ces areˆtes vont
a` l’infini), elles ne contribuent pas dans le calcul du coefficient wΓ , mais les
areˆtes qui partent a` l’infini contribuent dans la de´finition de l’ope´rateur BΓ
(cf. Fig. 3).
2 31
pi
F F F
pi
pi pi
Fig. 3: Graphe type intervenant dans le calcul de U4(pi, pi, pi, pi) pour un bivecteur
pi non line´aire.
Concernant le coefficient wΓ , il est obtenu de manie`re similaire par
inte´gration sur la varie´te´ Cn,i+1
+
de la forme ΩΓ modifie´e par la couleur
selon les re`gles suivantes :
- si la couleur est dans h⊥−λ (variable tangente) la fonction d’angle associe´e
est la meˆme que dans le cas classique
dφ+(p, q) := d
−→
φ (p, q) := d arg(p− q) + d arg(p− q). (13)
9 Chaque couleur indiquera si la variable de de´rivation est dans h∗ ou h⊥−λ et
pre´cisera la fonction d’angle.
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- si la couleur est dans g∗/h⊥ = h∗ (variable normale10) alors la fonction
d’angle sera note´e 99K (en pointille´ dans les diagrammes).
dφ−(p, q) := d
99K
φ (p, q) := d arg(p− q)− d arg(p− q). (14)
3.3 Description de la diffe´rentielle µ0 et exemples d’alge`bres de
re´duction
Dans [13] on de´crit en termes de diagrammes ce que vaut la diffe´rentielle µ0
sur les fonctions polynomiales11 sur h⊥−λ.
Fig. 4: Graphe de type Bernoulli
Proposition 1 ([10, 13]) La diffe´rentielle µ0 est l’action de tous les graphes
de types suivant :
-i- les graphes de type Bernoulli avec la dernie`re areˆte partant a` l’infini
(cf. Fig. 4)
-ii- les graphes de type roues avec des rayons attache´s directement a` l’axe
re´el sauf pour l’un d’entre eux qui est attache´ a` un graphe de type Bernoulli
dont la dernie`re areˆte part a` l’infini (cf. Fig. 5)
-iii- les graphes de type roues avec des rayons attache´s directement a` l’axe
re´el sauf pour l’un d’entre eux qui part a` l’infini (cf. Fig. 6).
En particulier on a toujours µ0 = ǫdCH +O(ǫ
2) avec dCH la diffe´rentielle
de Cartan-Eilenberg.
10 On a besoin ici de faire un choix d’un supple´mentaire de h, pour identifier h∗ a`
un sous-espace de g∗.
11 On renvoie a` [13] pour l’action sur les e´le´ments de Poly(h⊥−λ)⊗
∧
h∗.
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Fig. 5: Graphe de type roue attache´ a` un Bernoulli
Fig. 6: Graphe de type roue pure
Donnons quatre exemples d’alge`bres de re´duction (voir [13] §2 pour les
de´tails).
– Soit 0⊥ = g∗. Alors l’alge`bre de re´duction est S(g) muni du produit de
Kontsevich. En effet il n’y a pas d’areˆtes sortantes, donc pas de condition.
– Supposons que h admette un supple´mentaire stable q alors on montre
que µ0 = ǫdCH . Dans ce cas, on en de´duit que l’alge`bre de re´duction s’identifie
a`
(
S(g)/S(g) · h−λ
)h
. En effet, les graphes avec plus de deux sommets ont
tous deux areˆtes d’une meˆme couleur qui se suivent (cf. Fig. 4). Le coefficient
associe´ est alors 0.
– Soit f ∈ g∗ et soit b une polarisation en f , c’est a` dire une sous-alge`bre
subordonne´e f [b, b] = 0 et lagrangienne pour Bf (x, y) = f [x, y]. On prend
comme espace affine f + b⊥, alors l’alge`bre de re´duction vaut C.
13
– Soit g = k⊕ a⊕ n une de´composition d’Iwasawa d’une alge`bre re´ductive
re´elle. On note m le centralisateur de a dans k et on prend comme sous-alge`bre
m⊕ n, alors l’alge`bre de re´duction vaut S(a).
Parite´ :
On montre [13] §2.2 pour λ = 0, que dans la diffe´rentielle µ0 seuls intervien-
nent les diagrammes avec un nombre impair de sommets de premie`re espe`ce.
En tenant compte du degre´ de ǫ, on en de´duit que l’alge`bre de re´duction
est gradue´e. Toute fonction F homoge`ne de degre´ total n dans l’alge`bre de
re´duction s’e´crit
F = Fn + ǫ
2Fn−2 + ǫ
4Fn−4 + . . . ,
avec Fi de degre´ i. On a Fn ∈
(
S(g)/S(g) · h
)h
; c’est l’analogue du symbole.
Toutefois on ne peut en de´duire que l’alge`bre de re´duction est une quantifi-
cation de
(
S(g)/S(g) · h
)h
car l’application limite classique LC : F 7→ Fn
est injective mais pas force´ment surjective. Dans le cas ge´ne´ral λ 6= 0 on peut
e´tendre la construction ci-dessus [9]. On de´duit classiquement le corollaire
suivant.
Corollaire 1 Si l’alge`bre de re´duction H0(µ0) est commutative, alors son
image par l’application LC est Poisson commutative.
3.4 Bi-quantification de Cattaneo-Felder
On suppose donne´es deux sous-alge`bres h1 et h2 de g. On peut e´videmment
ge´ne´raliser la construction en conside´rant des caracte`res. La quantification de
Cattaneo-Felder de´finit donc deux alge`bres de cohomologie H•(µ
(1)
0 ,A1) et
H•(µ
(2)
0 ,A2). Dans [10, 11] Cattaneo-Felder de´finissent une structure de bi-
module sur une troisie`me alge`bre de cohomologie.
La construction proce`de de la fac¸on suivante.
On fixe une de´composition de g compatible avec h1 et h2, c’est a` dire que
les variables porteront 4 couleurs note´es ici (±,±). Le premier signe (resp. le
second) vaut + si la variable est tangente et vaut − si la variable est normale
a` h⊥1 (resp. a` h
⊥
2 ).
On de´finit alors la fonction d’angle a` 4 couleurs dans le premier quadrant
0 ≤ arg(z) ≤ π2 par la formule
φǫ1,ǫ2(p, q) = arg(p− q) + ǫ1 arg(p− q) + ǫ2 arg(p+ q) + ǫ1ǫ2 arg(p+ q). (15)
La fonction d’angle ve´rifie la proprie´te´ suivante :
– lorsque p, q se concentrent sur l’axe horizontal les fonctions d’angles
dφǫ1,ǫ2(p, q) tendent vers la 1-forme d’angle
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dφǫ1(p, q) = d arg(p− q) + ǫ1d arg(p− q), (16)
– lorsque p, q se concentrent sur l’axe vertical les fonctions d’angles
dφǫ1,ǫ2(p, q) tendent vers la 1-forme d’angle
dφǫ2(p, q) = d arg(p− q) + ǫ2d arg(p+ q). (17)
On dessine dans le premier quadrant tous les diagrammes Γ de Kontsevich
colore´s par les 4 couleurs ci-dessus en plac¸ant les sommets de premie`re espe`ce
dans le quadrant strict et les sommets de deuxie`me espe`ce sur les axes.
En conside´rant les compactifications des configurations de points du pre-
mier quadrant modulo l’action du groupe des dilatations, on de´finit alors des
varie´te´s a` coins compactes sur lesquelles on pourra inte´grer les formes ΩΓ
associe´es12.
Chaque graphe colore´ Γ va de´finir un ope´rateur polydiffe´rentiel, une fois
que l’on aura place´ aux sommets de deuxie`me espe`ce (place´s sur les axes)
des fonctions13. Le re´sultat est alors restreint a` (h1+h2)
⊥. Les areˆtes colore´es
(−,±) qui arrivent sur l’axe horizontal de´finissent des formes d’angles triviales,
on peut donc placer sur l’axe horizontal une fonction de A1. De manie`re
analogue on placera des fonctions de A2 sur l’axe vertical. Enfin on place a`
l’origine une fonction de
Poly
(
(h1 + h2)
⊥
)
⊗
∧
(h∗1 ∩ h
∗
2).
Cette alge`bre est munie d’une diffe´rentielle µ(2,1) correspondant aux contri-
butions de tous les graphes colore´s avec une areˆte sortant a` l’infini colore´e par
h∗1 ∩ h
∗
2, et un seul sommet de deuxie`me espe`ce place´ a` l’origine.
En utilisant la formule de Stokes et en faisant l’inventaire des toutes les
contributions, on montre le the´ore`me de compatibilite´ suivant
The´ore`me 3 ([10, 13]) L’espace H•(µ
(2)
0 ,A2) agit par la gauche sur
H•(µ
(2,1)
0 ,Poly
(
(h1 + h2)
⊥
)
⊗
∧
(h∗1 ∩ h
∗
2)). L’espace H
•(µ
(1)
0 ,A1) agit par
la droite. On note ⋆
1
l’action a` droite (axe horizontal) et ⋆
2
l’action a` gauche
(axe vertical).
4 Applications en the´orie de Lie
On de´crit maintenant les applications en the´orie de Lie de la bi-quantification
et du the´ore`me de compatibilite´.
12 A chaque areˆtes colore´s est associe´e la diffe´rentielle d’une des 4 fonctions d’angle
ci-dessus.
13 J’entends des fonctions avec composantes impaires.
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4.1 Description de l’alge`bre de re´duction
On fixe un supple´mentaire q de h. On a donc une de´composition de l’alge`bre
enveloppante
U(g) = β(S(q))⊕ U(g) · h−λ
ou` β de´signe la syme´trisation. On notera βq l’application de´duite de S(q) dans
U(g)/U(g) · h−λ.
On conside`re la bi-quantification Cattaneo-Felder pour le couple de varie´te´s
co-isotropes h⊥−λ mis en position horizontale et 0
⊥ = g∗ mis en posi-
tion verticale. L’espace de re´duction associe´ a` l’origine est tout simplement
S(g)/S(g)·h−λ = Poly(h
⊥
−λ). Comme dans [23] on conside`re pour le bi-vecteur
de Poisson, la moitie´ du crochet de Lie.
1 1
g* g*
k
B
A
F
F
kf +
f+ 
Fig. 7: Contributions des roues pures sur les axes
Pour F ∈ S(g) dans l’espace de re´duction vertical, F ⋆
2
1 ∈ S(g)/S(g) ·h−λ
et F 7→ F ⋆
2
1 est un ope´rateur donne´ par diagrammes de Kontsevich a` 4-
couleurs. Cet ope´rateur est complique´ et n’est pas a` coefficients constants car
les diagrammes avec areˆtes doubles colore´es par ++ et +− ne sont pas nuls
a priori.
Lorsque F ∈ S(q) alors l’ope´rateur A(F ) = F ⋆
2
1 est plus simple et cor-
respond a` l’exponentielle des contributions des roues pures sur l’axe vertical.
On notera de meˆme B(F ) = 1 ⋆
1
F l’exponentielle des contributions des roues
sur l’axe horizontal. On note A(X) et B(X) les symboles associe´s, c’est a` dire
pour X ∈ q, Aq(X) = (e
X ⋆
2
1)e−X et Bq(X) = (1 ⋆
1
eX)e−X .
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Je note pour X ∈ g, j(X) = detg
(
sinh adX
2
adX
2
)
et on de´finit Jq(X) par la
formule
Aq(X)J
1/2
q (X) = Bq(X)j
1/2(X). (18)
The´ore`me 4 L’application βq ◦ J
1/2
q (∂) de´finit un isomorphisme d’alge`bres
de l’alge`bre de re´duction H0(µ0) muni du produit ⋆
CF
sur l’alge`bre
(
U(g)/U(g)·
h−λ
)h
.
Ce the´ore`me est de´montre´ dans le cas des paires syme´triques dans [13] et
est e´tendu au cas ge´ne´ral dans la the`se de mon e´tudiant P. Batakidis [9]. La
formule de Stokes est encore l’argument essentiel. Lorsque q est invariant par
action adjointe de h alors Jq est une fonction ad(h)-invariante. Dans le cas des
paires syme´triques on montre [13] §4.1 que Jq vaut J(X) = detq
(
sinh(adX)
adX
)
.
Dans le cas des paires syme´triques on retrouve le produit ♯
Rou
de Rouvie`re
[34, 35, 36, 38].
On dispose donc d’une description comple`te via la syme´trisation des
e´le´ments de
(
U(g)/U(g) · h−λ
)h
.
4.2 Cas des paires syme´triques
Supposons dans cette section que (g, σ) est une paire syme´trique, c’est a` dire
que σ est une involution de Lie. On a donc une de´composition g = k⊕ p avec
[k, p] ⊂ p et [p, p] ⊂ k. On s’inte´resse a` l’alge`bre
(
U(g)/U(g) · k
)k
. Le produit
µ1 prend alors une forme remarquable. En effet pour X,Y ∈ p on a
µ1(e
X , eY ) = E(X,Y )eX+Y , (19)
ou` E(X,Y ) est l’exponentielle des contributions des graphes de types roues14.
Le produit de ⋆
CF
= ♯
Rou
se re´sume sur H0(µ0) = S(p)
k, les e´le´ments k-
invariants, en un ope´rateur bidiffe´rentiel a` coefficient constant de symbole E.
On peut de´duire de l’analyse de la fonction E des proprie´te´s non triviales
de
(
U(g)/U(g) · k
)k
. En voici quelques unes (cf. [13] §3) :
Syme´trie :
Pour X,Y ∈ p, on a E(X,Y ) = E(Y,X). On de´duit la commutativite´ de
l’alge`bre
(
U(g)/U(g) · k
)k
.
14 C’est a` dire des roues colore´es, attache´es a` des graphes de type Lie.
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Radical re´soluble :
Si X est dans le radical re´soluble15 de g, alors E(X,Y ) = 1 pour tout Y ∈ p.
On en de´duit que F ⋆
CF
G = FG si F ∈ S(p ∩ J)k avec J un ide´al re´soluble.
Paires syme´triques d’Alekseev-Meinrenken:
Supposons que (g, σ) soit munie d’une forme biline´aire non de´ge´ne´re´e16 et
σ-anti-invariante, alors on a E(X,Y ) = 1.
Double quadratique:
Supposons que g soit une alge`bre de Lie quadratique, c’est a` dire munie
d’une forme biline´aire non de´ge´ne´re´e. Conside´rons la paire syme´trique double
(gdouble, σ) = (g × g, σ) avec σ(X,Y ) = (Y,X). Alors on a Edouble = 1. On
conjecture que cette proprie´te´ est vraie meˆme si g n’est pas quadratique, ce
qui a d’inte´ressantes conse´quences (voir la fin de l’article).
4.3 Ope´rateurs diffe´rentiels en coordonne´es exponentielles
On reprend dans cette section les notations de l’introduction. On peut raffiner
le the´ore`me pre´ce´dent en donnant l’e´criture en coordonne´es exponentielles des
ope´rateurs diffe´rentiel invariants du fibre´ Lλ. On conside`re toujours le dia-
gramme de bi-quantification du §4.1. Notons Exp l’application exponentielle
de q sur G/H . On travaille au voisinage de 0 ∈ q. Soit ϕ ∈ Γ (Lλ), alors ϕ est
une fonction sur G telle que ϕ(gh) = ϕ(g)λ(h). Notons φ ∈ C∞(q) de´finie au
voisinage de 0 par
φ(X) =
J
1/2
q (X)
B(X)
× ϕ(expG(X)).
Le facteur repre´sente une sorte de jacobien. Pour u ∈ Dλ on note D
Exp
u
l’ope´rateur en coordonne´es exponentielles de´fini par
DExpu (φ)(X) =
J
1/2
q (X)
B(X)
×Du(ϕ)(expG(X)).
Pour X,Y ∈ q on note Q(X,Y ) ∈ q et H(X,Y ) ∈ h les composantes
exponentielles au voisinage de 0 :
expG(X) expG(Y ) = expG(Q(X,Y )) expG(H(X,Y )). (20)
15 Le plus grand ide´al re´soluble de g, il est σ-stable.
16 On dit que (g, σ) est une paire syme´trique quadratique.
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On peut e´tendre au cas des sous-alge`bres la formule de [13] §4.3. Pour R dans
l’alge`bre de re´duction H0(µ0) on a :
eX⋆
1
R =
J
1/2
q (X)
B(X)
×R(∂Y )
(
J
1/2
q (Y )×
B(Q(X,Y ))
J
1/2
q (Q(X,Y ))
eQ(X,Y )eλ(H(X,Y ))
)
|Y=0 .
(21)
The´ore`me 5 ([13]) Pour u = β
(
J
1/2
q (∂)(R)
)
, l’ope´rateur diffe´rentiel DExpu
en coordonne´es exponentielles s’exprime par la formule eX ⋆
1
R.
Remarquons que l’expression est valable au voisinage de 0 en posant ǫ = 1. La
convergence des coefficients se de´montre comme dans [1, 5]. Cette expression
re´sout de manie`re satisfaisante un proble`me ancien de M. Duflo [15].
Remarque : Ce the´ore`me devrait avoir des conse´quences inte´ressantes dans le
cas des espaces syme´triques hermitiens. En effet on peut utiliser la re´alisation
d’Harish-Chandra pour e´crire les ope´rateurs diffe´rentiels invariants17 [39, 31].
4.4 Construction de caracte`res pour l’alge`bre
(
U(g)/U(g) · h
−λ
)h
On reprend dans cette section les notations de l’introduction. On cherche des
caracte`res pour l’alge`bre
(
U(g)/U(g) · h−λ
)h
. Afin que ceci soit inte´ressant il
faut que cette dernie`re soit commutative.
L’hypothe`se lagrangienne
Plac¸ons nous dans l’hypothe`se lagrangienne que nous avons de´crite dans
l’introduction. On suppose que pour f ∈ h⊥−λ ge´ne´rique, l’espace h · f (ac-
tion coadjointe) est lagrangien dans g · f . Rappelons que g · f est toujours
un espace symplectique muni de la forme de Kostant-Souriau. Il s’identifie
a` l’espace symplectique (g/g(f), Bf ) avec g(f) = {X ∈ g, X · f = 0 } et
Bf (X,Y ) = f [X,Y ].
Comme on l’a dit l’alge`bre de Poisson Sλ =
(
S(g)/S(g) · h−λ
)h
est
alors Poisson commutative, mais aussi l’alge`bre des fractions invariantes18(
Frac(h⊥−λ)
)h
. En fait la commutativite´ de cette dernie`re est e´quivalente a`
17 Les formules propose´es dans [31] ne sont pas correctes.
18 On notera qu’il faut prendre les invariants du corps des fractions et non pas le
corps des fractions des invariants.
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l’hypothe`se lagrangienne.
On suppose de plus que les H-orbites ge´ne´riques sont polarisables. C’est
a` dire que pour f ∈ h⊥−λ ge´ne´rique, il existe une polarisation b en f (sous-
alge`bre isotrope et de dimension maximale parmi les sous-espaces isotropes).
On a f [b, b] = 0 et b/g(f) lagrangien dans g/g(f). Cette hypothe`se est au
cœur de la quantification ge´ome´trique.
Dans ces conditions on montre facilement que (h∩ b) · f = (h+ b)⊥. Cette
hypothe`se va eˆtre cruciale.
Construction d’un caracte`re
Dans [13] §6, on construit le diagramme de bi-quantification en plac¸ant sur
l’axe horizontal h⊥−λ et sur l’axe vertical f + b
⊥. Par construction il faut
donc choisir une de´composition compatible de g. En particulier on fixe un
supple´mentaire q de h en position d’intersection normale avec b c’est a` dire
que l’on a
b = b ∩ h⊕ b ∩ q.
D’apre`s §3.3 on sait que l’alge`bre de re´duction verticale est re´duite a` C
et l’hypothe`se (h ∩ b) · f = (h + b)⊥ implique facilement que l’alge`bre de
re´duction associe´e a` l’origine est aussi C. On en de´duit une action a` droite
de H0(µ0) ∼
(
U(g)/U(g) · h−λ
)h
sur C. On a donc construit un caracte`re de
cette alge`bre.
Dans [13] §6 on de´veloppe une the´orie des diagrammes a` 8-couleurs dans
une bande qui nous permet d’interpoler deux situations de bi-quantification et
nous permet de calculer le caracte`re (cf. Fig. 8). On peut de´placer la position
de F le long du bord horizontal. Les positions limites aux coins donnent les
informations recherche´es. Notre me´thode utilise la formule de Stokes.
The´ore`me 6 Sous les hypothe`ses lagrangiennes ci-dessus et l’existence de
polarisation, l’application
u ∈
(
U(g)/U(g) · h−λ
)h
7→ Bq(∂)J
−1/2
q (∂)(β
−1
q (u))(f)
est le caracte`re construit par le diagramme de bi-quantification.
Ce the´ore`me est de´montre´ dans le cas des paires syme´triques dans [13] §6 et
e´tendu au cas ge´ne´ral dans la the`se de mon e´tudiant P. Batakidis [9]. Remar-
quons que dans le cas des paires syme´triques re´solubles, on retrouve directe-
ment la formule de Rouvie`re, car Bp(X) = 1 et Jp(X) = detq
(
sinh(adX)
adX
)
.
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f + b
1 1
g*
Fhf+
Fig. 8: Calcul du caracte`re
On en de´duit facilement en regardant le terme dominant le corollaire suiv-
ant
Corollaire 2 Sous les hypothe`ses lagrangiennes ci-dessus, l’alge`bre(
U(g)/U(g) · h−λ
)h
est commutative.
En particulier dans le cas nilpotent, les orbites sont toujours polarisables19,
l’hypothe`se lagrangienne est e´quivalente au fait que la multiplicite´ de la
repre´sentation L2(G/H,χ) est finie20. On retrouve alors un the´ore`me de Cor-
win & Greenleaf [14]. On en de´duit dans le cas nilpotent, que si l’alge`bre
Sλ est Poisson commutative alors
(
U(g)/U(g) · h−λ
)h
est commutative.
Re´ciproquement d’apre`s le lemme 1, si
(
U(g)/U(g) · h−λ
)h
est commuta-
tive alors la limite classique LC(H0(µ0)) est Poisson commutative. Bien
e´videmment si cette dernie`re alge`bre de Poisson est assez grosse21 on pourrait
en de´duire alors que Sλ est aussi Poisson commutative.
Comparaison avec le vecteur de Penney
Sous les hypothe`ses lagrangiennes ci-dessus, la me´thode des orbites fournit
dans les bons cas un vecteur distribution semi-invariant (dit vecteur de Pen-
ney [44, 45, 18, 27, 28, 29]). Dans les bons cas ce vecteur est aussi un vecteur
propre pour Dλ, ce qui fournit aussi un caracte`re de cette alge`bre.
De´crivons le vecteur de Penney dans la situation unimodulaire et λ = 0
pour simplifier l’expose´. On note B un groupe de Lie connexe d’alge`bre de
19 On peut prendre une polarisation construite par M. Vergne.
20 Ici χ est le caracte`re de diffe´rentielle iλ.
21 Une conjecture raisonnable semble que le corps des fractions de la limite classique
contient Sλ.
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Lie b. On suppose que χf (expB(X)) = e
if(X) de´finit bien un caracte`re22 de
B. On note dG,H et dB,B∩H des mesures invariantes
23 sur G/H et B/B∩H .
Le vecteur de Penney est de´fini par la fonction ge´ne´ralise´e
ΦdG,H 7−→ j∗(ΦdG,H) =
∫
B/B∩H
Φ(b)χf (b)
−1dB,B∩K(b).
Sous l’hypothe`se lagrangienne c’est une section ge´ne´ralise´e propre [44] sous
l’action des ope´rateurs diffe´rentiels invariants Du pour u ∈ (U(g)/U(g) · h)
h.
Ceci fournit donc un caracte`re de cette alge`bre note´ u −→ λf,b(u).
En utilisant le the´ore`me 5 on montre que ce caracte`re vaut aussi la trans-
forme´e de Fourier du symbole transverse et co¨ıncide (dans les bons cas) alors
avec celui construit par le diagramme de bi-quantification24.
4.5 De´pendance par rapport au supple´mentaire et applications
On e´tudie maintenant la de´pendance du produit ⋆
CF
par rapport au choix du
supple´mentaire q.
Formule de changement de base
On fixe un supple´mentaire q0 de h. On choisit (ei) une base de g adapte´e a` la
de´composition h⊕q0, c’est a` dire une base (Ki)i de h et une base (Pa)a de qo.
Faisons choix d’un autre supple´mentaire q1 dont on fixe une base (Qa)a. Sans
perte de ge´ne´ralite´ on peut supposer que la matrice de passage est de la forme
M =
(
I D
0 I
)
Notons D = [V1, . . . , Vp] les colonnes de la matrice D et Vi ∈ h.
On e´crit le bi-vecteur π dans les deux de´compositions et on applique la
proce´dure de transforme´e de Fourier impaire dans les directions normales. On
trouve alors deux poly-vecteurs π̂ et π̂(1) sur la varie´te´ intrinse`que h⊥⊕Πh. La
relation entre les deux poly-vecteurs est la suivante (cf. [13] §1.5). Conside´rons
πM =M
−1[Mei,Mej ]∂e∗
i
∧ ∂e∗
j
.
Alors on aura
π̂(1) = π̂M
22 Ces hypothe`ses d’inte´grabilite´ compliquent la the´orie en ge´ne´ral.
23 En ge´ne´ral de telle mesure n’existe pas, il faut alors travailler sur des fibre´s en
droite, cf. Introduction.
24 Le cas nilpotent sera traite´ dans la the`se de P. Batakidis [9].
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ou` le membre de droite est la transforme´e de Fourier partielle impaire pour
la premie`re de´composition. Par ailleurs le champ de vecteurs sur g∗ de´fini par
v = −Va∂P∗a ve´rifie
25 [v, v]S = 0 et on a la relation
πM = e
adv · π = π + [v, π]S +
1
2
[v, [v, π]]S . (22)
L’action du champ −v sur le bivecteur π correspond au changement de
supple´mentaire.
Controˆle de la de´formation: l’e´le´ment de jauge
Soit t un parame`tre re´el. Je note
πt = e
t adv · π = π + t[v, π] +
t2
2
[v, [v, π]]]
et π̂t sa transforme´e de Fourier partielle pour la de´composition g = h⊕ q0.
Pour t = 0 on trouve π et pour t = 1 on trouve πM. On applique le L∞
quasi-isomorphisme du the´ore`me 2 a` la super-varie´te´ h⊥⊕Πh. Alors µt de´finie
par
µt = U(e
π̂t) = m+
∑
n≥1
ǫn
n!
Un ( π̂t, . . . , π̂t)
est une structure A∞.
La de´rive´e dU π̂t au point π̂t est un morphisme de complexes. On a donc
en de´rivant, une e´quation diffe´rentielle line´aire :
∂µt
∂t
= ǫ dU π̂t ([ v̂, π̂t]SN ) = [dU π̂t ( v̂) , µt]G . (23)
On peut alors traduire cette formule en terme de diagrammes de Kontse-
vich colore´s comme dans §3.2. On placera aux sommets de premie`re espe`ce
le bi-vecteur πt et une fois le vecteur v. Les sommets terrestres rec¸oivent des
fonctions de
(
S(g)/S(g) · h
)
⊗
∧
h∗.
La diffe´rentielle (µt)0, composante de degre´ 0 de µt, ve´rifie en particulier
l’e´quation diffe´rentielle
∂(µt)0
∂t
= [(DUπ̂t(v̂))0 , (µt)0]. (24)
Cette formule dit que les diffe´rentielles (µt)0 sont conjugue´es par un e´le´ment
de type groupe26: c’est l’e´le´ment de jauge. Pour le de´crire, il suffit d’analyser
25 On note [•, •]S le crochet de Schouten-Nijenhuis.
26 C’est la re´solvante de l’e´quation diffe´rentielle.
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tous les graphes qui interviennent dans (DUπ̂t(v̂))0. C’est ce que l’on fait dans
[13] § 5.5. Ce sont les graphes des figures Fig. 4, Fig. 5 et Fig. 6 ou` l’areˆte ∞
de´rive le sommet attache´ au vecteur v. L’areˆte issue de v va soit sur la racine
du graphe, soit sur le sommet terrestre. Il y a donc 4 types de graphes donne´s
par les figures suivantes (Fig. 9, Fig. 10, Fig. 10 et Fig. 12).
V
Fig. 9: Bernoulli ferme´ par v
V
Fig. 10: Roue pure attache´e a` v
De meˆme, la composante de degre´ un (µt)1 ve´rifie l’e´quation
∂(µt)1
∂t
= [(DUπ̂t(v̂))0 , (µt)1] + [(DUπ̂t(v̂))1 , (µt)0]. (25)
Cette e´quation exprime alors que l’e´le´ment de jauge de´finit en cohomologie
un isomorphisme d’alge`bres. En particulier, re´soudre l’e´quation (24) permet
de trouver explicitement l’entrelacement des star-produits pour deux choix de
supple´mentaires.
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VFig. 11: Roue attache´e a` un Bernoulli attache´ a` v
pi[v, ]
pi
[v, [v, pi ]
[v, pi ]
[v, pi ][v, 
V
pi[v, ]
Fig. 12: Graphe de type Bernoulli non ferme´
Exemple du double
Pour illustrer les conse´quences de nos the´ories, examinons le cas des paires
syme´triques (g×g, σ) avec σ(X,Y ) = (Y,X). On a alors k = {(X,X), X ∈ g}.
Ce sont les doubles.
De´formation du supple´mentaire :
On dispose de 3 supple´mentaires invariants naturels,
g− = {(0, 2X) , X ∈ g} p = {(X,−X) , X ∈ g} g+ = {(2X, 0) , X ∈ g}.
L’interpolation est donne´e par la famille a` parame`tre de sous-espaces invari-
ants
{((1 + t)X, (t− 1)X) , X ∈ g}.
Le champ de vecteur v = −Va∂P∗a est donc l’application line´aire qui transforme
(X,−X) ∈ p 7→ −(X,X) ∈ k. Si on note (ei) une base de g, Ki = (ei, ei) et
Pj = (ej ,−ej) alors le bi-vecteur πt prend une forme assez simple
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πt = 2[Ki, Pj ]∂K∗
i
∧ ∂P∗
j
+ [Ki,Kj ]∂K∗
i
∧ ∂K∗
j
+(
[Ki,Kj](1 − t
2) + 2t[Ki, Pj ]
)
∂P∗
i
∧ ∂P∗
j
(26)
E´le´ment de jauge :
Comme (X,−X) et (X,X) commutent l’ope´rateur (DUπ̂t(v̂))0 va se simplifier.
En effet les ope´rateurs diffe´rentiels correspondant aux graphes des Fig. 11
et Fig. 12 seront nuls. Il ne reste alors que les graphes Fig. 9 et Fig. 10.
Le coefficient ve´rifie une condition de syme´trie, il est nul si le nombre de
sommets attache´s a` πt est impair. Au final ces diagrammes correspondent a`
des ope´rateurs diffe´rentiels de symboles
P2n(t)trp
(
ad(X,−X)2n
)
= P2n(t)trg(adX)
2n
avec P2n(t) un polynoˆme en t de degre´ infe´rieur a` 2n. Ce polynoˆme de´pend
de la couleur dans la roue et des coefficients de Kontsevich associe´s, il s’e´crit
sous la forme
P2n(t) =
∑
wΓPΓ (t)
ou` Γ de´crit tous les graphes Fig. 9 et Fig. 10 avec 2n sommets associe´s πt.
Ces polynoˆmes sont sans doute lie´s aux polynoˆmes de Bernoulli, mais nous
n’avons pas pu le ve´rifier.
L’ope´rateur (DUπ̂t(v̂))0 commute a` l’action adjointe, donc l’e´quation de la
diffe´rentielle (24) se re´sout simplement, on trouve (µt)0 = ǫdCE, ce que l’on
savait de´ja` par ailleurs.
Enfin les ope´rateurs (DUπ̂t(v̂))0 forment une famille commutative en t
donc l’e´le´ment de jauge est donne´ par la re´solvante
φt := exp
(∫ t
0
(DUπ̂s(v̂))0 ds.
)
C’est un ope´rateur universel de symbole
φt(X) := exp
(∑
n>0
Q2n+1(t)trg(adX)
2n
)
.
Interpolation du produit :
Regardons le terme de degre´ 1 pour la structure A∞. L’espace h
⊥ s’identifie
aux couples (f,−f) avec f ∈ g∗. Les formes line´aires
(2X, 0) (X,−X) (0, 2X)
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sont identiques sur h⊥. On la note X̂.
Pour t = 0, c’est la situation des paires syme´triques on a donc d’apre`s § 4.2
µt=0
(
eX̂ , eŶ
)
= Edouble((X,−X), (Y,−Y ))e
X̂+Y .
Pour t = 1, c’est la situation des alge`bres de Lie, on a donc [5]
µt=1
(
eX̂ , eŶ
)
= D(2X, 2Y )e
̂1
2
Z(2X,2Y ),
avec Z(X,Y ) la formule de Campbell-Hausdorff et
D(X,Y ) =
j
1/2
g (X)j
1/2
g (Y )
j
1/2
g (Z)
la fonction de densite´ de Duflo. Rappelons que jg(X) = detg
(
sinh adX
2
adX
2
)
.
Pour t = 1, il est facile de calculer la fonction Jg+ que nous avons intro-
duite en § 4.1. En effet, les roues A,B n’ont qu’une seule couleur (+,+). Par
syme´trie on trouve A = B. On a donc
Jg+((2X, 0)) = jg(2X) = det
g
( sinh adX
adX
)
= Jp(X,−X).
La fonction J est donc la meˆme pour ces deux choix de supple´mentaires.
Proposition 2 L’e´le´ment de jauge φ1 vaut 1. Dans le cas du double, le star-
produit ⋆
CF
est trivial sur S(p)k, les e´le´ments k-invariants de S(p).
Preuve: Cet e´le´ment est un isomorphisme pour les alge`bres de re´duction. Pour
t = 0 on trouve S(p)k muni du produit de Rouvie`re qui vaut ⋆
CF
. Pour t = 1
c’est le produit de Duflo-Kontsevich, c’est a` dire la multiplication standard sur
les invariants. Or pour le double quadratique la fonction Edouble vaut 1 [13].
Donc φ1 est un isomorphisme d’alge`bres de S(g)
g pour toute alge`bre quadra-
tique. C’est donc l’identite´ car trg(adX)
2n n’agit pas comme une de´rivation
universelle. Comme φ1 est universel, c’est toujours 1. On en de´duit que l’action
de Edouble sur S(p)
k est triviale, meˆme si g n’est pas quadratique. 
Conjecture de Kashiwara-Vergne :
Plus ge´ne´ralement, comme les formules de quantification dans le cas line´aire
sont toujours des exponentielles on aura pour la composante de degre´ 1 de
notre structure A∞ :
µt
(
eX̂ , eŶ
)
= Et(X,Y )e
̂Zt(X,Y )
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avec Zt(X,Y ) une se´rie de Lie formelle en X,Y a` coefficients polynomiaux
en t.
On dispose donc d’une de´formation de la formule de Campbell-Hausdorff
en la loi additive. On peut alors traduire l’e´quation (25) sur la de´formation. On
compense de´ja` le terme [(DUπ̂t(v̂))0 , (µt)1] en conjuguant par φt(X). Posons
donc
̂Et(X,Y ) = Et(X,Y )
φt(X)
−1φt(Y )
−1
φt(Zt)−1
.
En examinant ce qu’est le terme (DUπ̂t(v̂))1 on se convainc sans difficulte´,
comme dans [42] que l’on est en train de calculer une diffe´rentielle en X et
en Y de la fonction Zt(X,Y ). On trouve un controˆle a` la Kashiwara-Vergne
[21] de la de´formation Zt(X,Y ) (voir [46] pour un re´sume´ de les me´thodes de
Kashiwara-Vergne). On a donc montre´ la the´ore`me suivant.
The´ore`me 7 La de´formation du supple´mentaire produit une de´formation de
Kashiwara-Vergne, c’est a` dire qu’il existe des se´ries de Lie sans termes con-
stants (Ft(X,Y ), Gt(X,Y )) a` coefficients polynomiaux en t, telles que
∂tZt(X,Y ) = [X,Ft(X,Y )] · ∂XZt(X,Y ) + [Y,Gt(X,Y )] · ∂Y Zt(X,Y ) (27)
∂t ̂Et(X,Y ) =
(
[X,Ft(X,Y )] · ∂X + [Y,Gt(X,Y )] · ∂Y
)
̂Et(X,Y ) +
̂Et(X,Y )trg
(
∂XFt ◦ adX + ∂YGt ◦ adY
)
. (28)
Corollaire 3 Si la conjecture Edouble = 1 est vraie, alors la de´formation du
supple´mentaire de´montre la conjecture de Kashiwara-Vergne.
Preuve: En effet, si Edouble = 1 alors le the´ore`me pre´ce´dent fournit une
de´formation a` la Kashiwara-Vergne qui a` les bonnes conditions limites. C’est
a` dire pour t = 0 on a le produit X + Y est pour t = 1 le produit de Duflo.
Comme dans [3, 4, 46] on construit alors une solution de Kashiwara-Vergne.

Remarque finale : Dans [23, 42] les arguments d’homotopie se fondent sur la
de´formation ge´ome´trique re´elle des coefficients wΓ . En regardant les alge`bres
de Lie comme des paires syme´triques, on construit ici une de´formation poly-
nomiale des coefficients, ce qui est bien meilleur. On peut donc espe´rer que
notre de´formation est rationnelle.
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