Abstract. Let KX d be a vector space with basis X d = {x 1 , . . . , x d } over a field K of characteristic 0. One of the main topics of classical invariant theory is the study of the algebra of invariants
Introduction
One of the most intensively studied objects in classical invariant theory is the algebra of invariants of the special linear group SL 2 (C) acting on binary forms. One of the possible noncommutative generalizations is the following. We fix a field K of characteristic 0 and a vector space KX d with basis X d = {x 1 , . . . , x d }, d ≥ 2. We assume that KX d is a module of the special linear group SL 2 (K) isomorphic to a direct sum V k1 ⊕ · · · ⊕ V kr , where V k is the SL 2 (K)-module of binary forms of degree k (and the action of SL 2 (K) on KX d is not trivial, i.e., at least one k i is positive). Then we extend diagonally the action of SL 2 (K) on the relatively free algebra F d (V) freely generated by X d in a variety of (associative, Lie, Jordan, etc.) K-algebras V. The algebra F d (V) SL2(K) is a noncommutative analogue of the "classical" object K[X d ] SL2(K) of polynomial SL 2 (K)-invariants. In the general case when G is an arbitrary subgroup of GL d (K) and V is an arbitrary variety of algebras not too much is known about the algebra of G-invariants
The picture is more or less clear for varieties of associative algebras. For finite groups G see the surveys [13, 9, 17] and for G reductive -the papers [26, 7] . In particular, F d (V)
G is finitely generated for all reductive groups G acting rationally on KX 
of its derived series. If V satisfies the Engel identity, then the celebrated result of Zel'manov [28] gives that V is nilpotent. (The fact that the Engel identity implies that F d (V) is nilpotent with the class of nilpotency depending on d follows from the famous paper by Kostrikin [18] on the Burnside problem.) When V is nilpotent, the algebra F d (V) is finite dimensional. Hence
G is also finite dimensional and therefore finitely generated as a Lie algebra for all groups G. If V contains A 2 , then the canonical homomorphism
G . Hence, concerning the finite generation of F d (V) G , the free metabelian algebra is the key object. If the group G is finite and V contains A 2 , then
G is never finitely generated by [4, 8] . To the best of our knowledge, not too much information is available for F d (V)
G when the group G is not finite. The algebra of invariants F d (V)
G of the group G = U T 2 (K) of unipotent 2 × 2 matrices acting unipotently on KX d was studied in [10, 5] . In particular, when V = A 2 , the algebra F d (A 2 ) UT2(K) is finitely generated if and only if KX d = K 2 ⊕ K d−2 and U T 2 (K) acts canonically on K 2 and trivially on K d−2 . In the present paper we study the algebra
. We show that F d (A 2 ) SL2(K) is finitely generated if and only if KX d ∼ = V 1 ⊕ V 0 ⊕ · · · ⊕ V 0 or KX d ∼ = V 2 as an SL 2 (K)-module (and in the trivial case
One of the main tools in our considerations is the Shmel'kin embedding theorem [23] To see whether F d (A 2 ) SL2(K) is finitely generated, the most difficult part of the proof is to find whether the commutator ideal F d (A 2 ) ′ contains nonzero invariants. For small d it can be established calculating the Hilbert (or Poincaré) series of
But it has turned out that in the general case we have to embed KA d wrKY d into a Poisson algebra and then to use classical results for the existence of sufficiently many invariants of SL 2 (K).
The commutator ideal
. This allows to find explicit sets of generators of the Lie algebra
even if is not finitely generated. In this part our paper may be considered as a continuation of [5] where similar problems were solved for
Finally, we want to mention that the methods for establishing that the algebra
is not finitely generated work also for other relatively free algebras F d (V) and for other groups G.
Preliminaries
In the sequel we fix the base field K of characteristic 0. All vector spaces, algebras, tensor products, etc., will be over K. If R is any algebra generated by the elements r 1 , . . . , r k and I is an ideal of R, we shall denote the generators of the factor algebra R/I with the same symbols r 1 , . . . , r k .
2.1. Free metabelian Lie algebras and abelian wreath products. For a background on varieties of Lie algebras we refer to [2] . We denote by F d the free metabelian Lie algebra
We assume that all Lie commutators are left normed, e.g.,
The algebra F d has a grading
where (F d ) n is the vector subspace of all homogeneous elements of degree n. Similarly, F d is Z d -graded (or multigraded), with grading which counts the degree of each variable x i , i = 1, . . . , d. The Hilbert series of F d is the formal power series defined by
It is well known, see e.g., [8] , that
The consequence of the metabelian identity
where σ is an arbitrary permutation of 3, . . . , k, allows to define an action of the polynomial algebra
One of the main tools in our considerations is the Shmel'kin embedding theorem [23] 
The embedding theorem of Shmel'kin [23] gives that the free metabelian Lie algebra F d is isomorphic to the subalgebra of KA d wrKY d generated by a j +y j , j = 1, . . . , d. In the sequel we identify F d with its copy in KA d wrKY d and assume that 
The free Poisson algebra P (X d ) freely generated by X d can be obtained in the following way. 
be the factor algebra of P (A d , Y d ) modulo the ideal generated by all elements
(i) As a vector space R d has a basis
(ii) As a commutative algebra R d is isomorphic to the factor algebra 
) which has the desired basis, is a Poisson algebra with respect to the anticommutative bracket defined in (iii). In order to verify the Jacobi identity it is sufficient to check the case
Direct verification gives that
Similarly, for the Leibniz rule it is sufficient to check the case [u 1 , u 2 u 3 ] for the same elements u 1 , u 2 , u 3 :
This proves (i), (ii), and (iii). Finally, for the proof of (iv) we see that the commutator ideal of the Lie subalgebra of R d generated by A d and Y d has a basis consisting of all 
can be found e.g., in [11] or [22] . We shall use the Jacobian criterion for k = 2 only (and for any d ≥ 2). For self-completeness we present an elementary proof of the part we need.
We may assume that they depend essentially on all variables
We choose k minimal with this property, and among all such p we choose this of minimal degree with respect to u k . Since f 1 , f 2 are algebraically independent, we have that k > 0. We take the partial derivatives of p(f 1 , f 2 , x 1 , . . . , x k ) with respect to x k and x k+1 :
Since ∂f 1 /∂x k and ∂f 2 /∂x k are equal, respectively, to
. . , u k ) and this is a contradiction. Hence k = 0, i.e., f 1 and f 2 are algebraically dependent.
] considered as elements of the free Poisson algebra P (X d ), then, see e.g., [22] ,
An analogue for any f 1 , f 2 ∈ P (X d ) was established in [21] . We cannot apply directly this result for the algebra R d defined in the previous subsection because it is a homomorphic image of the free Poisson algebra. We believe that the following proposition is of independent interest because it allows, starting from two polynomials in commuting variables, to construct elements with prescribed properties in the free metabelian Lie algebra.
is different from zero and belongs to the commutator ideal
Hence, as in the case of the free Poisson algebra, for any polynomials
We apply this equality for
, then the coordinates of a i are equal to 0 and we obtain a homogeneous linear system
Since f 2 (Y d ) = 0, at least one partial derivative if nonzero. Let, for example, ∂f 2 /∂y d = 0. Subtracting the last row of the system multiplied by (∂f 2 /∂y i )/(∂f 2 /∂y d ) from the i-th row, we obtain an equivalent system with a matrix
Since f 2 (Y d ) = 0, the rank of the matrix is ≥ d − 1. Since the system has a nonzero solution ∂f 2 /∂y j = ∂f 1 /∂y j , j = 1, . . . , d, the rank is d − 1. Hence all solutions of the system are
which contradicts with the algebraic independence of f 1 (Y ) and f 2 (Y ). Clearly, the form of the element
is a Lie element and belongs to F ′ d . 2.4. Invariant theory of the special linear group. All necessary information on representation theory of the special linear group SL 2 (K) and the general linear group GL 2 (K) and on invariant theory of SL 2 (K) can be found in many books, see e.g., [24, 27] . For a background on symmetric functions see, e.g., [19] . In our considerations we combine ideas of De Concini, Eisenbud, Procesi [6] and for the noncommutative generalizations -of Almkvist, Dicks, Formanek [1] , see [3] for details. Every rational representation ρ : 
where V k is the vector space of the bilinear forms of degree k. We fix a basis Ξ k = {ξ 0 , ξ 1 , . . . , ξ k } of V k and define the action of GL 2 (K) as follows. Let
If K 2 is the vector space with basis {e 1 , e 2 } and the canonical action of GL 2 (K)
g(e 1 ) = g 11 e 1 + g 21 e 2 , g(e 2 ) = g 12 e 1 + g 22 e 2 , then the action of g on the polynomial functions f :
In particular, the action on the coordinate functions is
Hence
and we define g(ξ j ) = ξ ′ j , j = 0, 1, . . . , k. Example 2.4. We shall describe the action of the matrix
In the above expression the summation is the same as for l = i + j = 0, 1, . . . , k, j = 0, 1, . . . , i + j = l, and we obtain
Hence the action of g 1 on ξ l is defined by
Similarly, the action of
If KX d is isomorphic to a direct sum V k1 ⊕ · · · ⊕ V kr , we may change linearly the variables and assume that the bases of the
The following statement is a part of classical invariant theory, see [15, p. 318 Proposition 2.5. Let KX k+1 = V k be the SL 2 (K)-module of the binary forms of degree k. Then the transcendence degree on the algebra of invariants
Example 2.6. The following cases are well known for more than 100 years, see [14] . They can be seen directly computing the Hilbert series of the algebra of invariants and checking that the given elements are SL 2 (K)-invariants (see the comments below).
where the two copies of V 1 are generated by x 1 , x 2 and
We use the same notation ρ k and V k , respectively, for the polynomial representation of GL 2 (K) and the corresponding GL 2 (K)-module of the binary forms of degree k. As in the case of rational representations of SL 2 (K), every polynomial representation of GL 2 (K) is a direct sum of irreducible representations. Every irreducible representation is of the form det l ⊗ ρ k , where det : GL 2 (K) → K is defined by det : g → det(g), g ∈ GL 2 (K). Clearly, the representation det l ⊗ ρ k is the same as the representation indexed by the partition (k + l, l). If the representation ρ :
i.e., KX d = V k1 ⊕ · · · ⊕ V kr , we extend the action of SL 2 (K) to the action of GL 2 (K). Then we extend this action diagonally on the polynomial algebra
The homogeneous component
where the nonnegative integer m n (k, l) is the multiplicity of det
The following well known lemma, see e.g., [6] describes the SL 2 (K)-and U T 2 (K)-invariants of polynomial GL 2 (K)-modules.
The above lemma implies that the homogeneous component
and the Hilbert series of
The element v 0 is equal up to a multiplicative constant to the element w kl ∈ det l ⊗V k from Lemma 2.7. The corresponding character of
where
is the Schur function. This defines a Z 2 -grading (or bigrading) on det l ⊗ V k and hence on K[X d ]. The Hilbert series of K[X d ] which counts both this bigrading and the usual grading is
The Hilbert series
are related in the following way. If {x j , x j+1 , . . . , x j+ki } is the basis of V ki , we replace the variables z j , z j+1 , . . . , z j+ki , respectively, with t ki 1 z, t
There are many methods to compute the Hilbert series of
We have chosen the following. We define the multiplicity series of
which is the generating function of the multiplicities m n (k, l) of the irreducible
, t, u, z) which does not depend on t and
we have used the methods in [3] which origin from classical work of Elliott [12] and MacMahon [20] . But it is much easier to verify that the formal power series
z). It is sufficient to see whether
In the sequel we shall also need partial cases of the Young rule and rules for symmetric and skew-symmetric tensor squares. The proofs can be found, respectively, in [19] and [25] .
Lemma 2.8. (i)
The tensor product of the GL 2 (K)-modules V k and V m , k ≥ m, decomposes as
(ii) The symmetric tensor square of the
if k = 2m is even and
Remark 2.9. Let v be an element of the polynomial GL 2 (K)-module V . In order to check that v is SL 2 (K)-invariant it is not necessary to check that g(v) = v for all g ∈ SL 2 (K). It is well known that it is enough to see this only for the matrices g 1 and g 2 from Example 2.4. The matrices g 1 and g 2 are unitriangular. Hence the matrices g i − 1, i = 1, 2, act as nilpotent operators on V and the logarithm This verification is much simpler than the checking that g i (f ) = f , i = 1, 2. Similar arguments work for the tensor algebra on V (which is isomorphic to the free associative algebra K V ), for the free Lie algebra on V , etc.
Example 2.10. Consider the element
This element is bihomogeneous of degree (k, k). Direct verification shows that g 1 (w) = g 2 (w) = w (or, equivalently, w belongs to the kernel of the derivations log(g 1 ) and log(g 2 ) of the tensor algebra on V k ). Hence w belongs to (V k ⊗V k )
SL2(K)
and, in the notation of Lemma 2.8 (i), generates the irreducible GL 2 (K)-component det k ⊗V 0 . By Lemma 2.8 (ii) and (iii), when k = 2m is even, w = 0 in the symmetric square V 2m ⊗ sym V 2m . When k = 2m + 1 is odd, w = 0 in V 2m+1 ⊗ skew V 2m+1 .
We identify V k and KX k+1 . Then the symmetric tensor square V 2m ⊗ sym V 2m may be identifies with the GL 2 (K)-module of the homogeneous quadratic polynomials in K[X 2m+1 ]. Similarly, we may consider the elements of the skew-symmetric tensor square V 2m+1 ⊗ skew V 2m+1 as homogeneous elements of second degree in the metabelian Lie algebra F 2m+2 . In this way we obtain the SL 2 (K)-invariants
2.5. Noncommutative invariant theory for arbitrary groups. Let V be a variety of K-algebras. We shall assume that V is a variety of Lie algebras. Since the base field K is of characteristic 0, and hence infinite, the relatively free algebra
Then the algebra of G-invariants is
The following lemma is well known, see e.g., [10, Proposition 4.2] for the case of varieties of associative algebras.
Lemma 2.11. Let V and W be two varieties of algebras and
As a result of the dichotomy of the varieties of Lie algebras (either V contains A 2 or V satisfies the Engel identity and is nilpotent), the G-invariants of the free metabelian Lie algebra are the key object in the study of the finite generation of
G . We give a couple of cases when the algebra
G is not finitely generated. We shall assume that GL d (K) acts in the same way on the vector spaces KX d , KA d , and 
G is not finitely generated.
Proof. Since the algebra 
G and complete the proof.
G be greater than 1. Then the Lie algebra
Proof. Since transc.deg(K[X d ] G ) > 1, the algebra contains two algebraically independent homogeneous invariants f 1 and f 2 . Then the element
G . Now the proof follows from Lemma 2.12.
Finally, computing the Hilbert series of the SL 2 (K)-invariants of the free metabelian Lie algebra F d , we may apply exactly the same methods as for the 
the multiplicity series
and the Hilbert series
. See [5] where such computations were performed for the multiplicity series of F d .
Infinite generation of the metabelian invariants of the special linear group
In this section we assume that SL 2 (K) acts rationally on the vector space KX d and
where V k is the SL 2 (K)-module of binary forms of degree k. When necessary we extend the SL 2 (K)-action to GL 2 (K). If V ′ is an SL 2 (K)-submodule of KX d we assume that it is spanned by a subset of X d . We denote by F d the free metabelian Lie algebra generated by X d .
Following our agreement, if KX d has an SL 2 (K)-invariant subspace we may assume that it has a basis {x k+1 , . . . , x d } and its complement has a basis {x 1 , . . . , x k }. Then the subalgebra of
We shall derive an analogue of this fact for the algebra F
SL2(K) d
which shows how to obtain the generators of F
if we know the generators of F
. The proof is based on a similar statement for the algebra of U T 2 (K)-invariants from [5] . We shall work in the Poisson algebra
Clearly, the unitary associative subalgebra of R d generated by X d is isomorphic to the polynomial algebra
Let {v i | i ∈ I} and {u j | j ∈ J} be, respectively, homogeneous bases of (F
Proof. We consider the group U T 2 (K) as a subgroup of SL 2 (K), both groups acting on KX d . Hence U T 2 (K) acts unitriangularly on the irreducible
coincide, respectively, with the algebras of constants (i.e., the kernels)
and F . We translate it in the language of our paper. Let {v i | i ∈ I} and {u j | j ∈ J} be, respectively, homogeneous bases of (F UT2(K) with the property that the bidegrees of v i and u j are equal to (p i , p i ) and (q j , q j ), respectively. But this condition simply means that
To complete the proof it is sufficient to see that 
Proof. As a vector space F d = F e ⊕ ker(ν). Since both F e and ker(ν) are SL 2 (K)-modules, it is clear that every
(which depends on the variables X e only) and an SL 2 (K)-invariant f ′′ ∈ ker(ν) (and f ′′ is a linear combination of commutators which depend essentially on the other variables x e+1 , . . . ,
Our strategy to determine whether the algebra F
is finitely generated will be the following. We shall describe the cases when F
SL2(K) k+1
is not finitely generated and KX k+1 ∼ = V k is an irreducible SL 2 (K)-module. We shall show that this holds if and only if k > 2. In view of the above Lemma 3.2, this will imply that F
SL2(K) d
is never finitely generated if KX d contains a submodule V k , k > 2. By similar arguments we shall eliminate the cases when KX d contains a submodule isomorphic to V 2 ⊕ V k , k = 0, 1, 2, and V 1 ⊕ V 1 . In all other cases, namely when d = 3 and
is finitely generated.
is not finitely generated.
Proof. The group SL 2 (K) does not fix any nonzero element of V k because k ≥ 3, If k ≥ 4 we use Proposition 2.5 which gives that the transcendence degree of
SL2(K) is equal to k − 2 ≥ 2 and by Proposition 2.13 the algebra F
SL2(K) k+1
is not finitely generated. If k = 3 we shall apply Lemma 2.12. Since the transcendence degree of
is given in Example 2.10. for k ≥ 3 odd. In order to apply Lemma 2.12 we need an SL 2 (K)-invariant polynomial of positive degree. For this purpose we may take the discriminant. Recall that if θ 1 , . . . , θ k are the zeros of the polynomial applying Proposition 2.3. 
is the one-dimensional vector space spanned by the commutator [x 2 , x 1 ]. By induction, we assume that the Lie algebra F
is generated by [x 2 , x 1 ], x 3 , . . . , x d−1 and has a basis consisting of all commutators 
where t = t 1 , u = t 1 t 2 . Since the Hilbert series of F
is obtained from the Hilbert series of F UT2(K) 3 substituting t = 0 and u = 1, we obtain that
, z) = 0, and hence F
Proof. If KX d ∼ = V i ⊕ V j , we assume that V i and V j have bases {x 1 , . . . , x i+1 } and {x i+2 , . . . , x i+j+2 }, respectively. First, we shall construct nonzero elements in (F 
Applying Remark 2.9 we see that
. Since x 4 is an SL 2 (K)-invariant, applying Proposition 3.1 we obtain the nonzero element
from Example 2.10 we can obtain the nonzero SL 2 (K)-invariant
By Example 2.6 in all four cases we have
= 0 in the cases (i), (iii) and (iv), by Lemma 2.12 we conclude that the algebra F
SL2(K) d
is not finitely generated. Let us assume that in the case (ii) the algebra F
is finitely generated. Since KX
is generated by x 4 and a finite number of elements u 1 , . . . ,
contains the infinite sequence of elements
and for sufficiently large m these elements cannot be expressed as linear combinations of u i ad n x 4 . Again,
The following theorem is one of the main results of the paper. Proof. Let KX d ∼ = V k1 ⊕ · · · ⊕ V kr . We may assume that k 1 ≥ · · · ≥ k r . By Lemmas 3.5 and 3.6 the algebra F
is finitely generated in the cases KX d ∼ = V 1 ⊕ V 0 ⊕ · · · ⊕ V 0 and KX d ∼ = V 2 . Hence we have to show that in the cases (i) k 1 ≥ 3; (ii) k 1 = 2, r ≥ 2; (iii) k 1 = k 2 = 1 the algebra F
is not finitely generated. Applying Lemma 3.2 we reduce the considerations to the following three cases:
(i ′ ) KX d ∼ = V k , k ≥ 3. By Lemma 3.3 the algebra F
(ii ′ ) KX d ∼ = V 2 ⊕ V i , i = 0, 1, 2. Now we apply Lemma 3.7.
(iii ′ ) KX d ∼ = V 1 ⊕ V 1 . We apply Lemma 3.7 again and complete the proof of the theorem.
Explicit invariants in small dimensions
In this section we compute the explicit generators of the finitely generated SL2(K) is spanned by the elements v · f n , n ≥ 0, forming an infinite set of generators of (F ′ 4 ) SL2(K) as an algebra.
