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ABSTRACT 
For an arbitrary asymmetric nonnegative n X n matrix A we identify a pair of 
symmetric matrices whose largest eigenvalues bound the spectral radius of A. 
Furthermore, we show that these bounding matrices are best possible by characteriz- 
ing matrices A which attain equality with either the upper or the lower bounding 
matrix. The lower bound may be extended to some matrices with negative entries 
provided they have no negative cycles. 
INTRODUCTION 
For an arbitrary asymmetric nonnegative n x n matrix A we shall identify 
a pair of symmetric matrices whose spectral radii (largest eigenvalues) bound 
the spectral radius of A. Furthermore, we shall show that these bounding 
matrices are best possible by characterizing matrices A which attain equality 
with either the upper or the lower bounding matrices. The upper bound has 
been noted previously by Levinger [8]; see also [l, Exercise 6.51. The lower 
bound is believed to be new and was inspired by a conjecture of Frederick 
Goodman which posed a more restrictive hypothesis than the present theo- 
rem. 
The spectral radius p(A) is the maximum magnitude IX,] of any eigen- 
value. The Perron-Frobenius theorem [4,5,9] guarantees that any nonnegative 
matrix has an eigenvalue X, of maximum magnitude that is real and positive 
so that X, = p(A). We assume the other eigenvalues are labeled so that 
xi > Iha] > . . . > 1X,1. We shall use * to represent the elementwise product 
of two matrices, so that the i, j entry of A * B is a ijbij. Similarly, when B 
has no zero entries, we write A + B for the elementwise quotient of A over B. 
Thus, the i, j entry of A t B is aij/bij. As is common practice, J denotes 
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the matrix whose entries are all 1’s. Using Af to denote the transpose of A, 
we define two symmetric matrices associated with A. Let S = $( A + A’), and 
let G be the unique nonnegative matrix such that G * G = A * A’. (Note that 
G is undefined if aija ji < 0 for some i and j.) Curiously, the entry sij = sji is 
the arithmetic mean of aij and a ji, while the entry gij = g ji is the geometric 
mean. Our goal is to demonstrate that p(G) < p(A) < p(S). 
REMAFX. Most readers will recognize S as a symmetric matrix intro- 
duced in most elementary linear algebra texts. A common exercise is to show 
that any matrix can be written uniquely as the sum of a symmetric matrix S 
and a skew-symmetric matrix i(A - A’). A similar result holds for the 
elementwise product provided we define Zi to be *skew-symmetric if K * Kt 
= J. In other words, a *skew-symmetric matrix has + l’s on the diagonal and 
reciprocal entries in positions, i, j and j, i. The analogous decomposition 
theorem now has a hypothesis, since the elementwise quotient must be well 
defined. 
LEMMA 1. If A has only positive entries, then A can be written uniquely 
as A = G * K where G is positive and symmetric and K is positive and 
*skew-symmetric. 
Proof. Define G as above, so that G * G = A * A’, and define K so that 
K * K = A + At. The result is immediate. n 
BOUNDS ON THE SPECTRAL RADIUS 
We shall use a graph theoretic point of view in our discussion of the main 
theorem. The nonnegative matrix A will be associated with a weighted 
directed graph D (for brevity, called a digraph). That is, the entry uij is 
represented by an arc going from vertex vi to vi. We write w( vivj) = aij to 
denote the weight of arc vivj. The reverse arc has weight w(vjvj) = uji. 
Entries of 0 are associated with absent arcs, while the diagonal entry uii 
requires a loop at vi. A walk W of length k is a sequence vOvlvZ.. . vk with 
each vi_ ivi being an arc of D. Let W-’ denote the reversal of W, that is, 
w-i = VkVk_ 1.. . ViV@ The weight of a walk w(W) is the product of the 
weights of the arcs in W. A cycle C = v1v2.. . vkvl of length k is a closed walk 
with its k vertices distinct. For our purposes, cycles of length 1 and 2 are 
admissible. A cycle is called balanced if w(C) = w(C’). Thus, cycles of 
length 1 and 2 are trivially balanced, but the balance of longer cycles depends 
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on the weights that are present. Digraph D and its associated matrix A are 
called balanced if every cycle is balanced. Matrix A is called reducible if a 
permutation matrix P exists such that 
P’AP = 0) 
has square blocks on the diagonal and a k X (n - k) block of O’s above the 
diagonal. This amounts to saying that upon a suitable relabeling of the 
vertices (defined by P), the digraph D has no arc pointing from any of 
the first k vertices to any of the last n - k vertices. The matrix A is 
irreducible if no permutation produces such a block of 0’s. In D this means 
every vertex can be reached by a directed walk starting from any other vertex. 
Such a digraph is usually called strongly connected. When A is reducible, we 
may further reduce each of the diagonal blocks of P’AP until each is 
irreducible. The resulting blocks of A are called the strong components of D. 
Two vertices within the same strong component are mutually reachable, but 
for vertices chosen from different strong components, at least one cannot be 
reached from the other. Sometimes neither can be reached from the other. 
The eigenvalues of A are the union of the eigenvalues of the strong compo- 
nents of D. In particular, the spectral radius of A is the maximum spectral 
radius of any strong component. 
The symmetric matrix G gives rise to an undirected weighted graph 
(which may have loops). Although it is an abuse of notation to use the same 
letter for two purposes, we shall call this graph G as well. It will be clear from 
context whether G stands for the graph or its matrix. 
THEOREM 2. Zf A is any nonnegative matrix and G * G = A * A’, then 
the spectral radius p(A) is bounded by 
Furthermore, if D has at least one strong component with maximum spectral 
radius that happens to be balanced, then p(G)= p(A). Similarly, p(A) 
equals the upper bound if A and A’ possess a common positive eigenvector U 
with common eigenvalue p(A). 
Proof. We begin by proving the theorem in the case when D is strongly 
connected. First, we shall consider the upper bound due to Levinger. Let 
A, = p(A) have an eigenvector U whose coordinates are all positive, as 
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guaranteed by the Perron-Frobenius theorem [5]. Since AG = X,6, we may 
transpose to find XrU” = U’A”. Now, 
= A,UF. (3) 
Since +(A + At) is symmetric, the Rayleigh quotient (e.g. see [3]) assures that 
A, 6 &(A + A’)) as desired. Moreover, equality is attained if and only if V is 
an eigenvector of &A + A’). Since U is already an eigenvector of A, equality 
occurs if and only if V is also an eigenvector of A’. 
To demonstrate the lower bound, we use the well-known fact that the 
trace of Ak gives the sum of the weights of all closed walks of length k in D. 
Letting C,(D) denote the collection of such walks, we have 
tr(Ak)= c w(W). 
w E c,(n) 
(4 
But since each walk is the reversal of precisely one walk (possibly itself), we 
may also write 
tr(Ak) = w E$(Djw(Wel). (5) 
k 
Consequently, 
2tr(Ak)= C [w(W)+20(Wp1)]. 
w =G(D) 
(6) 
Now the arithmetic-geometric mean inequality tells us that w(W)+ w( W- ‘) 
>2 w(W)w(W-l). For W=v,v,~~~v,v,, wehave 
w(w)+ w(w-l) 2 2 ifllw~vivi+l~w~vi+lvi~) 
i 
l/2 
7 (7) 
where we view v k + r as or. But w(v~v~+~)w(v~+~v~) is precisely the weight 
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of edge ui ui + r in G. Thus, each bracketed term in (6) is at least twice w(W) 
in G. That is, 
2tr( Ak) > c 2w(W) = 2tr(Gk). (8) 
w = C,(G) 
Since G is symmetric, its eigenvalues are real, and we denote them ~1 r > p2 > 
. . . >, p,. Divide (8) by 2 and insert eigenvalue sums to get 
NOW IAil < Xl, and the terms on the right are nonnegative provided k is 
even, so 
Since n is fixed, taking kth roots and letting k approach infinity yields 
Xra~i, or o(A)>p(G). 
To show that equality occurs when A is balanced, we need to verify that 
when every cycle of A is balanced, so is every closed walk. If W has no 
repeated vertices, it is in fact a cycle and so it is balanced. On the other hand, 
if some zji = vi, then W can be split into W, = vivi+r.. . vi and W, = 
vivs... vivjvj+r...vkvl. By induction, each of these shorter walks is bal- 
anced, and thus, so is W. Now since w(W) = w( W-l), it follows that in this 
instance the arithmetic mean equals the geometric mean and so each closed 
walk has the same weight in G as in D, even though the weights of individual 
arcs have been changed. Thus, 
t X:=tr(Ak)= c w(W)= c w(W)=tr(Gk)= ip:. 
i=l WECk(D) w=c,(c) i=l 
(11) 
Now it is well known (see [lo] for details) that the coefficients in the 
characteristic polynomial of A can be recovered via Newton’s recurrence 
fromthevaluestr(Ak)fork=1,2,..., n. Therefore Equation (11) implies that 
G and A are in fact cospectral with pLi = Xi for all i. In particular we have 
p(A) = p(G) whenever A is balanced. 
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To remove the hypothesis of strong connectivity, we apply the above 
argument to each strong component of D. The inequality (2) is obtained upon 
realizing that the spectral radius of any matrix is the maximum spectral radius 
of its strong components. The upper bound may still be attained if A and At 
have a common eigenvector V whose common eigenvalue is X,, but now we 
can only assert that 5 is nonnegative. However, the existence of such a vector 
does not guarantee that the bound is attained. For the lower bound, each 
balanced strong component A, will have its spectral radius equal to that of 
Gi. Thus, if at least one strong component of D with maximum radius is 
balanced, then p(A) = p(G). n 
REMARK. The converse to this last statement is almost surely true, but I 
have been unable to provide a rigorous proof. I leave this as: 
CONJECTURE 3. Zfp(G)=p(A), then D must have a balanced strong 
component with maximum spectral radius. 
The lower bound in Theorem 2 was inspired by a conjecture made by 
Frederick M. Goodman. He considered nonnegative matrices in which for all 
i, j, either a i ja ji = 1 or a jj = a ji = 0. He conjectured that for such matrices 
p(A) 2 p(G). Theorem 2 confirms that he was correct, but notice that his 
restrictions on the pairs of symmetricahy placed entries is unnecessary. 
The theorem yields the unexpected bonus of determining p(A) exactly 
from the lower bound p(G) whenever A has a balanced strong component of 
maximum radius. But it is rather discouraging to contemplate checking every 
cycle for balance. We provide three lemmas that ease considerably the burden 
of testing for balance. Since we need to consider a cycle’s weight in several 
matrices, let wA(C) denote the weight of directed cycle C in matrix A. 
LEMMA 4. A cycle C is balanced in A if and only if C is balanced in 
A + G if and only if W,_.(C)= 1. 
Proof. Since G is symmetric, it is automatically balanced. Evidently 
w, + &C) = wA(C)/wG(C) and wA -G (C-i)= wA(C1)/wG(C1). Since we 
have already noted that the denominators are equal, it follows that C is 
balanced in A if and only if C is balanced in A + G. Moreover, for any cycle 
w&&)w&C(c-l)= wA(c)wA(c-l) = 1 
%WY . 
(12) 
ThusCisbalancedinAtGifandonlyifw(C)=w(C-’)=l. n 
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We have been working with a concept of positive weights on arcs, so that 
the weight of a walk is the product of the weights of its arcs. By using 
logarithms, we can convert to an additive notion of weight. Define s( uiuj) = 
log w( oiuDi). The “logweight” s(v~u~) may be positive or negative. The 
logweight of a walk is the sum of the logweights of its arcs. A cycle of A is 
balanced if and only if C and its reversal have the same logweight. This is 
equivalent to saying C has logweight equal to 0 in A + G. We summarize this 
as: 
LEMMA 5. A cycle C is balanced in A and in A + G using multiplicative 
weights w(vivj) if and only if C is balanced in A and in A + G using 
additive logweights s(vivj) if and only if the sum of the logweights on C in 
A + G is 0. 
The multiplicative weights w were natural for the purposes of Theorem 2, 
but for the next lemma it is convenient to work with the additive weights s. 
The ultimate conclusions can be converted immediately from one system to 
the other. We shall also need the concept of the cycle space and a cycle basis 
of a directed graph. Associated with a strongly connected digraph D with n 
vertices and q arcs, we consider a vector space V over R of dimension q. 
Each q-tuple in V can be viewed as a set of coordinates on the arcs of D. A 
directed cycle C corresponds to a vector with coordinate 1 on each arc of C 
and 0 elsewhere. The subspace U spanned by the collection of all cycles is 
called the cycle space of D. For more details about the cycle space of D see 
[2,7]. In particular, it happens that a basis for the cycle space (called a cycle 
basis) must have q - n + 1 vectors. We define a weight vector a whose 
coordinate on arc uivj is the logweight s(uivj). To find the weight of cycle C 
we simply form its inner product with u. In particular, C is balanced in 
A + G if and only if (C, a) = 0. The concept of additive balance and its 
relation to a cycle basis was previously examined by Meigu Guan [6] in the 
context of the “windy postman problem.” The following lemma was asserted 
there without proof. 
LEMMA 6. Every cycle of V is balunced if and only if every vector in 
some cycle basis is balanced. 
Proof. The forward direction is easy. Since the cycle space is defined as 
the subspace spanned by all cycles, each vector y in a cycle basis must be a 
linear combination of cycles, y = Ca iCi. By linearity, (y, a) = Ca i( Ci, u ) = 0. 
The reverse direction is similar. If yi, ya,. . . , yk form a basis, then C = &yi. 
Again, if the yi’s are balanced, then so is C. H 
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Although logweights were used in this proof, Lemma 5 allows the result to 
carry over to the original multiplicative weights. These lemmas dramatically 
reduce the effort required to test for balance. While a strong digraph may 
have exponentially many directed cycles, a cycle basis has only q - n + 1 
vectors. We illustrate the theorem and lemmas with an example. 
EXAMPLE. Estimate the spectral radius of the matrix: 
A= (13) 
The digraph D has 5 vertices and 18 arcs in 9 symmetric pairs. The 
symmetric matrix G is given by 
G= 
0 1 1 2 2 
1 0 1 2 2 
1 1 0 2 2 
2 2 2 0 0 
2 2 2 0 0 
(14) 
But since G has constant row sums, it is clear that p(G) = 6 < p(A). Starting 
with a spanning tree in the form of a star centered at ol, we find a cycle basis 
consisting of the nine 2-cycles and the five 3cycles containing ol. Since 
2cycles are automatically balanced, we need only examine the five 3cycles, 
which also happen to be balanced. Thus, p(A) = p(G) = 6. Of course, p(A) 
can be determined directly by a lengthy computation that finds the eigenvec- 
tor (2,1,2/a, fi, 6)‘. 
BOUNDS ON ARBITRARY MATRICES 
Theorem 2 was stated for nonnegative matrices. A matrix with negative 
entries leads to negative weights w. Nevertheless, if it happens that every 
cycle has positive weight (i.e. contains an even number of negative arcs), the 
lower bound of Theorem 2 still holds. 
SPECTRAL RADIUS BOUNDS 265 
COROLLARY 7. lf every cycle of A has positive weight and G * G = 
A * A’, then p(G) < p(A). Furthermore, if A has a balanced strong compo- 
nent with maximum spectral radius, then p(G) = p(A). 
The proof of this follows the argument used in the proof of Theorem 2. 
Indeed, the lower bound of the theorem could have been stated in this 
stronger form. However, we chose to present the form that we did because 
nonnegative matrices are the most plausible setting in which to apply the 
theorem and because we wanted to stress the analogy with the upper bound. 
Observe that the upper bound cannot hold in general. For example, when K 
is skew-symmetric, i(K + K ‘) = 0 cannot be an upper bound for p(K). 
The author wishes to thank Charles Johnson for correcting an error in the 
original draft of this article. 
REFERENCES 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
A. Berman and R. J. Plemmons, Nonnegative Matrices in the Mathematical 
Sciences, Academic, New York, 1979. 
J. A. Bondy and U. S. R. Murty, Graph Theory with Applications, North 
Holland, New York, 1976. 
L. Collatz and U. Sinogotitz, Spektren endlicher Grafen, Abh. Math. Sem. 
Univ. Hamburg 21:63-77 (1957). 
6. Frobenius, iiber Matrizen aus nicht negativen Elementen, Sitzungsber. 
Akad. Wiss. Berlin, 1912, pp. 456-477. 
F. R. Gantmacher, Applications of the Theory of Matrices, Vol. II, Interscience, 
New York, 1959. 
Meigu Guan, On the windy postman problem, Technical Report, Dept. of 
Combinatories and Optimization, Univ. of Waterloo, 1982. 
F. Harary, Graph Theory, Addison-Wesley, Reading, Mass., 1969. 
B. W. Levinger, An inequality for nonnegative matrices, Notices Amer. Math. 
Sot. 17:260 (1970). 
0. Perron, Zur Theorie der Matrizen, Math. Ann. 64:248-263 (1907). 
A. J. Schwenk, Spectral reconstruction problems, in Topics in Graph Z’heury 
(F. Harary, Ed.); Ann. N.Y. Acud. Sci. 328 (1979), 183-189. 
Received 26 September 1984; revised 1 March 1985 
