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3次元脳MRIを用いた CBIRにおける
解釈性の高い低次元表現の獲得





MRI images taken at the time of diagnosis of neurological diseases are stored in a database together with
corresponding medical data, and it is desirable to utilize these big data as a diagnostic aid in the future.
The key to this is the search technology, which is currently based on text strings and is dependent on the
experience of the radiologist. In order to solve this problem, several efforts has been made to construct CBIR
systems that can search by inputting images, but these have not yet been realized. Especially, appropriate
feature extraction is considered to be important. We have proposed a feature extraction method that
achieves a compression ratio of 1/4096 while preserving disease features, but we could not confirm the
effectiveness of the method in terms of interpretability, which is important for diagnostic support. In order
to achieve feature extraction in which the acquired low-dimensional representation preserves information
related to a specific brain region, we trained with the constraint that each dimension is generated according
to an independent data distribution, and confirmed that the obtained low-dimensional representation has
high interpretability under specific conditions.
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1. はじめに




























的に特徴量抽出を行う Convolutional Neural Networks
(CNN) の有用性が評価されており，これを 3 次元脳
MRI 画像に導入しアルツハイマー病を予測するための
分類タスクにおいて医師の精度を上回る精度を達成し
た 3D-CNN がある [1]．また，Autoencoders (AE) に
よって得られた特徴量は CBIR に適していると考えら
れている [2]．特に新井らは 3D-CNN を次元削減を行
うための AE に取り込み CBIR のための特徴抽出機と
して拡張した 3D-CAE を用い，重要な医療情報をある


























CNN は画像認識に特化した Neural Network で通
常の Neural Network に加えて複数の Convolution
層と Pooling 層を含んでいるアーキテクチャであり，
3D-CNN はこれを 3 次元画像を入力として拡張したも
のである．Convolution 層はM ×M ×M 画素の入力
に対し，H ×H ×H 画素のフィルタの各要素 hとの積
和演算を行った結果を特徴マップとして出力する．通常
フィルタは複数チャンネル用意され，l 番目あるフィル
タに対する特徴マップの各要素 u は l 番目のフィルタ
に対するバイアス項 b を考慮にいれ次のように定義さ
れる．入力とフィルタの画素はそれぞれインデックス















域の最大値をとる Max Pooling や平均をとる Average
Poolingなどがある．M×M×M 画素の l番目のマップ
のある画素を中心にしてH×H×H の正方領域をとり，
















る．活性化関数としては Sigmoid 関数 f (x) = 11+e−x







Network である．エンコーダの操作を F として中間
表現を y = F (x) のように示すとき，デコーダの操
作 F ′ を用いて中間表現 y を入力と同じ次元まで復号
し x′ = F ′ (y) を得る．入力 x と復号結果 x′ の mean
squered error (MSE)を Loss関数 EMSE (x)として最
小化することで，データの特徴を保持しつつ圧縮された
中間表現を獲得できる．
EMSE (x) = (x− x′)
2 (3)
(4) 3D-CAE
3D-CAEは前述した 3D-CNNを AEに取り込み 3次












x を生成する確率的なデコーダを p(x|z) と表し，その
尤度を最大化したい．しかし，p(x)を直接求めることは
難しいため新たに q(z|x)を考える．q(z|x)は確率的な
エンコーダであり z について積分すると 1 になるため
p(x)は次のように式変形できる．

























= DKL[q(z | x)∥p(z | x)]
+
∫












q(z | x) log p(x | z)dz
−
∫

























プリングされた ϵ ∼ N (0, I)を用いて次のように示すこ
とができる．















構築することができる．唯一 VAE が CAE の構造と異
なるのは低次元表現を獲得するエンコーダの最終層が 2




及び σを推定する．学習では µ = 0，σ = 1となるよう
に制約をかけるが，同時に入力 xがエンコードされて得




















MRI 画像はまず共同研究先の Johns Hopkins Uni-
versity の放射線科より提供される MRI Cloud*2 にて
処理を行った．これによって頭蓋骨の除去と Affine 変
換による位置補正，体積補正が適用される．2 に MRI
Cloud による脳領域抽出の様子を示す．MRI Cloud の
処理後の画像サイズは 181× 217× 181pixelsであるが，
効率的に機械学習処理を適用するため低解像度変換を


















を使用しており，VAE の KL ダイバージェンスに関す



























































cross varidation を適用し，5 回の試行の平均を算出し
た．結果を 1に示す．
表 1: 低次元表現をスペクトラルクラスタリングして CN と
ADを分類した結果
精度 (%)
圧縮方法 近傍 N = 3 近傍 N = 5
CAE 53.0 (± 2.2) 60.6 (± 1.9)



















5. CN と AD に関する領域に変化が現れているか
どうかを再構成された画像から目視によって確認
する．
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