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Abstract
The Lagrange–Poincare´ equations for the mechanical system de-
scribing the motion of a scalar particle on a Riemannian manifold with
a given free and isometric action of a compact Lie group is obtained.
In an arising principle fibre bundle, the total space of which serves as
a configuration space of the considered mechanical system, the local
description of the reduced motion is done in terms of dependent coor-
dinates. In obtaining of the equations we use the variational principle
developed by Poincare´ for the mechanical systems with a symmetry.
1 Introduction
The main methods used at present for the study of mechanical systems with
symmetries are based on the reduction theory [1, 2]. The theory gives us a
necessary instrument for revealing an existing internal motion in the original
system. This is achieved by “removing” symmetry out of the system which
leads to a new mechanical system defined on the reduced space.
In the reduction theory, the dynamical behaviour of the system is de-
scribed with the help of the Lagrange–Poincare´ equations (the reduced Euler–
Lagrange equations) [3]. In this system of equation consisting of two equa-
tions, the first equation, known as the “horizontal equation”, represents the
local evolution given on the reduced space. The second equation is related to
∗E-mail adress: storchak@ihep.ru
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the local evolution of the group variable (or more precisely, to the evolution
of the variable in the Lie algebra of the symmetry group.)
The study of the reduction in mechanical systems, in addition to their
own interests, are motivated by the possibility to use the obtained methods
in other dynamic systems, for example, such as those that are associated
with the mechanics of fluids, with the various field-theoretical models and
etc. Of course, it should be done with some care since we are trying to apply
the methods obtained for the finite-dimensional systems to the systems with
infinite-dimensional degrees of freedom.
As for the field theory, we are very interested in methods borrowed from
the finite-dimensional dynamical systems which can be used to study the
reduction in the various models of gauge fields.
It is known that in mechanics there is a simple finite-dimensional dy-
namical system which can serve for this purpose. This system represents a
classical motion of the scalar particle on a smooth (compact) Riemannian
manifold on which a free proper the isometric smooth action of the (com-
pact) Lie group is given. Due to the symmetry, the configuration space of
this mechanical system, an original Riemannian manifold, can be viewed as
the total space of the principal fibre bundle. This principal bundle carries
the natural connection known by the name of the “mechanical” connection.
Although the Lagrange–Poincare´ equations for this system have been
obtained earlier in [4, 5], but one of the main questions, which is important
for the gauge field theories, was not considered in this paper. The question
is related to the description of the evolution of the system in the reduced
space. In gauge theory, the evolution of the gauge fields on the orbit space
(on the base of the principal bundle) can not be represented explicitly. This
evolution is described with the help of the dependent coordinates given on
appropriate gauge surface. (This surface is determined by a chosen gauge.)
However, in the cited papers the possibility of using dependent coordi-
nates in the Lagrange–Poincare´ equations was not considered. Note that
in the equations of Lagrange-Poincare´ obtained for field theories in [6], this
aspect of the reduced evolution also was not investigated.
In this paper, our aim is to clarify the issues arising in a local description
of the reduced motion in terms of the dependent coordinates in a mechanical
systems with a symmetry and to get the Lagrange–Poincare´ equations for
the mechanical system which is mentioned above. In obtaining of this equa-
tions we are based on the variational methods developed by Poincare´ for the
mechanical systems with a symmetry.
The plan of the paper is as follows. In Section 2 we give a short introduc-
tion into the geometry of our problem. Section 3 is devoted to the derivation
of the Lagrange–Poincare´ equations. In the last Section we discuss the ob-
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tained result together with some of it possible applications. In Appendix we
derive the relation between the partial derivatives of the velocities and the
deformations that are necessary for the variational calculus.
2 The principle fibre bundle coordinates
We consider a motion of scalar particle on a smooth (compact) finite-dimensional
Riemannian manifold P. It is assumed that there is a free, proper, isomet-
ric and smooth action of a compact Lie group G on this manifold. This
right action can be written in coordinates as Q˜A = FA(QB, aα), where
QA, A = 1, . . . , NP , are the coordinates given on P and a
α, α = 1 . . .NG ,
are the coordinates of a group element.
From the general theory it follows that the original manifold P has struc-
ture of the total space of a principal bundle pi : P → P/G = M . This means
that one can introduce the local coordinates connected with the coordinates
of the fibre bundle on the original manifold P. To perform this we will follow
to the methods given in our papers [7–10]. These methods are generalization
of those that have been proposed for finite-dimensional systems in [11] and
gauge field theories in [12].
In accordance with these methods the coordinates can be introduced
as follows. The bundle coordinates are given by the use of the local sec-
tions, which in our case are determined by a local “gauge” surface Σ, a
local submanifold of P. The submanifold Σ is given by a set of equations
χα(Q) = 0, α = 1, . . .NG . It is required that this local submanifold has
a transversal intersection with the orbits of the group G in P. The set of
the coordinates QA, A = 1, . . . , NP , satisfying the equations χ
α(Q) = 0 are
called the dependent coordinates. They are denoted by Q∗A (that is, we have
χα(Q∗) = 0).
The dependent coordinates Q∗A together with the group coordinates aα
are used to set the coordinates of an arbitrary point p given on the principal
bundle. If a point p has a coordinates QA, then the coordinates aα(Q) are
determined from the equation
χα(FA(Q, a−1(Q))) = 0.
After that, the coordinates Q∗A(Q) can be found by moving the point p to
the submanifold Σ : Q∗A = FA(Q, a−1(Q)).
Note that since the trivial principal bundle Σ× G → Σ is locally isomor-
phic to the principal fibre bundle P (M,G), we can also use the dependent
coordinates Q∗A for description of the motion given on the orbit space M.
3
The interconnection between the coordinates QA and (Q∗A, aα) for the
same point gives us a rule by which we can perform the replacement of the
coordinates on the original manifold P. As a consequence of this replacement
we have the following transformation of the coordinate vector fields:
∂
∂QB
= FCB (F (Q
∗, a), a−1)NAC (Q
∗)
∂
∂Q∗A
+FEB (F (Q
∗, a), a−1)χµE(Q
∗)(Φ−1)βµ(Q
∗)v¯αβ (a)
∂
∂aα
.
Here FCB (Q, a) ≡
∂FC
∂QB
(Q, a), χµE ≡
∂χµ
∂QE
(Q), (Φ−1)βµ(Q) – the matrix which is
inverse to the Faddeev – Popov matrix:
(Φ)βµ(Q) = K
A
µ (Q)
∂χβ(Q)
∂QA
(Kµ are the Killing vector fields for the Riemannian metric GAB(Q)), the
matrix v¯αβ (a) is the inverse of the matrix u¯
α
β(a). (u¯
α
β(a) and u
α
β(a) are the
auxiliary functions for the group G.)
NAC is the projection operator (N
A
BN
B
C = N
A
C ) onto the subspace which is
orthogonal to the Killing vector field subspace:
NAC (Q) = δ
A
C −K
A
α (Q)(Φ
−1)αµ(Q)χ
µ
C(Q).
Being restricted to the submanifold Σ, it is equal to NAC (Q
∗).
After performing the replacement of the coordinates to a new coordinate
basis ( ∂
∂Q∗A
, ∂
∂aα
), we come, as in [10], to the following representation for the
original metric GAB(Q) of the manifold P:
G˜AB(Q
∗, a) =
(
GCD(Q
∗)(P⊥)
C
A(P⊥)
D
B GCD(Q
∗)(P⊥)
D
AK
C
µ u¯
µ
α(a)
GCD(Q
∗)(P⊥)
C
AK
D
ν u¯
ν
β(a) γµν(Q
∗)u¯µα(a)u¯
ν
β(a)
)
,
(1)
where GCD(Q
∗) ≡ GCD(F (Q
∗, e)), (e is an identity element of the group G),
γµν is the metric given on the orbit of the group action. It is defined by
the following relation γµν = K
A
µGABK
B
ν . P⊥ is a projection operator on the
tangent plane to the submanifold Σ given by the gauges χ:
(P⊥)
A
B = δ
A
B − χ
α
B(χχ
⊤)−1βα(χ
⊤)Aβ .
Here (χ⊤)Aβ is a transposed matrix to the matrix χ
ν
B:
(χ⊤)Aµ = G
ABγµνχ
ν
B γµν = K
A
µGABK
B
ν .
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The above projection operators have the following properties:
(P⊥)
A˜
BN
C
A˜
= (P⊥)
C
B, N
A˜
B (P⊥)
C
A˜
= NCB .
Note that in the formula (1), KAµ and (P⊥)
A
B are given on Σ.
The pseudoinverse matrix G˜AB(Q∗, a) to matrix (1) is as follows:
(
GEFNCEN
D
F G
SDNCS χ
µ
D(Φ
−1)νµv¯
σ
ν
GCBχγC(Φ
−1)βγN
D
B v¯
α
β G
CBχγC(Φ
−1)βγχ
µ
B(Φ
−1)νµv¯
α
β v¯
σ
ν
)
, (2)
where v¯σν ≡ v¯
σ
ν (a) and other components depend on Q
∗.
The pseudoinversion of G˜BC means that
G˜ABG˜BC =
(
(P⊥)
C
B 0
0 δαβ
)
.
3 The Lagrangian in the horizontal lift basis
We assume that the considered mechanical system has an invariant La-
grangian which in local coordinates QA can be written as follows:
L =
1
2
GAB(Q)Q˙
AQ˙B − V (Q), (3)
where GAB(Q) is an invariant metric (under the action of the group G) and
V is an invariant potential: V (F (Q, a)) = V (Q).
The replacement of the coordinatesQA for (Q∗B, aα), withQA = FA(Q∗B, aα),
leads to the transformation of the velocities Q˙A(t):
Q˙A(t) ≡
dQA
dt
= FAC (P⊥)
C
D
dQ∗D
dt
+ FAα
daα
dt
.
We note that as an operator, the vector field ∂
∂Q∗A
is defined in its action on
functions by the rule
∂
∂Q∗A
ϕ(Q∗) = (P⊥)
D
A(Q
∗)
∂ϕ(Q)
∂QD
∣∣∣∣
Q=Q∗
.
Since FAα = F
A
CK
C
β u¯
β
α, we can rewrite the right-hand side of the expression
for Q˙A(t) to get
Q˙A(t) = FAC
(
(P⊥)
C
D
dQ∗D
dt
+KCβ (Q
∗) u¯βα(a)
daα
dt
)
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= FAC
(dQ∗C
dt
+KCβ (Q
∗) u¯βα(a)
daα
dt
)
.
The last transition has been made by means of the identity (P⊥)
C
D
dQ∗D
dt
=
dQ∗C
dt
. The identity is due to the fact that the velocity vector belongs to the
tangent plate to the surface Σ.
As a result of the replacement of the coordinates we come to the following
representation for the Lagrangian:
L =
1
2
GCD(Q
∗)
(dQ∗C
dt
+KCµ u¯
µ
α(a)
daα
dt
)(dQ∗D
dt
+KDν u¯
ν
β(a)
daβ
dt
)
− V (Q∗).
(4)
Before proceeding to the derivation of the Lagrange–Poincare´ equations, we
have to make another replacement of the coordinate vector fields on the
manifold P. Namely, we change the basis vector fields ( ∂
∂Q∗A
, ∂
∂aα
) for the
horizontal lift basis (HA, Lα) introduced in [13] as a generalisation of the
diagonal lift basis used in [14].
In a new basis, Lα = v
µ
α(a)
∂
∂aµ
are the left-invariant vector fields with the
the commutation relations
[Lα, Lβ] = c
γ
αβLγ ,
where the cγαβ are the structure constants of the group G
The horizontal vector fields HA are determined as follows
HA = N
E
A (Q
∗)
(
∂
∂Q∗E
− A˜ αE Lα
)
,
where A˜ αE (Q
∗, a) = ρ¯αµ(a)A
µ
E (Q
∗). The matrix ρ¯αµ is inverse to the matrix
ρβα of the adjoint representation of the group G, and A
ν
P = γ
νµKRµ GRP is the
mechanical connection defined in our principal fiber bundle P (M,G).
The commutation relation of the horizontal vector fields
[HC , HD] = (Λ
γ
CN
P
D − Λ
γ
DN
P
C )K
S
γP HS −N
E
CN
P
D F˜
α
EPLα,
with ΛγD = (Φ
−1)γµ χ
µ
D, the curvature F˜
α
EP of the connection A˜ , which is
given by
F˜αEP =
∂
∂Q∗E
A˜
α
P −
∂
∂Q∗P
A˜
α
E + c
α
νσ A˜
ν
E A˜
σ
P ,
(F˜αEP (Q
∗, a) = ρ¯αµ(a)F
µ
EP (Q
∗) ), can be rewritten as the commutation rela-
tions of the nonholonomic basis:
[HC , HD] = C
A
CDHA + C
α
CDLα (5)
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with the structure constants
C
A
CD = (Λ
γ
CK
A
γD − Λ
γ
DK
A
γC) (6)
and
C
α
CD = −N
S
CN
P
D F˜
α
SP . (7)
In our basis (HA, Lα), Lα commutes with HA :
[HA, Lα] = 0.
And the metric (1) has the following diagonal representation:
GˇAB =
(
GHAB 0
0 γ˜αβ
)
, (8)
where the “horizontal metric” GH is defined by the projection operator ΠAB =
δAB −K
A
µ γ
µνKDν GDB as follows: G
H
DC = Π
D˜
D Π
C˜
C GD˜C˜ .
Note that the projection operator ΠAB satisfies the properties: Π
A
LN
L
C =
ΠAC and Π
L
BN
A
L = N
A
B .
The pseudoinverse matrix GˇAB to the matrix GˇBC is defined by the fol-
lowing orthogonality condition:
GˇABGˇBC =
(
NAC 0
0 δαβ
)
,
and can be written as
GˇAB =
(
GEFNAEN
B
F 0
0 γ˜αβ
)
.
It can be shown that in the horizontal lift basis (HA, Lα), the Lagrangian
(4) becomes
Lˆ =
1
2
GHCD ω
CωD +
1
2
γ˜µνω
µων − V, (9)
where we have introduced the following variables connected with the veloci-
ties:
ωE = (P⊥)
E
B
dQ∗B
dt
=
dQ∗E
dt
(10)
and
ωα = uασ
daσ
dt
+ ωDA˜ αD . (11)
Note also that
daβ
dt
= vβα ω
α − ωDvβα A˜
α
D .
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4 The relationship between partial derivatives
of velocities and deformations in the Poincare´
variational principle
The variational principle proposed Poincare´ for mechanical systems is to use
the variations of paths that are associated with independent vector fields
provided they exist on the configuration space. It is important that vector
fields may also be nonholonomic vector fields.
For example, suppose we have the vector fields v1, . . . , vn on a some
smooth manifold. And these (nonholonomic) vector fields form a basis. Then,
the commutator of the vector fields is expanded over this basis: [vi, vj ] =
ckij(q)vk. If we have a some smooth path q(t) on the considered manifold,
then the time derivative of a smooth function f , given on this path q(t), can
be presented as
df(q(t))
dt
=
∂f
∂qi
dqi
dt
=
∑
i
vi(f)ω
i,
where vi(f) is the directional derivative of f along the vector field vi. The
variables ωi are called the quasi-velocities, as they are linear functions of the
velocities vi.
Then, as is done in the usual calculus of variations, it is necessary to
introduce the deformation q(u, t) of the path q(t). (These deformations have
the standard properties. For the variations with the fixed ends, they are
given, for example, in [17].) But now the derivative of the function given on
the deformation is calculated in accordance with the following formula
∂f(q(u, t))
∂u
=
∑
i
vi(f)w
i(u, t),
where the introduced variations wi(u, t) are independent within the time
interval [t1, t2] which is used for consideration of thevariational problem. And
at the ends of the time interval, they satisfy wk(u, t1) = 0 and w
k(u, t2) = 0.
The variation of the functional F (q(t)) in this variational calculus is de-
fined as usual, i.e., as
δF =
dF (q(u, t))
du
∣∣∣
u=0
.
In our case, we are given two sets of the basis vector fields, {HA} and
{Lα}, and we know that vector fields of these sets are independent between
themselves: [HA, Lα] = 0. So, we can apply the Poincare´ variational principle
to the action functional
S =
∫ t2
t1
Lˆ dt, (12)
8
where the Lagrangian Lˆ is given by (9).
Before applying this variational principle to the functional (12), it is nec-
essary to find relationship between the derivations of the velocities ωA and
ωα that are in the Lagrangian (9) and the variations wA and wα.
They are follow from the expansion of the time-derivative of the function
f(Q∗, a) in the horizontal lift basis:
df(Q∗, a)
dt
= (P⊥)
E
B
dQ∗B
dt
HE(f) + (P⊥)
D′
B A˜
α
D′ Lα(f)
dQ∗B
dt
+
∂f
∂aα
daα
dt
= ωEHE(f) + ω
αLα(f), (13)
where ωE and ωα are as in (10) and (11), correspondingly, and by HE(f) we
denote the action of the vector field HE on the function f . A similar notation
is used for Lα(f).
First we consider the relation between the derivatives of the functions ωA
and the variations wA. Taking f = Q∗A in (13), we get
dQ∗A(t)
dt
= ωEHAE (Q
∗(t)),
where
HAE (Q
∗) ≡ HE(Q
∗A) = NAE (Q
∗).
The previous equality for the time derivative of Q∗ can be generalized to
a similar equality for the deformation Q∗A(u, t) of the path Q∗A(t):
dQ∗A(u, t)
dt
= HE(Q
∗A(u, t))ωE(Q∗(u, t)). (14)
On the other hand, for the partial derivative of Q∗A(u, t) with respect to
u, we suppose the following equation:
∂Q∗A(u, t)
∂u
= HE(Q
∗A(u, t))wE(Q∗(u, t)), (15)
where we have introduced the variation wE(Q∗(u, t)).
Now taking the partial derivative of (14) with respect to u, we obtain
∂
∂u
dQ∗A(u, t)
dt
=
∂HAE (Q
∗)
∂Q∗B
∂Q∗B
∂u
ωE +HAE
∂ωE(Q∗(u, t))
∂u
=
∂HAE
∂Q∗B
HBP w
PωE +HAE
∂ωE
∂u
. (16)
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But if we peform the differentiation of (15) with respect to t, we get
∂
∂t
dQ∗A(u, t)
du
=
∂HAE (Q
∗)
∂Q∗B
HBP ω
PwE +HAE
∂wE
∂t
. (17)
Since (16) and (17) are equal, then from their equality we obtain the following
equation:
( ∂HAE
∂Q∗B
HBP −
∂HAP
∂Q∗B
HBE
)
ωEwP +HAE′
∂ωE
′
∂u
−HAE′
∂wE
′
∂t
= 0.
Taking into account the commutation relation between HA and HB (5), and
the expressions for the structure constants (6) and (7), we come to the fol-
lowing equation:
HAR
(∂ωR
∂u
−
∂wR
∂t
+ CRPE
)
= 0. (18)
(Note that HAR coinsides with the projection operator N
A
R (Q
∗).)
The second equation connecting the derivatives of ωα and the variations
wα can be obtained in the Appendix A. It is the equation (A.5) and looks as
follows:
∂ωβ
∂u
=
∂wβ
∂t
+ cβα′µ ω
α′wµ +NCEN
C′
P F˜
β
C′C ω
EwP .
Now we can proceed to derivation of the Lagrange-Poincare´ equations.
5 The Lagrange-Poincare´ equation
To obtain the equations of motions by means of the variational principle from
an action functional it is necessary to replace the paths in the Lagrangian by
their deformations and then to calculate the variation of the action functional.
At first we must to calculate the derivative of the functional S with respect
to the variable that is connected with the deformation of the paths. For the
functional (12) with the Lagrangian (9), this derivative is given as follows:
dS
du
=
∫ t2
t1
( ∂Lˆ
∂ωC′
∂ωC
′
∂u
+
∂Lˆ
∂ωµ′
∂ωµ
′
∂u
+
∂Lˆ
∂Q∗B
∂Q∗B
∂u
+
∂Lˆ
∂aα
∂aα
∂u
)
dt. (19)
In (19) the first term in the integrand can be rewritten as
∂Lˆ
∂ωC′
∂ωC
′
∂u
= GHCD ω
D∂ω
C
∂u
.
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Our next transformation of this term consists in replacing the partial deriva-
tive of ω with respect to u for the partial derivative of the variation w with
respect to t. For this we make use of the previously obtained equation (18)
NC
′
C
∂ωC
∂u
= NC
′
C
∂wC
∂t
+NC
′
C C
C
EP ω
EwP ,
which we multiply by GHC′D. Because of the identity G
H
CEN
E
K = G
H
CK we will
have
GHCD
∂ωC
∂u
= GHCD
(∂wC
∂t
+ CCEP ω
EwP
)
.
Therefore, using this expression for the first term in the integral (19) and
integrating it by parts, we obtain
(
GHCD ω
D wC
)∣∣∣t2
t1
−
∫ t2
t1
( d
dt
(
GHCD ω
D
)
wC −GHCD ω
D CCEP ω
EwP
)
dt.
This can also be rewritten as follows:
(
GHCD ω
D wC
)∣∣∣t2
t1
−
∫ t2
t1
( d
dt
( ∂Lˆ
∂ωC
)
−
∂Lˆ
∂ωP
CPEC ω
E
)
wCdt.
Similarly, the second term can be transformed by the following way
∂Lˆ
∂ωα
∂ωα
∂u
= γ˜αǫω
ǫ
(∂wα
∂t
+ cανµ ω
νwµ +NCEN
C′
P F˜
α
C′C ω
EwP
)
.
Here we have used the equation (A.5). Substituting such a representation in
the integral, and then integrating it by parts, we will have
γ˜αǫω
ǫwα
∣∣∣t2
t1
+
∫ t2
t1
(
−
d
dt
(
γ˜αǫω
ǫ
)
wα+ γ˜αǫω
ǫ(cανµ ω
νwµ+NCEN
C′
P F˜
α
C′C ω
EwP )
)
dt.
= γ˜αǫω
ǫwα
∣∣∣t2
t1
+
∫ t2
t1
(
−
d
dt
( ∂Lˆ
∂ωα
)
wα+
∂Lˆ
∂ωα
(cανµ ω
νwµ+NCEN
C′
P F˜
α
C′C ω
EwP )
)
dt
The last terms in the integrand of (19) can be transformed as
∂Lˆ
∂Q∗B
∂Q∗B
∂u
+
∂Lˆ
∂aα
∂aα
∂u
=
∂Lˆ
∂Q∗B
NBEw
E +
∂Lˆ
∂aα
(
HE(a
α)wE + Lβ(a
α)wβ
)
.
Since
HE(a
α) = −NCE A˜
β
Cv
α
β , Lβ(a
α) = vαβ ,
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the last terms can also be written as follows:
HE(Lˆ)w
E + Lα(Lˆ)w
α.
Because of the independence of the variations wE and wα we come to the
system of two equations, the Lagrange-Poincare´ equations. The first of the
equations, the horizontal equation (after an appropriate changing the nota-
tion of the indices) is given by
−
d
dt
( ∂Lˆ
∂ωE
)
+
∂Lˆ
∂ωP
CPCE ω
C +
∂Lˆ
∂ωα
NC
′
E F˜
α
C′B ω
B +HE(Lˆ) = 0. (20)
Here we have used the identity NBP ω
P = ωB.
The second of the Lagrange-Poincare´ equation, the “vertical” equation,
is as follows:
−
d
dt
( ∂Lˆ
∂ωα
)
+
∂Lˆ
∂ωµ
cµνα ω
ν + Lα(Lˆ) = 0. (21)
These equations can be rewritten in more explicit form:
−
d
dt
(
GHEDω
D
)
+ CRCEG
H
RDω
DωC + γ˜αβ ω
βNBE F˜
α
BA ω
A +HE(Lˆ) = 0 (22)
and
−
d
dt
(γ˜αβω
β) + cµναγ˜µβ ω
βων + Lα(Lˆ) = 0. (23)
It remains to calculate the HE(Lˆ)-terms in the obtained equations. We
recall that the horizontal vector field HE is HE = N
S
E(Q
∗)
(
∂
∂Q∗S
− A˜ αS Lα
)
.
Its action on our Lagrangian Lˆ is given by
HE(Lˆ) =
1
2
NSE
∂
∂Q∗S
(GHAB)ω
AωB +
1
2
NSE
∂
∂Q∗S
(γ˜νǫ)ω
νωǫ
−
1
2
NSEA˜
α
S Lα(γ˜νǫ)ω
νωǫ −NSE
∂
∂Q∗S
(V (Q∗)). (24)
First note that the second and the third terms of HE(Lˆ) can be rewritten as
1
2
NSE(D˜Sγ˜νǫ)ω
νωǫ = −
1
2
NSE(DSγ
κσ)γασρ
α
ǫ γκβρ
β
ν ω
νωǫ.
Then we rewrite the equation (22) in the following form:
−GHED
d
dt
ωD−
d
dt
(
GHED
)
ωD+CRCEG
H
RDω
DωC+γ˜αβ ω
βNBE F˜
α
BA ω
A+HE(Lˆ) = 0.
(25)
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Note that the derivation of GHED with respect to time can be performed in
accordance with the following rule:
d
dt
(
GHED(Q
∗)
)
= (P⊥)
M
S
(∂GHED(Q)
∂QM
)∣∣∣
Q=Q∗
ωS =
∂GHED
∂Q∗M
ωM .
(Also note that here we have used the identity (P⊥)
M
S ω
S = ωM .)
The first term of HE(Lˆ) can be presented as
NSE
∂
∂Q∗S
(1
2
GHABω
AωB
)
=
1
2
NSE(P⊥)
M
S
∂GHAB(Q)
∂QM
∣∣∣
Q=Q∗
ωAωB
=
1
2
NME
∂GHAB
∂Q∗M
ωAωB.
We combine it with the term of horizontal equation (25) which contains the
derivative with respect to time of GHED:
(−GHED,Mω
MωD +
1
2
NME G
H
AB,Mω
AωB),
or
(−GHEA,B +
1
2
NME G
H
AB,M)ω
AωB.
But
NME G
H
MA,B = G
H
EA,B −K
M
α Λ
α
E G
H
MA,B.
So
GHEA,B = N
M
E G
H
MA,B +K
M
α Λ
α
EG
H
MA,B.
Using this representation for GHEA,B, we come to
−
(
NME (
1
2
)(GHMA,B +G
H
MB,A −G
H
AB,M) +K
M
α Λ
α
EG
H
MA,B
)
ωAωB,
or
−
(
NME G
H
MP
HΓPAB +K
M
α Λ
α
EG
H
MA,B
)
ωAωB.
Notice that the second term of this expression is mutually concealed with
the “CRCE - term” of (25). It can be done as follows.
The two terms can be rewritten as
(GHRAC
R
BE −K
M
α Λ
α
E G
H
MA,B)ω
AωB.
Because of ΛγBω
B = 0,
CRBEω
AωB = (ΛγBK
R
γE − Λ
γ
EK
R
γB)ω
AωB = −ΛγEK
R
γBω
AωB.
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And we come to
ΛγE(−G
H
RAK
R
γB −K
R
γ G
H
RA,B)ω
AωB.
If one takes the partial derivative of the following equality
KRγ G
H
RA = 0,
one obtains
∂
∂Q∗B
(KRγ G
H
RA) = (P⊥)
S
B(K
R
γSG
H
RA +K
R
γ G
H
RA,S) = 0.
Since (P⊥)
S
Bω
B = ωS, it follows that
KRγ G
H
RA,Sω
S = −KRγSG
H
RAω
S,
and we have
ΛγE(−G
H
RAK
R
γB +K
R
γBG
H
RA)ω
AωB = 0.
As a result of our transformation we get
−GHED
d
dt
ωD −NME G
H
MP
HΓPAB ω
AωB + γ˜αβ ω
βNBE F˜
α
BA ω
A
−
1
2
NSE(DSγ
κσ)γασρ
α
ǫ γκβρ
β
ν ω
νωǫ −NSE
∂
∂Q∗S
V (Q∗) = 0.
Multiplying this equation byGL
′ENLL′ and using the identities G
L′EGHED =
ΠL
′
D and Π
L′
DN
L
L′ = N
L
D, we obtain
−NLD
( d
dt
ωD + HΓDAB ω
AωB +GDENBE γ˜αβ ω
βF˜αAB ω
A
+
1
2
GDENSE(DSγ
κσ)γασρ
α
ǫ γκβρ
β
ν ω
νωǫ +GDENSE
∂
∂Q∗S
V
)
= 0. (26)
In this equation it is convenient to introduce a new variable pσ instead of ω
ν:
pσ = γασρ
α
ǫ ω
ǫ.
Then the obtained equation is rewritten as
−NLD
( d
dt
ωD + HΓDAB ω
AωB +GDENBEF
µ
AB pµ ω
AωB+
+
1
2
GDENSE(DSγ
κσ)pκpσ +G
DENSE
∂
∂Q∗S
V (Q∗)
)
= 0. (27)
The second Lagrange-Poincare´ equation is
−
d
dt
(γ˜αǫω
ǫ) + cµνα γ˜µǫω
ǫων + Lα(Lˆ) = 0,
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in which
Lα(Lˆ) =
1
2
(cµαν γ˜µǫ + c
µ
αǫγ˜νµ)ω
νωǫ = cµαν γ˜µǫ ω
νωǫ.
It follows that the second term of the equation cancels the third one.
The first term can be rewritten as follows:
d
dt
(ρναpν) = ρ
ν
α
d
dt
pν +
∂ρνα
∂aµ
(daµ
dt
)
pν .
But
daµ
dt
= vµσω
σ − ωCA˜ κC v
µ
κ .
Substituting this expression for da
µ
dt
, we get
ρνα
d
dt
pν + v
µ
σ
∂ρνα
∂aµ
ωσpν − v
µ
κ
∂ρνα
∂aµ
A˜
κ
Cω
Cpν = 0.
In this equation, we have Lσ(ρ
ν
α) = c
ϕ
σαρ
ν
ϕ and c
ϕ
σαρ
ν
ϕ = c
ν
ǫδρ
δ
αρ
ǫ
σ. So we can
multiply the equation by ρ¯αβ to obtain
d
dt
pβ + c
ν
ǫβρ
ǫ
σω
σpν − c
ν
ǫβρ
ǫ
κA˜
κ
Cω
Cpν = 0.
The equation may be rewritten in the final following form:
d
dt
pβ + c
ν
ǫβγ
ǫϕpϕpν − c
ν
µβA
µ
C ω
Cpν = 0. (28)
Thus, the Lagrange-Poincare´ equations for our Lagrangian (9) are given by
the horizontal equation (27) and the vertical equation (28).
As an important consequence of the obtained equations are the equations
for the relative equilibrium:
GDENLDN
S
E
(1
2
(DSγ
κσ)pκpσ +
∂
∂Q∗S
V (Q∗)
)
= 0,
cνǫβγ
ǫϕpϕpν = 0. (29)
6 Conclusion
We have obtained the local Lagrange-Poincareˆ equations defined in some
chart of the principle fibre bundle. If the principle bundle is a trivial one,
these equations may be considered as a global equations. In general, to
determine the equations on the whole manifold it is necessary to know how
they are changed under the transition from one chart to another.
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Earlier, these equations were derived in our paper [18] as the geodesic
equations in the horizontal lift basis on a manifold. The horizontal equations
of this paper coinsides with the one from our previous work, but the vertical
equations are slightly differed. This is connected with the different defini-
tion of the variable p. The previous definition was without the mechanical
connection.
Note that the horizontal Lagrange-Poincareˆ equation is known by the
nameWong’s equation [19] in physical literature. But in reduction theory, the
mechanical connection in the Lagrange-Poincareˆ equations is not an arbitrary
as in the Wong’s equations, but is determined by the geometry of the reduced
problem. Therefore, it would be interested in to study the questions related
to the behaviour of the Lagrange-Poincareˆ equation in fields theories.
Note also that generalization of the equation of the relative equilibrium
to the field-theoretical equations could be useful for studies of the possible
stable configurations that can be used in perturbative calculations.
Appendix A
Relationship between derivatives of velocities
ωα and variations wα
The velocity daα/dt can be expressed in terms of the vector fields of the
horizontal lift basis:
daα
dt
= ωEHE(a
α) + ωβ
′
Lβ′(a
α),
where
HE(a
α) = −NCE A˜
β′
C v
α
β′, A˜
β
C (Q
∗, a) = ρ¯βµ(a)A
µ
C (Q
∗),
and Lµ(a
β) = vβµ .
(Note that we have the following action of the vector field Lα on the
matrix of the adjoint representation of the group Lie: Lµ ρ¯
ν
ǫ (a) = −c
ν
µκ ρ¯
κ
ǫ (a).)
The velocities of deformations aα(u, t) of the path aα(t) have a similar
expansion over the basis (HA, Lα), which is taken now on deformed paths:
daα(u, t)
dt
= HE(a
α(u, t))ωE(Q∗(u, t)) + Lβ′(a
α(u, t))ωβ
′
(Q∗(u, t), a(u, t)).
(A.1)
Assuming the same structure for the partial derivative of aα(u, t) with
respect to u and introducing the variations, instead of the velocities ωA and
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ωβ, we write this partial derivative of aα as
∂aα(u, t)
∂u
= HE(a
α(u, t))wE(Q∗(u, t)) + Lβ′(a
α(u, t))wβ
′
(Q∗(u, t), a(u, t)).
(A.2)
Taking the partial derivative of (A.1) with respect of u, we get
∂
∂u
daα
dt
=
∂HE(a
α)
∂Q∗B
HBP (Q
∗)wPωE +
∂HE(a
α)
∂aβ
(
HP (a
β)wP + Lα′(a
β)wα
′
)
ωE
+HE(a
α)
∂ωE
∂u
+
∂Lα′(a
α)
∂aβ
(
HP (a
β)wP + Lµ(a
β)wµ
)
ωα
′
+ Lµ(a
α)
∂ωµ
∂u
. (A.3)
The partial derivative of (A.2) with respect to t gives us
d
dt
∂aα
∂u
=
∂HP (a
α)
∂Q∗B
HBE (Q
∗)ωEwP +
∂HP (a
α)
∂aβ
(
HE(a
β)ωE + Lµ(a
β)ωµ
)
wP
+HE(a
α)
∂wE
∂t
+
∂Lµ(a
α)
∂aβ
(
HP (a
β)ωP + Lα′(a
β)ωα
′
)
wµ + Lµ(a
α)
∂wµ
∂t
. (A.4)
The equality of (A.3) and (A.4) leads us to the following equation:
(
HBP (Q
∗)
∂HE(a
α)
∂Q∗B
−HBE (Q
∗)
∂HP (a
α)
∂Q∗B
)
ωEwP
+
(
HP (a
β)
∂HE(a
α)
∂aβ
−HE(a
β)
∂HP (a
α)
∂aβ
)
ωEwP
+
∂HE(a
α)
∂aβ
Lµ(a
β)(wµωE − ωµwE) +
(
HE(a
α)
∂ωE
∂u
−HE(a
α)
∂wE
∂t
)
+
(
HP (a
β)
∂Lα′(a
α)
∂aβ
wPωα
′
−HP (a
β)
∂Lµ(a
α)
∂aβ
ωPwµ
)
+
∂Lα′(a
α)
∂aβ
Lµ(a
β)wµωα
′
−
∂Lµ(a
α)
∂aβ
Lα′(a
β)ωα
′
wµ
+Lµ(a
α)
∂ωµ
∂u
− Lµ(a
α)
∂wµ
∂t
.
After fulfilling the corresponding changes, these nine terms of the obtained
equation can be rewritten to give
1+2
NCEN
C′
P F˜
β
CC′ v
α
β ω
EwP +
(
NCE
∂
∂Q∗C
(
NC
′
P
)
A˜
β
C′ −N
C′
P
∂
∂Q∗C′
(
NCE
)
A˜
β
C
)
ωEwP
3
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−NCEA
ν
C v
β
µ
∂
∂aβ
(v¯αν )w
µωE +NC
′
E A
ν
C′v
β
µ
∂
∂aβ
(v¯αν )ω
µwE
4
−NCE A˜
β
C v
α
β
(∂ωE
∂u
−
∂wE
∂t
)
5
−NCP A
ν
C v¯
β
ν
∂
∂aβ
(vαα′)w
Pωα
′
+NCP A
ν
C v¯
β
ν
∂
∂aβ
(v¯αµ)ω
Pwµ
6+7
cσ
′
µα′v
α
σ′ w
µ ωα
′
8+9
vαµ
∂ωµ
∂u
− vαµ
∂wµ
∂t
.
Note that it can be shown that the sum of the third and the fifth terms is
equal to zero.
By making use of the equation (18) of the main text of the paper in
the fourth term, one can show that the resulting expression cancels with
the second term standing in the sum of the first and second terms, i.e., in
(1+2)-term.
Finally, after all transformations one can obtains the following equation
which relates the partial derivative of ωβ and the partial derivative of the
variation wβ:
∂ωβ
∂u
=
∂wβ
∂t
+ cβα′µ ω
α′wµ +NCEN
C′
P F˜
β
C′C ω
EwP . (A.5)
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