This study investigates systematically the intraseasonal variability of surface air temperature over Antarctica by applying empirical orthogonal function (EOF) analysis to the National Centers for Environmental Prediction, US Department of Energy, Reanalysis 2 data set for the period of 1979 through 2007. The results reveal the existence of two major intraseasonal oscillations of surface temperature with periods of 26 Á 30 days and 14 days during the Antarctic winter season in the region south of 608S. The first EOF mode shows a nearly uniform spatial pattern in Antarctica and the Southern Ocean associated with the Antarctic Oscillation. The mode-1 intraseasonal variability of the surface temperature leads that of upper atmosphere by one day with the largest correlation at 300-hPa level geopotential heights. The intraseasonal variability of the mode-1 EOF is closely related to the variations of surface net longwave radiation the total cloud cover over Antarctica. The other major EOF modes reveal the existence of eastward propagating phases over the Southern Ocean and marginal region in Antarctica. The leading two propagating modes respond to PacificÁSouth American modes. Meridional winds induced by the wave train from the tropics have a direct influence on the surface air temperature over the Southern Ocean and the marginal region of the Antarctic continent.
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Intraseasonal atmospheric oscillations occur in many regions of the world. Over the tropical region, the MaddenÁJulian Oscillation (MJO; Madden & Julian 1971 , 1972 and sub-monthly oscillations (Krishnamurti & Bhalme 1976; Murakami 1976; Krishnamurti & Ardunay 1980; Chen & Chen 1993) are the two primary intraseasonal oscillatory modes. Because of their strong influence on Asian monsoons, these tropical intraseasonal oscillations have been studied by many investigators (Krishnamurti & Ardunay 1980; Holland 1986; Chen & Chen 1993; Wu et al. 1999; Wu & Wang 2001; Wheeler & Hendon 2004) . Weickmann (1983) and Weickmann et al. (1985) initially discussed characteristics of intraseasonal oscillations over the Pan-America region and their impact within a global perspective. Some researchers also studied intraseasonal oscillations in Southern mid-latitudes (Ghil & Mo 1991; Lau et al. 1994; Mo & Higgins 1998) . Although some studies have examined intraseasonal oscillations using a single station's meteorological data from Antarctica or sea-ice data in the Southern Ocean (Yasunari & Kodama 1993; Baba et al. 2006) , to our knowledge there have been no systematic studies of intraseasonal variability over the entire region south of 608 S. Given the critical role that Antarctica plays in global climate change, it is important to understand the causes of the intraseasonal oscillations in this region and their impact on Antarctic weather and climate. This paper presents a systematic analysis of the intraseasonal variability of surface air temperature in the region south of 608S and the possible reasons for the oscillation. Our results indicate that there are two primary regimes of surface temperature on intraseasonal timescales over Antarctica and its vicinity. One is the Southern Ocean next to the continent and the other is Antarctica itself. For the Southern Ocean, tropical convection has strong influences on the primary empirical orthogonal function (EOF) modes related to the PacificÁ South American modes. On the other hand, the primary intraseasonal mode associated with the Antarctic Oscillation is in connection with the net upward longwave radiative fluxes and cloud cover. Before we present our analyses, we review the literature on climate variability in Antarctica and in the Southern Ocean on intraseasonal and interannual timescales.
The Antarctic continent is surrounded by the Southern Ocean, connecting the Pacific, Atlantic and Indian oceans (Fig. 1 ). There is a general consensus that in the Antarctic, including the Southern Ocean, the atmospheric and oceanic variables and sea-ice oscillate on a variety of timescales. Walker (1923 Walker ( , 1924 was the first to discover the relationships between the limit of the Antarctic sea ice and variations in sea-level pressure, storm tracks and the Southern Oscillation Index (SOI). Later, Karoly (1989) analysed South Pacific upper-air fields and showed that a wave train appeared during the austral winter in ''warm'' El Niñ oÁSouthern Oscillation (ENSO) events, which became known as the PacificÁ South American (PSA) connection. This wave train influences the synoptic conditions across the Antarctic Peninsula (Harangozo 2000) . Simmonds & Jacka (1995) found strong relationships between ice extent in the south-east Indian Ocean in AprilÁOctober and the SOI of the previous 12 months. Yuan (2004) suggested a synthesized ENSO-related impact on Antarctic sea ice and found two main mechanisms responsible for the formation/maintenance of the Antarctic Dipole. These are the heat flux due to the mean meridional circulation of the regional Ferrel Cell and the regional anomalous circulation generated by stationary eddies. Turner (2004) reviewed the effects of the ENSO over the Antarctic continent.
The dominant mode of low-frequency variability in the Southern Hemisphere has a zonally symmetric structure referred to as the Antarctic Oscillation (AAO) or the Southern Annular Mode (SAM; Gong & Wang 1999; Thompson & Wallace 2000) . In addition, the AAO has significant power in its eddy structure Simmonds & King 2004) . The mode shows a phase reversal between anomalies in the Southern Hemisphere's high and mid-latitudes characterized by an equivalent barotropic pattern, with the maximum amplitude of variation in the upper troposphere (Kidson 1988a) . It is associated with a meridional seesaw variation of the zonal wind anomalies between around 408S and 608S (Kidson 1988b) . The SAM has most of its variance concentrated in the low-frequency range, at periods greater than about 50 days (Hartmann & Lo 1998) . Hall & Visbeck (2002) considered that the annular mode influences not only the extratropical atmospheric circulation but also the variations of the underlying oceans and sea-ice concentration. Many studies have shown that the development, maintenance and variation of the annular mode can not depend on zonally asymmetric features of the lower boundary forcing and detailed physical processes but are driven by the eddy-zonal flow interactions (Robinson 1991 (Robinson , 1996 (Robinson , 2000 Watterson 2002; Rashid & Simmonds 2004) . In addition, the SAM is also influenced strongly by external forcings such as stratospheric ozone depletion and increased atmospheric greenhouse gas (Thompson & Solomon 2002; Arblaster & Meehl 2006) . The ENSO teleconnection to the high-latitude South Pacific is governed by the coupled relationship between the PSA pattern associated with ENSO and SAM (Fogt & Bromwich 2006) .
The Antarctic Circumpolar Wave (ACW) was characterized as eastward propagating wavenumber-2 anomalies in sea-level pressure, wind stress, sea surface temperature and sea-ice extent over the Southern Ocean. It took 8 Á 10 years to encircle the pole with a period of 4 Á 5 years (Jacobs & Mitchell 1996; White & Peterson 1996) . Cai & Baines (2001) and Venegas (2003) found that zonal wavenumber 3 has substantial variability over longer observational periods in addition to zonal wavenumber 2. The existence of ACW has also been supported by a number of modelling studies (Christoph et al. 1998; Bonekamp et al. 1999; Cai et al. 1999; Weisse et al. 1999) . The ACW and ENSO are found to be regulated by each other (Cai & Baines 2001; Carril & Navarra 2001; Venegas 2003; White & Annis 2004; Aiken et al. 2006) . Tropospheric response to ACW occurs along the sea-ice edge around Antarctica . The response to ACW also exists along the mid-latitude storm track near 408S (White & Simmonds 2006) .
The Semi-annual Oscillation (SAO) is another component of the intricate multimedia interactions over the Southern Ocean. Walland & Simmonds (1999) described in detail the phenomenon that the seasonal cycle of the zonally averaged climatological surface pressure exhibits a strong semi-annual component in the circumpolar trough, which extend over Antarctic latitudes with a node at about 558S. Van Loon (1967) suggested an explanation that the SAO results from the different annual cycles of the temperature over the Antarctic continent and the mid-latitude oceans and considered its influence on the meridional temperature gradient in the southern high latitudes. The SAO has been found to influence physical and biological processes in the Southern Ocean and their seasonal, interannual and decadal variations (Enomoto & Ohmura 1990; Stammerjohn & Smith 1996; Harangozo 1997; Simmonds & Jones 1998; Burnett & McNicoll 2000; Simmonds 2003 ).
Earlier work on Antarctic intraseasonal variability
Intraseasonal variability over the Antarctic continent has been revealed by research taking place during the last two decades. Lu et al. (1989) studied the spectrum of surface atmospheric variables at China's Great Wall Station (62.28S, 59.08W) from 1985 through 1987 and found a structure propagating eastwards with periods of one or two weeks. Yasunari & Kodama (1993) also revealed an intraseasonal variability (30-to 50-day period) of surface air temperature and katabatic wind at Japan's Mizuho Station, which were linked to the modulation of planetary flow regime and meridional circulation in the southern middle and high latitudes. Lu et al. (1996) conducted a preliminary analysis of the characteristics of atmospheric oscillation during the 1993 Antarctic ozone hole, and showed quasi-one-week and quasi-two-week oscillations in total ozone, pressure and temperature with the same phase. Hsu & Weng (2002) found an eastward propagating circulation pattern in the stratosphere of the Southern Hemisphere with a period of 30 days; this was named the Stratospheric Antarctic Intraseasonal Oscillation (SAIO). It exhibits a wavenumber-1 structure, characterized by a deep vertical structure extending from the upper troposphere to the upper stratosphere with the amplitude increasing rapidly with the height up to 5 hPa.
Intraseasonal variability can also be found in the Southern Ocean, where it is usually associated with the AAO and tropical convection. Large-scale sea-level variations appeared around Antarctica for periods varying from 10 to 100 days, which had significant negative correlations with the AAO (Aoki 2002) . A wavenumber-2 eastward propagating wave with a period of 10 Á 15 days appeared in the atmospheric and sea-ice fields around the Antarctic marginal ice zone in austral winter (Baba & Wakatsuchi 2001) . Matthews & Meredith (2004) found that the variability of oceanic Antarctic circumpolar transport and the atmospheric SAM on intraseasonal (30 Á 70-day) timescales was related to the tropical atmospheric MJO during the southern winter. By means of complex empirical orthogonal functions (CEOFs), Baba et al. (2006) reported that the largest amplitudes in variability along the marginal sea-ice zone occurred around West Antarctica, especially in the Amundsen and Bellingshausen seas, and that the spatial phase of the meridional wind velocity preceded that of sea-ice concentration by about 908. Lima & Carvalho (2008) demonstrated the relationship between mid-latitude atmospheric wave train and sea-ice area in the Amundsen and Bellingshausen seas and showed that the extreme sea-ice area anomalies on intraseasonal timescales (20 Á 100 days) lag behind the propagation of subtropical wave train in the Southern Hemisphere by approximately 10 Á 15 days.
It is well known that besides the AAO (SAM), the main low-frequency modes in the Southern Hemisphere are PSA (PSA1 and PSA2) modes with a zonal wavenumber-3 pattern (Farrara et al. 1989; Ghil & Mo 1991; Kidson 1991; Lau et al. 1994; Mo & Higgins 1998; Kiladis & Mo 1999) . Mo & Higgins (1998) related the PSA to tropical convection and outgoing longwave radiation (OLR). The intraseasonal variation in tropics and subtropics is associated with atmospheric and oceanic variability in the Southern Ocean (Matthews & Meredith 2004; Lima & Carvalho 2008) .
It is not clear whether the intraseasonal variability over the Antarctic continent originates from the tropical and subtropical intraseasonal variability or from Antarctic intrinsic atmospheric oscillation on intraseasonal timescales. In this study, we investigate intraseasonal variability (10 Á 90 days) of 2-m air temperature southward of 608S, where the main variation is observed. We also examine the physical mechanisms for this variability. Our analyses focused on the winter season (AprilÁSeptem-ber), when a strong signal of intraseasonal variability occurs.
Below, we first describe the data and analysis methods that were used in this study. This is followed by a presentation of the results of EOF for different atmospheric variables. We then discuss plausible interpretations for various EOF modes. The final section summarizes our findings and offers conclusions.
Data and methodology

Data
This study makes use of one of the global reanalysis data sets produced by the National Centers for Environmental Predictions (NCEP) and the National Center for Atmospheric Research (NCAR), USA. The reanalyses are longterm, dynamically consistent gridded global meteorological and hydrological data sets. The original NCEP/NCAR reanalysis data set (hereafter NCEP1) was produced using a global data assimilation system with inputs from NCEP's operational global spectral model that has a horizontal resolution of T62 (ca. 209 km), and various observations from multiple sources including surface, upper-air, satellites and aircrafts. The archived data contain a large set of atmospheric and hydrological variables on a 2.58)2.58 longitudeÁlatitude grid and 28 vertical levels with a temporal resolution of six hours from 1948 to the present. A detailed description of the NCEP/NCAR global reanalysis data can be found in Kalnay et al. (1996) and Kistler et al. (2001) .
The current study uses an improved version of the NCEP/NCAR global reanalysis data: the NCEPÁDepart-ment of Energy (DOE) Reanalysis 2 data set (hereafter referred to as NCEP2). The NCEP2 fixed errors and updated parameterizations of physical processes in NCEP1 and, therefore, is believed to be superior to its predecessor (Kanamitsu et al. 2002) . Specifically, NECP2 fixed errors in the snow cover in NCEP1 for the entire 1974Á1994 period (Kanamitsu et al. 2002) . The problem associated with the misplacement of the Australian Surface Pressure Bogus Data between 1979 and 1992 has been fixed. Using long-term (1979Á2001) surface and upper-air data from 10 coastal stations in Antarctica, Yu et al. (2009) showed that the wintertime surface temperature in NCEP2 is in good agreement with the observed temperature on intraseasonal and interannual timescales. The correlations between NCEP2 and observations in Table 1 also show that NCEP2 describes well surface air temperature in the austral winter semester since 1979. Bromwich et al. (2007) assessed the performance of several global reanalyses data sets, including NCEP, ERA-40 and JRA-25, in the polar regions and found that the differences in the circulation and cyclonic activities between these reanalyses data sets occurred primarily before 1979. Hence, only data after 1979 in NCEP2 are used to analyse the Antarctic intraseasonal variability. More validations of NCEP2 are being performed using wintertime daily surface observational data from the British Antarctic Survey's Reference Antarctic Data for Environmental Research project .
The primary variables from the archived NCEP2 data set used in the current analyses include daily values of 2-m air temperature, geopotential heights and zonal wind at various pressure levels (10 Á 850 hPa), 200-hPa streamfunctions and velocity potential, 10-m winds, surface longwave radiative fluxes and total cloud cover. Interpolated OLR data are from the National Oceanic and Atmospheric Administration (NOAA), USA (Liebmann & Smith 1996) .
Methodology
The focus of the study is on the variability of surface air temperature over Antarctica and the Southern Ocean on an intraseasonal timescale and the potential mechanisms responsible for the variability. Several analysis methods are used. The primary method is to perform EOF analysis on daily mean variables at grid points in the region southward of 608S during the austral winter semester (AprilÁSeptember) over the 29-year period (1979Á2007). The method of EOF was put forward by Pearson (1902) , with the purpose of reducing a large number of variables to a few variables without compromising much of the explained variance. The EOF method has been widely used to detect valuable climatic signals (North et al. 1995) as well as to extract individual modes of variability such as the Arctic Oscillation (Thompson & Wallace 1998) .
To emphasize intraseasonal variability, a 10 Á 90-day band-pass filter (Butterworth filter) is first applied to the data. This filters out the variability with periods less than 10 days that is typically related to diurnal or synopticscale processes, and variability with periods greater than 90 days that are associated with changes in seasonal or interannual forcing. Another method to help identify the intraseasonal variation is to apply wavelet analysis to the data. In addition, composite analysis is performed to link the intraseasonal variability over Antarctica to similar variability over tropics.
Leading EOF modes
The spatial distributions of the leading four EOF modes of 10 Á 90-day band-pass filtered 2-m air temperature south of 608S are shown in Fig. 2 . The first mode accounts for 23.7% of the total variance of the intraseasonal variation. Except for a small region near 608S between 1408W and 1508E, the values of the first mode are positive with maximum values representing the greatest intraseasonal variability occurring over the Ross Sea and the Amundsen Sea and a small part of the interior continent (Fig. 2a) . The spatial pattern of the first mode does not display a zonal wave train. The second, third and fourth modes explain 10.8%, 6.7% and 5.5% of the total variance. According to the estimation of sampling errors (North et al. 1982) , the third and fourth modes are valuable signals. Their spatial patterns exhibit wave characteristics with zonal wavenumbers 1, 2 and 1, respectively. The centres of large variations of the second and third modes appear over the Ross Sea, the Amundsen Sea, the Bellingshausen Sea and the Weddell Sea. The smaller variations exist over East Antarctica. The negative (positive) centre of the fourth mode occurs over East (West) Antarctica.
In order to more clearly identify the wave structures of the four modes, we remove the zonal mean prior to applying EOF analysis (not shown). The leading three modes removed the zonal mean correspond to modes 2 Á 4 in Fig. 2 with high spatial correlation coefficients of 0.87, 0.99 and Á0.88, respectively. The spatial pattern of the fourth mode after removing zonal mean also shows a wavenumber-3 structure. The differences between EOF analyses with and without zonal mean indicate that the first mode of 10 Á 90-day band-pass filtered 2-m temperature is not characterized by wave propagating structure, while modes 2 Á 4 are likely to be associated with planetary waves. The time coefficients of the leading four EOF modes of 10 Á 90-day band-pass filtered surface air temperature, without removing the zonal mean, are spectrally analysed to identify the dominant spectral structures. Their dominant periods are 26Á30 days and 13 Á 14 days. These same two periods also exist in the time series of the AAO, PSA1 and PSA2. Similar periods of these oscillations have also been identified in the power density of the daily surface pressure and air temperature when applying the spectral analysis to station observations ), suggesting that the intraseasonal oscillations Intraseasonal variation of Antarctic temperature L. Yu et al. identified in the reanalysis data are not an artefact of reanalysis procedures but are true physical signals.
Proposed explanations for the leading EOF modes
The first mode
To examine the relationship between the surface temperature variation and the variations of other surface variables, similar EOF analysis with 10Á90-day band-pass filter was applied to surface pressure and the spatial distribution of its first mode is shown in Fig. 3 . The spatial pattern of surface pressure is similar to that of the surface air temperature, with all of the values positive except for a small area (near 608S, 1608W Á 1108W), and maxima over the Ross Sea. The decorrelation time computed from the time-lagged autocorrelation is about 10 days. Assuming 18 degrees of freedom per Antarctic winter, the correlation should be larger than 0.08 to be statistically significant at the 95% confidence interval. The correlation coefficient between the time coefficients of the first mode for surface air temperature and surface pressure is 0.32 at the 95% confidence level. The significantly positive correlation indicates that on an intraseasonal timescale in the austral winter an increase in surface pressure over Antarctica is typically associated with rising surface air temperature and vice versa.
To verify the relationship between the leading three modes and the AAO, PSA1 and PSA2, EOF analysis of daily 700-hPa geopotential height is made from 1979 to 2007 during the winter season (not shown). The three leading modes correspond to the AAO, the PSA1 and the PSA2 (Mo & Paegle 2001) . The first mode is negatively correlated (correlation coefficient Á0.20) with the AAO. It shows that the positive AAO index is associated with negative anomaly of surface air temperature as a result of adiabatic cooling (Thompson & Wallace 2000) . The second mode has a closer relationship with the PSA2 (correlation coefficient Á0.14 at the !99.9% confidence level) compared to the PSA1. However, the third mode is more consistent with the PSA1 (correlation coefficient Á0.27 at the !99.9% confidence level) than it is with the PSA2. The further explanation of the relationship between the second and third modes and the PSA1 and PSA2 can be seen in the next section.
Because the first mode is related to the AAO and the barotropic structure of the AAO, the first mode of surface air temperature may be closely coupled to the pressure and wind field in the middle to upper troposphere and lower stratosphere. The relationship between surface air temperature and atmospheric pressure aloft are investigated by applying the 10Á90-day band-pass filtered EOF analysis to the geopotential heights at 15 selected pressure levels (10, 20, 30, 50, 70, 100, 150, 200, 250 , 300, 400, 500, 600, 700, 850 hPa). The time coefficients of mode 1 of the geopotential heights at various levels are correlated well with those of mode 1 of surface air temperature. The correlation coefficients are higher than 0.6 from 600 hPa up to 100 hPa, with a peak value of ca. 0.7 around 300 hPa and 400 hPa. The correlations drop gradually below 600 hPa, but very rapidly above 100 hPa. Owing to the impact of synoptic activity at the surface and in the mid-troposphere (Keable et al. 2002; Simmonds et al. 2003) , the maximum correlation coefficient does not exist at the surface. On the contrary, the largest correlation (correlation coefficients Á0.40) between the first mode of temperature and zonal wind occurs at the 150-hPa level. The spatial pattern of the first mode of zonal wind is shown in Fig. 4b . While the surface air temperature is a negative anomaly in the intraseasonal variability, the zonal wind and Antarctic polar vortex in the lower stratosphere strengthens. Because of barotropic effect of the AAO, the stronger polar vortex helps the lower pressure in the stratosphere and troposphere.
Whether the intraseasonal variation of the upper atmosphere exerts an impact on surface air temperature or not needs to be solved. Time delay estimation based on the conventional bispectrum method is made, for the method can depress Gaussian interferences compared with cross-correlation method (Nikias & Raghuveer 1987) . The result of time delay estimation is that the variance of surface air temperature leads that of 300-hPa geopotential height by one day. It indicates that the intraseasonal variation of the upper atmosphere derives from surface air temperature. Basing their work on results from two sensitivity studies, Simmonds & Law (1995) found that the boundary forcing (topography) has significant effects on the thermal structure of the atmosphere and the upper-level vortex.
During the austral winter, radiative balance is determined by net longwave radiative fluxes (upward minus downward) because of no shortwave radiation (Zhang et al. 2007 ). To determine the relationship between surface air temperature and net longwave radiative fluxes we have calculated 10 Á 90-day band-pass filtered EOF of the net longwave radiative fluxes and the results are shown in Fig. 4a . The time coefficients of the mode-1 surface temperature are closely correlated (correlation coefficients Á0.68) with that of the net longwave radiative flux. Likewise the time coefficients of the mode-1 net longwave radiation are closely correlated with these of 300-hPa geopotential height and 150-hPa zonal wind, with correlation coefficients of Á0.41 and 0.42, respectively. These correlations show that a large amount of heat radiated upwards leads to a decrease in surface air temperature, lowers upper geopotential height and strengthens zonal wind and Antarctic polar vortex. The result agrees with the conclusion of Francis & Salby (2001) , who considered that radiation strongly influences the Antarctic polar-night vortex. Ambach (1974) found that cloud cover can increase downward longwave radiation and surface air temperature. The time coefficients of the mode-1 cloud cover are closely correlated with these of net longwave radiative fluxes and surface air temperature, with correlation coefficients of Á0.59 and 0.55, respectively. This indicates that total cloud cover plays an important role in the intraseasonal variability in the troposphere and lower stratosphere during the austral winter. Hsu & Weng (2002) found the SAIO above 100-hPa level, with the largest amplitude at about the 5-hPa level. The 30-day period they found is similar to our results.
But our results demonstrate that the correlation between surface forcing and upper-level geopotential height variation decreases rapidly above 100 hPa (Fig. 4) : it is unlikely that the oscillation at the 5-hPa level is related to surface forcing. The SAIO may come from solar activity (Cebula & Deland 1998) .
Using observations from a single station (Mizuho Station) in East Antarctica, Yasunari & Kodama (1993) also found intraseasonal variabilities of surface air tem- perature and katabatic winds, attributing them to the variations of large-scale upper-level circulations. Our calculation shows that the time series of the mode-1 surface air temperature leads that of 300-hPa geopotential height. However, changes in large-scale upper-air circulation may also alter surface and lower tropospheric conditions (Thompson & Solomon 2002; Grise & Thompson 2009 ).
The 10 Á 90-day intraseasonal variation of main propagating modes
Two dominant periods suggest that different mechanisms may be at play in producing these intraseasonal oscillations. Here we focus mainly on the 26 Á 30-day period intraseasonal oscillation. A similar method can also be applied to understand the mechanism for the 14-day period of oscillation. We use the 20 Á 90-day band-pass filtered 200-hPa streamfunction to represent circulation anomalies and applied EOF analysis to it. The zonal mean is removed to obtain eddy streamfunction. The first four EOFs explain 22.5%, 15.8%, 13.8% and 9.5% of the total variance. The first two EOF modes (Fig. 5a, b) are in quadrature, consistent with oscillatory behaviour. Both patterns have wavenumber 1 over the Southern Ocean with large amplitudes in the PacificÁSouth American sector. The third and fourth modes are also in quadrature with wavenumber 2 over the Southern Ocean. Figure 6 shows the lagged correlations between time coefficients of mode 1 and mode 2 and between time coefficients of mode 3 and mode 4. Two pairs of time coefficients are significantly positively correlated from lag 2-day to lag 11-day with the maximum lag correlation at 6 Á 7 days. The 26 Á 30-day period we have obtained by wavelet analysis is similar to the fourfold of lag time with maximum lag correlation. Here we mainly analyse the effects of mode 1 and mode 2 of the 200 hPa streamfunction on 2-m air temperature using composite analysis. The effects of mode 3 and mode 4 can be analysed with a similar method.
In this paper, we focus on strong persistent events in the austral winter semester from 1979 to 2007. By compositing these strong events during different phases, the reason for the propagating modes can be found. The composite criterion is as follows: a positive (negative) mode-1 or mode-2 event is identified when the corresponding time coefficient is greater (less) than 1.2 standard deviations for at least six days (Mo & Higgins 1998) . There are 22 positive and 20 negative mode-1 events with an average duration of 9.3 days. Eighteen positive and 19 negative mode-2 events have an average duration of 8.6 days. Composites of 200-hPa eddy streamfunction anomalies and OLR anomalies for positive and negative mode-1 and mode-2 events are produced by averaging over the duration of each event and by averaging all events in the same category. Each event is considered as one degree of freedom. Areas where values are statistically significant at the 95% confidence level are shaded in Figs. 7 and 8. Figure 7 shows the evolution of the composite mean 200-hPa eddy streamfunction anomalies. The evolution of the two modes is summed up as follows:
After the flow leaves a mode, the path described above is the most likely path for the flow to take, but sometimes the next mode may not be one of the above modes. In many cases, the flow pattern develops from one mode to another, remains stationary for some time and then propagates eastward again.
Although in mid-latitudes the four modes display zonal wavenumber-3 structure, except for negative mode 1, the other three modes at high latitudes exhibit zonal wavenumber-1 structure that is similar to the spatial pattern in Fig. 5a , b. For negative mode 1 (Fig. 8a) , a positive anomaly occurs over the Indian Ocean, with a wave train propagating south-eastward. Negative anoma- the evolution of the phase, the negative anomaly propagates eastward to the central Pacific. The spatial patterns of the first and second modes of OLR anomaly EOF bear a resemblance to the negative mode-2 and mode-1 composite OLR anomaly, respectively. The time coefficient of OLR anomaly mode 1 leads that of streamfunction mode 2 by two days (minimum correlation coefficient Á0.27), and OLR anomaly mode 2 leads streamfunction mode 1 by three days (minimum correlation coefficient Á0.23); both correlation coefficients are above the 95% confidence level. The composite of 200-hPa velocity potential for different phases also reflects the evolution shown in Fig. 9 .
To understand how 200-hPa streamfunction affects surface temperature in Antarctica on intraseasonal timescales, we show in Figs. 10, 11 and 12 the spatial patterns of 500-hPa geopotential heights, 10-m winds and surface air temperatures, respectively, in the region between 608S and 908S corresponding to the different phases in the composite mean 200-hPa eddy streamfunction anomalies shown in Fig. 7 . The negative (positive) 200-hPa streamfunction occurs over the Antarctic Peninsula and East Antarctica (Ross Sea) at negative mode-1 phase (Fig. 7a) ; at the same phase and place, high (low) pressure centres appear at 500-hPa level (Fig. 10a) . The high (low) pressure centres also appear in the sea-level pressure (not shown). The anomalies of the pressure aloft lead to wind vector and surface air temperature anomalies (Figs. 11a, 12a) . Over the Bellingshausen and Amundsen seas (Weddell and eastern Ross seas), southerly (northerly) anomalies are found. It is known that negative (positive) 2-m air temperature anomalies usually correspond to southerly (northerly) anomalies in the Southern Hemispheric over mid-and highlatitudes; hence, there are negative (positive) anomalies over the Bellingshausen and Amundsen seas (Weddell and eastern Ross seas). In other words, the meridional components of the 10-m winds consistently correspond to 2-m temperature anomalies.
The evolution of two modes from the negative mode 1, through the negative mode 2, the positive mode 1 and the positive mode 2, then to the negative mode 1 again occurs in all the anomalies of 500-hPa geopotential height, 10-m wind vector and surface air temperature. Those anomalies consistently propagate eastward correspondingly with the evolution of the modes. The wind vector anomaly also influences the sea-ice anomaly (Baba et al. 2006; Lima & Carvalho 2008) . In most cases the effect is confined to the Southern Ocean and Antarctic marginal sea regions. In the interior of the Antarctic continent the intraseasonal surface temperature variation is primarily affected by skin temperature and total cloud cover.
The spatial patterns of the four leading EOF modes for 10 Á 20-day band-pass filtered 200-hPa streamfunction are shown in Fig. 13 . A similar method can be applied to the analysis of 10 Á 20-day intraseasonal variation with propagating characteristics. Corresponding tropical convection patterns can also be found. Further, the effects of the meridional wind on surface air temperature are similar to the above analysis. These analyses are not repeated here.
Conclusions
In this study, intraseasonal variability of 2-m surface air temperature in Antarctica and the Southern Ocean during the austral winter was investigated using the 29-year (1979Á2007) NCEP-DOE global reanalysis data set. The EOF analyses with three band-pass (10 Á 90-day, 20 Á 90-day and 10 Á 20-day) filters were applied to the normalized variances of surface air temperature. The analysis identified two distinct periods (26 Á 30 days and 13 Á 14 days) of intraseasonal oscillations during the austral winter in the region south of 608S. The AAO is found to be primarily responsible for the first mode of surface air temperature that shows a nearly uniform spatial pattern over Antarctica. Because of the barotropic structure of the AAO, the strong correlation between mode-1 surface temperature and geopotential heights extend to the lower stratosphere, with the highest correlation occurring near 300 hPa. The intraseasonal variation of surface air temperature leads that of upper atmospheric circulation by one day. At the same time, the first mode is also closely associated with net upward longwave radiation and cloud cover.
It is well known that high-frequency ( B8 days) eddies play an important role in the eddyÁzonal flow interactions associated with the AAO (Rashid & Simmonds 2004) . Whether the intraseasonal variation of surface air temperature, net upward longwave radiation and cloud cover originate from the synoptic processes needs to be explored further. A strong negative correlation between inversion strength and surface air temperature has been found in the analysis of individual daily vertical profiles of temperature (Phillpot & Zillman 1970) . As a result, the intraseasonal variability of surface air temperature may influence that of inversion strength. Indeed, a recent study by Zhou et al. (2009) showed an intraseasonal variability in the near-surface stability and inversion strength using data from eastern Antarctica. The close link between surface inversion and the katabatic winds over Antarctica further suggests that the intraseasonal variability of surface air temperature may play an important role in modifying the strengths of katabatic winds. How the intraseasonal variability in surface temperature affects katabatic winds requires further study.
This study also examined the other main modes with eastward propagating characteristics. The large amplitudes of these eastward propagating waves appear over the Southern Ocean and the marginal region of Antarctica. The composite analyses reveal that the different phases of the 200-hPa streamfunction in the Southern Hemisphere correspond well to the variations of tropical convection. The spatial pattern of the leading mode is found to be similar to the PSA pattern or the atmospheric Rossby wave train (Mo & Higgins 1998) . The 200-hPa streamfunction anomaly affects the 500-hPa geopotential heights, 10-m winds and surface air temperatures in the marginal zone of the Antarctica. Matthews & Meredith (2004) also found the relationship between the tropical atmospheric MJO and the atmospheric SAM during southern winters, but their periods of oscillation is longer, which may be due to their use of shorter term data (less than two years). A future study on the effect of the MJO on the intraseasonal variability over Antarctica is planned using general circulation models.
