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Abstrakt
Tato bakalářská práce se zabývá metodikou psaní verifikovaných programů pomocí nástroje
VCC. Zmíněná metodika je založena na principu doplnění kódu programu o anotace, jež po-
skytují specifikaci požadované funkcionality. Nástroj VCC pak prostřednictvím formálních
metod určí zda zdrojový kód splňuje danou specifikaci či ne. V první části práce je popsána
formální verifikace a zmíněny tři základní přístupy k ní. Následně jsou popsány problémy
splnitelnosti výrokových formulí (SAT) a splnitelnosti formulí v teoriích predikátové logiky
(SMT). Práce se dále věnuje popisu verifikačního nástroje VCC, jeho funkčnosti, meto-
dice, syntaxi a sémantice příkazů jeho anotačního jazyka BoogiePL. Druhá část textu je
zaměřena na popis návrhu a implementace verifikované knihovny datových struktur obsa-
hující jednosměrný, dvousměrný a kruhový seznam, binární vyhledávací strom a Treiberův
zásobník. Závěr práce diskutuje získané poznatky o programovací metodice založené na
psaní verifikovaného kódu.
Abstract
This bachelor thesis deals with a methodology of writing verified programs using the VCC
tool. The mentioned methodology is based in the principle of extending the program code
with additional annotations, which provide a specification of the desired functionality.
The VCC tool then uses formal methods to check whether the source code is correct with re-
spect to the given specification. The first part describes formal verification and three basic
approaches to it. Subsequently, the satisfiability problems of propositional formulae (SAT)
and formulae in theories of predicate logic (SMT) are described. Then the thesis describes
the VCC verification tool, its functionality, methodology, syntax and semantics of com-
mands of its intermediate annotation language BoogiePL. The second part of this thesis
is focused on the design and implementation of a verified data structures library, which
contains singly linked, doubly linked, and circular lists, a binary search tree and a Treiber’s
stack. The text concludes with a discussion of the learnt knowledge about the programming
methodology based on writing verified code.
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Kapitola 1
Úvod
When we had no computers, we had no programming problem either. When we
had a few computers, we had a mild programming problem. Confronted with
machines a million times as powerful, we are faced with a gigantic programming
problem.
Edgar W. Dijkstra
Naše životy jsou každodenně ovlivněny počítači, které jsou složeny z hardwaru a soft-
waru. Software, neboli programové vybavení, je v informatice sada všech počítačových
programů, používaných v počítači, které provádějí určitou činnost. Software je vytvářen
programátory, což jsou lidé jako všichni ostatní, a tudíž jsou také omylní. Fakt, že software
je dnes používán ve většině oblastí lidského života, je pádným důvodem pro zlepšování jeho
spolehlivosti a má klíčový společenský význam. Chyby softwaru stojí miliardy dolarů, če-
muž se nelze divit při srovnání s objemem financí v byznysu s vyvíjeným softwarem, který
činil v roce 2008 téměř půl bilionu dolarů. Zlepšování spolehlivosti programového vybavení
počítačů má tudíž také velký ekonomický význam.
Hledání a odstraňování chyb v programech je tedy klíčový problém, který se snaží
programátoři řešit již od počátku vývoje softwaru. Existují techniky zabývající se touto
problematikou, ale teoretické výsledky byly doposud v tomto ohledu spíše negativní. Chyby
v programech jsou tedy něco, čeho se úplně nikdy nezbavíme.
Tato práce se zabývá jednou ze základních technik ověřování správnosti programu, a sice
formální verifikací. V oblasti informatiky formální verifikace dokazuje nebo vyvrací správ-
nost programu, vzhledem k dané formální specifikaci nebo vlastnosti, použitím matematic-
kých formálních metod. Formální verifikace bude blíže popsána v kapitole 2. V podkapito-
lách dále zmíním tři základní přístupy k této technice.
Jedním z možných řešení chybovosti programu je tedy metoda verifikace pomocí anotací
zavedených ve zdrojovém kódu programu. Anotace je forma metadat, která se uvádějí ke
zdrojovému kódu, a která určitým způsobem definují chování programu. Kód programu je
poté zkoumán specializovaným verifikačním nástrojem, zda-li jeho chování odpovídá uve-
deným anotacím.
V kapitole 3 seznámím čtenáře s technologiemi nástrojů řešících problémy SAT a SMT,
které jsou jádrem dnešních verifikačních nástrojů a mají velké uplatnění nejen ve verifikaci,
ale i v jiných oblastech informatiky (např. při generování testů, syntéze hardwaru či umělé
inteligenci). Proto se tyto technologie v současné době stávají klíčovými.
Jedním ze současných verifikačních nástrojů je VCC (Verifying C Compiler) od firmy
Microsoft. VCC je silný plně automatický verifikační nástroj pro dokazování správnosti
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anotovaných programů psaných v programovacím jazyce C. Vlastnosti a metodiku VCC
představím v kapitole 4.
V kapitole 5 popíši realizaci verifikované knihovny datových struktur, implementující
zadané verifikované datové struktury, kterou v rámci bakalářské práce vytvořím.
Analýza dosažených výsledků bude popsána v kapitole 6, nastíním zde postup při vy-
tváření anotací, popíši náročnost implementace knihovny v porovnání s implementací do-
plněnou o anotace a zhodnotím výsledky verifikace včetně její časové náročnosti.
V závěrečné kapitole 7 pak navrhnu další možná rozšíření práce, zmíním možnost uplat-
nění vzniklé implementace, porovnám výhody a nevýhody verifikovaného programování
oproti psaní zdrojového kódu doplněného o testy a celkově zhodnotím výsledek mé práce.
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Kapitola 2
Formální verifikace
Tato kapitola podrobněji charakterizuje dvě metody ověřování určitých vlastností systémů:
analýzu a verifikaci. V následujících podkapitolách jsou popsány jednotlivé přístupy k nim.
Verifikace (z latinského verum facere, činit pravdivým) je ověřování, zda určitý systém
splňuje požadavky na svou korektnost. Verifikace by měla poskytovat ideálně výsledky
ano/ne (ano – systém je korektní nebo ne – systém není korektní), není to ale vždy tak
snadné. Pokud získáme výsledek ne, bylo by vhodné, aby verifikace poskytla podrobnější
informace o problému a aby byly tyto informace co nejkonkrétnější.
Oproti verifikaci zodpovídá analýza obecnější otázky o daném systému (typicky vedoucí
k optimalizaci systému). Analýza tedy neposkytuje odpovědi ano/ne, ale odpovědi různého
typu o chování systému, které mohou (ale nemusí) souviset s korektností systému. Pokud
souvisí, potom informace, které získáme analýzou systému, musíme dále zpracovat. [7, 32]
Přístupy k verifikaci a analýze můžeme rozdělit do dvou skupin:
1. Techniky zaměřené na odhalování chyb (angl. bug hunting) – mezi které patří napří-
klad simulace modelu, testování reálného systému nebo dynamická analýza.
2. Formální analýza a verifikace – přístup založený na matematických kořenech. For-
mální verifikace na rozdíl od technik vyhledávání chyb má tu vlastnost, že zvládne
nejen nalézt chyby, ale i dokázat korektnost vůči určité specifikaci (v případě, že se
v systému chyby nevyskytují). Podobně formální analýza má potenciál poskytovat
univerzálně platné odpovědi. Mezi nejběžnější přístupy k formální analýze a verifi-
kaci patří kontrola modelu (model checking), statická analýza a deduktivní verifikace
(theorem proving), viz následující podkapitoly.
Při verifikaci se pro hledání chyb v počítačových systémech běžně používá testování
nebo simulace. Tyto metody umožňují najít některé chyby, ale nelze pomocí nich zaručit,
že se v systému žádná chyba nevyskytuje. Naopak formální verifikace dokazuje nebo vyvrací
správnost systému vzhledem k dané formální specifikaci nebo vlastnosti použitím formálních
matematických metod. Je ovšem potřeba znát systém a vlastnost, na základě které budeme
systém verifikovat. [62]
Ideální stav formální verifikace charakterizují tyto vlastnosti:
• plná automatizace – není potřeba zásahů člověka po startu verifikace,
• korektnost – pokud verifikační metoda prohlásí, že systém je korektní vůči určité
specifikaci, potom je opravdu korektní,
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• úplnost – pokud verifikační metoda prohlásí, že systém není korektní, tak systém
opravdu není korektní (tzn. neexistence falešných chyb, angl. false positive)
• konečnost verifikace – verifikace vždy skončí.
Bohužel dosažení tohoto ideálu je velmi často nemožné díky problému stavové exploze
(exponenciální růst počtu možných dosažitelných stavů systémů) a problému nerozhodnu-
telnosti. Pokud se obětují některé z podmínek ideálu, potom je formální verifikace provedi-
telná. Obětovat lze třeba konečnost verifikace (vzniká algoritmus negarantující konečnost
čili semi-algoritmus). Druhou možností je, že povolíme verifikaci produkovat falešné chyby
(popř. připustíme i odpověď
”
nevím“). Třetí možnost připouští pomoc člověka s verifikací,
tedy verifikace už nebude plně automatická, ale v určitém okamžiku se zastaví a zeptá se
uživatele na určité dodatečné informace. Další možností je obětovat korektnost, potom však
verifikace může prohlásit o chybném systému, že je korektní. Jestliže se obětuje korektnost,
pak se z formální verifikace nebo analýzy stává metoda hledání chyb s matematickými
základy. Tato možnost je méně častá. [62]
Systémy, které verifikujeme, se dělí podle několika kritérií:
• reálné systémy (zapsané v běžném programovacím jazyce) nebo modely (zapsané ve
speciálním modelovacím jazyce),
• konečně stavové nebo nekonečně stavové systémy,
• sekvenční nebo paralelní systémy (paralelní dále rozdělujeme na synchronní a asyn-
chronní),
• control-intensive (dominuje řídící část) a data-intensive systémy (dominuje datová
část),
• transformační (jsou zamýšleny pro transformaci vstupu na výstup v konečném čase)
nebo reaktivní systémy (zpracovávají nekonečnou posloupnost vstupů na nekonečnou
posloupnost výstupů).
Vlastnosti, které verifikujeme, se opět dělí podle několika kritérií:
• podle specifikačního jazyka (jednoúčelový nástroj, nástroj se seznamem ověřovaných
vlastností, různé typy automatů, specializované specifikační jazyky textové nebo gra-
fické, a jiné),
• podle pojmu času, se kterým pracují (logický vs. fyzický čas, lineární vs. větvící se
čas),
• podle vlastnosti protipříkladu:
– bezpečnost – vlastnost říkající
”
nic špatného se nestane“,
– živost – vlastnost říkající
”
něco dobrého se v budoucnu stane“ nebo
– obecné vlastnosti, které mohou míchat bezpečnost a živost. [62]
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V dnešní době bývá verifikace softwaru často jednou z nejdražších částí vývoje. Sou-
časné firmy investují nemalé náklady do vývoje automatizace verifikace, protože následky
chyb jejich softwaru mohou být mnohem nákladnější. Příkladem byl výpadek proudu v roce
2003 v několika severoamerických státech, který postihl okolo 55 milionů lidí. Výpadek byl
zapříčiněn zdánlivou maličkostí – softwarovou chybou v poplašném zařízení, což vedlo ke
kolapsu elektrifikační sítě. Došlo k obrovským finančním ztrátám (desítek miliard dolarů),
více v [31]. Spolehlivost softwaru tedy není vždy stoprocentní (ve hře je lidský faktor – pro-
gramátor). Může však být zvýšena pomocí mechanismu formální verifikace. Je však velmi
nešťastné, že po téměř čtyřiceti letech akademického vývoje verifikace nebyla většina ce-
losvětově používaného softwaru, včetně softwaru v oblasti letectví a medicíny, podrobena
formální verifikaci. Nedostatečná potřeba verifikace softwaru může být přisuzována nedosta-
tečné a neúplné automatizaci verifikačních nástrojů. Na druhou stranu, když nahlédneme
do hardwarového světa, tak můžeme vidět úspěch formálních metod, tuto problematiku
detailněji popisuje [20].
2.1 Statická analýza
Statická analýza obecně označuje procesy a techniky pro automatické hledání chyb ve zdro-
jovém kódu programu. Tato technika je analýzou chování vykonávanou bez spuštění zkou-
maného programu. Ve většině případů je taková analýza vykonávána nad zdrojovým kódem,
méně často probíhá nad přeloženou binární (nebo objektovou) verzí programu. Existuje
velmi mnoho různých forem statické analýzy, lišících se v principech, na kterých jsou za-
loženy. Liší se v chybách, které jsou schopny odhalit. Liší se také svou cenou a v podstatě
sahají od jednoduchého vyhledávání chybových vzorů až po složitější analýzy, které se více
či méně blíží model checkingu (viz kapitola 2.2), protože určitým způsobem kód daného
programu provádí. Opakem je dynamická analýza programu, která se vykonává za běhu
programu na skutečném nebo virtualizovaném stroji a je používaná typicky pro testování
programu (např. zjištění pokrytí programu existujícími testy - code coverage). [64]
Statická analýza není výhradně určena pro verifikaci, má i spoustu jiných aplikací.
Nejdříve se používala jen pro optimalizaci, později i pro generování kódu, automatickou
paralelizaci apod. Dnes se statická analýza používá i pro mnoho dalších účelů:
• vyhledávání chybových vzorů,
• analýzu toku dat (technika pro sběr informací o množině hodnot tokových dat, které
chceme sledovat, prováděná v libovolném bodě výpočtu programu),
• constraint-based analýzy (analýzy založené na omezeních – ty jsou ve formě systému
nerovnic, které popisují chování programu; vyřešením systému nerovnic lze získat
podrobnější informace o chování programu),
• rozšířené typové analýzy (zobecňují typovou analýzu tak, že kontrolují nejen běžné
datové typy, ale sledují i další informace o chování programu – např. jestli je určité
celé číslo dostupné jednomu nebo více vláknům),
• abstraktní interpretace (částečné vykonání programu pro získaní informací o jeho
sémantice, např. toku informací, bez provedení všech výpočtů),
• symbolická exekuce (provádění programu ne s konkrétními daty, ale s množinami
hodnot, které jsou popsány určitým formalismem – logikou, automaty, atp.). [62]
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Statické analyzátory jsou v dnešní době značně pokročilé nástroje a dokáží najít i složi-
tější chyby, ale jejich nevýhodou je, že mohou korektní systém označit za chybný – false
positives. Statické analyzátory dokáží identifikovat pouze některé chyby určitého typu –
většinou ty, pro které byly vytvořeny. Zároveň je nutné počítat s tím, že analýza může trvat
mnohem déle než vlastní kompilace. Užívání statických analyzátorů má oproti dynamickým
analyzátorům mnoho výhod, například:
• jsou uzpůsobeny pro práci s rozsáhlými systémy,
• mají vysoký stupeň automatizace,
• pro nalezení chyb není potřeba vytvářet testovací případy,
• jsou schopny detekovat chyby, které by se v normálních situacích při spuštění pro-
gramu nemusely vůbec projevit,
• mohou být rychlejší než dynamické analyzátory a
• mohou poskytovat mnohem více informací než dynamické analyzátory. [62]
Dnes existuje na trhu několik kvalitních statických analyzátorů, které byly vyvinuty buď
pro komerční užití, nebo jako akademické a výzkumné nástroje. Výzkumné pro nás mají
jistou výhodu, protože často poskytují otevřené zdrojové kódy nebo mají alespoň veřejně
dostupné manuály či dokumentace.
Mezi nejvýznamnější komerční statické analyzátory patří: Coverity (nástroj pro sta-
tickou analýzu C/C++/Java programů, implementuje detekci chybových vzorů, analýzu
toku dat, vylučování nereálných chyb)[14], Klocwork Insight (nástroj pro statickou analýzu
C/C++/Java/C# programů také implementuje detekci chybových vzorů, analýzu toku
dat, vylučování nereálných chyb)[27], CodeSonar (nástroj pro statickou analýzu C/C++
programů)[25], PolySpace (nástroj pro statickou analýzu vestavěných systémů reálného
času v C, C++ a Adě)[53], PREfast (nástroj pro statickou analýzu od firmy Microsoft)[34]
a nástroje vycházející z Lint. Mezi významné akademické a výzkumné statické analyzátory
patří například: FindBugs (volně dostupný nástroj pro statickou analýzu Java programů,
implementuje detekci chybových vzorů, analýzu toku dat)[54] nebo Splint (volně dostupný
nástroj pro statickou analýzu C programů, implementuje vyhledávání chybových vzorů
v toku řízení a anotace pro zpřesnění analýzy)[48], atd. [61]
2.2 Kontrola modelu
Kontrola modelu (angl. Model checking) je další možný přístup k formální analýze a veri-
fikaci. V období kolem roku 1981 vznikly průkopnické práce v model checkingu logických
formulí od pánů Clarke, Emerson [21, 9] a pánů Sifakis, Quielle [46]. V roce 2007 za něj
dostali první tři jmenovaní Turingovu cenu. Jedná se o algoritmický přístup k ověřování,
že systém splňuje danou vlastnost, a to na základě systematického generování a zkoumání
stavového prostoru kontrolovaného systému. Ověřovaný systém může být modelem nebo
i reálným systémem, přestože se tato metoda jmenuje model checking. V původní verzi, tak
jak jej zavedli výše zmínění autoři, se tento přístup aplikoval na konečně stavový systém,
ale současné model checkery zvládnou pracovat i s nekonečně stavovými systémy.
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Výhody tohoto přístupu jsou:
• velmi vysoký stupeň automatizace (často je tado metoda plně automatizovaná kromě
toho, že může být potřeba modelovat verifikovaný systém nebo jeho okolí),
• jednoduše použitelný (např. v porovnání s deduktivní verifikací, viz kapitola 2.3),
• obecně použitelný (z hlediska typu systému a vlastností, které lze ověřovat),
• poskytuje protipříklady (pokud určitá vlastnost selže, je schopen poskytnout infor-
mace o tom, jakým způsobem k selhání zkoumaného systému došlo).
Naopak mezi nevýhody patří stavová exploze (i při konečně stavových systémech může
být počet stavů vysoký) a nutnost uzavřenosti zkoumaného systému. Stavová exploze je sou-
dobý problém většiny model checkerů. Většina výzkumů týkajících se této oblasti zkoumá,
jak se vypořádat se stavovou explozí. Přístupů vzniklo mnoho (např. efektivní ukládání
stavových prostorů, redukce stavových prostorů, různé abstrakce zanedbávající různé rysy,
kompoziční metody verifikující systém po částech nebo použití omezeného model checkingu,
kde se omezí hloubka průchodu stavovým prostorem, ale taková metoda již přestává být
korektní a stává se z ní bug hunting). [62]
Model checking je zvlášť vhodný pro reaktivní, paralelní systémy s důrazem na ří-
dicí část. Existuje celá řada nástrojů využívající tuto metodu: Slam a Static Driver Ve-
rifier (verifikace driverů v MS Windows s využitím predikátové abstrakce)[35][36], Spin
(verifikace nejen distribuovaných SW systémů, vstupem je specializovaný modelovací ja-
zyk Promela)[6], CBMC (omezený model checking C programů)[28], Wolverine (verifikace
programů v C s využitím predikátové abstrakce založené na interpolaci)[59], CPAchecker
(konfigurovatelný nástroj pro verifikaci softwaru, který zahrnuje model checking založený
na predikátové abstrakci a interpolaci)[19], Blast (už starší nástroj pro verifikace C pro-
gramů, základem je predikátová abstrakce a interpolace)[56], JPF (verifikace i testování
Java programů)[43], atd. [61]
2.3 Deduktivní verifikace
Další významnou metodou verifikace je deduktivní verifikace nebo také dokazování teorému
(angl. theorem proving), která je často využívaná v softwarových verifikačních nástrojích.
Pomocí této metody můžeme dokázat korektnost programu, tak jako v případě model chec-
kingu (viz předchozí kapitola 2.2), ale v porovnání s ním nemusí být theorem proving vždy
plně automatický (např. interaktivní theorem provery spolupracují s uživatelem). Do této
skupiny patří např. PVS [49], Coq [13], HOL [58], ACL2 [26]. Existují ale i theorem provery,
které jsou plně automatické např. Vampire (plně automatický theorem prover pro prediká-
tovou logiku s řadou dalších zajímavých funkcionalit – výpočet interpolantů apod.)[63].
Tato metoda je obyčejně velmi blízká matematickému způsobu dokazování vět, kde vy-
cházíme z určitých axiomů a někdy lze nová fakta odvodit s využitím pravidel korektního
usuzování. Pro většinu nástrojů využívajících tuto metodu je funkcionalita velmi podobná.
Vstupní program je přeložen do mezijazyka. Generátor verifikačních podmínek (např. Bo-
ogie nebo Why) potom generuje formule a zasílá je jednomu nebo více theorem proverům
na kontrolu. V případě, že je formule neplatná, theorem prover vrátí určitý popis modelu,
kde je negace formule pravdivá. Takový model je považován za protipříklad. V případě, že
je formule platná, program je považován za korektní. [41]
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Výhody a nevýhody theorem provingu jsou:
• velmi obecný přístup (univerzálně použitelný),
• často velmi náročné na výpočetní i lidské zdroje (potřeba vysoce vyškoleného perso-
nálu),
• existence problému s diagnostickou informací (nemusí být jasné, že se korektnost
systému nedaří dokázat proto, že je systém chybný a nebo proto, že jsme nezvolili
vhodný matematický způsob dokazování vět).
V poslední době se velmi silně rozvinula oblast plně automatických theorem proverů
pro různé rozhodnutelné logiky a teorie, například:
• výroková logika (SAT solving, viz kapitola 3.2),
• teorie prvního řádu (SMT solving, viz kapitola 3.3). [62]
Mnoho dnešních nástrojů implementuje tyto rozhodovací procedury. Mezi SAT solvery
patří například: Glucose [1] a Glueminisat [44]. Mezi SMT solvery zase: CVC3 [4], Barcelogic
[51], Z3 [38], aj.
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Kapitola 3
SAT a SMT
Velké množství problémů v informatice lze efektivně převést na problém splnitelnosti lo-
gických formulí (tzv. problém SAT) či problém splnitelnosti logických formulí v různých
teoriích predikátové logiky (tzv. problém SMT). Mezi tyto problémy patří problémy např.
z oblasti generování testů, syntézy hardwaru, minimalizace chybových stop či umělé inteli-
gence. Proto se tyto technologie v současné době stávají klíčovými v oblasti informatiky.
Tato kapitola pojednává o problému splnitelnosti – SAT (zkratka slova satisfiability)
a problému splnitelnosti v teorii – SMT (satisfiability modulo theories). Nejdříve bude po-
psána výroková a predikátová logika, na jejichž principech jsou SAT a SMT solvery posta-
veny. Dále bude obecně vysvětlen problém splnitelnosti SAT, v následujících podkapitolách
bude zmíněno jeho řešení, poté bude popsán problém splnitelnosti SMT a bude zmíněna
historie SMT solverů a iniciativa SMT-lib.
3.1 Matematické teorie
Matematické teorie jsou založeny na axiomech, což jsou výchozí tvrzení daných teorií, která
se nedokazují a jejichž platnost se předpokládá. Z axiomů dané teorie se dedukcí získá-
vají další tvrzení neboli důsledky. Primárním požadavkem je bezespornost důsledků, tzn.
důsledkem axiomů není tvrzení a jeho negace. Druhým požadavkem je nezávislost axiomů,
tzn. axiom není důsledkem jiných axiomů. Matematické teorie pak formalizujeme (zapisu-
jeme pomocí speciálních znaků – symbolů). Tvrzení získávají podobu zvláštních formulí
(slov, které jsou sestaveny ze symbolů). Důsledky jsou odvozovány pomocí pravidel, mají-
cích podobu jednoduchých operací s formulemi. Formalizovaná axiomatická teorie je tedy
definována pomocí:
• symbolů – které tvoří abecedu dané teorie,
• formulí – což jsou slova abecedy (tvořící jazyk teorie),
• axiomů – dané prvotní tvrzení teorie (zapsané pomocí abecedy jako formule),
• odvozovacích pravidel – množina pravidel pro manipulaci s formulemi (pomocí nichž
odvozujeme důsledky z axiomů). [65]
My se v této kapitole budeme zabývat výrokovou logikou a predikátovou logikou prvního
řádu, v rámci nichž jsou problémy SAT a SMT definovány.
11
3.1.1 Výroková logika
Výroková logika (neboli výrokový počet) zkoumá syntax a sémantiku formulí, které jsou
tvořeny pomocí logických spojek. To, co tyto spojky spojují, už ale není předmětem zájmu
výrokové logiky. Neuvažuje symboly jazyka prvního řádu (predikátové symboly a kvan-
tifikátory) na rozdíl od predikátové logiky, viz 3.1.2. Výroková logika připomíná rozbor
souvětí přirozeného jazyka, přičemž neprovádíme rozbor jednotlivých vět souvětí, protože
jsou chápány jako nedělitelné celky.
Formule jsou v jazyce výrokové logiky zastoupeny tzv. prvotními formulemi (výroko-
vými proměnnými), které jsou základními komponentami všech formulí výrokové logiky.
Potom každá formule výrokové logiky vznikne z konečného počtu prvotních formulí za po-
užití logických spojek.
Prvotní formule – nechť P je neprázdná množina, jejíž prvky mohou být slova formálního
jazyka nebo jen písmena p, q, r, ... Potom prvky množiny P budeme nazývat prvotní formule.
Jazyk výrokové logiky – jazyk LP výrokové logiky nad množinou P obsahuje prvky
množiny P a dále symboly pro logické spojky: ¬, &, ∨, → a ↔. Jazyk LP dále obsahuje
pomocné symboly – závorky.
Výrokové formule – Výrokové formule jazyka LP definujeme pomocí následujících tří
pravidel:
1. každá prvotní formule p ∈ P je výrokové formule,
2. jsou-li výrazy A, B výrokové formule, potom výrazy:
¬A, (A & B), (A ∨B), (A → B), (A ↔ B)
jsou výrokové formule,
3. každá výroková formule vznikne konečným počtem použití pravidel z předchozích
dvou bodů.
Příklad výrokové formule definujeme následovně. Je-li P = {p, q, r} konečná množina
prvotních formulí, potom:
• výrazy p, q, r jsou výrokové formule podle 1. pravidla definice výrokové formule,
• p ∨ ¬q ∨ r je výroková formule podle 2. pravidla,
• ((p ∨ ¬q ∨ r)→ (p & q)) je výroková formule podle 2. pravidla. [66]
Výroková logika zkoumá způsoby tvorby složených výroků z daných jednoduchých vý-
roků (prvotních formulí) a také zkoumá závislost pravdivosti/nepravdivosti složeného vý-
roku na pravdivosti výroků, ze kterých je složen. Složené výroky vytváříme z jednoduchých
výroků pomocí logických spojek:
• ¬ – negace,
• & – konjunkce,
• ∨ – disjunkce,
• → – implikace,
• ↔ – ekvivalence.
Výroková logika je předstupněm pro budování bohatších logických systémů. [65]
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3.1.2 Predikátová logika
Predikátová logika je formální systém užívaný v matematice a logice. My se budeme zabý-
vat predikátovou logikou prvního řádu (existují i predikátové logiky vyšších řádů, kde je
povoleno tvořit predikáty uvnitř predikátů a kvantifikovat predikáty a funkce), protože na
jejíž základech je definován problém SMT. Tato logika je velice důležitá nejen pro řešení
problému SMT, ale i například pro samotné základy matematiky, mnoho běžných axio-
matických systémů lze formalizovat pomocí predikátové logiky (např. Peanova aritmetika).
Predikátová logika prvního řádu se odlišuje od výrokové logiky zavedením kvantifikovaných
proměnných a funkčních a predikátových symbolů.
Predikátovou logiku popisují proměnné, konstanty, funkční symboly, a predikátové sym-
boly, ze kterých se jistým způsobem sestavují jednoduchá tvrzení (popsaná tzv. atomickými
formulemi). Z těchto atomických formulí se tvoří složitější formule za pomocí logických spo-
jek (takových jako ve výrokové logice) a kvantifikovaných proměnných. [65]
Predikát – lze chápat jako určitý vztah nebo vlastnost individua (např.
”
být dospělý“
lze chápat jako predikát). V logice predikát definujeme jako vlastnosti nebo vztahy mezi
jednotlivými objekty oboru.
Kvantifikátor – existují dva druhy:
• Univerzální (obecný) kvantifikátor ∀, který vyjadřuje platnost pro všechny objekty
z daného oboru,
• Existenční kvantifikátor ∃, který vyjadřuje existenci požadovaného objektu v daném
oboru.
Jazyk predikátové logiky je popsán pomocí logických a speciálních symbolů. Logické
symboly jsou:
• proměnné – x, y, ..., x1, x2, ... ,
• logické spojky – ¬, &, ∨, → a ↔ ,
• kvantifikátory – ∀ a ∃ ,
• závorky – ( a ) ,
• predikátový symbol rovnosti – = .
Speciální symboly jsou:
• funkční symboly f, g, ..., f1, f2, ..., navíc u každého symbolu je dáno nezáporné celé
číslo – četnost,
• predikátové symboly p, q, ..., p1, p2, ..., a opět u každého symbolu je dáno kladné celé
číslo – četnost.
Příklad formule predikátové logiky: ∀x∃y(x < y)
vyjadřuje, že pro každé x existuje y, které je větší než x. [65]
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3.2 SAT
SAT (z anglického satisfiability) je problém splnitelnosti formulí výrokové logiky, který je
v současnosti intenzivně zkoumán, protože má uplatnění v mnoha odvětvích informatiky.
Problém je zadán ve formě matematické formule výrokové logiky. Formule je tvořena vý-
rokovými proměnnými, které mohou být ohodnoceny jako pravda nebo nepravda a jsou
propojeny spojkami AND/OR/NOT . Jedná se tedy o tzv. rozhodovací problém, jehož
úkolem je rozhodnout, zda existuje takové ohodnocení výrokových proměnných, pro které
je daná formule splnitelná.
Formule výrokové logiky mohou mít vlastnosti platnost a splnitelnost. Pro výrokovou lo-
giku jsou tyto dva pojmy duální, což znamená, že jeden může být vyjádřen pomocí druhého.
Splnitelnost vyjadřuje, že existuje ohodnocení proměnných takové, že formule je pravdivá.
Platnost vyjadřuje, že formule je splnitelná pro všechna ohodnocení proměnných. Pro for-
muli ϕ potom platí:
• ϕ je splnitelná, jestliže existuje přiřazení M(model formule) takové, že M |= F ,
• ϕ je platná, jestliže pro všechna přiřazení M platí M |= ϕ. [62]
SAT je první problém, o kterém bylo dokázáno, že je NP-úplný a dnes patří mezi
nejznámější NP-úplné problémy1. Pro řešení SAT problému se používají nástroje, kterým
se říká SAT solvery. Díky rozvoji v SAT technologiích je možné zlepšovat i současné SMT
solvery, a tudíž je běžné stavět SMT solvery nad existující SAT solvery.
3.2.1 SAT solvery
Dnešní SAT solvery jsou postaveny na moderních rozhodovacích procedurách, díky kterým
jsou schopné řešit složitě strukturované problémy s často až milióny proměnnými a ome-
zeními. V praxi je možné vidět neustálé zlepšování SAT solverů, například díky novým
efektivním algoritmům, novým heuristikám a optimalizovaným datovým strukturám. SAT
solvery podporují různé teorie, mezi typicky podporované teorie patří například lineární ce-
ločíselná aritmetika, reálná aritmetika, neinterpretované funkce, pole, bitové vektory nebo
jejich kombinace. [24]
V současnosti existuje několik velmi úspěšných SAT solverů, které se tak jako SMT
solvery každoročně utkávají v mezinárodních SAT soutěžích jako [57]. Mnoho těchto SAT
solverů jsou open-source projekty, a tudíž volně distribuovatelné a modifikovatelné (např.
MiniSat [22] nebo WalkSAT [47]), ale existuje i mnoho komerčních nástrojů.
3.2.2 Řešení SAT problému
V praxi jsou nejvíce v dnešních SAT solverech používány dvě třídy nejvýkonnějších al-
goritmů pro řešení SAT problémů: moderní verze DPLL algoritmu a stochastické lokální
prohledávání. Většina současných SAT solverů používá proceduru DPLL v různých opti-
malizovaných verzích.
1NP-úplné problémy (angl. Non-deterministic Polynomial) jsou takové nedeterministicky polynomiální
problémy, na které jsou polynomiálně redukovatelné všechny ostatní problémy z množiny nedeterministicky
polynomiálních problémů.
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DPLL
DPLL je zkratka pocházející ze čtyř jmen autorů tohoto algoritmu Davis, Putnam, Longe-
mann a Loveland. V roce 1960 byl pány Davisem a Putnamem navržen algoritmus založený
na backtrackingu a rezoluci. Tento algoritmus byl první svého druhu a měl problém s pa-
měťovou explozí v určitých fázích výpočtu. Problém o dva roky později odstranili pánové
Longemann a Loveland.
Procedura DPLL je zavedena v abstraktních DPLL systémech, což jsou dvojice (S,⇒),
kde S je množina stavů systému a ⇒⊆ (S × S) definuje množinu přechodů mezi stavy.
• Jednotlivé stavy jsou dvojice zapisované jako M ‖ ϕ, kde M je přiřazení pravdivost-
ních hodnot výrokovým proměnným a ϕ je formule v CNF (konjunktivní normální
formě), jejíž splnitelnost budeme zkoumat.
• Definován je i speciální stav selhání, do kterého systém dospěje, pokud bude zkoumaná
formule nesplnitelná. [62]
Přechodová relace DPLL systémů je popsána pomocí přechodových pravidel. Každé pravidlo
je složeno z podmínky, která musí být splněna k jejich uplatnění a akce, která je vykonána
nad stavem. Existuje pět klasických přechodových pravidel DPLL systémů:
• PureLiteral (čistý literál) – M ‖ ϕ⇒M l ‖ ϕ, toto pravidlo lze uplatnit pokud:
– literál l se vyskytuje ve formuli ϕ,
– ¬l se nevyskytuje ve formuli ϕ,
– l dosud není definováno v přiřazení M .
• Decide (rozhodnutí) – M ‖ ϕ⇒M ld ‖ ϕ, toto pravidlo lze uplatnit pokud:
– literál l nebo ¬l se vyskytuje ve formuli ϕ,
– l dosud není definováno v přiřazení M .
• UnitPropagate (jednotková propagace) – M ‖ ϕ,C ∨ l ⇒ M l ‖ ϕ,C ∨ l, toto
pravidlo lze uplatnit pokud:
– M |= ¬C – ze současného přiřazení M plyne ¬C (neboli formule ¬C je důsledkem
M),
– l dosud není definováno v přiřazení M .
• BackTrack (navrácení ve výpočtu) – M ldN ‖ ϕ,C ⇒ M ¬l ‖ ϕ,C, toto pravidlo
lze uplatnit pokud:
– M |= ¬C – formule ¬C je důsledkem vytvořeného přiřazení M ldN ,
– N neobsahuje žádné rozhodovací literály.
• Fail (přechod do stavu selhání) – M ‖ ϕ,C ⇒ FailState, toto pravidlo lze uplatnit
pokud:
– M |= ¬C – formule ¬C je důsledkem M ,
– N neobsahuje žádné rozhodovací literály.
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Pravidla jsou uplatňována postupně v následujícím pořadí:
1. Pokud je možné uplatnit Fail nebo BackTrack, tak jsou uplatněny jako první,
2. jinak se uplatňuje UnitPropagate a PureLiteral tak dlouho, jak je to možné,
3. s nejnižší prioritou se uplatňuje pravidlo Decide.
Existují i další pravidla/principy jako BackJump, Learning, Forgetting nebo Restart. Více
o principu DPLL systémů v [45] nebo [62].
Lokální prohledávání
Jedná se o třídu algoritmů založenou na technikách matematické optimalizace. Nemohou
dokázat nesplnitelnost, ale pro některé typy problémů (hard random SAT) dosahují pod-
statně lepších výsledků než DPLL algoritmy.
Tato technika spočívá v ohodnocování proměnných a minimalizaci ohodnocení cílové
funkce, což je počet nesplněných klauzulí. Dají se použít i jiné techniky jako genetické
algoritmy či neuronové sítě, ale lokální prohledávání dává experimentálně nejlepší výsledky.
Pro předcházení uvíznutí v lokálním minimu se většinou používá Restart a nové ohodnocení.
Již zmíněný WalkSAT [47] je typickým zástupcem této metody.
3.3 SMT
SMT (satisfiability modulo theories), neboli problém splnitelnosti v teorii, je oblast au-
tomatické dedukce, která zkoumá metody pro kontrolu splnitelnosti logických formulí nad
některými teoriemi predikátové logiky. V mnoha aplikacích je potřeba pracovat s bohatší lo-
gikou než je výroková, proto jsou vyvíjeny rozhodovací procedury, které umožňují pracovat
s teoriemi, jako jsou:
• diferenční logika,
• rovnost neinterpretovaných funkcí,
• celočíselná aritmetika,
• reálná aritmetika,
• teorie polí a seznamů.
Jedním z možných řešení, jak se vyrovnat s těmito teoriemi, je jejich převedení na SMT pro-
blémy. SMT solving zobecňuje princip SAT solvingu na predikátové formule prvního řádu
(většinou rozhodnutelné), které připouští rovnost a atomy nad různými teoriemi prvního
řádu2. [62]
Příklad formule, která může být vstupem pro SMT solver:
(p) ∧ (¬q) ∧ (a = f(b− c)) ∧ (a− c ≥ 7)
• p, q jsou booleovské proměnné,
• f je neinterpretovaná funkce,
• a, b, c jsou celočíselné proměnné.
2Teorie prvního řádu T je množina formulí, které prohlásíme za axiomy dané teorie – za předpokladu, že
jsou všechny uzavřené – potom formule ϕ je T -splnitelná, pokud ϕ a T jsou splnitelné v čisté predikátové
logice, jinak je formule ϕ nesplnitelná v dané T teorii.
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3.3.1 Přístupy k SMT solvingu
Existují dva základní přístupy k SMT solvingu, a to Eager a Lazy, s tím, že v praxi se častěji
využívá Lazy přístup. Eager přístup spočívá v tom, že se snaží převést formuli prvního řádu,
která obsahuje atomy určitých teorií, na splnitelnou formuli ve výrokové logice a následně
položí dotaz SAT solveru, zda je formule splnitelná. Nevýhodou tohoto přístupu je, že
způsob překladu je specifický pro každou teorii. Navíc ne vždy je tento překlad možný nebo
přeložená formule je velmi velká a těžko řešitelná pro SAT solver. SMT solver založený na
Lazy přístupu se skládá ze dvou typů komponent. Využívá SAT solver a potom pro každou
teorii, jejíž atomy se v dané formuli vyskytují, používá speciální tzv. T-solver (neboli solver
dané teorie), který umí pracovat s formulemi v CNF. Existují dvě rozšíření Lazy přístupu
pro SMT solving, a to On-line SAT solving a Incremental SAT solving.
SMT solving může být formalizován pomocí abstraktních DPLL(T) systémů, což jsou
rozšíření abstraktních DPLL systémů, které známe ze SAT solvingu. Pravidla abstraktního
DPLL(T) systému mohou být rozdělena do tří kategorií:
• DPLL pravidla – Decide, Fail, UnitPropagate a Restart, které jsou stejné jako v SAT
solvingu,
• DPLL/theory pravidla – modifikovaný Learning, Forgetting a BackJump, které mohou
být v původní podobě nebo mohou být zdokonaleny počítáním implikací v teorii,
• pravidlo teorie – Theory Propagate, které bývá přidáno v některých SMT solverech
a říká, že pokud si SMT solver odvodí informace na úrovni teorie, tak je propaguje
dále. SAT solvery používají propagaci na úrovni výrokové logiky (UnitPropagate).
[62]
3.3.2 Historie SMT solverů
V posledních letech prošly SMT solvery, tak jako SAT solvery, prudkým vývojem díky své
užitečnosti nejen v oblasti verifikace. DnVznik SMT solverů je datován ke konci sedmdesá-
tých a začátku osmdesátých let 20. století, když Greg Nelson a Derek Oppen uvedli systém
zvaný Simplify pro potřebu stanfordského projektu Stanford Pascal Verifier [29]. Později
během devadesátých let David Dill a jeho skupina na Stanfordu vyvinula SVC-prover [5].
David Detlefs, Greg Nelson a James Saxe v projektu ESC/Modula-3 [18] a ESC/Java [23]
vyvinuli jiný systém také zmatečně nazývaný Simplify [17].
Začátkem 21. století vznikl systém Chaff [42], který byl významný svou pokrokovou
technologií. Později MiniSAT [22], protože byl extrémně účinný a měl velmi malý čitelný
zdrojový kód. Koncepce MiniSATu byla později použita v řadě dalších solverů.
Následně bylo vyvinuto mnoho SMT solverů. Obvyklou metodou těchto systémů bylo
přidání theory reasoningu3 do existujících SAT solverů. Na tomto principu byly postaveny
např. Verifun [52] nebo UCLID [8]. V tomto období byl poprvé použit pojem Satisfiability
Modulo Theories. Později přišla nová vlna systémů, které používaly přísnější spojení mezi
SAT solvery a rozhodovacími procedurami. Tímto způsobem byly založeny Barcelogic tools
[51] a Yices [50], později CVC3 [4], Fx7 [40] nebo Z3 [38]. Vývoj různých SMT solverů byl
během posledních let podporován nejenom průmyslovou potřebou, ale také akademickými
zájmy, a to bylo záminkou vzniku iniciativy SMT-LIB [3]. Pro podporu SMT-LIB standardů
a jejich kolekci benchmarků SMT-LIB založila soutěž pro SMT solvery nazvanou SMT-
COMP (Satisfiability Modulo Theories Competition).
3Odvozování v teorii - odvozování na základě axiomů či inferenčních pravidel dané teorie.
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Kapitola 4
VCC
Většina softwaru systémové úrovně je napsána v programovacím jazyce C a obsahuje prvky
paralelního přístupu (např. jádro operačního systému Linux). Tento software je jak velmi
komplexní, tak i často nasazovaný, a protože je spolehlivost takového softwaru klíčová, je
vhodné jej formálně verifikovat.
V této práci uvažujeme metodu verifikace zdrojového kódu programu pomocí anotací.
Anotace je forma metadat, která se uvádějí ke zdrojovému kódu. Tyto anotace určitým způ-
sobem definují chování programu. Zdrojový kód programu je poté zkoumán specializovaným
verifikačním nástrojem, zda-li jeho chování odpovídá uvedeným anotacím.
Jedním ze současných nástrojů formální verifikace pomocí anotací je VCC (Verifying
C Compiler). VCC je silný, plně automatický verifikační nástroj pro dokazování správnosti
anotovaných programů napsaných v programovacím jazyce C (je schopen pracovat i s C++
a jinými jazyky, ale primárně je určen pro jazyk C). Dokáže správnost nebo nalezne chybu.
VCC kontroluje programátorem vytvořené anotace, které rozšiřují C kód. Naopak VCC
anotace nejsou viditelné pro běžný překladač jazyka C. VCC pracuje nejen s jednoduchými
programy, ale také se složitějšími programy (až stovky tisíc řádků kódu) s paralelním přístu-
pem.
Anotační jazyk využívaný pro psaní VCC anotací se jmenuje BoogiePL, což je impera-
tivní silně typovaný jazyk pro programovou analýzu a verifikaci. BoogiePL podporuje téměř
kompletní ANSI-C jazyk a navíc nabízí bohatou škálu typů anotací (viz kapitola 4.2). [16]
VCC je možné používat z příkazové řádky nebo pohodlněji jako plugin pro Microsoft
Visual Studio 2012 nebo 2010 (více o užití VCC v Příloze C). Nyní má VCC největší
uplatnění ve verifikaci například Microsoft Hyper-V1 nebo PikeOS2. Projekt VCC je vyvíjen
v EMIC (European Microsoft Innovation Center) v Cáchách v západní části Německa,
druhá výzkumná skupina RiSE (Research in Software Engineering) sídlí v centru Microsoft
Research v Redmondu v USA. [37]
1Hyper-V je serverový systém, fungující jako hypervizor. Kód Hyper-V se skládá z 60 000 řádků C kódu
a 4 500 řádků kódu v assembleru systémové úrovně.
2PikeOS je real-time operační systém pro bezpečnostně kritické aplikace založený na mikrojádře. PikeOS
je používaný převážně v embedded systémech s vyššími nároky na spolehlivost, funkční bezpečnost či ochranu
dat.
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Obrázek 4.1: Postup při verifikaci programu
Hlavní znaky verifikace pomocí VCC:
1. Korektnost – pokud verifikace uspěje, potom je tento program určitě správný.
2. Modulárnost – program je verifikován, i pokud obsahuje volání funkce, která ještě
neexistuje (nutné jsou pouze invariantů funkce, viz kapitola 4.2.2).
3. Paralelní přístup – VCC se umí vypořádat s paralelním přístupem, protože tento
přístup je klíčový v dnešních aplikacích (např. operační systémy přestaly být jedno-
vláknovými již před dvaceti lety).
4. Nízko-úrovňové znaky jazyka C – podporuje např. bitové pole, uniony, atd.
4.1 Pracovní postup VCC
Pracovní postup při verifikaci pomocí nástroje VCC je ilustrován na Obrázku 4.1. Progra-
mátor začne s psaním C kódu doplněného o speciální úseky kódu, nazvané anotace. VCC
anotace jsou psány formou maker a jsou viditelné pouze pro VCC (kód je proto stále pře-
ložitelný pomocí standartního překladače jazyka C). Pokud verifikujeme pomocí nástroje
VCC, zjistíme, že:
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• program je korektní nebo
• některá verifikační podmínka selhala, v tomto případě je použit Model Viewer pro
vyšetření okolností selhání nebo
• výsledek je nejednoznačný – verifikace neterminuje – v tomto případě je použit Z3
Axiom Profiler (formálněji Z3 Vizualizer), který je součástí nástroje VCC, a který
poukáže na potenciální neterminující část verifikace.
Uvnitř procesu verifikace je nejdříve anotovaný program přeložen do logických formulí
pomocí nástroje Boogie [33], který formule dále předá Z3 automatickému SMT solveru [38]
k ověření jejich platnosti.
Obrázek 4.2: Verifikace pomocí VCC
VCC je tedy složen z několika částí (viz Obrázek 4.2) a jako celek funguje následovně:
1. Programátor napíše program v jazyce C, současně do kódu přidá VCC anotace.
2. Anotovaný kód je pomocí VCC přeložen do BoogiePL, procedurálního jazyka pro
formální verifikaci a analýzu.
3. Následně pomocí nástroje Boogie je kód v BoogiePL přeložen do logických formulí
(neboli verifikačních podmínek).
4. Ty jsou pomocí Z3 SMT solveru vyhodnoceny. Buď jsou správné a verifikace končí,
nebo nejsou správné a Z3 poukáže na možnou chybu v programu.
5. Pro vyšetření chyby v programu je použita další součást VCC – Model Viewer. [37]
4.2 Metodika VCC
Pro ověření správnosti programu VCC užívá metodu deduktivní verifikace (viz kapitola 2.3),
která generuje matematické výrazy (zvané verifikační podmínky), jejichž správnost zaru-
čuje korektnost programu. Správnost těchto výrazů je dokazována pomocí automatického
theorem proveru. VCC rozšiřuje jazyk C o anotace typu:
• anotace funkcí – vztahy (neboli kontrakty), které jsou ve tvaru vstupních a výstupních
verifikačních podmínek funkce,
• aserce – tvrzení (např. určitá proměnná má určitou hodnotu),
• invarianty typů – definovaný typ může mít i svůj invariant,
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• ghost kód – kód, který není viditelný pro běžný překladač jazyka C, ale je součástí
specifikace verifikace. VCC definuje mnoho ghost anotací běžných struktur dat (např.
\closed, \owner, \valid, aj.), ale také vestavěné ghost anotace (např. (wrap o),
(unwrap o), aj.).
Mnoho těchto anotací můžeme nalézt i v jiných verifikačních nástrojích jako ESC/Java
[23], Spec# [2] nebo Havoc [39]. Ale na rozdíl od těchto nástrojů je VCC zaměřen také na
verifikaci vlastností funkcí nízko-úrovňového paralelního C kódu.
Anotační jazyk je založen na klasické predikátové logice prvního řádu a jeho syntaxe
má podobu syntaxe jazyka C. Proto mohou být VCC anotace snadno pochopitelné pro
programátory. [15]
Metodika a návrh nástroje VCC jsou řízeny několika podněty:
• Dokazovací nástroj – při vývoji programu byli vývojáři a testeři nuceni řídit celý
verifikační proces, tudíž potřeba automatického dokazování vedla ke vzniku principu
generování verifikačních podmínek, které jsou zkoumány SMT solverem. Navíc v pří-
padě neúspěchu verifikace jsou protipříklady generované SMT solverem prezentovány
uživateli pomocí nástroje Model Viewer v podobě protipříkladů.
• Slabé typování – jazyk C má slabý typový systém, který je jednoduše porušitelný.
Slabé typování znamená, že jazyk implicitně převádí (nebo přidělí) typy až při použití.
Jazyk C je tedy poměrně benevolentní při konverzích různých datových typů. Mezi
další slabě typované jazyky patří např. PHP, JavaScript nebo Visual Basic. Naopak
rysem silného typování je specifikace jednoho nebo více omezení, jakým způsobem
mohou být kombinovány operace, zahrnující hodnoty různých typů. Programovací
jazyk, jenž implementuje silné typování, vyloučí provedení operací s argumenty špat-
ného typu (např. jazyk Java, Python nebo VHDL).
Nevýhodou je také explicitní (de)alokace paměti, a proto musí být bezpečnost pa-
měti ověřena. VCC pamětový model [11] toto ošetřuje pomocí tzv. ghost paměti, kde
jsou udržovány informace o skutečném umístění objektů. Systém invariantů potom
garantuje, že validní objekty v paměti se nebudou překrývat, tento systém je podobný
systému z objektově orientovaných programovacích jazyků.
• Invariant objektu – pro udržení správnosti verifikace VCC kontroluje, že žádný
invariant objektu nemůže být porušen vykonáváním změn jiných invariantů objektů.
• Simulace – základní cestou dokazování vlastností paralelních datových typů je uká-
zat, že simulují jednodušší typy. V existujících metodikách je simulace typicky vyjá-
dřena jako tvrzení o programu (např. uvedení kvantifikované proměnné reprezentující
simulovaný stav). To je přípustné pouze při verifikaci modelu programu. Avšak je to
nemožné, pokud skutečný program je složen ze zdrojových kódů, které jsou různě
rozptýleny do souborů, což porušuje princip držení anotací těsně spjatých s kódem.
Místo toho VCC dokazuje paralelní simulaci v kódě samotném spojením modelu s tzv.
ghost stavem. Konkrétní stav a ghost stav jsou spojeny pomocí propojujícího inva-
riantu. Specifikace simulovaného systému je vyjádřena pomocí dvoustavového invari-
antu na ghost stavu. Tyto dva invarianty tedy napomáhají při simulaci.
• Tvrzení – paralelní programy obvykle pracují se shluky informací o stavu programu
(např. proces čekající na mutex musí vědět, že mutex nebyl po jeho dobu čekání zru-
šen). Tyto informace jsou však dočasné. Proto jsou při verifikaci pomocí VCC tyto
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informace uzavřeny do invariantů – ghost objektů. Tyto objekty, udržující informace,
se jmenují tvrzení. Protože jsou tato tvrzení objekty, mohou být předávány z funkcí
nebo do funkcí a také ukládány v datových strukturách. Tvrzení jsou stěžejními ná-
stroji VCC verifikace.
• C a Assembler kód – systémový software vyžaduje interakci mezi kódem psaným
v jazyce C a v jazyce symbolických adres (assembleru). To představuje drobný rozdíl
například v sémantice volání funkcí mezi C a assemblerem. Verifikace assembleru je
diskutována v [30].
• Modely paměti – současný systémový software, běžící na moderních procesorech,
uvažuje sekvenčně konzistentní pamět. Tyto procesory v paralelním nastavení však
neposkytují implementaci sekvenční konzistentní paměti (hlavně díky architektuře
bufferování). [10]
4.2.1 Verifikace jednoduchých programů
Pojmem jednoduchý program označujeme program se sekvenčním přístupem, bez smyček,
bez volání dalších funkcí nebo bez paralelismu. Pokud je verifikace spuštěna na složitějších
programech, potom VCC funguje tak, že rozloží komlexnější program na menší celky a ty
řeší jako jednoduché programy. Tato kapitola zkráceně popisuje principy VCC anotací.
Aserce
Aserce je ve VCC uvedena klíčovým slovem assert a výraz za ním je kontrolován, zda
je pravdivý. Začněme ukázkou jednoduchého programu, který vybere minimum ze dvou
hodnot.
1 int main()
2 {
3 int x,y,z;
4 if (x <= y)
5 z = x;
6 else z = y;
7 (assert z <= x)
8 return 0;
9 }
Program 4.1: Výběr minima ze dvou hodnot s asercí
Oproti klasickému programu v jazyce C, obsahuje zdrojový kód Programu 4.1 anotaci.
VCC anotace začínají znaky
”
(“ a končí znakem
”
)“, kterým se říká anotační značky. Pro
úplnou správnost tohoto programu by bylo ještě zapotřebí dodat include〈vcc.h〉 na začátek
tohoto kódu. Anotace zadaná ve tvaru (assert E) žádá, aby nástroj VCC dokázal, že výraz
E bude platný pro všechny možné hodnoty proměnných. Tudíž aserce (assert z ≤ x)
garantuje, že z bude menší nebo rovno x v době zpracování této části kódu.
Tato VCC aserce se v porovnání s klasickým C makrem assert(E), definovaným v hla-
vičkovém souboru 〈assert.h〉, chová jiným způsobem. Makro assert(E) vyhodnocuje výraz
E v době běhu programu a ukončí vykonávání jestli výraz E není dodržen. Klasické makro
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kontroluje pouze aktuální hodnoty proměnných, kdežto (assert E) kontroluje všechny
možné případy hodnoty proměnné. Další rozdíl je v tom, že VCC aserce není kontrolo-
vána ve skutečném běhu programu, a proto může výraz E obsahovat i neimplementované
operace. [12]
Logické operátory a kvantifikátory
VCC poskytuje několik rozšíření jazyka C v podobě logických operátorů a kvantifikátorů,
které mohou být užity v anotacích.
• Booleovský operátor ==>, který vyjadřuje logickou implikaci. Např. P ==> Q zna-
mená ((!P)||(Q)), tento výraz se čte jako P implikuje Q a má nižší prioritu než
C operátory.
• Výraz \forall T v; E se vyhodnotí jako 1, pokud je výraz E vyhodnocen jako
nenulové číslo pro každou hodnotu v typu T. Například aserce:
_(assert x > 1 && \forall int i; 1 < i && i < x ==> x % i != 0)
znamená, že (int) x je prvočíslo.
• Podobně výraz \exist T v; E se vyhodnotí jako 1, pokud existuje nějaká hodnota
v typu T, pro kterou se výraz E vyhodnotí jako nenulové číslo. Například aserce, kde
b je pole čísel typu int velikosti N znamená, že pole b obsahuje nulový prvek:
_(assert \exists int i; 0 <= i && i < N && b[i] == 0)
• Dalším VCC výrazem je \lambda T v; E3, který vrací mapu, ta pro jakékoliv v typu
T vrací hodnotu výrazu E. Výsledná hodnota tedy mapuje každé v na odpovídající
hodnotu E tak, jak je vyhodnocena v aktuálním vykonávání. Pokud např. S je typu
E, potom mapa bude vypadá jako S[T].
• Typ \integer reprezentuje typ matematický integer, typ \natural reprezentuje typ
přirozených čísel.
• VCC poskytuje mapové typy, které jsou deklarované a užívané jako pole z jazyka C,
ale místo velikosti udávají typ. Například \integer x[int] deklaruje x jako mapu z C
čísel typu int do \integer. [12, 60]
Předpoklady
Předpoklady (angl. assumptions) jsou druhým typem anotace, které lze přidat do kódu.
Předpoklad (assume E) říká nástroji VCC, aby ignoroval zbytek vykonávání, pokud vý-
raz E není dodržen (tzn. pokud E je vyhodnoceno jako 0). Bez předpokladu ve zdrojovém
kódu Programu 4.2 uvedeném níže by verifikace neuspěla a VCC nástroj by poukázal chy-
bovou hláškou na možné dělení nulou, které by mohlo zapříčinit pád programu. Předpoklad
jednoduše přidá výraz E do množiny znalostí, které VCC má v daném případě. Jelikož před-
poklady nejsou viditelné bežným překladačem, tak selhání předpokladu nezpůsobí zastavení
programu a následné aserce mohou být porušeny. Jinak řečeno při verifikaci programu je
garantováno, že pokud všechny předpoklady budou dodrženy, budou dodrženy i všechny
aserce. Tudíž cílem verifikace by mělo být co nejvíce omezit předpoklady.
3forall, exist a lambda jsou souhrně nazývány jako kvantifikátory.
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1 #include <vcc.h>
2
3 int main()
4 {
5 int x,y;
6 (assume x != 0)
7 y = 100 / x;
8 }
Program 4.2: Možné dělení nulou ošetřené předpokladem
V některých případech mohou být předpoklady užitečné:
• při selhání verifikace mohou být předpoklady užity pro doplnění informací, které VCC
chybí,
• při ladění neúspěšné verifikace mohou být předpoklady užity k redukci možných příčin
neúspěchu verifikace (dokonce k sestavení proti-příkladu),
• někdy mohou být předpoklady použity pro úmyslné zastavení verifikace (jako tzv.
breakpoint),
• někdy se mohou předpoklady použít pro ošetření operačního prostředí programu (jako
např. zabezpečení nepřetečení 64-bitového čítače, atd.). [12]
4.2.2 Anotace funkcí
Každá funkce může mít specifikaci. Tyto specifikace se nazývají vztahy (angl. contracts),
protože zavazují obě strany (funkci i jejího volajícího). Vztahy existují v podobě čtyř typů
klauzulí:
1. requires klauzule je vstupní podmínkou (angl. precondition) volané funkce (v pod-
statě je to požadavek na volající funkci). Má tvar (requires E), kde E je výraz,
který musí být platný před vykonáním těla volané funkce.
2. ensures klauzule je výstupní podmínkou (angl. postcondition) volané funkce. Má
tvar (ensures E), kde E je výraz, který musí být platný na konci vykonávání těla
volané funkce.
3. Třetím a čtvrtým typem vztahu je writes a termination klauzule, které upravují
vztah mezi volanou a volající funkcí.
Příklad pro výpočet minima ze dvou hodnot z předchozí kapitoly rozdělme do dvou
funkcí následovně:
1 #include <vcc.h>
2
3 int min(int a, int b)
4 {
5 if (a <= b)
6 return a;
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7 else return b;
8 }
9
10 int main()
11 {
12 int x, y, z;
13 z = min(x, y);
14 (assert z <= x)
15 return 0;
16 }
Program 4.3: Výpočet minima ze dvou hodnot rozložen do dvou funkcí se vztahy
Verification of min succeeded.
Verification of main failed.
testcase(17,14) : error VC9500: Assertion ’z <= x’ did not verify.
Z výstupu po VCC verifikaci Programu 4.3 lze vidět, že verifikace aserce ve funkci main()
neuspěla, i přestože by uspět logicky měla. Příčinou neúspěchu je, že verifikace pomocí
VCC je modulární. VCC nekontroluje tělo volaných funkcí (takových jako je např. funkce
min()), ale kontroluje pouze správnost volání funkce. Pokud chceme kontrolovat i těla
funkcí, je nutné použít vztahy.
1 #include <vcc.h>
2
3 int min(int a, int b)
4 (requires \true)
5 (ensures \result <= a && \result <= b)
6 {
7 if (a <= b)
8 return a;
9 else return b;
10 }
11
12 int main()
13 {
14 int x, y, z;
15 z = min(x, y);
16 (assert z <= x)
17 return 0;
18 }
Program 4.4: Výpočet minima ze dvou hodnot rozložen do dvou funkcí
Verification of min succeeded.
Verification of main succeeded.
Program 4.4 demostruje výpočet minima ze dvou hodnot podobně jako Program 4.3, ale
jeho zdrojový kód je doplněn o vztahy a verifikace je již úspěšná (viz výstup po verifi-
kaci). Anotace (requires \true) funkce min() o ničem nevypovídá, protože \true je
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splněno pro každý stav, ale je uvedeno pro zdůraznění, že funkce může být volána z jaké-
hokoliv stavu a s libovolnou hodnotou parametrů. Anotace (ensures \result <= a &&
\result <= b) zaručuje, že hodnota vrácená z funkce min() nebude větší než vstupní
hodnoty. VCC makra \true a \result jsou uvedena zpětným lomítkem (tak jako všechna
VCC klíčová slova), aby se zamezilo střetu s C identifikátory.
Modulární verifikace, jakou je i verifikace pomocí nástroje VCC, tedy přináší jisté výhody:
• můžeme verifikovat funkce jako např. funkci main() z předchozího příkladu i pokud
by nebyla známa implementace volané funkce min(),
• můžeme verifikovat velké programy (např. operační systémy) pomocí rozložení na
menší celky. [12]
Práce s pamětí
V programovacím jazyce C existují dva způsoby práce s pamětí: sekvenční a paralelní
přístup. Sekvenční přístup je základní a je vhodný, pokud vlákna nesdílí společné zdroje
(např. přístup k nesdílené paměti). Paralelní přístup je nutný, pokud vlákna požadují
přístup ke sdílenému zdroji, tzn. zapisují nebo čtou ze společné paměti.
Při sekvenčním přístupu do paměti musí např. ukazatel p ukazovat na platnou část
paměti (např. na běžném hardwaru musí být virtuální adresa vhodně přiřazena k exis-
tující fyzické paměti). Pro bezpečný sekvenční přístup do paměti navíc nesmí být paměť
paralelně zapisovatelná jinými vlákny. Ve většině případů je toto způsobeno díky tomu,
že objekt v paměti je
”
vlastněn“ určitým vláknem, ve VCC je to vyjádřeno pomocí ano-
tace \thread local(p), která předchází každému sekvenčnímu přístupu do paměti přes
ukazatel p. Pro zapisování do paměti pomocí ukazatele p potřebujeme \thread local(p)
a také, aby žádné jiné vlákno (sekvečně či paralelně) nečetlo pomocí p ve stejný čas. Tento
požadavek zapíšeme pomocí anotace \mutable(p).
Zatímco je proměnlivost (angl. mutability) koncept na úrovni vláken, zapisovatelnost
(angl. writability) je vlastnost konkrétní instance vykonávané funkce (tzn. pokud je určitá
pamět, adresovaná ukazatelem p, zapisovatelná pro funkci a() neznamená to, že je zapiso-
vatelná i pro funkci b(), kterou funkce a() volá). Proto nelze vyjádřit, že funkce potřebuje
”
povolení“ zápisu pomocí klauzule (requires writable(p)), ale pomocí writes klauzule
ve tvaru \writes(p) před tělem funkce. Pokud dochází tedy k volání funkce, VCC před-
pokládá, že všechny objekty uvedené ve writes klauzulích před tělem funkce jsou zapiso-
vatelné. [12]
Pole
Přístup k polím je podobný jako přístup k ukazatelům. Proto před přístupem ke čtení
prvku pole nástroj VCC kontroluje, zda je přístup thread-local. Obvykle je tedy potřeba
specifikovat, že všechny prvky pole jsou thread-local, což se deklaruje pomocí anotace
\thread local array(ar,sz), kde ar je dané pole a sz je jeho velikost. Anotace ve tvaru
\mutable array() má podobný význam a anotace (writes \array range(ar,sz)) de-
klaruje zapisovatelnost do pole. [12]
Ukončení
Funkce je ukončena, pokud je zaručeno vrácení vykonávání jejímu předkovi (volající funkci).
Ve VCC lze toto specifikovat pomocí ukončující klauzule (decrease 0), ale jen v tom
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případě pokud se nejedná o rekurzivní volání funkce. V opačném případě ukončující klauzule
funguje jako počítadlo, které sníží svou hodnotu o 1, pokud je identifikováno předání řízení
do volající funkce. [12]
Pure funkce
Pure funkce jsou takové funkce, které nemají žádný vedlejší efekt na stav programu. VCC
zabraňuje pure funkcím alokovat pamět a povoluje jim pouze zápis do lokálních proměnných.
Pouze pure funkce mohou být volány pomocí VCC anotací. Anotace má tvar (pure)
modifikátoru, který se přidává na začátek specifikace funkce, například:
(pure) min(int x, int y) {. . .}
Pokud nechceme, aby byla pure funkce zahrnuta do vykonávání programu, přidáme k ní
anotační značku (def), čímž se z dané pure funkce stavá ghost funkce (funkce, která je
užita pouze pro specifikaci). [12]
Vztahy bloků v kódu
Velké komplexní funkce někdy obsahují vnitřní bloky kódu, které implementují určitou jed-
nodušší funkcionalitu. V některých případech je pro nás nepohodlné takový kód přepisovat
do oddělených funkcí. VCC si umí poradit i s takovým kódem specifikací bloků jako by
to byly oddělené funkce. Tyto vztahy mají podobný tvar jako vztahy funkcí, viz kapitola
4.2.2:
1 . . .
2 x = 2;
3 (requires x == 2)
4 (writes &x)
5 (ensures x == 3)
6 {
7 x++;
8 }
9 . . .
Program 4.5: Specifikace VCC bloku
VCC tento blok z Programu 4.5 vnitřně přeloží do funkce. Parametry funkce budou
proměnné z okolí bloku, které jsou zmíněny v bloku nebo ve specifikaci bloku. Výhodou
takového překladu je, že nástroj VCC může ignorovat znalosti, které získal z předchozího
kontextu, což vede k jednodušší specifikaci programu pro theorem prover. V některých
případech nám nemusí záležet na informacích, které plynou do bloku, ale záleží nám na
informacích, které plynou z bloku. Proto existuje anotace (requires \full context()),
která říká nástroji VCC, aby verifikoval blok za použití všech možných informací, které
získal z předchozího kontextu. [12]
4.2.3 Invarianty cyklů
Zjednodušeně nástroj VCC funguje tak, že v každém řídícím bodě (angl. control point)
zjišťuje informace o verifikovaném programu z předchozího řídícího bodu. Tento princip
funguje i v případě nepodmíněných skoků goto v kódě programu (nástroj VCC jednoduše
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sloučí informace, které mohl získat z každého možného místa skoku). Pokud ale kód obsahuje
cykly (v jazyce C: for, while, do – while) je verifikace složitější. To, co VCC zná na začátku
cyklu, nezáleží pouze na tom, co znal před začátkem cyklu, ale i na tom, co znal než
vykonávání skočilo opět na začátek cyklu z předchozí iterace cyklem. Místo pokusu zjistit
(uhádnout) informace můžeme nástroji VCC zadat to, co by měl znát pomocí invariantů
cyklů (angl. loop invariants), které se umísťují před tělo cyklu.
1 #include <vcc.h>
2
3 void divide(unsigned x, unsigned d, unsigned ∗q, unsigned ∗r)
4 (requires d > 0 && q != r)
5 (writes q,r)
6 (ensures x == d∗(∗q) + ∗r && ∗r < d)
7 {
8 unsigned lq = 0;
9 unsigned lr = x;
10 while (lr >= d)
11 (invariant x == d∗lq + lr)
12 {
13 lq++;
14 lr −= d;
15 }
16 ∗q = lq;
17 ∗r = lr;
18 }
Program 4.6: Operace dělení se zbytkem s invariantem cyklu
Verification of divide succeeded.
Program 4.6 demostruje použití invariantu cyklu. Funkce divide() počítá podíl dvou čísel se
zbytkem. Invariant cyklu říká, že dostaneme vhodný výsledek, ale s možností příliš velkého
zbytku po dělení.
Pro dokázání, že cyklus skončil, VCC poskytuje (decreases) klauzuli, tak jako u funkcí.
Počítadlo průchodů cyklem x v (decreases x) klauzuli snižuje svou hodnotu o 1 při kaž-
dém návratu na začátek cyklu.
Cykly jsou v mnoha ohledech podobné rekurzivním funkcím. Invarianty cyklů fungují
na principu vstupních a výstupních podmínek a tak jako funkce mohou i cykly mít writes
klauzuli. Tato klauzula má stejnou funkcionalitu i syntaxi jako writes klauzule u funkcí.
[12]
4.2.4 Invarianty objektů
Oblast invariantů objektů je velmi rozsáhlá a tato kapitolaji ji popisuje jen ve stručnosti.
Nástroj VCC ve svých anotacích zavádí pojem objects (rozumějme objekty jiné než ty z ob-
jektově orientovaných jazyků). Tyto VCC objekty představují kolekce neměnných množin
určitých polí v závislosti na typu objektu. Identita objektu je dána jeho adresou a typem.
Každý objekt obsahuje:
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• pole typu Boolean, indikující, zda je objekt validní,
• pole typu Boolean ghost, indikující, zda je objekt uzavřený (closed),
• pole typu ghost, které určuje vlastníka objektu (owner), aj.
Pole objektu mohou být dvojího typu: konkrétní nebo ghost. Pole konkrétního typu odpo-
vídá datům, se kterými program pracuje. Každé takové pole má pevně danou adresu a ve-
likost. Konkrétní pole se vzájemně nepřekrývají. Ghost pole slouží pro specifikaci a nemění
stav verifikace.
Uživatelem definované invarianty objektů jsou úspěšně verifikovány pouze, pokud jsou
objekty uzavřené. Vlákna mohou být verifikována pouze v případě, že jsou pomocí anotací
modelována také jako určitý druh objektů. V kontextu vlákna jsou potom objekty označeny
jako wrapped, pokud jsou uzavřené a jako mutable, pokud jsou otevřené (resp. neuza-
vřené). Pouze vlákna mohou vlastnit neuzavřené objekty, potom k nim mají exklusivní
přístup a mohou je užívat opakovaně. [60]
V jazyce C můžeme invarianty objektů spojit se složenými typy, jako jsou struktury
a uniony, viz příklad:
1 #include <vcc.h>
2 #define SSTR MAXLEN 100
3
4 typedef struct SafeString {
5 unsigned len;
6 char content[SSTR MAXLEN + 1];
7 (invariant \this−>len <= SSTR MAXLEN)
8 (invariant content[len] == ’\0’)
9 } SafeString;
Program 4.7: Specifikace struktury s invarianty objektu
Zdrojový kód z Programu 4.7 demostruje užití invariantu objektu (struktury SafeString),
který kontroluje délku pole a poslední znak řetězce. Konstrukce \this je ukazatel na instanci
typu.
Wrap/unwrap protokol
S objekty, popsanými v předchozí kapitole, mohou být prováděny operace, ale to pouze
v tom případě, že jsou tyto objekty zpřístupněny pomocí wrap/unwrap protokolu. Potom
pole objektu mohou být změněna vláknem, které tento objekt vlastní (za předpokladu, že
je objekt otevřený). Při splnění těchto podmínek může být objekt změněn. Objekty jsou
uzavřené pokud jsou vlastněny objekty jinými než objekty vláken a pouze uzavřené objekty
mohou vlastnit jiné objekty. Z toho plyne, že vlákna jsou vždy uzavřené objekty a mohou
vlastnit jiné objekty vláken.
Operace (unwrap o), pomocí které můžeme přistoupit k objektu a pracovat s ním, je
složena z několika kroků:
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1. (assert \wrapped(o)); – získání objektu aktuálním vláknem
2. (assert \writable(o)); – změna objektu na zapisovatelný objekt
3. (assume o); – tvorba předpokladu o objektu o
4. nastavení o → \closed = \false – otevření objektu
5. přidání všech polí objektu do writes klauzule a nastavení \me jako vlastníka o
6. (invariant (on unwrap(\this,p))) – tvrzení, že změna neporuší žádný invariant
objektu o
Naopak operace (wrap o), sloužící pro uzavření objektu po práci s ním, je složena z kroků:
1. (assert \mutable(o)) – tvrzení, že o je měnitelné (mutable)
2. další tvrzení – všechny objekty, jejichž vlastnictví bude přepsáno (definovány později)
na objekt o budou \wrapped a \writable
3. o → \closed = \true – uzavření objektu
Tyto operace provádí samostatný nástroj VCC implicitně a programátor většinou vy-
užije pouze (unwrap o) a (wrap o) operace. Podrobnější informace o VCC objektech
lze nalézt v manuálu [60] a tutoriálu [12] nástroje VCC.
Claim
Předpokládejme, že existuje vlákno t, které atomicky přistupuje ke zdroji (např. objektu
struktury o), který je uzavřený. Jak může t vědět, jestli objekt o je stále uzavřený, tzn.
nezměněný a dodržující jeho vnitřní invarianty, nebo jestli nebyl dokonce dealokován. Proto
vlákno t potřebuje záruku, že objekt o přetrvá. Toho je ve VCC docíleno pomocí principu
claim – tvrzení.
1 (ghost
2 typedef struct {
3 \ptrset claimed;
4 (invariant \forall \object o; o \in claimed ==> o−>\closed)
5 } \claim struct, ∗\claim;
6 )
Program 4.8: Příklad claim objektu
Tvrzení je tedy také objekt, obsahující invariant, který značí, že všechny objekty, které
jsou ve vlastnictví objektu tvrzení (angl. claimable objects), budou také uzavřeny, viz Pro-
gram 4.8. Dále potřebujeme přidat makro (claimable) do definice objektu, se kterým
chce vlákno pracovat. Tento objekt potom musí obsahovat zámek, který se bude odemykat
a uzamykat v závislosti na přístupu vlákna, více informací o principu claim lze nalézt v [60]
a [12].
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Kapitola 5
Verifikovaná knihovna datových
struktur
Cílem této práce bylo vytvořit verifikovanou knihovnu datových struktur. Tato kapitola se
zabývá návrhem a realizací knihovny. V následujících podkapitolách bude popsána imple-
mentace knihovny, budou vysvětleny použité invarianty jednotlivých struktur, které jsou
ve formě anotací jazyka nástroje VCC a jsou nutné pro úspěšnou verifikaci implementace.
5.1 Návrh knihovny
Knihovna je nazvána Verified Library a je implementována v modulárním programovacím
jazyce C, který je plně vyhovující pro potřeby této práce. Implementace probíhala ve vý-
vojovém prostředí Microsoft Visual Studio 2010 na operačním systému Microsoft Windows
7, především protože nástroj VCC (taktéž od Microsoftu) je nejlépe použitelný jako plugin
tohoto prostředí.
Knihovna implementuje celkem pět abstraktních datových struktur realizovaných v pěti
hlavičkových souborech. Pro operace každé struktury existují dva testové soubory (klasické
testy a testy úplnosti VCC anotací při standardních operacích). Implementované datové
struktury jsou:
• jednosměrný seznam – implementován v souboru singly linked list.h (testové soubory:
singly linked list test.c a singly linked list test vcc.c),
• dvousměrný seznam – implementován v souboru doubly linked list.h (testové soubory:
doubly linked list test.c a doubly linked list test vcc.c),
• kruhový seznam – implementován v souboru cyclic linked list.h (testové soubory:
cyclic linked list test.c a cyclic linked list test vcc.c),
• binární vyhledávací strom – implementován v souboru binary search tree.h (testové
soubory: binary search tree test.c a binary search tree test vcc.c) a
• Treiberův zásobník – implementován v souboru treiber stack.h (testové soubory:
treiber stack test.c a treiber stack test vcc.c).
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5.2 Popis datových struktur
5.2.1 Jednosměrný seznam
Implementace lineárního jednosměrného seznamu představuje dynamickou datovou struk-
turu, která obsahuje 0 nebo více prvků (struktur) stejného typu, jenž jsou navzájem lineárně
provázány odkazy pomocí ukazatelů. V jednosměrném seznamu odkazuje každý prvek na
prvek následující.
Struktura seznamu je v našem případě reprezentována hlavou seznamu HeadList, která
je typu tElem stejně jako ostatní prvky seznamu, viz Obrázek 5.1.
Obrázek 5.1: Jednosměrný seznam včetně ghost atributů
Prvky jsou tedy instancemi struktury tElem, kde každý prvek obsahuje položku Data
(užitečná data prvku) a Nextptr (odkaz na následující prvek, kromě posledního prvku,
který ukazuje na NULL). Nástroj VCC pak při verifikaci potřebuje mít k dispozici co
nejvíce informací o zkoumané struktuře, a proto je vhodné do popisu datové struktury
doplnit abstraktní položky, které zhednodušují práci s datovou strukturou v anotacích1. To
se provede pomocí klíčového slova (ghost E). Součástí struktury tElem je tedy i odkaz na
předchozí prvek, jenž představuje abstraktní proměnná Prevptr. Další abstraktní položkou
je Check – odkaz na strukturu AbsList. Ta plní roli tzv. managera, který zastupuje
strukturu seznamu v abstraktní podobě a udává pomocí invariantů jazyka nástroje VCC
pravidla nutná pro úspěšnou verifikaci (viz Program 5.1).
1 typedef struct Elem
2 {
3 T Data;
4 struct Elem *Nextptr;
5
6 _(ghost struct Elem *Prevptr)
7 _(ghost AbsList Check)
8
9 } *tElem;
Program 5.1: Specifikace struktury jednosměrného seznamu
Abstraktní struktura AbsList v definici obsahuje klíčové slovo (dynamic owns),
které značí, že vlastnictví objektů struktury lze upravovat pomocí invariantu \mine(E).
V našem případě bylo potřeba vytvořit několik proměnných definujících prvky seznamu.
Struktura dále obsahuje pravidla pro provázání reálného s abstraktním seznamem a je
součástí každého prvku seznamu (viz Program 5.2).
1V následujícím textu budou
”
ghost“ proměnné potřebné pro verifikaci a reprezentující kopii seznamu
označeny jako
”
abstraktní“, ostatní jako
”
skutečné“.
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1 _(ghost _(dynamic_owns) struct _AbsList
2 {
3 \natural Size; /∗ Pocet prvku seznamu. ∗/
4 _(ghost unsigned Idx[tElem]) /∗ Vraci indexy odkazu na realne prvky. ∗/
5 _(ghost tElem Head) /∗ Ukazatel na hlavu seznamu. ∗/
6
7 /∗ Vlastnictvi hlavy seznamu. ∗/
8 _(invariant \mine(Head))
9 /∗ Kazdy prvek seznamu ma vlastniho managera − Check. ∗/
10 _(invariant \forall tElem n; \mine(n) ==> n->Check == \this)
11 /∗ Vsechny nasledujici dosazitelne prvky seznamu patri do vlastnictvi daneho prvku + test. ∗/
12 _(invariant \forall tElem n; \mine(n) && n->Nextptr != NULL ==>
13 \mine(n->Nextptr) && n->Nextptr->Prevptr == n)
14 /∗ Vsechny predchozi dosazitelne prvky seznamu patri do vlastnictvi daneho prvku + test. ∗/
15 _(invariant \forall tElem n; \mine(n) && n->Prevptr != NULL ==>
16 \mine(n->Prevptr) && n->Prevptr->Nextptr == n)
17 /∗ Index hlavy. ∗/
18 _(invariant Idx[Head] == 0)
19 /∗ Kontrola rozsahu indexu. ∗/
20 _(invariant \forall tElem n; \mine(n) ==> Idx[n] >=0 && Idx[n] <= Size)
21 /∗ Unikatnost prvku v seznamu. ∗/
22 _(invariant \forall tElem m, n; \mine(m) && \mine(n) && m != n ==>
23 Idx[m] != Idx[n])
24 /∗ Index naslednika prvku. ∗/
25 _(invariant \forall tElem n; \mine(n) && n->Nextptr != NULL ==>
26 Idx[n] + 1 == Idx[n->Nextptr])
27
28 })
Program 5.2: Struktura abstraktního seznamu
Výše uvedeným vznikne struktura jednosměrného seznamu doplněná o invarianty, které
zaručují její korektnost. Při operacích nad strukturou seznamu musí pak při verifikaci tyto
invarianty uspět. Výstupy verifikace jednosměrného seznamu nástrojem VCC jsou k dispo-
zici v Příloze B. Podporované operace jednosměrného seznamu jsou:
• void InitList(tElem HeadList) – prvotní inicializace seznamu,
• void DisposeList(tElem HeadList) – ruší všechny prvku seznamu,
• void PrintList(tElem HeadList) – tiskne hodnoty prvků seznamu,
• void PushFront(tElem HeadList,tElem NewNode) – vkládá nový prvek na začátek seznamu,
• void PushBack(tElem HeadList,tElem NewNode) – vkládá nový prvek na konec seznamu,
• void PopFront(tElem HeadList) – ruší první prvek seznamu.
• void PopFront(tElem HeadList) – ruší poslední prvek seznamu.
5.2.2 Dvousměrný seznam
Další možností dynamického uložení množiny údajů do paměti je dvousměrný seznam. Od
jednosměrného seznamu se liší provázaností jednotlivých prvků, kdy každý prvek ukazuje
na prvek předchozí i následující.
V naší implementaci je každý prvek instancí struktury tDElem a nese kromě užitečných
dat Data dva ukazatele: ukazatel na svého předchůdce Lptr a ukazatel na svého následníka
Rptr (viz Obrázek 5.2). Díky tomu se lze pohybovat rovnocenně oběma směry v seznamu.
Jako přístupový bod k seznamu slouží hlavička seznamu HeadList ukazující na první prvek
seznamu. Součástí každého prvku je i abstraktní proměnná Check – odkaz na strukturu
AbsList. Ta opět plní roli managera, který zastupuje strukturu seznamu v abstraktní
podobě a udává pravidla pro úspěšnou verifikaci, viz Program 5.3.
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Obrázek 5.2: Dvousměrný seznam včetně ghost atributu
1 typedef struct DElem
2 {
3 T Data;
4 struct DElem *Rptr;
5 struct DElem *Lptr;
6
7 _(ghost AbsList Check)
8
9 } *tDElem;
10
11
12 _(ghost _(dynamic_owns) struct _AbsList
13 {
14 \natural Size; /∗ Pocet prvku seznamu. ∗/
15 _(ghost unsigned Idx[tDElem]) /∗ Vraci indexy odkazu na realne prvky. ∗/
16 _(ghost tDElem Head) /∗ Ukazatel na hlavu seznamu. ∗/
17
18 /∗ Vlastnictvi hlavy seznamu. ∗/
19 _(invariant \mine(Head))
20 /∗ Vlastnictvi naslednika hlavy. ∗/
21 _(invariant Head->Rptr ==> \mine(Head->Rptr))
22 /∗ Kazdy prvek seznamu ma vlastniho managera − Check. ∗/
23 _(invariant \forall tDElem n; \mine(n) ==> n->Check == \this)
24 /∗ Vsechny nasledujici dosazitelne prvky seznamu patri do vlastnictvi daneho prvku + test. ∗/
25 _(invariant \forall tDElem n; \mine(n) && (n != Head) ==>
26 \mine(n->Lptr) && n->Lptr->Rptr == n)
27 /∗ Vsechny predchozi dosazitelne prvky seznamu patri do vlastnictvi daneho prvku + test. ∗/
28 _(invariant \forall tDElem n; \mine(n) && n->Rptr ==>
29 \mine(n->Rptr) && n->Rptr->Lptr == n)
30 /∗ Index hlavy. ∗/
31 _(invariant Idx[Head] == 0)
32 /∗ Index naslednika a predchudce hlavy. ∗/
33 _(invariant Idx[Head->Rptr] >= 0)
34 _(invariant Head->Rptr ==> Idx[Head->Rptr] == 1)
35 /∗ Kontrola rozsahu indexu. ∗/
36 _(invariant \forall tDElem n; \mine(n) ==> Idx[n] >=0 && Idx[n] <=Size)
37 /∗ Indexovani predchazejicich a nasledujicich prvku. ∗/
38 _(invariant \forall tDElem n; \mine(n) && n->Rptr ==>
39 Idx[n->Rptr] == Idx[n] + 1)
40 _(invariant \forall tDElem n; \mine(n) && n->Lptr && n != Head ==>
41 Idx[n->Lptr] == Idx[n] - 1)
42 /∗ Unikatnost prvku v seznamu. ∗/
43 _(invariant \forall tDElem m, n; \mine(m) && \mine(n) && m != n ==>
44 Idx[m] != Idx[n])
45
46 })
Program 5.3: Specifikace skutečné a abstraktní struktury dvousměrného seznamu
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Lze říci, že dvousměrný seznam použijeme ve většině případů, naopak jednosměrný
seznam použijeme jen tehdy, je-li dvousměrnost nadbytečná. Výstupy verifikace dvousměr-
ného seznamu nástrojem VCC jsou k dispozici v Příloze B. Podporované operace dvou-
směrného seznamu jsou:
• void DInitList(tDElem HeadList) – prvotní inicializace seznamu,
• void DDisposeList(tDElem HeadList) – ruší všechny prvku seznamu,
• void DPrintList(tDElem HeadList) – tiskne hodnoty prvků seznamu,
• void DPushFront(tDElem HeadList,tDElem NewNode) – vkládá prvek na začátek seznamu,
• void DPushBack(tDElem HeadList,tDElem NewNode) – vkládá prvek na konec seznamu,
• void DPopFront(tDElem HeadList) – ruší první prvek seznamu,
• void DPopBack(tDElem HeadList) – ruší poslední prvek seznamu.
5.2.3 Kruhový seznam
Další implementovanou dynamickou datovou strukturou je kruhový seznam. Jeho princip
i implementace jsou velmi podobné dvousměrnému seznamu s tím rozdílem, že následní-
kem posledního prvku seznamu je prvek první a analogicky předchůdcem prvního je prvek
poslední, viz Obrázek 5.3. Kruhový seznam tak ze sémantického pohledu nemá začátek ani
konec. Musí mít ale přístup alespoň k jednomu prvku seznamu, který má pozici pracovního
počátku – hlavička seznamu HeadList, potom první prvek před hlavičkou představuje po-
slední prvek seznamu a první prvek za hlavičkou představuje první prvek seznamu. Prvky
jsou instancemi struktury tCElem a jsou uspořádány do kruhu (oběma směry). V konzis-
tentním stavu, po dokončení všech operací, neukazuje žádný prvek na NULL.
Obrázek 5.3: Kruhový seznam včetně ghost atributu
Každý prvek je tedy instancí struktury tCElem a opět nese kromě užitečných dat Data
dva ukazatele: ukazatel na svého předchůdce Lptr a ukazatel na svého následníka Rptr.
Součástí každého prvku je opět abstraktní proměnná Check, jež odkazuje na strukturu
AbsList. Tato struktura plní roli managera, který zastupuje strukturu seznamu v abs-
traktní podobě a udává pravidla pro úspěšnou verifikaci, viz Program 5.4.
1 typedef struct CElem
2 {
3 T Data;
4 struct CElem *Rptr;
5 struct CElem *Lptr;
6
7 _(ghost AbsList Check)
8
9 } *tCElem;
10
11 _(ghost _(dynamic_owns) struct _AbsList
12 {
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13 unsigned Size; /∗ Pocet prvku seznamu. ∗/
14 _(ghost unsigned Idx[tCElem]) /∗ Vraci indexy odkazu na realne prvky. ∗/
15 _(ghost tCElem Head) /∗ Ukazatel na hlavu seznamu. ∗/
16
17 /∗ Vlastnictvi hlavy seznamu. ∗/
18 _(invariant \mine(Head))
19 /∗ Vlastnictvi naslednika a predchudce hlavy. ∗/
20 _(invariant \mine(Head->Rptr))
21 _(invariant \mine(Head->Lptr))
22 /∗ Kazdy prvek seznamu ma vlastniho managera − Check. ∗/
23 _(invariant \forall tCElem n; \mine(n) ==> n->Check == \this)
24 /∗ Vsechny nasledujici dosazitelne prvky seznamu patri do vlastnictvi daneho prvku + test. ∗/
25 _(invariant \forall tCElem n; \mine(n) ==>
26 \mine(n->Lptr) && n->Lptr->Rptr == n)
27 /∗ Vsechny predchozi dosazitelne prvky seznamu patri do vlastnictvi daneho prvku + test. ∗/
28 _(invariant \forall tCElem n; \mine(n) ==>
29 \mine(n->Rptr) && n->Rptr->Lptr == n)
30 /∗ Index hlavy. ∗/
31 _(invariant Idx[Head] == 0)
32 /∗ Index naslednika a predchudce hlavy. ∗/
33 _(invariant Idx[Head->Lptr] == Size - 1)
34 _(invariant Idx[Head->Rptr] >= 0)
35 /∗ Kontrola rozsahu indexu. ∗/
36 _(invariant \forall tCElem n; \mine(n) ==> Idx[n] >=0 && Idx[n] <Size)
37 /∗ Indexovani nasledniku. ∗/
38 _(invariant \forall tCElem n; \mine(n) && n->Rptr != Head ==>
39 Idx[n->Rptr] == Idx[n] + 1)
40 /∗ Unikatnost prvku v seznamu. ∗/
41 _(invariant \forall tCElem m, n; \mine(m) && \mine(n) && m != n ==>
42 Idx[m] != Idx[n])
43
44 })
Program 5.4: Specifikace skutečné a abstraktní struktury kruhového seznamu
Výstupy verifikace kruhového seznamu nástrojem VCC jsou k dispozici v Příloze B.
Podporované operace kruhového seznamu jsou:
• void CInitList(tCElem HeadList) – prvotní inicializace seznamu – vznik hlavičky seznamu,
• void CDisposeList(tCElem HeadList) – ruší všechny prvku seznamu,
• void CPrintList(tCElem HeadList) – tiskne hodnoty prvků seznamu,
• void CPushFront(tCElem HeadList,tDElem NewNode) – vkládá nový prvek na začátek se-
znamu, tzn. jako první prvek za hlavičku seznamu,
• void CPushBack(tCElem HeadList,tDElem NewNode) – vkládá nový prvek na konec seznamu,
tzn. jako první prvek před hlavičku seznamu,
• void CPopFront(tCElem HeadList) – ruší první prvek seznamu,
• void CPopBack(tCElem HeadList) – ruší poslední prvek seznamu,
• void CRemove(tCElem Node) – ruší zadaný prvek seznamu.
5.2.4 Binární vyhledávací strom
Binární strom je acyklický orientovaný graf, který má jeden význačný uzel. Tento uzel se
nazývá kořen. Kořen je uzel stromu, pro nějž platí, že z každého uzlu stromu vede jen jedna
cesta do kořene, potom z každého uzlu (kromě kořene) vede právě jedna hrana směrem ke
kořeni do uzlu, který se nazývá rodič a z každého uzlu vedou dvě hrany k uzlům, kterým
se říká potomci.
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Datová struktura implementovaná v naší knihovně, reprezentující binární strom, se na-
zývá binární vyhledávací strom, pro který platí, že v levém podstromu jsou uzly s hodno-
tami identifikátorů menšími než má rodičovký uzel, naopak v pravém podstromu jsou uzly
s hodnotami identifikátorů většími. Binární vyhledávací strom je reprezentován strukturou
tBSTree a jeho jednotlivé uzly jsou reprezentovány strukturami tBSTNode. Strom je
buď prázdný, nebo je složen z jednoho uzlu, kořene typu tBSTNode a dvou podstromů:
levého (odkazován pomocí ukazatele LPtr) a pravého (odkazován pomocí ukazatele RPtr)
a odkazu na svého rodiče Parent, viz Obrázek 5.4, kde čárkovaně vyznačený uzel obsa-
huje popisky těchto odkazů. Každý uzel obsahuje navíc položku Data (užitečná data uzlu)
a položku Key (identifikátor uzlu).
Obrázek 5.4: Binární vyhledávací strom včetně ghost atributů
Struktura stromu tBSTree potom kromě odkazu na kořen stromu Root tree obsahuje
ještě abstraktní položky Size – počet uzlů stromu, Relation – pole ukazatelů na prvky
a Valkeys – pole klíčů uzlů stromu. Invarianty, které kompletně popisují stavbu stromu
a chování uzlů například při operaci vkládání nového uzlu do stromu, jsou umístěny v abs-
traktních funkcích, viz Program 5.5.
1 typedef struct BSTNode {
2
3 int Key; /∗ Klic prvku. ∗/
4 int Data; /∗ Uzitecna data prvku struktury. ∗/
5 struct BSTNode *Lptr; /∗ Levy podstrom. ∗/
6 struct BSTNode *Rptr; /∗ Pravy podstrom. ∗/
7 struct BSTNode *Parent; /∗ Rodic uzlu. ∗/
8
9 } *tBSTNode;
10
11
12 typedef _(dynamic_owns) struct BSTree
13 {
14 tBSTNode Root_tree; /∗ Koren stromu. ∗/
15
16 _(ghost int Size) /∗ Pocet prvku stromu. ∗/
17 _(ghost tBSTNodeSet Relation[tBSTNode]) /∗ Pole ukazatelu na prvky. ∗/
18 _(ghost int Valkeys[int]) /∗ Pole klicu vracejici hodnotu prvku. ∗/
19
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20 /∗ Volani abstraktnich funkci pro veskera pravidla struktury stromu. ∗/
21 _(invariant TestTreeGeneral(\this))
22 _(invariant TestTreeRelations(\this))
23 _(invariant TestValkeys(\this))
24 _(invariant TestNode(\this, NULL))
25 _(invariant TestParent(\this, NULL, NULL))
26
27 } *tBSTree;
Program 5.5: Specifikace struktur binárního vyhledávacího stromu
Abstraktní funkce struktury stromu budou vysvětleny v kapitole 5.3.4. Výstupy verifi-
kace binárního vyhledávacího stromu nástrojem VCC jsou k dispozici v Příloze B. Podpo-
rované operace této struktury jsou:
• void BSTInitTree(tBSTTree Tree) – prvotní inicializace stromu,
• void BSTPrintTree in Preorder(tBSTNode Root) – tisk hodnot prvků v preorder řazení,
• void BSTPrintTree in Inorder (tBSTNode Root) – tisk hodnot prvků v inorder řazení,
• void BSTPrintTree in Postorder (tBSTNode Root) – tisk hodnot prvků v postorder řazení,
• void BSTInsertNode(tBSTTree Tree,tBSTNode New) – vložení nového prvku do stromu,
• tBSTNode BSTSearchNode(tBSTTree Tree,int K) – vyhledání prvku ve stromě podle zada-
ného klíče.
5.2.5 Treiberův zásobník
Abstraktní datový typ zásobník je lineární dynamická datová struktura, kterou lze odvodit
z jednosměrného seznamu, pokud přístup k prvkům omezíme na jednu stranu: vrchol zásob-
níku. Zásobníku se také říká struktura typu LIFO z anglického
”
Last-In-First-Out“. Zásob-
ník má široké aplikační použití, a tudíž patří mezi významné datové struktury. V této práci
je implementována paralelní verze zásobníku, tzv. Treiberův zásobník [55]. Ten předsta-
vuje neblokující paralelní datovou strukturu, která využívá tzv. CAS (compare-and-swap)
atomickou operaci pro úpravu vrcholu zásobníku.
Obrázek 5.5: Treiberův zásobník
V naší implementaci je zásobník reprezentován strukturou tTrStack a obsahuje po-
ložku Top, která je instancí struktury tTrElem a představuje odkaz na prvek vrcholu
zásobníku. Jednotlivé prvky jsou potom také instancemi struktury tTrElem. Struktura
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tTrElem obsahuje dvě položky: Data, která představuje užitečná data prvku a Nextptr,
která odkazuje na následující prvek (prvek vzdálenější od vrcholu zásobníku), viz Obrázek
5.5. Struktura tTrStack obsahuje objekt tvrzení resource, jež je použit jako tvrzení ob-
jektu zásobníku při operacích nad vrcholem zásobníku. Součástí implementace zásobníku
je abstraktní struktura AbsStack, která obsahuje několik invariantů, jež udávají pravidla
struktury zásobníku v abstraktní podobě. Struktura tTrElem obsahuje invariant závislosti
v podobě klauzule depends, která vyjadřuje, že objekt z prvního parametru je závislý na
objektu z druhého parametru funkce, tzn. objekt prvního parametru musí být znovu ověřen,
pokud u objektu z druhého parametru dojde ke změně. Více o strukturách zásobníku je
uvedeno v Programu 5.6.
1 typedef struct TrElem {
2
3 T Data; /∗ Data jsou uzitecna data prvku zasobniku. ∗/
4 struct TrElem *Nextptr; /∗ Nextptr je ukazatel na dalsi prvek v zasobniku. ∗/
5
6 _(invariant \depends(\this->\owner, \this)) /∗ Vyjadruje zavislost. ∗/
7
8 } *tTrElem;
9
10
11 struct TrStack {
12
13 volatile tTrElem Top; /∗ Top je hlava (vrchol) zasobniku. ∗/
14 _(ghost AbsStack Check) /∗ Check je odkaz na abstraktni zasobnik. ∗/
15 _(ghost \object resource) /∗ Resource objekt tvrzeni. ∗/
16 _(invariant \mine(resource)) /∗ Vlastnictvi objektu. ∗/
17 _(invariant \claimable(resource))/∗ Umozneni tvrzeni objektu. ∗/
18
19 } tTrStack;
20
21
22 _(ghost _(dynamic_owns) struct _AbsStack{
23
24 _(ghost tTrElem Top_abs;) /∗ Top abs je ukazatel na hlavu seznamu. ∗/
25
26 /∗ Vlastnictvi vrcholu. ∗/
27 _(invariant Top_abs != NULL <==> \mine(Top_abs))
28 /∗ Pravidlo − pokud je vrchol NULL, potom vlastnictvi objektu zasobniku je prazdne. ∗/
29 _(invariant Top_abs == NULL <==> \this->\owns == {})
30 /∗ Opak k predchozimu pravidlu. ∗/
31 _(invariant Top_abs != NULL <==> \this->\owns != {})
32 /∗ Pravidlo − zasobnik je prazdny −> existuje n, ktere ma naslednika != vrcholu. ∗/
33 _(invariant Top_abs != NULL ==> (\forall tTrElem n; \mine(n) ==>
34 n->Nextptr != Top_abs))
35 /∗ Pravidlo − existuje n a jeho naslednik n != NULL −> vlastnictvi naslednika. ∗/
36 _(invariant (\forall tTrElem n; \mine(n) && n->Nextptr != NULL ==>
37 \mine(n->Nextptr)))
38 /∗ Pravidlo − existuje n a m a jejich naslednici jsou si rovni −> totozne prvky. ∗/
39 \forall tTrElem n; tTrElem m; {n->Nextptr, m->Nextptr}
40 \mine(n) && \mine(m) && n->Nextptr == m->Nextptr ==> n == m)
41 })
Program 5.6: Specifikace struktur Treiberova zásobníku
Výstupy verifikace Treiberova zásobníku nástrojem VCC jsou k dispozici v Příloze B.
Podporované operace této struktury jsou:
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• void InitStack(tTrStack *S (ghost \object rsc)) – prvotní inicializace zásobníku,
• void DisposeStack(TrStack *S) – zrušení zásobníku,
• int TrPush(tTrStack *S, tTrElem NewNode (ghost \claim c) (ghost \claim r))
– vkládá nový prvek na vrchol zásobníku,
• int TrPop(TrStack *S (ghost \claim claim) (ghost \claim r)) – ruší prvek z vr-
cholu zásobníku,
5.3 Popis anotací
V této kapitole jsou vysvětleny významnější části použitých invariantů operací nad dato-
vými strukturami z předchozí kapitoly, zapsané pomocí anotací v jazyce nástroje VCC (viz
kapitola 4). Invarianty operací nad datovými strukturami jednosměrného seznamu, dvou-
směrného seznamu a kruhového seznamu jsou si podobné (jedná se o struktury podobného
typu, jejichž princip je odvozen z principu lineárního seznamu), proto i invarianty jejich
operací se nebudou příliš lišit. Naopak invarianty operací nad strukturou binárního vyhle-
dávacího stromu jsou odlišné, podobně jako invarianty operací Treiberova zásobníku, které
uvažují atomicitu některých operací.
5.3.1 Anotace jednosměrného seznamu
Pro názornost principů práce s abstraktními proměnnými a strukturami vysvětlenými v před-
chozí kapitole budou v následujícím textu popsány dvě klíčové operace nad seznamem a bu-
dou vysvětleny v nich použité invarianty. V Programu 5.7 můžeme vidět implementaci ope-
race InitList() (inicializace seznamu před prvním použitím), která je doplněna o vstupní
verifikační podmínky (requires E), výstupní verifikační podmínky (ensures E) a inva-
rianty upravující abstraktní proměnné.
1 void InitList (tElem HeadList)
2
3 _(writes \extent(HeadList))
4 _(requires \mutable(HeadList))
5 _(ensures HeadList->Check->Size == 0)
6 _(ensures HeadList->Check->Head == HeadList)
7 _(ensures (HeadList->Check)->\owns == {HeadList})
8 _(ensures \wrapped(HeadList->Check) && \fresh(HeadList->Check))
9 {
10 HeadList->Nextptr = NULL;
11
12 _(ghost HeadList->Prevptr = NULL)
13 _(ghost AbsList AbsList)
14 _(ghost {
15 AbsList = \alloc<struct _AbsList>();
16 AbsList->Head = HeadList;
17 AbsList->Idx[HeadList] = 0;
18 AbsList->Size = 0;
19 _(ghost AbsList->\owns = {HeadList});
20 _(ghost HeadList->\owns = {});
21 HeadList->Check = AbsList;
22 _(wrap HeadList)
23 _(wrap AbsList)
24 })
25 }
Program 5.7: Operace inicializace jednosměrného seznamu doplněná o invarianty
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• řádek 3 vyjadřuje možnost aktualizace jednotlivé položky objektu HeadList,
• řádek 4 vyjadřuje vstupní podmínku: objekt HeadList je neuzavřený a je vlastněn
aktuálním vláknem,
• řádek 5 vyjadřuje výstupní podmínku: abstraktní položka Size managera Check,
udávající počet prvků seznamu, bude mít po provedení této operace hodnotu 0,
• řádky 6 a 7 vyjadřují výstupní podmínku: hlava seznamu bude uložena v abstraktní
proměnné a bude ve vlastnictví managera,
• řádek 8 vyjadřuje výstupní podmínku: objekt managera bude po provedení operace
uzavřený1 a doposud nebyl ve vlastnictví aktuálního vlákna,
• řádky 12-24 potom provádějí definici a aktualizaci abstraktních proměnných takovým
způsobem, aby odpovídaly uvedeným verifikačním podmínkám.
Program 5.8 představuje vstupní a výstupní verifikační podmínky operace PushFront(),
které kotrolují korektní aktualizaci abstraktních proměnných v těle této operace tak, aby
mohla být úspěšně verifikována. Program 5.9 popisuje hlavní část invariantů v těle funkce.
1 void PushFront (tElem HeadList, tElem NewNode)
2
3 _(requires HeadList \in (HeadList->Check)->\owns)
4 _(requires \wrapped(HeadList->Check))
5 _(requires \mutable(NewNode))
6 _(requires HeadList == HeadList->Check->Head)
7 _(requires HeadList->Check->Size < UINT_MAX)
8 _(writes \extent(NewNode), HeadList->Check)
9 _(ensures HeadList->Check->Size == \old(HeadList->Check->Size) + 1)
10 _(ensures NewNode \in (HeadList->Check)->\owns)
11 _(ensures HeadList \in (HeadList->Check)->\owns)
12 _(ensures \wrapped(HeadList->Check))
Program 5.8: Vstupní a výstupní verifikační podmínky operace PushFront()
• řádek 3 vyjadřuje vstupní podmínku: objekt hlavy seznamu Head je ve vlastnictví
objektu managera Check,
• řádek 4 vyjadřuje vstupní podmínku: objekt managera je před provedením těla funkce
uzavřený,
• řádek 5 vyjadřuje, že objekt nového prvku NewNode je neuzavřený a je vlastněn
aktuálním vláknem,
• řádek 6 porovnává objekt hlavy s hodnotou uloženou v abstraktní proměnné Head
managera Check,
• řádek 7 testuje horní hranici velikosti seznamu před vložením nového prvku,
• řádek 8 nastavuje položky nového objektu NewNode a objekt managera zapisova-
telné,
• řádek 9 vyjadřuje výstupní podmínku: velikost seznamu bude po provedení funkce
větší o 1,
1Při uzavírání objektu dochází ke kontrole jeho invariantů, v tomto případě se kontrolují invarianty
struktury abstraktního seznamu AbsList.
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• řádky 10 a 11 vyjadřují výstupní podmínku: objekt hlavy seznamu a objekt nového
prvku budou po provedení operace ve vlastnictví objektu managera,
• řádek 12: objekt managera bude uzavřený, tzn. kontrola jeho invariantů.
Program 5.9 provádí aktualizaci abstraktních proměnných následujícím způsobem. Pro-
měnná AbsList po provedení prvního řádku reprezentuje objekt managera seznamu, potom
je nový prvek přidán do vlastnictví objektu managera, velikost seznamu je navýšena a do
abstraktního pole Idx[] (udržuje odkazy na prvky a vrací jejich indexy) je přidán nový
prvek, proto je nutné zajistit zvýšení indexů ostatních prvků v poli.
1 _(ghost AbsList ˆAbsList = HeadList->Check)
2 _(ghost {
3 _(ghost AbsList->\owns += NewNode);
4 AbsList->Size = AbsList->Size + 1;
5 AbsList->Idx = (\lambda tElem n; ((n == NewNode)?
6 AbsList->Idx[HeadList]+1 : ((AbsList->Idx[n]<=AbsList->Idx[HeadList])?
7 AbsList->Idx[n] : AbsList->Idx[n] + 1 )));
8 })
Program 5.9: Hlavní část invariantů těla funkce PushFront()
5.3.2 Anotace dvousměrného seznamu
Operace dvousměrného seznamu jsou podobné operacím jednosměrného seznamu, pro ná-
zornost zde budou vysvětleny invarianty funkce, která odstraňuje vybraný prvek ze se-
znamu: DPopBack(), jenž provádí zrušení prvku z konce seznamu. Verifikační podmínky
této funkce popisuje Program 5.10
1 void DPopBack (tDElem HeadList)
2
3 _(requires \wrapped(HeadList)
4 _(requires \wrapped(HeadList->Check) && (HeadList->Check->Size > 1))
5 _(requires HeadList \in (HeadList->Check)->\owns)
6 _(requires HeadList->Rptr != NULL)
7 _(writes HeadList->Check)
8 _(ensures HeadList->Check->Size == \old(HeadList->Check->Size) - 1))
9 _(ensures (HeadList \in (HeadList->Check)->\owns))
10 _(ensures \wrapped(HeadList) && (\wrapped(HeadList->Check)))
Program 5.10: Vstupní a výstupní verifikační podmínky operace DPopBack()
• řádek 3 vyjadřuje vstupní podmínku: objekt hlavy seznamu Head je uzavřený,
• řádek 4 vyjadřuje vstupní podmínku: objekt managera je také uzavřený a seznam
obsahuje alespoň jeden prvek,
• řádek 5 vyjadřuje, že objekt hlavy seznamu Head je ve vlastnictví managera,
• řádek 6 vyjadřuje, že existuje v seznamu prvek napravo od hlavy seznamu,
• řádek 7 nastavuje objekt managera jako zapisovatelný,
• řádek 8 vyjadřuje výstupní podmínku: velikost seznamu bude po provedení funkce
menší o 1,
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• řádky 9 a 10 vyjadřují výstupní podmínky: objekt hlavy seznamu bude po provedení
operace ve vlastnictví objektu managera a oba objekty budou uzavřené, tzn. kontrola
jejich vnitřních invariantů.
Program 5.11 provádí aktualizaci abstraktních proměnných. Dochází k odebrání prvku
z vlastnictví objektu managera, snížení velikosti seznamu a pro ujištění kontrola pole indexů
po odebrání posledního prvku, přičemž všem prvkům zůstane index stejný. Při úpravě ob-
jektů v těle funkce je pro aktualizaci položek objektu nutné dodržet wrap/unwrap protokol
popsaný v kapitole 4.2.4, kdy dochází ke kontrolám vnitřních invariantů objektu.
1 _(ghost AbsList ˆAbsList = HeadList->Check)
2 _(ghost {
3 _(ghost AbsList->\owns -= current);
4 AbsList->Size -= 1;
5 AbsList->Idx = (\lambda tDElem n; AbsList->Idx[n]);
6 })
Program 5.11: Hlavní část invariantů těla funkce DPopBack()
5.3.3 Anotace kruhového seznamu
Jak již bylo zmíněno v úvodu této kapitoly implementace kruhového seznamu je založena
na podobném principu jako jednosměrný či dvousměrný seznam, proto i invarianty operací
kruhového seznamu jsou podobné. Tato kapitola tedy popisuje jen zajímavější z použitých
invariantů.
Funkce Remove() ruší zadaný prvek seznamu. Invarianty této funkce zajišťují korektní
aktualizaci abstraktních proměnných viz Program 5.12.
1 _(ghost {
2 _(ghost AbsList->\owns -= Node);
3 AbsList->Size--;
4 AbsList->Idx = (\lambda tCElem n; (AbsList->Idx[n]>AbsList->Idx[Node]?
5 (AbsList->Idx[n] - 1) : AbsList->Idx[n]));
6 })
Program 5.12: Hlavní část invariantů těla funkce CRemove()
Prvek je opět odebrán z množiny vlastnictví objektu managera, velikost seznamu snížena
a pole indexů aktualizováno tak, že prvkům před rušeným prvkem zůstanou indexy ne-
změněny, prvkům za rušeným prvkem jsou indexy sníženy o 1. Toto je poté kontrolováno
výstupními verifikačními podmínkami. Součástí jednosměrného, dvousměrného i cyklického
seznamu jsou abstraktní funkce:
_(pure) int EmptyList (tElem HeadList)
_(pure) int First (tElem HeadList)
První funkce testuje, zda seznam je prázdný a druhá funkce zjišťuje první prvek seznamu.
Obě funkce jsou označeny makrem (pure), což značí, že nemají vedlejší efekt na vykoná-
vání programu a mohou být volány uvnitř anotací. Toho může být využito ve verifikačních
podmínkach ostatních funkcí. Součástí verifikačních podmínek pure funkcí je klauzule ve
tvaru (reads E), která umožňuje těmto funkcím čtení z paměti v čase jejich volání. Dále
také podmínka ve tvaru (returns E), která kontroluje hodnotu a typ výrazu E, jenž se
musí shodovat s návratovou hodnotou dané funkce.
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5.3.4 Anotace binárního vyhledávacího stromu
Z kapitoly 5.3.4, která popisuje strukturu binárního vyhledávacího stromu je zřejmé, že
invarianty struktury stromu tBSTree jsou pro přehlednost a znovupoužitelnost uvedeny
v pěti abstraktních funkcích.
• TestValkeys(Tree) – kontroluje pole indexů hodnot prvků ValKeys, které mapuje
hodnoty prvků seznamu podle jejich indexu. Tato funkce provádí test, zda existující
prvky stromu mají uloženou svou hodnotu v poli ValKeys.
• TestNode(Tree,NewNode) – tato abstraktní funkce testuje, zda vkládaný uzel je
uzlem stromu.
• TestParent(Tree,ParentNode,NewNode) – provádí test všech možných vztahů
dvou uzlů, tzn. například vztah rodič – potomek.
• TestTreeRelations(Tree) – tato abstraktní funkce provádí testy korektnosti vztahů
uzlů ve stromě:
– Pokud existuje uzel N a N→Rptr není NULL, potom uzel N má pravého potomka
M, jehož předek je opět uzel N.
– Pokud existuje uzel N a N→Lptr neni NULL, potom uzel N má levého potomka
M, jehož předek je opět uzel N.
– Pokud existují dva uzly v Relation poli N a M, potom existuje i cesta Root→N
nebo Root→M.
– Pokud existuje uzel N a N→Parent není NULL, potom existuje i cesta
Root→N→Parent a předek levého nebo pravého potomka uzlu N je opět N.
• TestTreeGeneral(Tree) – tato abstraktní struktura testuje korektnost stromové
struktury jako celku v několika bodech:
– Neexistuje NULL uzel ve stromě.
– Pokud není kořen NULL, potom kořen je v poli Relation a jeho předek musí být
NULL.
– Všechny prvky z Relation jsou ve vlastnictví stromu.
– Pokud existuje v poli Relation prvek N, který má jako pravého potomka M,
potom klíč M je větší než klíč N.
– Pokud existuje v poli Relation prvek N, který má jako levého potomka M, potom
klíč M je menší než klíč N.
Tyto funkce kompletně popisují chování stromu a jeho jednotlivých uzlů. Velmi důleži-
tým prvkem těchto abstraktních funkcí je pole Relation, které je definováno jako typ
mapa, jenž testuje existenci dvou zadaných uzlů – zjednodušeně řečeno cestu mezi dvěma
uzly (více o mapovém typu viz kapitola 4.2.1).
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5.3.5 Anotace Treiberova zásobníku
Za význačnou část VCC anotací Treiberova zásobníku by se dal považovat způsob úpravy
jeho vrcholu. Při vkládání a odebírání prvku na vrcholu zásobníku je nutné provádět tyto
funkce atomicky, proto i invarianty těchto funkcí atomicitu zohledňují, viz Program 5.13.
1 _(atomic_inline)
2 tTrElem Cas (volatile tTrElem *Addr, tTrElem New, tTrElem Compare)
3
4 {
5 if (*Addr == Compare) /∗ Nedoslo ke zmene vrcholu jinym vlaknem ∗/
6 {
7 *Addr = New;
8 return Compare;
9 }
10 else /∗ Jiné vlakno upravilo vrchol zasobniku ∗/
11 {
12 return *Addr;
13 }
14 }
Program 5.13:
”
Compare–and–swap“ funkce pro atomickou úpravu vrcholu zásobníku
Funkce Cas() je volána z funkcí TrPush() a TrPop(), které slouží pro přidání a odebrání
prvku zásobníku. Při úspěchu vrací funkce jako návratovou hodnotu Compare – očekáva-
nou hodnotu vrcholu zásobníku a vrchol je aktualizován, v opačném případě vrací Addr
– pozměněnou hodnotu vrcholu zásobníku. Funkce je uvedena makrem (atomic inline).
Volání atomické inline funkce může být provedeno pouze v bloku uvedeném jako:
_(atomic claim, Stack) { ... }
Příkazy tohoto bloku se počítají jako jediná operace. Stack představuje ukazatel do paměti,
nad kterou budou prováděny atomické operace a claim značí tvrzení (viz kapitola 4.2.4).
V rámci jednoho atomic bloku je možné volat pouze jednu atomickou inline funkci. Další
vlastností atomic bloku je možnost zadat anotaci ve tvaru (begin update), která rozdělí
blok na dvě části, přičemž v části před touto anotací jsou prováděny příkazy sekvenčně, ale
bez možnosti přerušení jiným vláknem. V části za touto anotací je již kód považován za
jedinou transakci. Implicitně VCC předpokládá (begin update) hned po začátku atomic
bloku.
1 int TrPush (struct TrStack *S, tTrElem NewNode
2 _(ghost \claim c) _(out \claim r))
3
4 _(always c, S->\closed)
5 _(requires NewNode->\owns == {})
6 _(writes \extent(NewNode))
7 _(ensures \result == TRUE ==> \claims_object(r, S->resource) &&
8 \wrapped0(r) && \fresh(r))
Program 5.14: Vstupní a výstupní verifikační podmínky funkce TrPush()
Program 5.14 prezentuje verifikační podmínky funkce pro vložení prvku do zásobníku.
Je nutné předat tvrzení c parametrem v abstraktní podobě, aby mohla funkce pracovat
s atomickými bloky. Tvrzení r představuje objekt resource definovaný při vzniku struktury
zásobníku. Řádek 4 zkráceně vyjadřuje:
_(requires \wrapped(c) && \claims(c, S))
_(ensures \wrapped(c))
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Proto místo tvrzení objektu zásobníku ve formě \claims obj(c,S) požadujeme, aby tvr-
zení garantovalo uzavřenost zásobníku S→\closed. Řádky 5 a 6 upravují nový prvek pro
vložení do zásobníku a řádek 7 v případě úspěchu operace kontroluje, zda objekt resource
je zahrnut ve výstupním tvrzení r. \wrapped0(r) značí, že je objekt tvrzení r uzavřený
a r→\claim count == 0.
Problematika invariantů funkcí a struktur realizované knihovny je mnohem rozsáhlejší než
popisuje tato kapitola a přesahuje rámec tohoto textu, pro více informací lze nahlédnout
do programové dokumentace knihovny vytvořené programem Doxygen 1.8.3.1.
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Kapitola 6
Analýza výsledků
Tato kapitola se zabývá poznatky zjištěnými při vývoji verifikované knihovny datových
struktur. Představuje výsledky verifikace knihovny, vysvětluje problémy, které se vyskytly
při verifikaci implementace a popisuje jejich východiska.
6.1 Standardní testy implementovaných operací
Každá struktura knihovny je uvedena ve vlastním hlavičkovém souboru (viz návrh knihovny
5.1). Součástí knihovny jsou standardní testy operací struktur. Testy jsou vždy rozmístěny
do příslušného *.c souboru a testují danou konkrétní strukturu:
• jednosměrný seznam: singly linked list.h – singly linked list test.c,
• dvousměrný seznam: doubly linked list.h – doubly linked list test.c,
• kruhový seznam: cyclic linked list.h – cyclic linked list test.c,
• binární vyhledávací strom: binary search tree.h – binary search tree test.c,
• Treiberův zásobník: treiber stack.h – treiber stack test.c.
Testy jsou rozděleny do čtyř částí. Testují implementované operace a kontrolují návratové
hodnoty operací. V závěru je pak vždy provedena kontrola globálního příznaku chyby a pří-
padně vypsána chybová hláška. Implementované algoritmy fungují korektním očekávaným
způsobem. Spuštění testů viz Příloha A.
6.2 Testy úplnosti VCC anotací
Metodika testování anotací pomocí statických testů v dodatečných *.c souborech vybraná
při prvotním návrhu, nebyla zvolena zcela vhodně, protože se vyskytly problémy při veri-
fikaci určitého typu použitých anotací. Konkrétně například verifikační podmínku funkce
ve tvaru (writes \span(N)), jež modifikuje položky objektu struktury N jako zapisova-
telné, nebylo v některých případech možné použít, jejich verifikace neuspěla. Návrh anotací
proto byl konzultován přímo s vývojáři nástroje VCC přes diskusní fórum na Codeplex
webové stránce nástroje VCC a pomocí e-mailové komunikace. Po několika konzultacích
bylo zřejmé, že bude potřeba přepracovat návrh knihovny. V původním návrhu se například
počítalo s tím, že jednosměrný seznam bude implementován jako struktura odkazující se na
svůj začátek a konec, ale z důvodu nemožnosti ověření anotací takového návrhu, musel být
návrh seznamu přepracován tak, že v seznamu existuje jeden význačný prvek, představující
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hlavičku seznamu, která pak reprezentuje celý jednosměrný seznam. Dále byla struktura
doplněna o abstraktní položku Check odkazující do abstraktní struktury, která reprezen-
tuje danou skutečnou strukturu a obsahuje invarianty, které vytvářejí pravidla provázání
jednotlivých prvků, přenášení vlastnictví prvků, indexy prvků, počet prvků struktury, aj.
U jednosměrného, dvousměrného a kruhového seznamu je to struktura AbsList, u Treibe-
rova zásobníku je to struktura AbsStack a u binárního vyhledávacího stromu je situace
mírně odlišná, viz následující kapitola.
6.3 Výsledky verifikace
Verifikace implementace podle výše zmíněného upraveného návrhu je již korektní. Verifikace
je založena nejen na abstraktních strukturách, ale i na abstraktních funkcích a verifikač-
ních vstupních a výstupních podmínkách implementovaných operací. Abstraktní funkce
například struktury binárního vyhledávacího stromu, popsány v kapitole 5.3.4, kompletně
kontrolují chování stromu a jeho jednotlivých uzlů. Jsou volány opakovaně při operacích
nad strukturou stromu, a tím zaručují jeho korektnost.
Verifikace je prováděna pomocí nástroje VCC verze 2.3.10214.0, což je poslední ak-
tualizovaná verze tohoto nástroje. Výsledky verifikace struktur knihovny jsou k dispozici
v příloze B.
Při srovnání rozsahu řádků zdrojového kódu implementované knihovny bylo zjištěno, že
anotace jazyka nástroje VCC tvoří přibližně 70% celkového rozsahu, samozřejmě v závislosti
na konkrétním algoritmu. Obecně řečeno čím více je zkoumaný algoritmus komplexní, tím
více informací v podobě anotací je nutné nástroji VCC poskytnout.
Časy potřebné pro verifikaci jednotlivých struktur se pohybují od 5s do 35s. Nejdéle
trvala verifikace struktury binárního vyhledávacího stromu, protože provázání jednotlivých
prvků této struktury je v porovnání s ostatními strukturami mnohem složitější, a tudíž
obsahuje více pravidel ve tvaru anotací.
Doba potřebná pro vývoj knihovny doplněné o anotace nástroje VCC byla v porovnání
s dobou potřebou pro vývoj knihovny bez anotací přibližně pětinásobná, to plyne z faktu,
že informační zdroje o nástroji VCC nejsou příliš obsáhlé a v důsledku neustálého vývoje
tohoto nástroje jsou některé zdroje zastaralé.
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Kapitola 7
Závěr
V této práci jsem se věnoval metodě formální verifikace pomocí nástroje VCC, přičemž
výsledkem mé práce je verifikovaná knihovna datových struktur. Knihovna je nazvána
Verified Library a je implementována v modulárním programovacím jazyce C. Implemen-
tace probíhala ve vývojovém prostředí Microsoft Visual Studio 2010 na operačním systému
Microsoft Windows 7, jelikož nástroj VCC je nejlépe použitelný jako plugin tohoto pro-
středí.
V úvodu práce jsem popsal metodu formální verifikace a zmínil tři základní přístupy k ní.
Vyhledal jsem a uvedl zástupce těchto jednotlivých přístupů. Následně byl popsán problém
splnitelnosti logických formulí SAT a problém splnitelnosti logických formulí v predikátové
logice SMT i proto, že Z3 SMT solver je součástí nástroje VCC. Velká část práce je věnována
nástroji VCC. Popisuje nástroj jako takový, jeho funkčnost, metodiku, syntax a sémantiku
jeho anotačního jazyka BoogiePL. Uvedl jsem základní typy anotací, které nástroj VCC
poskytuje a zkráceně popsal jejich funkcionalitu.
Nastudovanou metodu formální verifikace pomocí nástroje VCC jsem použil pro ve-
rifikaci implementovaných datových struktur: jednosměrný seznam, dvousměrný seznam,
kruhový seznam, binární vyhledávací strom a Treiberův zásobník a popsal v druhé části
mé práce. Implementace invariantů pomocí anotací nebyla úplně triviální záležitostí, bylo
nutné zvolit správnou metodiku kontroly implementovaných anotací, tak aby bylo možné
ověřit korektnost použitých algoritmů.
Pomocí verifikace se podařilo odhalit několik chyb v implementovaných operacích, větši-
nou se jednalo o chyby při alokaci a dealokaci paměti, užití chybného datového typu nebo
možné překročení hranic použitého datového typu, které standardní překladač jazyka C ne-
odhalil. V porovnání se standardními testy, které jsou také součástí implementace a které
dynamicky testují pouze konkrétní případy v testovací sadě, verifikace pomocí nástroje VCC
umožňuje statickou formální verifikaci kódu a tím i umožňuje dokázat, že kód je skutečně
korektní pro všechny případy.
Metodika psaní anotovaného kódu je tedy určitě přínosem pro zajištění korektnosti cho-
vání programů i přesto, že v některých případech její použití citelně prodlouží délku vývoje
a velikost zdrojového kódu softwaru. Cílová oblast použití této metodiky by byly projekty
s velkým důrazem na spolehlivost, tj. například kód v kritických aplikacích nebo kód ve
standardních knihovnách, u nějž je očekávána vysoká míra použití a tedy i zvýšené poža-
davky na korektnost. Na druhou stranu se metodika příliš nehodí pro dynamičtěji vyvíjené
projekty, tvorbu prototypů, atp., kde může být daň daná snahou mít kód korektní za všech
okolností přiliš velká, dále je rozporuplné použití metodiky u programů, které provádějí
složité operace, jejichž invarianty nemusejí být jednoduše vyjádřitelné pomocí deklarativ-
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ního popisu. V mém případě se prodloužil čas vývoje knihovny přibližně až pětkrát, protože
i přes nastudování metodiky anotací nástroje VCC, bylo její využití v praxi daleko kompli-
kovanější.
Vývoj knihovny by mohl dále pokračovat jejím rozšířením o datové struktury (např. vy-
hledávací tabulka) nebo rozšíření poskytovaných operací jednotlivých struktur o různé typy
operací řazení nebo vyhledávání. Myslím si, že výsledky mé práce by mohly být zdrojem in-
formací pro další projekty využívající verifikaci pomocí nástroje VCC, popř. mé diplomové
práce.
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Užití knihovny
Verifikovaná knihovna je obecně použitelná. Příklad užití poskytovaných datových struktur
představují statické testy implementované v souborech:
• jednosměrný seznam: – singly linked list test.c,
• dvousměrný seznam: – doubly linked list test.c,
• kruhový seznam: – cyclic linked list test.c,
• binární vyhledávací strom: – binary search tree test.c,
• Treiberův zásobník: – treiber stack test.c.
Testy lze spustit z příkazové řádky podle následujícího schématu:
c:\somepath\MyLibrary.exe [structure] [test]
structure:
list – testování operací jednosměrného seznamu,
double – testování operací dvousměrného seznamu,
cyclic – testování operací kruhového seznamu,
tree – testování operací binárního vyhledávacího stromu,
treiber – testování operací Treiberova zásobníku.
test:
1 – inicializace struktury,
2 – vložení prvku do struktury,
3 – zrušení prvku struktury,
4 – první prvek struktury.
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Výstupy verifikace
Jednosměrný seznam – singly linked list.h
=== VCC started. ===
Verification of AbsList#adm succeeded. [1,37]
Verification of swprintf succeeded. [0,08]
Verification of vswprintf succeeded. [0,02]
Verification of swprintf l succeeded. [0,06]
Verification of vswprintf l succeeded. [0,00]
Verification of match succeeded. [0,03]
Verification of InitList succeeded. [0,56]
Verification of DisposeList succeeded. [0,03]
Verification of PrintList succeeded. [0,03]
Verification of EmptyList succeeded. [0,83]
Verification of First succeeded. [0,03]
Verification of PushFront succeeded. [3,24]
Verification of PushBack succeeded. [2,16]
Verification of PopFront succeeded. [1,90]
Verification of PopBack succeeded. [1,11]
Verification of EmptyList#reads succeeded. [0,06]
=== Verification succeeded. ===
Dvousměrný seznam – doubly linked list.h
=== VCC started. ===
Verification of AbsList#adm succeeded. [2,70]
Verification of swprintf succeeded. [0,05]
Verification of vswprintf succeeded. [0,00]
Verification of swprintf l succeeded. [0,05]
Verification of vswprintf l succeeded. [0,02]
Verification of DInitList succeeded. [0,33]
Verification of DDisposeList succeeded. [0,03]
Verification of DEmptyList succeeded. [0,06]
Verification of DFirst succeeded. [0,75]
Verification of DPrintList succeeded. [0,02]
Verification of DPushFront succeeded. [7,26]
Verification of DPushBack succeeded. [8,39]
Verification of DPopFront succeeded. [2,59]
Verification of DPopBack succeeded. [2,68]
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Verification of DEmptyList#reads succeeded. [0,05]
=== Verification succeeded. ===
Kruhový seznam – cyclic linked list.h
=== VCC started. ===
Verification of AbsList#adm succeeded. [1,81]
Verification of swprintf succeeded. [0,03]
Verification of vswprintf succeeded. [0,00]
Verification of swprintf l succeeded. [0,03]
Verification of vswprintf l succeeded. [0,02]
Verification of CInitList succeeded. [0,26]
Verification of CDisposeList succeeded. [0,02]
Verification of CEmptyList succeeded. [0,97]
Verification of CFirst succeeded. [0,03]
Verification of CPrintList succeeded. [0,03]
Verification of CPushFront succeeded. [8,49]
Verification of CPushBack succeeded. [9,31]
Verification of DPopFront succeeded. [2,61]
Verification of CPopBack succeeded. [2,32]
Verification of CRemove succeeded. [2,42]
Verification of CEmptyList#reads succeeded. [0,05]
=== Verification succeeded. ===
Binární vyhledávací strom – binary search tree.h
=== VCC started. ===
Verification of BSTTree#adm succeeded. [5,62]
Verification of swprintf succeeded. [0,08]
Verification of vswprintf succeeded. [0,02]
Verification of swprintf l succeeded. [0,06]
Verification of vswprintf l succeeded. [0,02]
Verification of BSTInitTree succeeded. [0,27]
Verification of BSTPrintTree in Preorder succeeded. [0,05]
Verification of BSTPrintTree in Inorder succeeded. [0,05]
Verification of BSTPrintTree in Postorder succeeded. [0,05]
Verification of BSTInsertNode succeeded. [36,25]
Verification of BSTSearchNode succeeded. [0,77]
=== Verification succeeded. ===
Treibrův zásobník – treiber stack.h
=== VCC started. ===
Verification of TrElem#adm succeeded. [1,40]
59
Verification of TrStack#adm succeeded. [0,13]
Verification of AbsStack#adm succeeded. [0,16]
Verification of swprintf succeeded. [0,05]
Verification of vswprintf succeeded. [0,94]
Verification of swprintf l succeeded. [0,05]
Verification of vswprintf l succeeded. [0,02]
Verification of InitStack succeeded. [0,23]
Verification of DisposeStack succeeded. [0,69]
Verification of PrintStack succeeded. [0,05]
Verification of TrPush succeeded. [0,27]
Verification of TrPop succeeded. [0,12]
Verification of PrintStack#block#0 succeeded. [0,05]
=== Verification succeeded. ===
60
Nástroj VCC
Obrázek 1: VCC plugin pro Visual Studio
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Obrázek 2: Z3 Vizualizer je součástí VCC pluginu pro Visual Studio
Obrázek 3: Příklady užití nástroje VCC z příkazové řádky
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