We prove a multiple integral inequality for convex domains in R n of finite inradius. This inequality is a version of the classical inequality of H. Brascamp, E. Lieb, and J. Luttinger, but here, instead 
Introduction
Let D ⊂ R n be a domain of finite volume, and denote by D * the ball in R n centered at the origin with the same volume as D. As described in C. Bandle [1] and Pólya and Szegö [18] , there is a large class of analytical quantities related to the Dirichlet Laplacian in D which are maximized or minimized by the corresponding quantities for D * . These inequalities are often called generalized isoperimetric inequalities. Perhaps the most famous example of these inequalities is the celebrated Rayleigh-Faber-Krahn inequality, which asserts that among all bounded domains of fixed volume the first Dirichlet eigenvalue is minimized by the ball. That is, if λ D and λ D * are the first eigenvalues for the Laplacian with Dirichlet boundary conditions in D and D * , re-spectively, then
In [15] , [16] , and [17] , Luttinger provided a new method, based on the FeynmanKac representation of the heat kernel in terms of multiple integrals, to prove (1) as well as some of the other generalized isoperimetric inequalities of Pólya and Szegö [18] . The following inequality, proved by Brascamp, Lieb, and Luttinger in [9] , is a refinement of the original inequality of Luttinger. In [6] we showed not only that Theorem 1.1 proves generalized isoperimetric inequalities for the classical Dirichlet Laplacian operator but also that this approach yields, without any change, the same results for symmetric stable processes (the Dirichlet fractional Laplacian) or for any other Lévy processes that have right continuous paths and whose transition probabilities are radially symmetric and nonincreasing. In addition, this method works equally well for Schrödinger operators, provided that we make the right assumptions on the potentials.
There has been substantial interest for many years now in obtaining isoperimetric-type inequalities for convex domains in R n where, instead of fixing the volume of D, one fixes its inradius r D . Recall that the inradius is the supremum of the radius of all the balls contained in D. J. Hersh [14] (n = 2) and M. Protter [20] (n ≥ 3) proved that if D ⊂ R n is a convex domain of inradius r D , then
where I (D) = (−r D , r D ) and S(D) is the infinite slab (infinite strip for n = 2) of inradius r D in R n given by S(D) = (x 1 , . . . , x n ) ∈ R n : x n ∈ I (D) .
In [6] , R. Bañuelos, R. Latała, and P. Méndez proved a version of Theorem 1.1 for convex domains in R 2 of fixed inradius. This inequality was then used to ex-tend to two-dimensional symmetric stable processes the isoperimetric-type inequalities proved in [5] , which include (2) and inequalities for integrals of heat kernels (distribution of exit times of Brownian motion). Our first result in this paper is an extension of the inequality in [6] to convex domains in R n . THEOREM . . . In §5 we use this theorem and a probabilistic representation of the heat kernel in terms of multiple integrals to extend (2) and the results of Bañuelos and P. Kröger [5] 
for all z ∈ D and all t > 0. Here and for the rest of the paper, we use 0 to denote the origin in R n . Upon integrating (4) in time, we obtain R. Sperb's inequality [23] on integrals of Green's functions. It is important to note here that inequalities (2) and (4) are false if the convexity assumption of the domain is removed. This can be seen by taking a slit disk. We refer the reader to [2] for details.
One of the deficiencies of the above sharp inequalities for convex domains is that they ignore (by comparing to infinite slabs) the diameter of the domain. It would be better if we had sharp inequalities that took into account not only the inradius of the domain but also its diameter. As we shall see in §4, to prove Theorem 1.2 we can assume that p 1 , . . . , p m are indicator functions of balls centered at the origin. This suggests that if D is a bounded convex domain, one should be able to replace S(D) by a convex domain of finite diameter. Yet another fact that points to this sharper result is the theorem of Protter [20] which asserts that if D is a convex domain in R n , then
where d D is the diameter of D. This means that one can replace S(D) by the n-
which takes into account not only the inradius but also the diameter of the domains. Our second result, Theorem 1.3, is a sharper version of Theorem 1.2 for bounded convex domains in R 2 where we replace S(D) by the bounded region
where
is strictly contained in the rectangle used by Protter in R 2 . This result enables us to obtain a new set of isoperimetric-type inequalities for bounded convex domains in R 2 which sharpen the results in [3] , [5] , [6] , [14] , [20] , and [23] .
In order to state our result precisely, we need to set up some notation. A simple geometric argument shows that any convex domain D in R 2 of finite inradius is contained in a strip S of the same inradius or in a triangle H of the same inradius (see [3] ). After translating and rotating, if necessary, we may suppose that S = S(D) and that the largest disk in H is centered at the origin. Let us first assume that D is contained in H . In this case, D is bounded and we can check that D is contained in
In addition, since the largest disk contained in H is centered at the origin, there exist a 1 , a 2 , a 3 such that |a 1 | = |a 2 | = |a 3 | = r D and
Let i, j be the plane that passes through i ∩ j and i ∩ j , and take H i, j to be the intersection of H with the closed half-space determined by i, j containing i ∩ j (see Figure 1 ). We are now ready to state our result. 
. . .
where s ∈ {i, j}.
As mentioned before, Theorem (11) immediately follow, after a rotation and a translation, from the domain monotonicity of the Dirichlet heat kernel. Thus for the remainder of this section we may assume that d D < ∞.
As we see later, Theorem 1.3 implies that for all z ∈ D and all t > 0,
This inequality is a refinement of the Bañuelos-Kröger inequality (4) . Furthermore, (6) implies that the inequality in (4) is strict unless D is a strip, which is [5, Theorem 1]. As before, we can integrate (6) in time from zero to ∞ to get an inequality for integrals of Green's functions which improves Sperb's result in [23] . Using the well-known eigenfunction expansion of the Dirichlet heat kernel in D, it immediately follows from (6) that
sharpening Protter's inequality for n = 2. In addition, we are able to obtain other inequalities for Green's functions which refine the inequality of Bañuelos, T. Carroll, and E. Housworth in [3] by replacing S(D) by C(D). More precisely, letẑ be the center of the largest disk contained in D, and let : R + → R + be an increasing function. Then it follows from Theorem 1.3 that, for all t > 0,
and
We should mention here that (8) 
and the torsional rigidity of D is the integral of the heat content in time from zero to ∞. (For more on these quantities, see [18] and [24] .) We show that Theorem 1.3 implies that for all t > 0 the heat content of D is less than the heat content of C(D). That is, for all t > 0,
Integrating (10) in time, we obtain the following inequality for the torsional rigidity:
This inequality is similar to a classical isoperimetric inequality of Pólya and Szegö which asserts that the torsional rigidity of D is less than the torsional rigidity of D * .
As we have seen in this section, Luttinger's idea of combining multiple integral inequalities with the probabilistic representation of the heat kernel, originally designed for extremal problems for domains of fixed volume, provides a powerful and versatile tool for studying extremal inequalities for Dirichlet heat kernels in various other settings. This method was also used by Bañuelos and Méndez in [7] to study extremal inequalities for ratios of heat kernels and spectral gaps in convex domains of fixed diameter.
Not only do Theorems 1.2 and 1.3 yield isoperimetric-type inequalities for the Dirichlet Laplacian, but this method applies, without change, to any Lévy processes with right continuous paths and whose transition probability densities are radially symmetric and nonincreasing. This class of processes includes the symmetric stable processes, the geometric stable processes, the stochastic processes studied in [10] whose generators are the so-called "relativistic" Schrödinger operators, and any processes of the form B A t , where B t is a Brownian motion and A t is a subordinator (see [13] and [22] ).
The paper is organized as follows. We prove Theorem 1.3 in §2. In §3 we give some preliminary results on polyhedral domains in R n which are fundamental in the proof of Theorem 1.2. The proof of Theorem 1.2 is given in §4, and the applications to Dirichlet heat kernels of the Laplacian and symmetric stable processes are discussed in §5.
Proof of Theorem 1.3
Throughout this section D is a convex domain in R 2 of finite inradius r D . Recall that any planar convex domain of finite inradius is contained in a strip of the same inradius or in a triangle of the same inradius. This follows from a simple geometric argument that can be found in [3] . Hence, if D is unbounded, it is contained in a strip of the same inradius and there is nothing to prove because in this case C(D) = S(D). On the other hand, if D is bounded, it contains a largest disk that, after a translation if necessary, we may take to be centered at the origin. Notice that in this case the distance from any point of D to the origin is less than
Therefore, without loss of generality, we may assume that D is contained in a triangle H whose largest incircle is centered at (0, 0) and a 1 = (0, −1). That is, we assume that
The next result corresponds to the case m = 1 in Theorem 1.3. The proof of this result is very similar to the proof of [6 
where s ∈ {i, j} and m is the Lebesgue measure in R 2 .
Proof
Suppose z ∈ H 1,2 . We must prove that, for all r 1 > 0 and
On the other hand, since
Hence, it is enough to prove that
Notice that the reflection of P 2 ∩ B(0, r 2 ) with respect to the line 1,2 is P 1 ∩ B(0, r 2 ). Now if w ∈ P 2 ∩ B(0, r 2 ), let w * be its reflection with respect to 1,2 , and let l w be the line that passes through w and w * . Then 1,2 and l w are orthogonal, and they intersect at the midpoint of the segment ww * . Since z and w * are in the same halfspace determined by 1,2 , we have
with equality if and only if z ∈ 1,2 . Hence, if w ∈ P 2 ∩ B(0, r ) and |z − w| < r 1 , then w * ∈ P 1 ∩ B(0, r ) and |z − w * | < r 1 . Therefore,
and (12) follows from the rotation and translation invariance of the Lebesgue measure. The inequality
follows by the symmetry of the argument.
Proof of Theorem 1.3
The proof is by induction on m. First, recall that a nonnegative radially symmetric nonincreasing function p can be expressed in the form
for some nonnegative measure µ on (0, ∞]. Thus we may assume that, for all i ∈ {1, . . . , m}, there exist l i > 0 and r i > 0 such that p i = I B(0,r i ) and q i = I B(0,l i ) . As explained before, we may assume that
where H is a triangle of inradius r D . Let
Then it is enough to prove that, for all z ∈ H i, j ,
If z ∈ H i, j , Lemma 2.1 implies that, for s ∈ {i, j},
which proves (13) for m = 1. Let us suppose now that
provided that w ∈ H i, j and 1
. We denote by w * the reflection of w with respect to 1, 2 . A simple computation shows that g
Take
We now use this decomposition ofH to prove (13) . (14) and (15) that
Moreover,
Combining (16) and (17), we obtain
Thus, making the substitution w = z * 1 in the right-hand side of the last inequality, we conclude that
for all z 1 ∈ A. We claim that, for all z ∈ H 1,2 ,
Recall that p is an indicator function; hence p = 1 or p = 0, and by (17) it suffices to consider two cases. (21) follows from (16) and (20). (21) follows from (19) . Multiplying (21) by q(z 1 ) = q(z * 1 ) and integrating over A, we have
we obtain
Finally, let us suppose that
Putting (18), (22), and (23) together, we conclude that f m (z) ≤ g 1 m (z) for all z ∈ H 1,2 . The other cases follow in a similar fashion.
Some results on polyhedral domains
In the previous section we showed that it suffices to prove Theorem 1.3 for D being a triangle. Similarly, in higher dimensions we see in §4 that it is enough to prove Theorem 1.2 for polyhedral domains of finite inradius. In this section we prove several geometric lemmas on these domains which are instrumental in §4.
Throughout this section, H is a polyhedral domain in R n such that the largest ball contained in H is centered at the origin and has radius 1. In addition, we assume that there exist k ≤ n + 1 and a 1 , a 2 , . . . , a k ∈ S n−1 such that H is given by the set of solutions of the system
Let L be the linear subspace generated by {a 1 , . . . , a k }, and denote its dimension by dim L. Note that if n = 1 and k = 2, then H must be the interval (−1, 1).
In this section we frequently use the following lemma, which is a corollary of the well-known Kuhn-Tucker theorem (see [21] ). LEMMA 
3.1
Let c 1 , . . . , c r ∈ R n \ {0}, and let f be the convex function given by
where b ∈ R and q ≤ r . Consider the problem (P): minimize f (x) in R n subject to
Assume that there existsx ∈ R n satisfying (25) . Then x 0 is a solution of (P) if and only if x 0 satisfies (25) and there exist λ 1 ≥ 0, . . . , λ r ≥ 0 such that
is the subgradient of f at x 0 .
Throughout this section we often consider the set of constraints given by H , the closure of H , that is,
The following lemma describes some of the properties of {a 1 , . . . , a n }. (24) , then either (1) H is bounded, dim L = n, k = n + 1, and for every i ∈ {1, . . . , n + 1},
H is contained in a rotation ofĤ × R q , where 0 ≤ q ≤ n − 1 andĤ is a polyhedral domain in R n−q satisfying part (1) and such that the largest ball contained inĤ is centered at the origin and has radius 1.
Proof
Consider the convex function f (y) = max{y ·a i −1 :
Thus, B(0, 1) is the largest ball contained in H if and only if f (y) ≥ −1 = f (0) for all y ∈ H . That is, the origin is a minimum of the convex function f subject to (27). Therefore, by Lemma 3.1 there exist nonnegative real numbersλ 1 , . . . ,λ k such that
Using the definition of the subgradient at the origin, we conclude that there exist
We prove Lemma 3.2 by induction on the dimension n. Let us consider the twodimensional case. It is clear that k = 2 if and only if H is an infinite strip. If k = 3 and λ i = 0 for some 1 ≤ i ≤ 3, say λ 3 = 0, then (30) implies that a 1 = −a 2 and H is contained in a strip. We conclude that H is contained in a rotation of (−1, 1) × R unless k = 3 and λ i > 0 for all 1 ≤ i ≤ 3. On the other hand, if λ 1 , λ 2 , and λ 3 are positive, H must be a triangle and dim L = 2. This finishes the proof for n = 2. Let us now suppose that the result is true for any polyhedral domain in R q for q ≤ n − 1. Let λ 1 , . . . , λ k be as in (30), and let λ k 1 , . . . , λ k r be the nonzero elements of {λ 1 , . . . , λ k }. TakeL to be the linear space generated by {a k 1 , . . . , a k r }, and take dimL to be the dimension ofL. Note that dimL is at most r − 1. If q = dimL < n, thenH =L ∩ H is a polyhedral domain in R q such that the largest ball contained in H is centered at the origin and has radius 1. Rotating H if necessary, we have H =H × R n−q , and we can apply the induction hypothesis toH to obtain the desired result.
We must now consider the case q = n. Then r = k = n + 1, dim L = n, and λ i > 0 for all i ∈ {1, . . . , n + 1}. Thus
where λ i j = (λ j /λ i ) > 0. It remains to prove that H is bounded. Given that dim L = n, it is enough to prove that the functions x · a i , 1 ≤ i ≤ n + 1, are bounded in H (the closure of H ).
Let x * be the solution of the system of equations
Then x * · a 1 < 0. Lemma 3.1 implies that the minimum of x · a 1 subject to (27) is
In the proof of Theorem 1.3, we used the fact that if H is a triangle, then H is contained in the union of any two of the strips S 1 , S 2 , S 3 . The next lemma provides an n-dimensional version of this property. LEMMA 
3.3
Let H be a polyhedral domain in R n such that the largest ball contained in H is centered at the origin and has radius 1, and H satisfies Lemma 3.2 (1) . If there exist x 0 ∈ H , 1 ≤ i ≤ n + 1, and 1 < r ≤ n such that
Proof
Without loss of generality, we can suppose that i = 1 and
Note that H ⊂ S 1 ∪ S 2 ∪ · · · ∪ S r if and only if f r (x) > −1 for all x ∈ H . Thus we must prove that the minimum of f r on H is larger than or equal to −1. Consider the following problem: minimize f r subject to (27). Since 0 ∈ H and H is bounded, Lemma 3.1 implies that there exist z 0 ∈ H and nonnegative numbers λ 1 , . . . , λ n+1 such that
Given that f r (z 0 ) ≤ f r (0) ≤ 0, we have z 0 · a i = 1 for 1 ≤ i ≤ r . Thus λ 1 = · · · = λ r = 0. Therefore, (28) and (26) imply that λ r +1 = 0, . . . , λ n+1 = 0. We conclude that if f r (z 0 ) is the minimum of f r subject to (27), then
We now proceed by induction on r . Let r = 2; then there exists
By (31) it is enough to prove that
Let y 0 be the solution of
and let y 1 be the solution of
We can easily check that y 0 ∈ S 2 , y 1 ∈ S 1 , and
If y 0 ∈ S 1 , then M ⊂ S 1 and we are done. On the other hand, if y 0 / ∈ S 1 , then y 0 · a 1 
is in S 2 .
Consider the following problem: minimize f (x) = x · a n+1 subject to
Since H is compact and x 0 is a solution of (33), there exists a point x * that solves this problem. By Lemma 3.1 there exist λ 1 ≥ 0, . . . , λ n+1 ≥ 0 such that
If λ n+1 = 0, then x * ·a n+1 = −1 and f (x * ) = −1 > f (x 0 ), which is a contradiction. Then λ n+1 = 0, and by Lemma 3.2 we conclude that λ i > 0 for 1 ≤ i ≤ n. Therefore,
Applying Lemma 3.1 and Lemma 3.2, we can see that ifx is the solution of
thenx solves the following problem: minimize f (x) = −x · a n+1 subject to
(34) Given that a 1 satisfies (34), we obtain −x · a n+1 ≤ −a 1 · a n+1 < 1.
for all λ ∈ (0, 1). On the other hand,
Therefore, there exists λ 0 ∈ (0, 1) such that x λ 0 · a n+1 = −1. We conclude that the solution of
is in S 2 , and (32) follows from the symmetry with respect to the origin of S 2 .
Let us now suppose that the result is true for r − 1 and that there exists x 0 ∈ H such that
Assume that there exists x ∈ H such that x / ∈ S 1 ∪ · · · ∪ S r . From (31) we have that z 0 ∈ H is a solution of the system
Consider now the following problem: minimize f (x) = x ·a 2 subject to (35). Since z 0 satisfies (35), we can apply Lemma 3.1 to conclude that the solution of this problem z * is such that
and z * · a 2 < −1. We prove that this yields a contradiction. Let x * be a solution to the following problem: minimize f (x) = x · a n+1 subject to
Then, just as in the case r = 2, we obtain that x * · a n+1 < −1 and x * is a solution of the system
x · a r +1 = · · · = x · a n = −1.
Letx be the solution of
Ifx · a n+1 < −1, let w be the solution of the system x · a 1 = · · · = x · a n = 1.
Taking µ > 0 small enough, we obtain v · a n+1 < −1. Therefore, there is a point
implies that H is contained in S 1 ∪ S 3 ∪ · · · ∪ S r , which is a contradiction. We now suppose thatx · a n+1 ≥ −1. Then an argument similar to the one used in the case r = 2 proves that λx + (1 − λ)x * ∈ S 2 for all λ ∈ [0, 1] and that there exists λ 0 ≥ 0 such that λ 0x + (1 − λ 0 )x * is the solution of the system
But this contradicts (36) and finishes the proof.
The next result is the corollary of Lemma 3.3 which we used in the proof of Theorem 1.3.
LEMMA 3.4
Let n = 2, and suppose that H is a triangle. Then
Proof Let x ∈ H , and take λ 0 > 0 such that λx ∈ H for all λ ∈ [0, λ 0 ) and λ 0 x ∈ ∂ H . Let us suppose that λ 0 x ∈ 1 . Given that H is not contained in a strip, Lemma 3.3 implies that λ 0 x ∈ S 2 or λ 0 x ∈ S 3 . Moreover, if 2 ≤ i ≤ 3, then
and the result follows.
We end this section with some elementary inequalities that we use in the proof of Theorem 1.2.
Then θ 1,2 < θ 2 and either θ 1,3 < θ 3 or θ 2 ≥ π/2 and θ 3 ≤ π/2.
Proof
Consider the function g(x) = sin(x) sin(θ 1 − x) for x ∈ [0, θ 1 ). A straightforward computation shows that g(x) is strictly increasing in [0, θ 1 ). Then θ 1,2 < θ 2 if and only if
.
Hence, we must prove that
If θ 3 ≤ π/2, (39) holds because θ 3 > θ 1 − θ 2 . Let us suppose now that θ 3 > π/2. Recall that θ 2 ≥ θ 3 > π/2 and θ 1 ≤ π. Then θ 1 − θ 2 ≤ π/2, and (39) follows from the fact that π − θ 3 ≥ θ 1 − θ 2 . Thus
In a similar way, we see that θ 1,3 < θ 3 if and only if
As before, (40) immediately follows if θ 2 ≤ π/2. On the other hand, if θ 2 > π/2 and θ 3 ≥ π/2, then
Thus
and (40) follows. We conclude that θ 1,3 < θ 3 holds if either θ 2 ≤ π/2 or θ 2 > π/2 and θ 3 ≥ π/2, which completes the proof of the lemma.
Proof of Theorem 1.2
Throughout this section, D is a convex domain in R n of finite inradius r D for n > 2. As explained in §2, any planar convex domain D of inradius r D is contained either in a triangle or in a strip of inradius r D . For convex domains in R n , n > 2, we have the following lemma of D. Gale [20] . LEMMA 
Let D ⊂ R n be a convex domain in R n with inradius r D . Then for some integer k,
2 ≤ k ≤ n + 1, there
is a polyhedral domain H consisting of the intersection of k half-spaces which contains D and whose inradius is r D .
Thus, as before, it is enough to prove Theorem 1.2 for polyhedral domains of finite inradius. Without loss of generality, we may assume that the largest ball contained in H is centered at the origin and that there exist a 1 , a 2 , . . . , a k ∈ R n such that
and H is given by the system of inequalities
Consider the polyhedral domain D = H × R q in R n+q , and let p 1 , . . . , p m be radially symmetric and radially decreasing functions in R n+q . If u 1 , . . . , u m ∈ R n and v 1 , . . . , v m ∈ R q , then for all
Notice that for each v j , v j−1 ∈ R n , the functionp i (u) = p i |u| 2 + |v j − v j−1 | 2 is radially symmetric and decreasing. Thus, to prove (3) for D, it is enough to prove Theorem 1.2 for H . Therefore, by Lemma 3.2 we can assume that H is bounded, k = n + 1, the dimension of the subspace generated by {a 1 , . . . , a n+1 } is n, and for every i ∈ {1, . . . , n + 1},
where λ i j > 0 for all 1 ≤ j, i ≤ n + 1. As in the two-dimensional case, we define for 1 ≤ i ≤ n + 1,
We denote by i, j the plane that passes through i ∩ j and i ∩ j , and we denote by + i, j the closed half-space determined by i, j which contains i ∩ j .
We now give a decomposition of H that is essential in the proof of Theorem 1.2. Let i, j be the plane that passes through i ∩ j and i ∩ j . It is easy to check that z ∈ i, j if and only if
where dist(z, A) is the distance between z and A. Take i i, j to be the closed halfspace determined by i, j which contains i ∩ j . For r 1 , . . . , r m ∈ {1, . . . , n + 1}, with m ≤ n, we define
Then z ∈ H r i (r 1 , . . . , r m ) if and only if z ∈ H and
Hence, we have
In Lemma 4.3 we reduce Theorem 1.2 to prove various inequalities for areas involving S 1 (D), S 2 (D). To deal with the difficulty of working in several dimensions, we need a convenient representation of the planes that arise in this case.
For A, B ∈ R n , let ∠(A, B) be the angle between A and B, and denote by
the wedge generated by A and B. It is easy to prove that if A, B, C ∈ R n are linear independent, then
Let a ∈ 1 ∩ 2 ∩ 3 , and consider V = {x ∈ R n : x · a 1 = x · a 2 = x · a 3 = 0}. Then the dimension of the linear subspace V is n − 3 and
Let us consider the linear subspace V 2,3 = {x ∈ R n : x · a 2 = x · a 3 = 0}. Clearly, the dimension of V 2,3 is n − 2 and V ⊂ V 2,3 . Thus there exists A 1 ∈ V 2,3 such that A 1 is orthogonal to V , and
where RA 1 = {x ∈ R n : x = λA 1 , λ ∈ R}. Moreover, we can normalize A 1 to satisfy a + A 1 ∈ 1 .
In a similar way, we see that there exist A 2 , A 3 ∈ R n with the following properties: A 2 , A 3 are orthogonal to V ,
Since
The next geometric lemma is fundamental in the proof of Theorem 1.2.
Proof Let P be the polyhedral domain S 1 (D) ∩ · · · ∩ S n (D), and let m n be the Lebesgue measure in R n . Fubini's theorem implies that
Thus we have
Since 3 and 3 are parallel planes and a + A 2 ∈ 2 ∩ 3 , we have
Using (43), we easily check that
In the same way, we obtain
We conclude that
On the other hand, 2,3 divides P into two polyhedral domains of equal volume. Then a similar argument gives
and the lemma follows from the last equation and (48).
The next lemma is the case m = 1 in Theorem 1.2. 
Proof
Without loss of generality, we can assume that r i = 1 and r j = j, 1 ≤ j ≤ m. We must prove that
provided that z ∈ m j=2 + 1, j . As in Lemma 2.1, the basic idea is to use reflections to fold H into an infinite slab. Let 2 ≤ i ≤ m, let A * i be the reflection of a Borel set A with respect to the plane 1,i , and let P i (D) be the intersection of S 1 (D) and {x ∈ R n : x · a i ≥ 1}. Since
Unfortunately, this argument implies the result only when m = 2 because the intersection of
may have positive measure. Therefore, we need a better decomposition of H ∩S 1 (D) c .
Recall that
Then we have
The result follows if we prove that whenever i = j,
is contained in a set of measure zero. Since
it is enough to prove that
is contained in a plane for all i, j ∈ {2, . . . , m}, i = j. Without loss of generality, we can assume that m ≥ 3, i = 2, and j = 3. Let
be the closed half-space determined by 1 which does not contain the origin. Then by (44) and (45) we have that if {i, j} = {2, 3}, (50) and it follows that
This is illustrated in Figure 3 .
Figure 3
Let {i, j} = {2, 3}, and
From (44) and (45) we have
(see Figure 4 ).
Notice that H i (2, 3) ∩ S 1 (D) c is contained in the set of all convex combinations of (51) and (52) imply that
The result follows because
On the other hand, if θ 1,3 ≤ θ 3 and θ 1,2 ≤ θ 2 , (52) asserts that
and we conclude from (51) that
Hence, we must study the case θ 1 > θ 3 , θ 1 > θ 2 , and either θ 1,3 > θ 3 or θ 1,2 > θ 2 . Without loss of generality, we can assume that θ 2 ≥ θ 3 . Then, by Lemmas 4.2 and 3.5, we have
Thus (52) implies that
It is easy to check that (see Figure 5 )
Notice that
is a triangle with sides |A 1 |, |d 2,3 |, and
and thus
Consider now the plane
From (50) we have that (H 3 (2, 3) ∩ S 1 (D) c ) * 3 is contained in the closed halfspace determined by which does not contain 1 ∩ 2 ∩ 2 2,3 . We now prove that (H 2 (2, 3) ∩ S 1 (D) c ) * 2 is contained in the half-space determined by which contains
On the other hand, θ 1,3 > θ 3 and θ 1 > θ 3 imply that
we obtain 
In a similar fashion, we can check that Therefore, we have
and by simplifying, we obtain
Notice that d 3 = µ|A 3 |. Consider the triangle
It is clear that
Since B = A 1 + µ 1 A 2 , the length of the sides of T are d = |µ 1 A 2 |, B, and |A 1 |.
Thus we obtain from (53)
(see Figure 6 ). But this implies that d ≤ d 3 , since θ 2 ≥ π/2 and π/2 ≥ π − θ 2 ≥ θ 1 − θ 2 ≥ 0. Therefore, T ⊂ T 2 , and we conclude that
which completes the proof of Lemma 4.3. Figure 6 .
Proof of Theorem 1.2 As in the two-dimensional case, the proof is by induction on m. The beginning of the proof of Theorem 1.2 is copied from the beginning of the proof of Theorem 1.3. First, recall that a nonnegative radially symmetric nonincreasing function f in R n can be expressed in the form
for some nonnegative measure on (0, ∞]. Therefore, we assume that for all i ∈ {1, . . . , m} there exists r i > 0 such that f i = I B(0,r i ) . Let z 0 ∈ H . Since H is bounded, there exists t > 0 such that t z 0 ∈ ∂ H . Thus, t z 0 ∈ i ∩ H for some i ∈ {1, . . . , n + 1}. Without loss of generality, we can assume that i = 1. Let r 1 , . . . , r k be such that
By Lemma 3.3, we have
On the other hand, (54) implies that
Since each of the
is a half-space containing the origin, we have
for all s > 0. Hence, we conclude from Lemma 4.3 that
Now assume that the inequality is true for m − 1, and consider
For any convex domain D ⊂ R n containing the origin, consider the following Minkowski pseudonorm:
The argument used to obtain (54) implies that for each z 0 ∈ H there exists i ∈ {1, . . . , n + 1} such that
Moreover, it is easy to check that if y S(
Therefore, the function g on R + given by the formula
for any y such that y S(D) = z H , is well defined. Notice that g is continuous and nonincreasing with g(∞) = 0; so Some of our results below also hold for Schrödinger operators, and hence we present our heat kernel formula in such generality. Let V be a nonnegative continuous potential in D. We denote the Dirichlet heat kernel of (− ) α/2 + V on D by p α D,V (t, z, w) and its Green function by G α D,V (z, w). The potential theory of these processes has been extensively studied for several years. For some of the recent developments and basic properties of p α D,V (t, z, w) and G α D,V (z, w), we refer the reader to Z.-Q. Chen and R. Song [11] , [12] . If V = 0, we just write p α D (t, z, w) for the heat kernel and G α D (z, w) for the Green function. Let us denote the space of C ∞ -functions
Therefore, we have
Let us suppose now that D ⊂ R n is a convex set of inradius r D . Take an increasing sequence {D k } ∞ k=1 of convex sets such that 
On the other hand, Theorem 1.2 and the fact that the transition density functions are radially symmetric and decreasing imply that
Note that (55) implies that
and this concludes the proof of Theorem 5.1.
As shown in the proof of Theorem 5.1, inequality (57) is equivalent to
for all z ∈ D and all t > 0. Upon integrating this inequality in t, we obtain for all
which extends Sperb's result (see [23] ) to symmetric stable processes. This inequality is equivalent to
for all z ∈ D. In fact, it follows from (57) that, for all nonnegative increasing functions ϕ and all z ∈ D, we have
If λ D,α denotes the first Dirichlet eigenvalue of (− ) α/2 in D, it follows from the eigenfunction expansion of the heat kernel p α D (t, z, w) (see [11] ) that
for all bounded domains D. Thus (57) implies that However, for α ∈ (0, 2), very little seems to be known about the explicit value of λ I (D),α . We refer the reader to [6] and [19] for some estimates on these eigenvalues. We now use Theorem 1. 
As explained in [24] , the amount of heat contained in D at time t when D has temperature 1 at t = 0 and the boundary of D is kept at temperature zero at all times is given by
where in the case of α = 2 we simply write p D (t, z, w) for p 2 D (t, z, w). Also (see [18] ), the torsional rigidity of D is given by 
