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Abstract
Riesz transforms and conjugate Poisson integrals for multi-dimensional Laguerre function expansions
of Hermite type with index α are defined and investigated. It is proved that for any multi-index α =
(α1, . . . , αd ) such that αi  −1/2, αi /∈ (−1/2,1/2), the appropriately defined Riesz transforms Rαj ,
j = 1,2, . . . , d, are Calderón–Zygmund operators, hence their mapping properties follow from a general
theory. Similar mapping results are obtained in one dimension, without excluding α ∈ (−1/2,1/2), by
means of a local Calderón–Zygmund theory and weighted Hardy’s inequalities. The conjugate Poisson in-
tegrals are shown to satisfy a system of Cauchy–Riemann type equations and to recover the Riesz–Laguerre
transforms on the boundary. The two specific values of α, (−1/2, . . . ,−1/2) and (1/2, . . . ,1/2), are distin-
guished since then a connection with Riesz transforms for multi-dimensional Hermite function expansions
is established.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
This paper concerns multi-dimensional expansions with respect to the system of Laguerre
functions {ϕαk }k∈Nd (see Section 2 for the definition). These expansions are known in the literature
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that when α is a multi-index such that αj = ±1/2, j = 1, . . . , d , then ϕαk coincides with a multi-
dimensional Hermite function. Laguerre expansions of this kind were introduced and studied by
Markett [5], later some of their aspects were investigated by Thangavelu, see [15] and references
given there, and other authors, cf. for instance [13] or [9].
Here we define and study the Riesz–Laguerre transform R = (Rα1 , . . . ,Rαd ) in the setting of
the d-dimensional Laguerre function expansions of Hermite type with index α. Formally, the j th
Riesz–Laguerre transform is defined by
Rαj = δj
(Lα)−1/2, (1.1)
where Lα is a self-adjoint extension of the differential operator
Lα = −+ |x|2 +
d∑
i=1
1
x2i
(
α2i −
1
4
)
,
considered on C∞c (Rd+) as the natural domain (see Section 2 for details) and the j th partial
derivative associated with Lα is given by
δj = ∂
∂xj
+ xj − 1
xj
(
αj + 12
)
.
One of the facts which motivate the definition (1.1) is that the (formal) adjoint of δj in
L2(Rd+, dx) is
δ∗j = −
∂
∂xj
+ xj − 1
xj
(
αj + 12
)
and a direct computation then shows that
d∑
i=1
δ∗i δi = Lα − 2
(|α| + d).
If α = (−1/2, . . . ,−1/2) then Lα becomes the d-dimensional harmonic oscillator − +
|x|2 and Rαj is identified with the Riesz transform R+j for the d-dimensional Hermite function
expansions defined and investigated in [15], see also [14].
The main result of the paper is contained in Theorem 3.3. We prove that with the assump-
tion αi  −1/2, αi /∈ (−1/2,1/2), i = 1, . . . , d , the Riesz transforms Rαj , j = 1, . . . , d , are
Calderón–Zygmund operators, hence their mapping properties follow by applying results from
the general theory.
The study of Riesz transforms and conjugacy in a context of orthogonal expansions was
initiated in 1965 by the pioneering work of Muckenhoupt and Stein [7]. Since that time many au-
thors contributed to the subject, and the greatest intensity of related research concerned Hermite
polynomial expansions, see the survey article by Sjögren [12]. Riesz transforms and conjugate
Poisson integrals for classical Laguerre polynomial expansions were first studied by Mucken-
houpt [6]. The corresponding d-dimensional Riesz–Laguerre transforms for arbitrary d  1 were
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α ∈ {n/2 − 1: n ∈ N}d ) and quite recently, by one of the authors, in [10] (continuous range of
α ∈ [−1/2,∞)d ). Our present setting, however, is somewhat different: we focus on expansions
based on certain Laguerre functions rather than polynomials. Furthermore, the approach we use
to show mapping properties of the Riesz transforms is completely different from those in [2,6,10].
We use Calderón–Zygmund operator theory techniques; earlier singular integral theory methods
turned out to be applicable and useful in a much simpler Hermite function setting, see [14,15], as
well as in other settings [15]. In this paper the main difficulty connected with Calderón–Zygmund
approach is to obtain suitable kernel estimates. These turn out to be far more sophisticated than
the analogous estimates in the Hermite function setting, mainly due to the presence of terms con-
taining Bessel functions of different orders and important cancellations occurring between those
terms.
It is notable, that recently Riesz transforms for Laguerre function expansions were defined
and investigated in a slightly different (one-dimensional) setting of the so-called standard La-
guerre function expansions by Harboure, Torrea and Viviani [3]. They considered the system of
Laguerre functions
Lαk (x)=
(
(k + 1)
(k + α + 1)
)1/2
Lαk (x)x
α/2e−x/2, k ∈ N, x > 0,
α >−1, which is an orthonormal basis in L2(R+, dx), and proved, by transferring a correspond-
ing result from d-dimensional Hermite function expansions and then using a transplantation
theorem, that appropriately defined Riesz transform is bounded on weighted Lp , 1 < p < ∞,
with power weights involved.
Our paper is organized as follows. Section 2 contains the setup and gathers some basic lem-
mas. In Section 3 the Riesz–Laguerre transforms and the relevant kernels are defined, and the
main results of the paper are stated. In Section 4 results concerning the conjugate Poisson inte-
grals are stated and proved. We also introduce and briefly study systems of supplementary Riesz
transforms and conjugate Poisson integrals; these complete a conjugacy scheme, which also fits
perfectly in many other settings. Sections 5–8 constitute the main contribution of the paper and
are devoted to the proof of the standard estimates from Proposition 3.1; we decided to distinguish
the cases d = 1 and d  2 and present estimates in a meticulous way, not only for the purpose
of clarity, but also for the sake of reader’s convenience. Finally, in Appendix A we comment in
detail on a connection between the theory developed in this paper for the specific multi-index
αo = (−1/2, . . . ,−1/2) and the theory of Riesz–Hermite transforms investigated in [14].
Throughout the paper we use a fairly standard notation with essentially all symbols referring
to (if not stated otherwise) Rd+ = (0,∞)d , d  1. Thus  denotes the Laplacian restricted to Rd+,
Ap = Ap(Rd+) stands for the Muckenhoupt class of Ap weights, Lp(w) = Lp(Rd+,w(x)dx)
denotes weighted Lp space (w being a non-negative weight on Rd+); we simply write Lp if
w ≡ 1. By 〈f,g〉 we mean ∫
R
d+ f (x)g(x) dx whenever the integral makes sense. The symbols∇x and ∇x,y represent the gradient operator with respect to x variable and the joint gradient
with respect to x and y variables, respectively. The notation X  Y will be used to indicate that
X  CY with a positive constant C independent of significant quantities. We shall write X 	 Y
when X  Y and Y X.
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Let k = (k1, . . . , kd) ∈ Nd , N = {0,1, . . .}, and α = (α1, . . . , αd) ∈ (−1,∞)d be multi-
indices. The Laguerre function ϕαk on R
d+ is defined as
ϕαk (x)= ϕα1k1 (x1) · · · · · ϕ
αd
kd
(xd), x = (x1, . . . , xd) ∈ Rd+,
where ϕαiki are the one-dimensional Laguerre functions
ϕ
αi
ki
(xi)=
(
2(ki + 1)
(ki + αi + 1)
)1/2
L
αi
ki
(
x2i
)
x
αi+1/2
i e
−x2i /2, xi > 0, i = 1, . . . , d;
given α > −1 and k ∈ N, Lαk denotes the Laguerre polynomial of degree k and order α, see [4,
p. 76].
Each ϕαk is an eigenfunction of the differential operator Lα , the corresponding eigenvalue
being 4|k| + 2|α| + 2d , that is
Lαϕαk =
(
4|k| + 2|α| + 2d)ϕαk ;
by |α| and |k| we denote |α| = α1 +· · ·+αd and the length |k| = k1 +· · ·+kd . The operator Lα is
positive and symmetric in L2(Rd+, dx). Furthermore, the system {ϕαk : k ∈ Nd} is an orthonormal
basis of L2(Rd+, dx).
The operator
Lαf =
∑
k∈Nd
(
4|k| + 2|α| + 2d)〈f,ϕαk 〉ϕαk
defined on the domain
Dom
(Lα)= {f ∈ L2: ∑
k∈Nd
∣∣(4|k| + 2|α| + 2d)〈f,ϕαk 〉∣∣2 <∞}
is a self-adjoint extension of Lα (the inclusion C∞c (Rd+)⊂ Dom(Lα) may be easily verified), has
the discrete spectrum {4n+ 2|α| + 2d: n ∈ N} and admits the spectral decomposition
Lαf =
∞∑
n=0
(
4n+ 2|α| + 2d)Pαn f, f ∈ Dom(Lα),
where the spectral projections are
Pαn f =
∑
|k|=n
〈
f,ϕαk
〉
ϕαk .
It is perhaps worth to note that if α ∈ (−1,∞)d and if α′ ∈ (−1,∞)d is a different multi-
index, but such that |αi | = |α′i |, i = 1, . . . , d , then Lα and Lα
′
are different self-adjoint extensions
of the same differential operator Lα = Lα′ .
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T αt f = e−tL
α
f =
∞∑
n=0
e−t (4n+2|α|+2d)Pαn f, f ∈ L2, (2.1)
is a strongly continuous semigroup of contractions on L2 for which Lα is the infinitesimal gen-
erator. We have the following integral representation of T αt :
T αt f (x)=
∫
R
d+
Gαt (x, y)f (y) dy, f ∈ L2, x ∈ Rd+, (2.2)
where
Gαt (x, y)=
∞∑
n=0
e−t (4n+2|α|+2d)
∑
|k|=n
ϕαk (x)ϕ
α
k (y). (2.3)
It is known, cf. [4, (4.17.6)], that
Gαt (x, y)= (sinh 2t)−d exp
(
−1
2
coth(2t)
(|x|2 + |y|2)) d∏
i=1
√
xiyiIαi
(
xiyi
sinh 2t
)
.
Here Iν denotes the modified Bessel function of the first kind and order ν; it is real, positive and
smooth for any ν >−1. We will frequently use the asymptotics, cf. [4, (5.16.4), (5.16.5)],
Iν(z)=O
(
zν
)
, z → 0+; Iν(z)=O
(
z−1/2ez
)
, z → ∞. (2.4)
Let Ws(x)= (4πs)−d/2 exp(−|x|2/(4s)) be the usual Gauss–Weierstrass kernel in Rd .
Proposition 2.1. Given α ∈ [−1/2,∞)d , there exists a constant Cα such that
Gαt (x, y) CαWsinh(2t)/2(x − y), t > 0, x, y ∈ Rd+.
Moreover, if α ∈ [1/2,∞)d then one can take Cα = 1, and if α = αo = (−1/2, . . . ,−1/2) then
Cα may be taken to be 2d .
Proof. Since, for a fixed x > 0, the function ν → Iν(x) is decreasing for ν  0, see [8,
p. 10] and references given there, we have Gαt (x, y)Gαo+1t (x, y) for all α ∈ [1/2,∞)d , with
the notation 1 = (1, . . . ,1) ∈ Nd . Further, with the aid of (2.4) it is easy to get the bound
Gαt (x, y)  CαG
αo
t (x, y) valid for all α ∈ [−1/2,∞)d . Thus, it remains to obtain suitable
bounds of Gαt (x, y) for α = αo and α = αo + 1. These, however, follow immediately by using
the formulas (cf. [4, (5.8.5)])
I−1/2(z)=
√
2
cosh z, I1/2(z)=
√
2
sinh z,
πz πz
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Let T α∗ f = supt>0 |T αt f | be the maximal operator of the semigroup T αt . In view of Proposi-
tion 2.1 and a general theory, cf. [1, Proposition 2.7], we obtain the following.
Corollary 2.2. Let α ∈ [−1/2,∞)d . Given a reasonable function f , we have
T α∗ f (x)M+f (x), x ∈ Rd+,
M+ denoting the Hardy–Littlewood maximal function in Rd+. Thus T α∗ is bounded on Lp(w),
w ∈Ap , 1 <p <∞, and from L1(w) to L1,∞(w), w ∈A1.
Now, for α ∈ [−1/2,∞)d , it becomes clear that (2.2) provides also a reasonable defini-
tion of T αt on Lp(w), 1  p < ∞, w ∈ Ap . Equivalently, one can also define T αt on the
spaces in question by the series appearing in (2.1), see [9, Section 5]. Note that only for α ∈
[−1/2,∞)d do the functions ϕαk belong to all (unweighted) Lp spaces on Rd+, 1  p < ∞.
Therefore, throughout the paper, we always assume that α ∈ [−1/2,∞)d when considering Lp
spaces with p = 2.
The Poisson semigroup {Pαt }t0 associated with Lα is given by
Pαt f = e−t (L
α)1/2 =
∞∑
n=0
e−t (4n+2|α|+2d)1/2Pαn f, f ∈ L2.
The above series converges pointwise for any f ∈ Lp(w), 1 p <∞, w ∈Ap , cf. [9], providing
a good definition of Pαt f for such functions f . An important connection between heat-diffusion
and Poisson semigroups is established by the subordination principle
Pαt f (x)=
1√
π
∞∫
0
e−u√
u
T α
t2/(4u)f (x) du, x ∈ Rd+. (2.5)
Thus, by Corollary 2.2 we immediately get
Pα∗ f (x)= sup
t>0
∣∣Pαt f (x)∣∣M+f (x), x ∈ Rd+,
and consequently the relevant mapping properties of the maximal operator Pα∗ follow.
We end this section by formulating some technical results that will be crucial in proving our
main results. The following simple estimate was a key ingredient in [14].
Lemma 2.3. (See [14].) Given a > 1, we have
1∫
0
ζ−a exp
(−T ζ−1)dζ  T −a+1, T > 0.
We propose the following generalization of the above, which will be heavily exploited in the
present paper.
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1∫
0
ζ−a exp
(−T ζ−1 − Sζ )dζ  T −a+1(ST )−b, T ,S > 0. (2.6)
Proof. We shall use Macdonald’s function Kν , which for ν ∈ C may be defined by means of the
integral representation
Kν(z)=
∞∫
0
cosh(νu) exp(−z coshu)du, z > 0,
cf. [4, (5.10.23)]. A change of the variable of integration then gives
∞∫
0
ζ−a exp
(−T ζ−1 − Sζ )dζ = 2( S
T
)(a−1)/2
Ka−1
(
2
√
T S
)
, S, T > 0.
For any ν ∈ R the function Kν is real, positive and smooth on (0,∞). Moreover, it satisfies the
following bounds, cf. [4, (5.16.4), (5.16.5)],
Kν(z)=O
(
z−|ν|
)
, z → 0+, ν = 0; K0(z)=O
(
log
2
z
)
, z → 0+;
Kν(z)=O
(
z−1/2e−z
)
, z → ∞.
Assuming that T ,S > 0 and making use of the above facts gives
1∫
0
ζ−a exp
(−T ζ−1 − Sζ )dζ
 2
(
S
T
)(a−1)/2
Ka−1
(
2
√
T S
)
 Ca
⎧⎨⎩
log(1/
√
T S ), T S  1/2, a = 1,
(S/T )(a−1)/2(T S)−(a−1)/2, T S  1/2, a > 1,
(S/T )(a−1)/2(T S)−1/4 exp(−2√T S ), T S > 1/2, a  1
 Ca,b
⎧⎨⎩
(T S)−b, T S  1/2, a = 1, b > 0,
T −a+1(T S)−b, T S  1/2, a > 1, b 0,
(S/T )(a−1)/2(T S)−(a−1)/2(T S)−b, T S > 1/2, a  1, b 0.
The last expression is equal to Ca,bT −a+1(T S)−b , provided that either a  1 and b > 0 or a > 1
and b = 0. Moreover, in the latter case the right-hand side in (2.6) is independent of S > 0,
hence, by a continuity argument, we may allow S = 0 on the left-hand side and therefore also the
relation from Lemma 2.3 follows. 
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Lemma 2.5. (See [8].) Let ν −1/2. Then
1 <
Iν(z)
Iν+1(z)
< 1 + 2(ν + 1)
z
, z > 0.
More precisely, the upper estimate holds even with the weaker assumption ν >−1.
3. Main results
We start with providing a strict definition of the Riesz transforms Rαj , j = 1, . . . , d , on L2.
Recall that formally
Rαj = δj
(Lα)−1/2.
Using d
dx
Lαk = −Lα+1k−1 , α >−1, k ∈ N, cf. [4, (4.18.6)], shows that
δjϕ
α
k = −2
√
kjϕ
α+ej
k−ej
(ej denotes the j th coordinate vector in Rd ). Therefore for f ∈ L2 with the expansion f =∑
k〈f,ϕαk 〉ϕαk we define
Rαj f = −2
∑
k∈Nd
(
kj
4|k| + 2|α| + 2d
)1/2〈
f,ϕαk
〉
ϕ
α+ej
k−ej . (3.1)
Here and later on we use the convention that ϕα+ejk−ej = 0 if kj − 1 < 0. Note also that the series
on the right does converge in L2; this is because {ϕα+ejk : k ∈ Nd} is an orthonormal basis in L2.
The formal definition (1.1) and the fact that for f ∈ L2,
(Lα)−1/2f (x)= 1√
π
∞∫
0
T αt f (x)t
−1/2 dt = 1√
π
∫
R
d+
∞∫
0
Gαt (x, y)t
−1/2 dtf (y) dy,
suggest that Rαj should have
Rαj (x, y)=
1√
π
∞∫
0
δj,xG
α
t (x, y)t
−1/2 dt
as the kernel. Using the formulas (cf. [4, (5.7.9)])
2
d
Iν(z)= Iν−1(z)+ Iν+1(z), 2ν Iν(z)= Iν−1(z)− Iν+1(z), (3.2)dz z
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(sinh 2t)−d−1
d∏
k=1
√
xkyk e
− 12 coth(2t)(|x|2+|y|2)(yj Iαj+1(Yj )− xj e−2t Iαj (Yj ))∏
i =j
Iαi (Yi),
where Yj = xjyj / sinh 2t . Then the change of variable
t = t (ζ )= 1
2
log
1 + ζ
1 − ζ
gives
Rαj (x, y)= cd
d∏
k=1
√
xkyk
1∫
0
βd(ζ )e
− 14 (ζ−1+ζ )(|x|2+|y|2)
×
(
yj Iαj+1(Zj )− xj
1 − ζ
1 + ζ Iαj (Zj )
)∏
i =j
Iαi (Zi) dζ, (3.3)
where
cd = 2−d(2π)−1/2, βd(ζ )=
(
log
1 + ζ
1 − ζ
)−1/2(
1 − ζ 2)dζ−d−1 and Zi = xiyi 1 − ζ 22ζ .
Proposition 3.1. Assume that α = (α1, . . . , αd) is a multi-index such that αi  −1/2, i =
1, . . . , d . Then the kernels Rαj (x, y), j = 1, . . . , d , given by (3.3) satisfy∣∣Rαj (x, y)∣∣ |x − y|−d (3.4)
and, with the additional assumption αi /∈ (−1/2,1/2), i = 1, . . . , d ,∣∣∇xRαj (x, y)∣∣+ ∣∣∇yRαj (x, y)∣∣ |x − y|−d−1. (3.5)
The corresponding proof is rather long and technical, hence its performance is postponed to
Sections 5–8.
A few words are in order to explain reasons for the restrictions imposed on α. First, the
condition αi − 12 , i = 1, . . . , d , is to some extent natural: as it was already pointed out, only for
αi − 12 , i = 1, . . . , d, do all the functions ϕαk belong to all Lp spaces on Rd+, 1 p < ∞ (this
restriction appears also in other places when Laguerre expansions are considered, cf. for instance
[13]). Second, the restriction αi /∈ (−1/2,1/2), i = 1, . . . , d, is necessary for us to perform some
estimates of the gradient of Rαj (x, y), cf. Sections 7, 8. Note also that the potential term in Lα
is non-negative only when αi ∈ (−1,−1/2] ∪ [1/2,∞), i = 1, . . . , d . Finally, notice that the
discussed critical range of α is visible in Proposition 2.1 as well.
The following result shows that the kernel Rα(x, y) is indeed associated with the operator Rα .j j
408 A. Nowak, K. Stempak / Journal of Functional Analysis 244 (2007) 399–443Proposition 3.2. Assume that α = (α1, . . . , αd) is a multi-index such that αi −1/2 and Rαj is
defined by (3.1). Let f,g ∈ C∞c (Rd+) have disjoint supports. Then
〈
Rαj f,g
〉= ∫
R
d+
∫
R
d+
Rαj (x, y)f (y)g(x) dy dx. (3.6)
Proof. Let f =∑∞n=0∑|k|=n aαk ϕαk , g =∑∞n=0∑|k|=n bα+ejk−ej ϕα+ejk−ej . Then
Rαj f = −2
∞∑
n=0
∑
|k|=n
(
kj
4n+ 2|α| + 2d
)1/2
aαk ϕ
α+ej
k−ej
(convergence of the above series is in L2) and, by Parseval’s identity,
〈
Rαj f,g
〉= −2 ∞∑
n=0
∑
|k|=n
(
kj
4n+ 2|α| + 2d
)1/2
aαk b
α+ej
k−ej . (3.7)
To finish the proof it is now sufficient to observe that the right-hand sides of (3.6) and (3.7)
coincide. This follows by noting that the proof of (3.4) contains a proof of the slightly stronger
estimate
∞∫
0
∣∣δj,xGαt (x, y)∣∣t−1/2 dt  |x − y|−d
and thus the assumption made on supports of f and g implies
∫
R
d+
∫
R
d+
∞∫
0
∣∣δj,xGαt (x, y)∣∣t−1/2 dt∣∣g(x)f (y)∣∣dy dx <∞.
At this point the desired conclusion easily follows by repeating arguments from the proof of [14,
Proposition 3.2]. 
It is clear that the Calderón–Zygmund theory (specified to Rd ) works, with appropriate ad-
justments, when the underlying space is Rd+ equipped with the Lebesgue measure dx. Thus we
use properly adjusted facts from the classic Calderón–Zygmund theory (presented, for instance,
in [1]) to the aforementioned setting without further comments.
Theorem 3.3. Assume that α = (α1, . . . , αd) is a multi-index such that αi  −1/2, αi /∈
(−1/2,1/2), i = 1, . . . , d . Then the Riesz operators Rαj , j = 1, . . . , d , defined on L2 by (3.1),
are Calderón–Zygmund operators associated with the kernels Rαj (x, y) defined by (3.3). In con-
sequence, Rα extend uniquely to bounded linear operators on Lp(w), 1 <p <∞, w ∈Ap , andj
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same symbols Rαj , for f ∈ Lp(w), 1 <p <∞, w ∈Ap , we have
〈
Rαj f,ϕ
α+ej
k−ej
〉= −2( kj
4|k| + 2|α| + 2d
)1/2〈
f,ϕαk
〉
. (3.8)
Proof. The first statement is just a combination of Propositions 3.1 and 3.2. The second
is a consequence of a general theory, see [1]. To verify (3.8) fix j = 1, . . . , d , and choose
fn ∈ Lp(w) ∩ L2 such that fn → f in Lp(w). Then, for any k ∈ Nd , 〈fn,ϕαk 〉 → 〈f,ϕαk 〉 and
〈Rαj fn,ϕ
α+ej
k−ej 〉 → 〈Rαj f,ϕ
α+ej
k−ej 〉, where Rαj f is, by the very definition, the limit of Rαj fn in
Lp(w). The claim follows. 
Now, we shall focus on the one-dimensional case and remove the restriction imposed on α in
the above theorem (in higher dimensions the situation is more complicated and thus is beyond
the scope of this paper, see Remark 8.1). Generally, the reason for excluding the critical range
(−1/2,1/2) is that if some αi ∈ (−1/2,1/2), then the smoothness estimate (3.5) fails to hold
globally for all x, y ∈ Rd+, see Remark 7.1 in Section 7. However, as it will be shown in Sections 7
and 8, the estimate (3.5) is valid in certain local regions even though some αi ∈ (−1/2,1/2). In
particular, if d = 1, then for all α ∈ [−1/2,∞) we have∣∣∇x,yRα1 (x, y)∣∣ |x − y|−2, (3.9)
provided that x/2 < y < 2x. It turns out, at least in the one-dimensional case, that having (3.5)
only locally is already sufficient for proving weighted Lp mapping properties of the Riesz–
Laguerre transform Rα1 . This can be done by a technique applied in [11]: we split the operator
Rα1 into its local and global parts, then the local part occurs to be a local Calderón–Zygmund
operator (a notion introduced in [11]), whereas the global part can be easily handled by means
of weighted Hardy’s inequalities. Here are the details.
Given a non-negative weight function w on (0,∞), consider the following set of conditions:
sup
r>0
( ∞∫
r
w(x)x−p dx
)1/p( r∫
0
w(x)−p′/p dx
)1/p′
<∞, (3.10)
sup
r>0
( r∫
0
w(x)dx
)1/p( ∞∫
r
w(x)−p′/px−p′ dx
)1/p′
<∞, (3.11)
sup
r>0
( ∞∫
r
(
r
x
)δ
w(x)
x
dx
)(
ess sup
x∈(0,r)
1
w(x)
)
<∞, (3.12)
sup
r>0
( r∫
0
w(x)dx
)(
ess sup
x∈(r,∞)
1
xw(x)
)
<∞, (3.13)
sup
0<u<v<2u
1
v − u
( v∫
w(x)dx
)1/p( v∫
w(x)−p′/p dx
)1/p′
<∞; (3.14)u u
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exists a positive δ such that the corresponding quantity is finite. We admit 1 < p < ∞ when
considering (3.10) and (3.11), and 1  p < ∞ when considering (3.14). For p = 1 the second
integral in (3.14) has the usual interpretation, i.e. ess supx∈(u,v) w(x)−1.
It is easily seen that for a power weight function w(x) = xa , a ∈ R, (3.10) is satisfied if and
only if a < p − 1, (3.11) is satisfied if and only if a > −1, (3.12) is satisfied if and only if
a  0, (3.13) is satisfied if and only if a > −1 and (3.14) is satisfied for each a ∈ R. Thus, for
1 < p < ∞, a power weight w satisfies (3.10), (3.11) and (3.14) if and only if w ∈ Ap; in the
case p = 1 it satisfies (3.12)–(3.14) if and only if w ∈A1.
Let P,Q denote the Hardy operators
Pf (x)= 1
x
x∫
0
f (t) dt, Qf (x)=
∞∫
x
f (t) dt.
Condition (3.10) is necessary and sufficient for the weighted Hardy’s inequality
∞∫
0
∣∣Pf (x)∣∣pw(x)dx  ∞∫
0
∣∣f (x)∣∣pw(x)dx (3.15)
to hold, while the condition (3.11) is necessary and sufficient for its dual version
∞∫
0
∣∣Qf (x)∣∣pw(x)dx  ∞∫
0
∣∣xf (x)∣∣pw(x)dx (3.16)
to be satisfied. Condition (3.12) is necessary and sufficient for the inequality
∫
{x>0: |Pf (x)|>λ}
w(x)dx  λ−1
∞∫
0
∣∣f (x)∣∣w(x)dx, λ > 0, (3.17)
to hold. Condition (3.13) is necessary and sufficient for the inequality
∫
{x>0: |Qf (x)|>λ}
w(x)dx  λ−1
∞∫
0
∣∣xf (x)∣∣w(x)dx, λ > 0. (3.18)
The local Ap condition (3.14) is, for 1 <p <∞, necessary and sufficient for the estimate
∞∫ ∣∣Tof (x)∣∣pw(x)dx  ∞∫ ∣∣f (x)∣∣pw(x)dx, (3.19)
0 0
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∫
{x>0: |Tof (x)|>λ}
w(x)dx  λ−1
∞∫
0
∣∣f (x)∣∣w(x)dx, λ > 0, (3.20)
to hold, where To represents either a local version of the one-dimensional Hardy–Littlewood
maximal operator or a local version of the Hilbert transform. More generally, (3.14) is sufficient
(and also in some sense necessary) for (3.19) and (3.20) to hold with To being a local Calderón–
Zygmund operator. For all these facts see [11] and references given there.
Theorem 3.4. Assume that d = 1 and α −1/2. Let w be a non-negative weight satisfying either
(3.10), (3.11) and (3.14) if 1 < p < ∞, or (3.12)–(3.14) if p = 1. Then the Riesz transform Rα1 ,
initially defined on L2 by (3.1), extends uniquely to a bounded linear operator on Lp(w) if
1 < p <∞, and to a bounded linear operator from L1(w) to L1,∞(w) if p = 1. Denoting these
extensions by the same symbol Rα1 , for f ∈ Lp(w), 1 < p < ∞, the identity (3.8) is valid with
j = 1.
Proof. We use the same reasoning that was applied in [11] for the Hankel transform transplan-
tation operator. Denote
R
α,1
1 f (x)=
x/2∫
0
Rα1 (x, y)f (y) dy, R
α,2
1 f (x)=
∞∫
3x/2
Rα1 (x, y)f (y) dy.
Observe, that by the growth estimate (3.4) we have for f  0
R
α,1
1 f (x) Pf (x), R
α,2
1 f (x)Q
(·f (·))(x). (3.21)
Thus, taking p = 2 and w ≡ 1, it follows by (3.15) and (3.16) that Rα,11 ,Rα,21 are bounded on L2.
Therefore
R
α,3
1 =Rα1 −Rα,11 −Rα,21
is also bounded on L2. Moreover, by Proposition 3.2, Rα,31 is associated with the kernel
R
α,3
1 (x, y)= χ{x/2<y<3x/2}Rα1 (x, y),
which by (3.4) and (3.9) is a local Calderón–Zygmund kernel (see [11] for this and related no-
tions). Thus Rα,31 is a local Calderón–Zygmund operator.
Now the desired mapping properties of Rα,31 are consequences of [11, Theorem 4.3], whereas,
in view of (3.21), Rα,11 and Rα,21 are easily treated by weighted Hardy’s inequalities (3.15)–(3.18).
The identity (3.8) with j = 1 follows similarly as in the proof of Theorem 3.3. 
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Recall that the Poisson semigroup {Pαt }t0 associated with Lα is given on L2 by
Pαt = e−t (L
α)1/2 .
In order to have conjugate Poisson integrals appropriately linked with the Poisson integral we
introduce the following modifications of the Poisson semigroup:
P˜
α,j
t = e−t (L
α+ej +2)1/2 , j = 1, . . . , d.
The conjugate Poisson integrals are then defined on L2 by
U
α,j
t = P˜ α,jt Rαj , j = 1, . . . , d.
The theory of Poisson integrals for the Laguerre system {ϕαk } was developed by the first-
named author in [9, Section 5] (one-dimensional unweighted case was treated in [13]). There,
for a function f ∈ Lp(w), 1 p <∞, w ∈Ap , its Poisson integral f α was defined as
f α(t, x)=
∞∑
n=0
e−t (4n+2|α|+2d)1/2
∑
|k|=n
〈
f,ϕαk
〉
ϕαk (x), t > 0, x ∈ Rd+. (4.1)
Properties of f α are gathered in [9, Proposition 5.6 and Theorem 5.7]. In particular, f α(t, x)
occurs to be a C∞ function on (0,∞)× Rd+ satisfying (Lαx − ∂2t )f α(t, x)= 0.
According to what the L2 case suggests, we define the conjugate Poisson integrals f˜ α,j ,
j = 1, . . . , d , for any f ∈ Lp(w), 1 p <∞, w ∈Ap , by
f˜ α,j (t, x)= −2
∞∑
n=0
e−t (4n+2|α|+2d)1/2
∑
|k|=n
(
kj
4n+ 2|α| + 2d
)1/2〈
f,ϕαk
〉
ϕ
α+ej
k−ej (x). (4.2)
Justification of the fact that the series in (4.2) converges pointwise is similar to that concerning
the series in (4.1), cf. [9, p. 263].
Clearly, Uα,jt f and f˜ α,j (t, ·) agree for f ∈ L2. The next theorem shows that this is also the
case in a more general setting.
Theorem 4.1. For α ∈ ({−1/2} ∪ [1/2,∞))d , 1 < p <∞, w ∈Ap and f ∈ Lp(w), we have
U
α,j
t f = f˜ α,j (t, ·), j = 1, . . . , d.
Moreover, for all α ∈ [−1/2,∞)d , the following Cauchy–Riemann type equations hold:
δj f˜
α,i = δi f˜ α,j , i, j = 1, . . . , d,
δjf
α = −∂t f˜ α,j , j = 1, . . . , d. (4.3)
In addition, (∂2t − (Lα+ejx + 2))f˜ α,j = 0, j = 1, . . . , d .
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representation
T˜
α,j
t f (x)= e−2t
∫
R
d+
G
α+ej
t (x, y)f (y) dy.
Therefore, by Corollary 2.2, the maximal function supt>0 |T˜ α,jt f | is controlled by M+f . Thus
the Poisson semigroup defined on Lp(w) either by a series (f α(t, x)) or by means of the subor-
dination principle (P˜ α,jt f (x)) coincide. Hence, under the restrictions on α from Section 3, the
identity defining Uα,jt f on L2 makes sense for f ∈ Lp(w), 1 < p < ∞, w ∈ Ap , and it may
serve as a definition of Uα,jt on these spaces that coincides with f˜ α,j . Finally, observe that term
by term differentiation of the series in (4.1) and (4.2) is possible, hence f α and f˜ α,j satisfy the
desired equations. 
Theorem 4.2. Assume that α ∈ ({−1/2} ∪ [1/2,∞))d , 1 < p < ∞, w ∈ Ap and f ∈ Lp(w).
Then for j = 1, . . . , d , we have:
(a) ‖supt>0 |Uα,jt f |‖Lp(w)  ‖f ‖Lp(w);
(b) Uα,jt f →Rαj f as t → 0+, the convergence being both in Lp(w) and almost everywhere.
Proof. We repeat, with appropriate modifications, the arguments from the proof of [14, Theo-
rem 4.3]. 
Remark 4.3. When d = 1 statements of Theorems 4.1 and 4.2 are also valid for α in the critical
range (−1/2,1/2), but with appropriate assumptions on the weight w, see Theorem 3.4.
We now augment the conjugacy scheme presented above. It is natural to think of a supple-
mentary system of Riesz–Laguerre transforms defined by means of δ∗j , instead of δj . However,
a simple replacement of δj by δ∗j in the definition of Rαj turns out to be inappropriate, and the
operators which fit into our setting are defined in L2 by
R̂αj = δ∗j
(Lα+ej + 2)−1/2, j = 1, . . . , d.
Since the action of δ∗j on Laguerre functions is δ∗j ϕ
α+ej
k−ej = −2
√
kjϕ
α
k , in L
2 we have
(
Rαj
)∗ = (δj (Lα)−1/2)∗ = (Lα)−1/2δ∗j = δ∗j (Lα+ej + 2)−1/2 = R̂αj . (4.4)
Therefore Theorem 3.3 and a simple duality argument enable us to extend R̂αj boundedly to
Lp(w), 1 <p <∞, w ∈Ap , α ∈ ({−1/2} ∪ [1/2,∞))d . Observe also that using (4.4) we get
d∑
R̂αj R
α
j =
(Lα)−1/2(Lα − 2(|α| + d))(Lα)−1/2 = I − 2(|α| + d)(Lα)−1.
j=1
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sical Riesz transforms Rj = ∂j (−)−1/2 satisfy ∑j R2j = −I .
Passing to a supplementary system of conjugate Poisson integrals, associated with the adjoint
Riesz transforms, we define in L2
Û
α,j
t = Pαt R̂αj , j = 1, . . . , d.
Similarly as in the case of Uα,jt f , it can be seen that the Fourier–Laguerre series of Û
α,j
t con-
verges pointwise. It is easily verified that (Uα,jt )∗ = Ûα,jt in L2, thus Ûα,jt is bounded on Lp(w),
1 < p < ∞, w ∈ Ap , α ∈ ({−1/2} ∪ [1/2,∞))d . Further, for any f ∈ Lp(w), the Cauchy–
Riemann type and harmonicity equations,
δ∗j P˜
α,j
t f = −∂t Ûα,jt f,
(
∂2t −Lαx
)
Û
α,j
t f = 0, j = 1, . . . , d,
hold. Moreover, analogous results to the statements of Theorem 4.2 follow for the hatted opera-
tors.
5. Proof of the growth estimate (3.4): the case d = 1
The following notation will be used in Sections 5–8:
A= 1 + ζ
2
4ζ
, B = 1 − ζ
2
2ζ
, D = 1 − ζ
1 + ζ , Z = xy
1 − ζ 2
2ζ
.
Obviously, for ζ ∈ (0,1) we have
1
4ζ
< A<
1
2ζ
, B <
1
2ζ
, D < 1, Z <
xy
2ζ
,
the inequalities that will be used later on usually without further mention. Another basic fact that
will be used implicitly throughout is that supt>0 tβ exp(−γ t) <∞ for arbitrary β,γ > 0.
The kernel we investigate is (for simplicity we write Rα(x, y) in place of Rα1 (x, y))
Rα(x, y)= 1
2
√
2π
√
xy
1∫
0
β1(ζ )e
−A(x2+y2)(yIα+1(Z)− xDIα(Z))dζ.
It is straightforward that
β1(ζ )
{
ζ−5/2, ζ ∈ (0,1/2],
1, ζ ∈ (1/2,1). (5.1)
Thus, using among other things the fact that Iα+1(Z) < Iα(Z) gives∣∣Rα(x, y)∣∣Rα,0(x, y)+Rα,1(x, y),
where
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1/2∫
0
ζ−5/2e−A(x2+y2)
∣∣yIα+1(Z)− xDIα(Z)∣∣dζ,
Rα,1(x, y)= (x + y)√xy
1∫
1/2
e−A(x2+y2)Iα(Z)dζ.
We start with estimating Rα,1(x, y). Using (2.4) gives
Rα,1(x, y)
 (x + y)√xye− 12 (x2+y2)
1∫
1/2
((
xy
1 − ζ 2
2ζ
)α
+
(
xy
1 − ζ 2
2ζ
)−1/2
exp
(
xy
1 − ζ 2
2ζ
))
dζ

(
x2 + y2)1/2e− 12 (x2+y2)((xy)α+1/2 1∫
1/2
(1 − ζ )α dζ + e 34 xy
1∫
1/2
(1 − ζ )−1/2 dζ
)
 e− 38 (x2+y2)
(
(xy)α+1/2 + e 34 xy)
= e− 38 (x−y)2((xy)α+1/2e− 34 xy + 1)
 |x − y|−1.
Estimating Rα,0(x, y) we split the integration over (0,1/2) according to the cases Z  1 and
Z > 1. Thus
Rα,0(x, y)= √xy
∫
{ζ∈(0,1/2): Z1}
ζ−5/2e−A(x2+y2)
∣∣yIα+1(Z)− xDIα(Z)∣∣dζ
+ √xy
∫
{ζ∈(0,1/2): Z>1}
ζ−5/2e−A(x2+y2)
∣∣yIα+1(Z)− xDIα(Z)∣∣dζ
≡ J α0 (x, y)+J α1 (x, y).
We treat J α0 and J α1 separately. For J α0 we first use the facts that A > 1/(4ζ ) and Iα+1(Z) <
Iα(Z), and then (2.4) to get
J α0 (x, y) (x + y)
√
xy
∫
{ζ∈(0,1/2): Z1}
ζ−5/2e−
1
4 ζ
−1(x2+y2)Iα(Z)dζ
 (x + y)√xy
1/2∫
ζ−5/2e−
1
4 ζ
−1(x2+y2)(xy)αζ−α dζ.
0
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taken with a = α + 5/2 and T = (x2 + y2)/4,
1/2∫
0
ζ−(α+5/2)e−
1
4 ζ
−1(x2+y2) dζ 
(
x2 + y2)−(α+3/2).
The bound J α0 (x, y) |x − y|−1 then follows. Estimating J α1 we will distinguish two cases.
Case 1. x is non-comparable with y: either x  2y or y  2x. Then J α1 is estimated essentially
in the same way as J α0 was:
J α1 (x, y) (x + y)
√
xy
1/2∫
0
ζ−5/2e−
1
4 ζ
−1(x2+y2)Z−1/2eZ dζ
 (x + y)
1/2∫
0
ζ−2e−
1
4 ζ
−1(x2+y2)e
1
2 ζ
−1xy dζ
= (x + y)
1/2∫
0
ζ−2e−
1
4 ζ
−1(x−y)2 dζ.
The bound J α1 (x, y) |x−y|−1 then follows again by using Lemma 2.3 taken with a = −2 and
the fact that x+y|x−y| 	 1 for non-comparable x and y.
Case 2. x and y are comparable: x/2 < y < 2x. Then
J α1 (x, y)=
√
xy
∫
{ζ∈(0,1/2): Z>1}
ζ−5/2e−A(x2+y2)Iα+1(Z)
∣∣∣∣y − x 1 − ζ1 + ζ Iα(Z)Iα+1(Z)
∣∣∣∣dζ

∫
{ζ∈(0,1/2): Z>1}
ζ−2e−
1
4 (ζ
−1+ζ )(x2+y2)e
1
2 (ζ
−1−ζ )xy
∣∣∣∣y − x 1 − ζ1 + ζ Iα(Z)Iα+1(Z)
∣∣∣∣dζ
=
∫
{ζ∈(0,1/2): Z>1}
ζ−2e−
1
4 ζ
−1(x−y)2e−
1
4 ζ(x+y)2
∣∣∣∣y − x 1 − ζ1 + ζ Iα(Z)Iα+1(Z)
∣∣∣∣dζ
 |x − y|
1/2∫
0
ζ−2e−
1
4 ζ
−1(x−y)2 dζ
+ x
∫
{ζ∈(0,1/2): Z>1}
ζ−2e−
1
4 ζ
−1(x−y)2e−
1
4 ζ(x+y)2
∣∣∣∣1 − 1 − ζ1 + ζ Iα(Z)Iα+1(Z)
∣∣∣∣dζ
≡Φ1(x, y)+Φ2(x, y).
A. Nowak, K. Stempak / Journal of Functional Analysis 244 (2007) 399–443 417Now, Lemma 2.3 easily brings the estimate Φ1(x, y)  |x − y|−1. Estimating Φ2 we have to
take into account cancellations. Using Lemma 2.5 and the fact that 1 < b < 1 + c together with
0 < a < 1 implies |1 − ab|< 1 − a + c and finally replacing Z−1 by Z−1/2 gives
Φ2(x, y) x
∫
{ζ∈(0,1/2): Z>1}
ζ−2e−
1
4 ζ
−1(x−y)2e−
1
4 ζ(x+y)2
(
1 − 1 − ζ
1 + ζ
)
dζ
+ 2(α + 1)x
∫
{ζ∈(0,1/2): Z>1}
ζ−2e−
1
4 ζ
−1(x−y)2e−
1
4 ζ(x+y)2 1
Z
dζ
 x
1/2∫
0
ζ−1e−
1
4 ζ
−1(x−y)2e−
1
4 ζ(x+y)2 dζ + x√
xy
1/2∫
0
ζ−3/2e−
1
4 ζ
−1(x−y)2 dζ.
Since x 	 y, applying Lemma 2.4 with a = 1 and b = 1/2 or Lemma 2.3 with a = 3/2 bounds
each of the two above quantities by C|x − y|−1.
6. Proof of the growth estimate (3.4): the case d  2
It is clear that with no loss of generality we can focus on the case j = 1. Thus the kernel we
estimate is
Rα1 (x, y)= cd
d∏
k=1
√
xkyk
1∫
0
βd(ζ )e
−A(|x|2+|y|2)(y1Iα1+1(Z1)− x1DIα1(Z1)) d∏
i=2
Iαi (Zi) dζ,
with βd(ζ ) and Zi defined in Section 3.
As in the case of d = 1 we split the ζ integration onto (0,1/2) and (1/2,1) to get
∣∣Rα1 (x, y)∣∣Rα,01 (x, y)+Rα,11 (x, y),
where
R
α,0
1 (x, y)=
d∏
k=1
√
xkyk
1/2∫
0
ζ−d−3/2e−A(|x|2+|y|2)
∣∣y1Iα1+1(Z1)− x1DIα1(Z1)∣∣ d∏
i=2
Iαi (Zi) dζ,
R
α,1
1 (x, y)= (x1 + y1)
d∏
k=1
√
xkyk
1∫
e−A(|x|2+|y|2)
d∏
i=1
Iαi (Zi)(1 − ζ )d dζ.
1/2
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emerges under the integral sign, we reduce estimating Rα,11 (x, y) to estimating expressions of
the form
(x1 + y1)
d∏
k=1
√
xkyk e
− 12 (|x|2+|y|2)
1∫
1/2
Z
α1
1 · · · · ·Zαnn Z−1/2n+1 · · · · ·Z−1/2d eZn+1+···+Zd (1 − ζ )d dζ,
for every n = 0,1, . . . , d (with the natural interpretation when n = 0 or n = d) and every α =
(α1, . . . , αd), αi −1/2, i = 1, . . . , d . This, in turn, ends up with estimating the expression
(x1 + y1)e− 12 (|x|2+|y|2)
n∏
k=1
(xkyk)
αk+1/2 exp
(
3
4
d∑
i=n+1
xiyi
) 1∫
1/2
(1 − ζ )d+α1+···+αn−(d−n)/2 dζ
(note that the integral is finite). An argument similar to that used in estimating Rα,1(x, y) in the
case d = 1 shows that the last expression is not greater than a constant times
e−
3
8 |x−y|2
n∏
k=1
e−
3
4 xkyk (xkyk)
αk+1/2  e− 38 |x−y|2 ,
and the bound Rα,11 (x, y) |x − y|−d follows.
We now pass to the 0 < ζ < 1/2 range. Splitting the integration over (0,1/2) according to the
cases Zi  1 and Zi > 1, i = 2, . . . , d , reduces estimating of Rα,01 to estimating expressions of
the form R˜α,01,n , for every n= 1,2, . . . , d and every α, αi −1/2, where R˜α,01,n is defined similarly
as R
α,0
1 , the only difference being the integration over (0,1/2) replaced by the region
En =
{
ζ ∈ (0,1/2): Zi  1 for i = 2, . . . , n, Zi > 1 for i = n+ 1, . . . , d
}
(with the natural interpretation when n = 1 or n = d). Using (2.4) when integrating over En,
but then enlarging the integration to (0,1/2) and taking into account the relations xiyi  ζ ,
i = 2, . . . , n, valid for ζ ∈ (0,1/2), shows that R˜α,01,n (x, y)Rα1,01,n (x, y), where
R
α1,0
1,n (x, y)=
√
x1y1
1/2∫
0
ζ−d/2−2e−
1
4 (ζ+ζ−1)(x21+y21 )e−
1
4W
∣∣y1Iα1+1(Z1)− x1DIα1(Z1)∣∣dζ,
and W =Wn(ζ, x, y) denotes the expression
W = (ζ−1 + ζ ) n∑
i=2
(
x2i + y2i
)+ d∑
i=n+1
(
ζ−1(xi − yi)2 + ζ(xi + yi)2
)
 ζ−1
d∑
(xi − yi)2 ≡ ζ−1U.i=2
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and denote the resulting quantities by J α10,n and J α11,n, respectively.
Using Lemma 2.3 with a = d/2 + 2 + α1 it is easily seen that
J α10,n(x, y) (x1 + y1)(x1y1)α1+1/2
1/2∫
0
ζ−d/2−2−α1e−
1
4 ζ
−1(x21+y21+U) dζ
 (x1 + y1)(x1y1)α1+1/2
(
x21 + y21 +U
)−d/2−1−α1
 |x − y|−d .
Estimating J α11,n we distinguish two cases.
Case 1. x1 + y1  2|x − y|. Then J α11,n is estimated essentially in the same way as J α10,n was:
Lemma 2.3 with a = (d + 3)/2 leads to
J α11,n(x, y) (x1 + y1)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d .
Case 2. x1 + y1 > 2|x − y|. Then J α11,n equals
√
x1y1
∫
{ζ∈(0,1/2): Z1>1}
ζ−d/2−2e−
1
4 (ζ+ζ−1)(x21+y21 )e−
1
4 ζ
−1U
× Iα1+1(Z1)
∣∣∣∣y1 − x1 1 − ζ1 + ζ Iα1(Z1)Iα1+1(Z1)
∣∣∣∣dζ
and (2.4) shows that
J α11,n(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x1+y1)2
∣∣∣∣y1 − x1 1 − ζ1 + ζ Iα1(Z1)Iα1+1(Z1)
∣∣∣∣dζ. (6.1)
By using Lemma 2.5 and in the last step the fact that x1 + y1 > 2|x− y| implies x1 	 y1 we have∣∣∣∣y1 − x1 1 − ζ1 + ζ Iα1(Z1)Iα1+1(Z1)
∣∣∣∣ |y1 − x1| + x1∣∣∣∣1 − 1 − ζ1 + ζ Iα1(Z1)Iα1+1(Z1)
∣∣∣∣
 |x − y| + x1
(
1 − 1 − ζ
1 + ζ + (2α1 + 1)
1
Z
)
 |x − y| + x1ζ + y−11 ζ
 |x − y| + x1ζ + ζ .
x1 + y1
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side of (6.1). We denote them by Φ1,Φ2 and Φ3, respectively, and treat each of them separately.
For the first one we repeat the argument of Case 1:
Φ1(x, y) |x − y|
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ
and the bound Φ1(x, y)  |x − y|−d follows. Applying Lemma 2.4 with T = 14 |x − y|2, S =
1
4 (x1 + y1)2, a = (d + 1)/2 and b = 1/2 we obtain
Φ2(x, y)= x1
1/2∫
0
ζ−(d+1)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x1+y1)2 dζ
 x1|x − y|−d+1
(|x − y|(x1 + y1))−1,
hence the bound Φ2(x, y) |x − y|−d is justified. Finally, Lemma 2.3 with a = (d + 1)/2 gives
Φ3(x, y) (x1 + y1)−1
1/2∫
0
ζ−(d+1)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d .
This completes verifying that J α11,n(x, y)  |x − y|−d , therefore finishes estimating Rα1,01,n and
thus the proof of the bound Rα,01 (x, y) |x − y|−d .
7. Proof of the smoothness estimate (3.5): the case d = 1
Recall that the kernel under consideration has the form
Rα(x, y)= 1
2
√
2π
1∫
0
β1(ζ )ψ
α
ζ (x, y) dζ,
where
ψαζ (x, y)=
√
xye−A(x2+y2)
(
yIα+1(Z)− xDIα(Z)
)
.
Our aim is to show that
∣∣∇x,yRα(x, y)∣∣=
∣∣∣∣∣ 12√2π
1∫
0
β1(ζ )∇x,yψαζ (x, y) dζ
∣∣∣∣∣
1∫
0
β1(ζ )
∣∣∇x,yψαζ (x, y)∣∣dζ  |x − y|−2,
the essential part being the last inequality (justification of passing with the differentiation under
the integral sign, that is the first identity above, is implicitly contained in the estimates that follow;
see remarks at the end of this section).
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(3.2) we obtain
∂
∂x
ψαζ (x, y)= −
1
2
√
xye−A(x2+y2)
[(
(4A+ 2BD)xy + (2α + 1)y
x
)
Iα+1(Z)
+ (−4ADx2 − 2By2 + (3 + 2α)D)Iα(Z)],
∂
∂y
ψαζ (x, y)= −
1
2
√
xye−A(x2+y2)
[(
2BDx2 + 4Ay2 + (2α − 1))Iα+1(Z)
+
(
−(4AD + 2B)xy + (2α + 1)Dx
y
)
Iα(Z)
]
.
Now, using (5.1) and the fact that Iα+1(Z) < Iα(Z) gives
1∫
0
β1(ζ )
∣∣∇x,yψαζ (x, y)∣∣dζ  Sα,0(x, y)+ Sα,1(x, y),
where
Sα,0(x, y)= √xy
1/2∫
0
ζ−5/2e−A(x2+y2)
[
k
α,1
ζ (x, y)+ kα,2ζ (x, y)+ kα,3(x, y)Iα(Z)
]
dζ,
Sα,1(x, y)= [x2 + y2 + kα,3(x, y)]√xy 1∫
1/2
e−A(x2+y2)Iα(Z)dζ,
with
k
α,1
ζ (x, y)=
∣∣(4A+ 2BD)xyIα+1(Z)− (4ADx2 + 2By2)Iα(Z)∣∣,
k
α,2
ζ (x, y)=
∣∣(2BDx2 + 4Ay2)Iα+1(Z)− (4AD + 2B)xyIα(Z)∣∣,
kα,3(x, y)= 1 + (2α + 1)
(
x
y
+ y
x
)
.
Note that cancellations in partial derivatives of ψαζ are significant when integrating over (0,1/2),
unlike in the remaining case where rough absolute value estimates are sufficient.
First we estimate the easier part Sα,1(x, y). This occurs to be slightly more subtle than esti-
mating Rα,1 in Section 5. Using (2.4) gives
√
xy
1∫
1/2
e−A(x2+y2)Iα(Z)dζ  e−
1
2 (x
2+y2)
(
(xy)α+1/2 + e 34 xy
∫
{ζ∈(1/2,1): Z>1}
(1 − ζ )−1/2 dζ
)
 e− 12 (x2+y2)
(
(xy)α+1/2 + χ{xy>1}e 34 xy
)
,
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Sα,1(x, y)
(
1 + x2 + y2)e− 18 (x2+y2)((xy)α+1/2e− 34 xy + 1)
+ (2α + 1)e− 18 (x2+y2) x
2 + y2
xy
(
(xy)α+1/2e−
3
4 xy + χ{xy>1}
)
 1
x2 + y2 + (2α + 1)
1
x2 + y2
(
(xy)α−1/2e−
3
4 xy + 1).
Hence Sα,1(x, y) |x − y|−2 provided that either α /∈ (−1/2,1/2) and x, y > 0, or α ∈ (−1/2,
1/2) and x/2 < y < 2x.
In order to estimate Sα,0(x, y) we split the integration in the associated integral according to
the cases Z  1 and Z > 1, and denote the corresponding integrals by J α0 and J α1 , respectively.
Clearly, Iα+1(Z) < Iα(Z) implies that
k
α,1
ζ (x, y)+ kα,2ζ (x, y) (x + y)2ζ−1Iα(Z), (7.1)
which, together with (2.4) and the inequality A> 1/(4ζ ), gives
J α0 (x, y) (x + y)2(xy)α+1/2
1/2∫
0
ζ−(α+7/2)e−
1
4 ζ
−1(x2+y2) dζ
+
(
1 + (2α + 1)
(
x
y
+ y
x
))
(xy)α+1/2
1/2∫
0
ζ−(α+5/2)e−
1
4 ζ
−1(x2+y2) dζ
≡Φ1(x, y)+Φ2(x, y).
Now, Lemma 2.3 applied with a = α + 7/2 delivers the estimate
Φ1(x, y) (x + y)2(xy)α+1/2
(
x2 + y2)−(α+5/2)  (x2 + y2)−1  |x − y|−2,
whereas the same lemma used with a = α + 5/2 gives
Φ2(x, y)
(
1 + (2α + 1)
(
x
y
+ y
x
))
(xy)α+1/2
(
x2 + y2)−(α+3/2)

(
x2 + y2)−1 + (2α + 1)(xy)α−1/2(x2 + y2)−(α+1/2).
Thus, if we assume that α /∈ (−1/2,1/2) or x/2 < y < 2x, then Φ2(x, y) |x − y|−2.
Estimating J α1 is more subtle since cancellations must be taken into consideration. The es-
sential step is to obtain suitable estimate of the sum kα,1ζ + kα,2ζ . We have
k
α,1
ζ (x, y)= ζ−1(1 + ζ )−1
∣∣(1 + ζ 2)(1 − ζ )x2Iα(Z)− (1 + ζ )[(1 + ζ 2)+ (1 − ζ )2]xyIα+1(Z)
+ (1 + ζ )(1 − ζ 2)y2Iα(Z)∣∣
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∣∣(1 − ζ + ζ 2 − ζ 3)x2Iα(Z)− 2(1 + ζ 3)xyIα+1(Z)
+ (1 + ζ − ζ 2 − ζ 3)y2Iα(Z)∣∣
E1ζ (x, y)+E2ζ (x, y)+E3ζ (x, y),
where
E1ζ (x, y)= ζ−1
(
ζ − ζ 2)∣∣x2 − y2∣∣Iα(Z),
E2ζ (x, y)= ζ−1
∣∣x2Iα(Z)− 2xyIα+1(Z)+ y2Iα(Z)∣∣,
E3ζ (x, y)= ζ 2
(
x2Iα(Z)+ 2xyIα+1(Z)+ y2Iα(Z)
)
.
Clearly, E1ζ (x, y) |x− y|(x+ y)Iα(Z). Further, using Lemma 2.5 and the fact that Z 	 ζ−1xy
when ζ ∈ (0,1/2), we get
E2ζ (x, y) ζ−1(x − y)2Iα(Z)+ ζ−1xyIα(Z)
(
1 − Iα+1(Z)
Iα(Z)
)
 ζ−1(x − y)2Iα(Z)+ Iα(Z)Z
(
1 − Z
Z + 2(α + 1)
)
 ζ−1(x − y)2Iα(Z)+ Iα(Z).
Finally, since Iα+1(Z) < Iα(Z) one obtains
E3ζ (x, y) ζ(x + y)2Iα(Z).
Treatment of kα,2ζ is analogous. One easily arrives at
k
α,2
ζ (x, y) F 1ζ (x, y)+ F 2ζ (x, y)+ F 3ζ (x, y),
with
F 1ζ (x, y)= ζ−1
(
ζ + ζ 2)∣∣x2 − y2∣∣Iα+1(Z)
 (x + y)|x − y|Iα+1(Z),
F 2ζ (x, y)= ζ−1
∣∣x2Iα+1(Z)− 2xyIα(Z)+ y2Iα+1(Z)∣∣
 ζ−1(x − y)2Iα+1(Z)+ Iα(Z),
F 3ζ (x, y)= ζ 2
(
x2Iα+1(Z)+ 2xyIα(Z)+ y2Iα+1(Z)
)
 ζ(x + y)2Iα(Z).
To sum up the above estimates we invoke the inequality Iα+1(Z) < Iα(Z) and write
k
α,1
ζ (x, y)+ kα,2ζ (x, y)
[
1 + ζ−1(x − y)2 + (x + y)|x − y| + ζ(x + y)2]Iα(Z). (7.2)
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J α1 (x, y)
∫
{ζ∈(0,1/2): Z>1}
ζ−2e−
1
4 (ζ
−1+ζ )(x2+y2)e
1
2 (ζ
−1−ζ )xy
[
1 + ζ−1(x − y)2
+ (x + y)|x − y| + ζ(x + y)2 +
(
x
y
+ y
x
)]
dζ

1/2∫
0
ζ−2e−
1
4 ζ
−1(x−y)2 dζ + (x − y)2
1/2∫
0
ζ−3e−
1
4 ζ
−1(x−y)2 dζ
+ (x + y)|x − y|
1/2∫
0
ζ−2e−
1
4 ζ
−1(x−y)2e−
1
4 ζ(x+y)2 dζ
+ (x + y)2
1/2∫
0
ζ−1e−
1
4 ζ
−1(x−y)2e−
1
4 ζ(x+y)2 dζ
+
(
x
y
+ y
x
) ∫
{ζ∈(0,1/2): Z>1}
ζ−2e−
1
4 ζ
−1(x−y)2 dζ
≡ Ψ1(x, y)+Ψ2(x, y)+Ψ3(x, y)+Ψ4(x, y)+Ψ5(x, y).
An application of Lemma 2.3 with either a = 2 or a = 3 produces Ψi(x, y) |x−y|−2, i = 1,2.
Using Lemma 2.4 with either a = 2, b = 1/2 or a = 1, b = 1 furnishes Ψi(x, y)  |x − y|−2,
i = 3,4. It remains to focus on Ψ5(x, y). If x and y are comparable, that is x/2 < y < 2x, then
Ψ5(x, y)  Ψ1(x, y)  |x − y|−2. On the other hand, when x  2y or y  2x then x2 + y2 	
(x − y)2 and therefore
Ψ5(x, y) (x − y)2
∫
{ζ∈(0,1/2): Z>1}
(xy)−1ζ−2e−
1
4 ζ
−1(x−y)2 dζ
 (x − y)2
1/2∫
0
ζ−3e−
1
4 ζ
−1(x−y)2 dζ
= Ψ2(x, y),
since Z > 1 implies xy > ζ . Thus the bound Ψ5(x, y)  |x − y|−2 is justified and the proof of
(3.5) in the case d = 1 is completed.
Remark 7.1. A more detailed analysis (that avoids using Iα+1(Z) < Iα(Z) in some places)
shows that in fact for α in the critical range (−1/2,1/2) we have∣∣∇x,yRα(x, y)∣∣ |x − y|−2, (7.3)
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α ∈ (−1/2,1/2). To see this it suffices to take x 	 1 and let y → 0+; then the right-hand side of
(7.3) remains bounded, whereas |∂yRα(x, y)| → ∞ by the explicit formula for ∂yψαζ and (2.4).
We now briefly comment the possibility of entering with ∂x under the integral defining
Rα(x, y) (for ∂y the argument is similar). For fixed x = y, in order to apply the dominated
convergence theorem it is sufficient to check that
1∫
0
β1(ζ )Hζ (x, y) dζ <∞, (7.4)
where
Hζ (x, y)= sup
z∈Gx,y
∣∣∂xψζ (x, y)|x=z∣∣
and Gx,y denotes the set {z ∈ (0,∞): 2|z − x| < min(x, |x − y|)}. As we already mentioned,
proving of (7.4) is implicitly contained in the procedure we have just accomplished. A careful
checking of the arguments we used shows that taking supremum over z ∈ Gx,y rather than eval-
uating the relevant expressions included in ∂xψζ (x, y)|x=z allows to show that the estimated
integrals are finite, thus showing (7.4).
8. Proof of the smoothness estimate (3.5): the case d  2
As in Section 6, without any loss of generality we may focus on the case j = 1. Thus the
kernel under consideration has the form
Rα1 (x, y)= cd
1∫
0
βd(ζ )ψ
α
ζ (x, y) dζ,
with
ψαζ (x, y)=
d∏
k=1
√
xkyk e
−A(|x|2+|y|2)(y1Iα1+1(Z1)− x1DIα1(Z1)) d∏
i=2
Iαi (Zi).
Our task is to estimate |∇x,yRα1 (x, y)|. However, since
∣∣∇x,yRα1 (x, y)∣∣= cd
∣∣∣∣∣
1∫
0
βd(ζ )∇x,yψαζ (x, y) dζ
∣∣∣∣∣
1∫
0
βd(ζ )
∣∣∇x,yψαζ (x, y)∣∣dζ
(passing with ∇x,y under the integral sign is legitimate, the justification being analogous as in the
one-dimensional case, see the comment at the end of Section 7) and since only the first variables
x1, y1 are distinguished, it is sufficient to bound suitably the integral
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=
1∫
0
βd(ζ )
(∣∣∣∣ ∂∂x1 ψαζ (x, y)
∣∣∣∣+ ∣∣∣∣ ∂∂y1 ψαζ (x, y)
∣∣∣∣+ ∣∣∣∣ ∂∂x2 ψαζ (x, y)
∣∣∣∣+ ∣∣∣∣ ∂∂y2 ψαζ (x, y)
∣∣∣∣)dζ.
To proceed we need to compute the relevant derivatives. With the aid of (3.2) we get
∂
∂x1
ψαζ (x, y)= −
1
2
d∏
k=1
√
xkyk e
−A(|x|2+|y|2)
[(
(4A+ 2BD)x1y1 + (2α1 + 1)y1
x1
)
Iα1+1(Z1)
+ (−4ADx21 − 2By21 + (3 + 2α1)D)Iα1(Z1)] d∏
i=2
Iαi (Zi),
∂
∂y1
ψαζ (x, y)= −
1
2
d∏
k=1
√
xkyk e
−A(|x|2+|y|2)
[(
2BDx21 + 4Ay21 + (2α1 − 1)
)
Iα1+1(Z1)
+
(
−(4AD + 2B)x1y1 + (2α1 + 1)Dx1
y1
)
Iα1(Z1)
] d∏
i=2
Iαi (Zi),
∂
∂x2
ψαζ (x, y)= −
1
2
d∏
k=1
√
xkyk e
−A(|x|2+|y|2)[y1Iα1+1(Z1)− x1DIα1(Z1)]
×
[
4Ax2Iα2(Z2)− 2By2Iα2+1(Z2)− (2α2 + 1)
1
x2
Iα2(Z2)
] d∏
i=3
Iαi (Zi),
∂
∂y2
ψαζ (x, y)= −
1
2
d∏
k=1
√
xkyk e
−A(|x|2+|y|2)[y1Iα1+1(Z1)− x1DIα1(Z1)]
×
[
−2Bx2Iα2+1(Z2)+ 4Ay2Iα2(Z2)− (2α2 + 1)
1
y2
Iα2(Z2)
] d∏
i=3
Iαi (Zi).
Now, using some simple estimates of βd(ζ ) yields
J α(x, y) Sα,01 (x, y)+ Sα,02 (x, y)+ Sα,1(x, y),
where
S
α,0
1 (x, y)=
d∏
k=1
√
xkyk
1/2∫
0
ζ−d−3/2e−A(|x|2+|y|2)
[
k
α1,1
ζ (x1, y1)+ kα1,2ζ (x1, y1)
+ kα1,3(x1, y1)Iα1(Z1)
] d∏
Iαi (Zi) dζ,i=2
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α,0
2 (x, y)=
d∏
k=1
√
xkyk
1/2∫
0
ζ−d−3/2e−A(|x|2+|y|2)mα1,1ζ (x1, y1)
[
m
α2,2
ζ (x2, y2)+mα2,2ζ (y2, x2)
+mα2,3(x2, y2)Iα2(Z2)
] d∏
i=3
Iαi (Zi) dζ,
Sα,1(x, y)=mα,4(x, y)
d∏
k=1
√
xkyk
1∫
1/2
e−A(|x|2+|y|2)
d∏
i=1
Iαi (Zi)(1 − ζ )d dζ,
with kα1,1ζ , k
α1,2
ζ , k
α1,3 defined in Section 7 and
m
α1,1
ζ (x1, y1)=
∣∣y1Iα1+1(Z1)− x1DIα1(Z1)∣∣,
m
α2,2
ζ (x2, y2)=
∣∣4Ax2Iα2(Z2)− 2By2Iα2+1(Z2)∣∣,
mα2,3(x2, y2)= (2α2 + 1)
(
1
x2
+ 1
y2
)
,
mα,4(x, y)= 1 + x21 + y21 + x22 + y22 + (2α1 + 1)
(
x1
y1
+ y1
x1
)
+ (x1 + y1)mα2,3(x2, y2).
Estimating Sα,1 is only a bit more delicate than estimating Rα,11 in Section 6. By (2.4) we have
Iαi (Zi) Z
αi
i +χ{Zi>1}Z−1/2i exp(Zi), so expanding the product that emerges under the integral
sign we may reduce estimating Sα,1 to estimating expressions of the form
mα,4(x, y)
d∏
k=1
√
xkyk e
− 12 (|x|2+|y|2)
1∫
1/2
(
Z
α1
1 + χ{Z1>1}Z−1/21 eZ1
)(
Z
α2
2 + χ{Z2>1}Z−1/22 eZ2
)
×Zα33 · · · · ·Zαnn Z−1/2n+1 · · · · ·Z−1/2d eZn+1+···+Zd (1 − ζ )d dζ,
for every n = 2, . . . , d (with the natural interpretation when n = 2 or n = d) and every
α3, . . . , αd ∈ [−1/2,∞). Since for ζ ∈ (1/2,1) the condition Zi > 1 implies xiyi > 1 this further
boils down to estimating the expression
mα,4(x, y)
n∏
k=3
(xkyk)
αk+1/2e−
1
2 (|x|2+|y|2)
1∫
1/2
(
(x1y1)
α1+1/2 + χ{x1y1>1}e
3
4 x1y1
)
× ((x2y2)α2+1/2 + χ{x2y2>1}e 34 x2y2) exp
(
3
4
d∑
xiyi
)
(1 − ζ )d−1+α3+···+αn−(d−n)/2 dζ,i=n+1
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mα,4(x, y)e−
1
8 (|x|2+|y|2)e−
3
8 |x−y|2
2∏
k=1
(
e−
3
4 xkyk (xkyk)
αk+1/2 + χ{xkyk>1}
)
.
Thus
Sα,1(x, y) e− 38 |x−y|2
[
1 + (2α1 + 1)e− 18 (x21+y21 ) x
2
1 + y21
x1y1
+ (2α2 + 1)e− 18 (x22+y22 ) x2 + y2
x2y2
]
× (e− 34 x1y1(x1y1)α1+1/2 + χ{x1y1>1})(e− 34 x2y2(x2y2)α2+1/2 + χ{x2y2>1})
 e− 38 |x−y|2
[(
e−
3
4 x1y1(x1y1)
α1+1/2 + 1)(e− 34 x2y2(x2y2)α2+1/2 + 1)
+ (2α1 + 1)
(
e−
3
4 x1y1(x1y1)
α1−1/2 + 1)(e− 34 x2y2(x2y2)α2+1/2 + 1)
+ (2α2 + 1)
(
e−
3
4 x1y1(x1y1)
α1+1/2 + 1)(e− 34 x2y2(x2y2)α2−1/2 + 1)]
and consequently Sα,1(x, y)  |x − y|−d−1 provided that neither α1 nor α2 belongs to (−1/2,
1/2). Moreover, this bound remains valid also when α1 or α2 is in the critical range (−1/2,1/2)
and x, y are assumed to be in the restricted region determined by the conditions x1/2 < y1 <
2x1, |x − y| < (x2 + y2)/2, because the second condition implies x2 	 y2, hence x−12 + y−12 
(x2 + y2)−1  |x − y|−1 and therefore[
1 + (2α1 + 1)e− 18 (x21+y21 ) x
2
1 + y21
x1y1
+ (2α2 + 1)e− 18 (x22+y22 ) x2 + y2
x2y2
]
 1 + |x − y|−1.
We now pass to estimating Sα,01 . Similarly as in the case of R
α,0
1 from Section 6, splitting
the integration over (0,1/2) according to the cases Zi  1 and Zi > 1, i = 2, . . . , d , and taking
into account the relation xiyi  ζ valid whenever Zi  1 and ζ ∈ (0,1/2) reduces our task to
estimating
S
α1,0
1,n =
√
x1y1
1/2∫
0
ζ−d/2−2e−
1
4 (ζ
−1+ζ )(x21+y21 )e−
1
4W
[
k
α1,1
ζ + kα1,2ζ + kα1,3Iα1(Z1)
]
dζ,
for every n= 1, . . . , d . Here W =Wn(ζ, x, y) denotes the same expression as in Section 6. Now,
to bound Sα1,01,n we split the underlying integral according to the cases Z1  1 and Z1 > 1 and
denote the corresponding quantities by J α10,n and J α11,n, respectively.
Recall that W  ζ−1U , where U =∑di=2(xi − yi)2. By (7.1) and (2.4) we may write
J α10,n(x, y) (x1 + y1)2(x1y1)α1+1/2
1/2∫
ζ−α1−d/2−3e−
1
4 ζ
−1(x21+y21+U) dζ
0
A. Nowak, K. Stempak / Journal of Functional Analysis 244 (2007) 399–443 429+
[
1 + (2α1 + 1)
(
x1
y1
+ y1
x1
)]
(x1y1)
α1+1/2
1/2∫
0
ζ−α1−d/2−2e−
1
4 ζ
−1(x21+y21+U) dζ
≡Φ1(x, y)+Φ2(x, y).
Now, Lemma 2.3 applied with a = α1 + d/2 + 3 produces the estimate
Φ1(x, y) (x1 + y1)2(x1y1)α1+1/2
(
x21 + y21 +U
)−α1−d/2−2

(
x21 + y21 +U
)−(d+1)/2  |x − y|−d−1,
whereas the same lemma with a = α1 + d/2 + 2 gives
Φ2(x, y)
[
1 + (2α1 + 1)
(
x1
y1
+ y1
x1
)]
(x1y1)
α1+1/2(x21 + y21 +U)−α1−d/2−1

(
x21 + y21 +U
)−(d+1)/2 + (2α1 + 1)(x1y1)α1−1/2(x21 + y21 +U)−α1−d/2.
Thus, if we assume that either α1 /∈ (−1/2,1/2) or x1 	 y1, then Φ2(x, y) |x − y|−d−1.
Estimating J α11,n is quite similar to estimating J α1 from Section 7; we make use of (7.2) and
(2.4) to get
J α11,n(x, y)
∫
{ζ∈(0,1/2): Z1>1}
ζ−(d+3)/2e−
1
4 (ζ
−1+ζ )(x21+y21 )e
1
2 (ζ
−1−ζ )x1y1e−
1
4 ζ
−1U
×
[
1 + ζ−1(x1 − y1)2 + (x1 + y1)|x1 − y1| + ζ(x1 + y1)2 +
(
x1
y1
+ y1
x1
)]
dζ

1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ + (x1 − y1)2
1/2∫
0
ζ−(d+5)/2e−
1
4 ζ
−1|x−y|2 dζ
+ (x1 + y1)|x1 − y1|
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x1+y1)2 dζ
+ (x1 + y1)2
1/2∫
0
ζ−(d+1)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x1+y1)2 dζ
+
(
x1
y1
+ y1
x1
) ∫
{ζ∈(0,1/2): Z1>1}
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ
≡ Ψ1(x, y)+Ψ2(x, y)+Ψ3(x, y)+Ψ4(x, y)+Ψ5(x, y).
Applying Lemma 2.3 with either a = (d + 3)/2 or a = (d + 5)/2 shows that Ψi(x, y) 
|x − y|−d−1, i = 1,2. Further, Lemma 2.4 with either a = (d + 3)/2, b = 1/2 or a = (d + 1)/2,
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Ψ5(x, y) Ψ1(x, y) |x − y|−d−1. On the contrary, when x1 and y1 are non-comparable, then
x21 + y21 	 (x1 − y1)2 and therefore
Ψ5(x, y) (x1 − y1)2
∫
{ζ∈(0,1/2): Z1>1}
(x1y1)
−1ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ
 (x1 − y1)2
1/2∫
0
ζ−(d+5)/2e−
1
4 ζ
−1|x−y|2 dζ
= Ψ2(x, y),
by the relation x1y1 > ζ valid if Z1 > 1. Thus the bound Ψ5(x, y) |x − y|−d−1 follows, which
completes verifying the bound Sα1,01,n  |x − y|−d−1, hence the desired bound of Sα,01 is justified.
Finally, we take up estimating Sα,02 . This is the longest and most troublesome part of proving
the smoothness bound. Similarly as in the case of Sα,01 we reduce our task to estimating
S
α1,α2,0
2,n (x, y)=
√
x1y1
√
x2y2
1/2∫
0
ζ−(d+5)/2e−
1
4 (ζ
−1+ζ )(x21+y21+x22+y22 )e−
1
4 W˜m
α1,1
ζ (x1, y1)
× [mα2,2ζ (x2, y2)+mα2,2ζ (y2, x2)+mα2,3(x2, y2)Iα2(Z2)]dζ,
for every n= 2, . . . , d , where W˜ = W˜n(ζ, x, y) denotes the expression
W˜ = (ζ−1 + ζ ) n∑
i=3
(
x2i + y2i
)+ d∑
i=n+1
(
ζ−1(xi − yi)2 + ζ(xi + yi)2
)
 ζ−1
d∑
i=3
(xi − yi)2
≡ ζ−1V.
Obviously,
S
α1,α2,0
2,n (x, y)M
α1,α2
1 (x, y)+Mα1,α22 (x, y),
where Mα1,α21 and M
α1,α2
2 emerge by replacing W˜ in the definition of S
α1,α2,0
2,n by ζ
−1V and
splitting the resulting expression according to the sum of mα2,2ζ (x2, y2) + mα2,2ζ (y2, x2) and
mα2,3(x2, y2)Iα2(Z2). Thus the proof of the bound S
α1,α2
2,n (x, y)  |x − y|−d−1, hence also
S
α,0
2 (x, y) |x− y|−d−1, is achieved once we show that Mi(x, y) |x− y|−d−1, i = 1,2 (from
here on we usually drop α1 and α2 from the notation). This will be done in the following two
subsections.
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We start by establishing suitable bounds for mα1,1ζ and m
α2,2
ζ . Evidently, m
α,1
ζ (x1, y1) (x1 +
y1)Iα1(Z1). On the other hand, by Lemma 2.5 we get (see also Section 6)∣∣∣∣y1 − x1 1 − ζ1 + ζ Iα1(Z1)Iα1+1(Z1)
∣∣∣∣ |x1 − y1| + x1ζ + y−11 ζ ≡Θ1(x1, y1)+Θ2ζ (x1)+Θ3ζ (y1).
Hence, in view of the relation Iα1+1(Z1) < Iα1(Z1),
m
α1,1
ζ (x1, y1)
[
(x1 + y1)∧
(
Θ1(x1, y1)+Θ2ζ (x1)+Θ3ζ (y1)
)]
Iα1(Z1),
where the symbol ∧ indicates the minimum of two numbers. Further, applying again Lemma 2.5
and assuming that ζ ∈ (0,1/2) we get
m
α2,2
ζ (x2, y2)=
∣∣(ζ−1 + ζ )x2Iα2(Z2)− (ζ−1 − ζ )y2Iα2+1(Z2)∣∣

[
ζ−1|x2 − y2| + ζ−1y2
(
1 − Iα2+1(Z2)
Iα2(Z2)
)
+ ζ(x2 + y2)
]
Iα2(Z2)

[
ζ−1|x2 − y2| + ζ−1(x2 + y2)(Z2 + 1)−1 + ζ(x2 + y2)
]
Iα2(Z2)

[
ζ−1|x2 − y2| +
(
x−12 + y−12
)+ ζ(x2 + y2)]Iα2(Z2)
≡ [Θ4ζ (x2, y2)+Θ5(x2, y2)+Θ6ζ (x2, y2)]Iα2(Z2)
and consequently
m
α2,2
ζ (x2, y2)+mα2,2ζ (y2, x2)

[
ζ−1(x2 + y2)∧
(
Θ4ζ (x2, y2)+Θ5(x2, y2)+Θ6ζ (x2, y2)
)]
Iα2(Z2).
Thus, with the notation Θ˜1(x1, y1)= x1 + y1 and Θ˜2ζ (x2, y2)= ζ−1(x2 + y2),
M1(x, y)
√
x1y1
√
x2y2
1/2∫
0
ζ−(d+5)/2e−
1
4 (ζ
−1+ζ )(x21+y21+x22+y22 )e−
1
4 ζ
−1V
× [Θ˜1 ∧ (Θ1 +Θ2ζ +Θ3ζ )][Θ˜2ζ ∧ (Θ4ζ +Θ5 +Θ6ζ )]Iα1(Z1)Iα2(Z2) dζ.
We now split the last integral according to the four cases Z1  1, Z2  1; Z1 > 1, Z2  1;
Z1  1, Z2 > 1; Z1 > 1, Z2 > 1 and denote the resulting expressions by J0,0,J1,0,J0,1, J1,1,
respectively.
Estimating J0,0 we use (2.4), the fact that Zi  1 together with ζ ∈ (0,1/2) implies xiyi  ζ
for i = 1,2, and Lemma 2.3 with a = (d + 5)/2 to write
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1/2∫
0
ζ−(d+3)/2e−
1
4 (ζ
−1+ζ )(x21+y21+x22+y22 )e−
1
4 ζ
−1V Θ˜1(x1, y1)Θ˜
2
ζ (x2, y2) dζ
 (x1 + y1)(x2 + y2)
1/2∫
0
ζ−(d+5)/2e−
1
4 ζ
−1(x21+y21+x22+y22+V ) dζ
 |x − y|−d−1.
Estimating J1,0 we use (2.4) and the fact that Z2  1 together with ζ ∈ (0,1/2) implies
x2y2  ζ to obtain
J1,0(x, y)

1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1((x1−y1)2+x22+y22+V )e−
1
4 ζ(x1+y1)2[Θ˜1 ∧ (Θ1 +Θ2ζ +Θ3ζ )]Θ˜2ζ dζ.
Now, it is appropriate to distinguish two cases. For the sake of brevity we introduce an additional
notation:
Diloc =
{
(x, y): |x − y|< (xi + yi)/2
}
, Diglob =
{
(x, y): 2|x − y| (xi + yi)
}
, i = 1,2.
Note, that (x, y) ∈Diloc implies xi 	 yi , hence
x−1i + y−1i  |x − y|−1, (x, y) ∈Diloc, i = 1,2. (8.1)
Case 1. (x, y) ∈D1glob. Then by an application of Lemma 2.3 with a = (d + 5)/2 it follows
J1,0(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1((x1−y1)2+x22+y22+V )Θ˜1(x1, y1)Θ˜2ζ (x2, y2) dζ  |x − y|−d−1.
Case 2. (x, y) ∈D1loc. Then we write
J1,0(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1((x1−y1)2+x22+y22+V )e−
1
4 ζ(x1+y1)2(Θ1 +Θ2ζ +Θ3ζ )Θ˜2ζ dζ
= (x2 + y2)
1/2∫
0
ζ−(d+5)/2e−
1
4 ζ
−1((x1−y1)2+x22+y22+V )e−
1
4 ζ(x1+y1)2(Θ1 +Θ2ζ +Θ3ζ )dζ
≡MΘ1(x, y)+MΘ2(x, y)+MΘ3(x, y).
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MΘ1(x, y) |x1 − y1|(x2 + y2)
(
(x1 − y1)2 + x22 + y22 + V
)−(d+3)/2  |x − y|−d−1.
Further, Lemma 2.4 with a = (d + 3)/2, b = 1/2 produces
MΘ2(x, y) x1(x2 + y2)
(
(x1 − y1)2 + x22 + y22 + V
)−(d+1)/2−1/2
(x1 + y1)−1  |x − y|−d−1.
To handle MΘ3 we make use of (8.1); then Lemma 2.3 with a = (d + 3)/2 gives
MΘ3(x, y) y−11 (x2 + y2)
(
(x1 − y1)2 + x22 + y22 + V
)−(d+1)/2  |x − y|−d−1.
Estimating J0,1 we use (2.4) and the fact that x1y1  ζ when Z1  1 and ζ ∈ (0,1/2) to get
J0,1(x, y)

1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1(x21+y21+(x2−y2)2+V )e−
1
4 ζ(x2+y2)2Θ˜1
[
Θ˜2ζ ∧
(
Θ4ζ +Θ5 +Θ6ζ
)]
dζ.
Now, we inspect two cases.
Case 1. (x, y) ∈D2glob. Then by using Lemma 2.3 with a = (d + 5)/2 we have
J0,1(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1(x21+y21+(x2−y2)2+V )Θ˜1(x1, y1)Θ˜2ζ (x2, y2) dζ  |x − y|−d−1.
Case 2. (x, y) ∈D2loc. We have
J0,1(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1(x21+y21+(x2−y2)2+V )e−
1
4 ζ(x2+y2)2Θ˜1
(
Θ4ζ +Θ5 +Θ6ζ
)
dζ
≡MΘ4(x, y)+MΘ5(x, y)+MΘ6(x, y).
Using Lemma 2.3 with a = (d + 5)/2 gives
MΘ4(x, y) (x1 + y1)|x2 − y2|
(
x21 + y21 + (x2 − y2)2 + V
)−(d+3)/2  |x − y|−d−1.
To deal with MΘ5 observe that (8.1) gives Θ5(x2, y2) |x − y|−1. Now, Lemma 2.3 with a =
(d + 3)/2 yields
MΘ5(x, y) (x1 + y1)|x − y|−1
(
x21 + y21 + (x2 − y2)2 + V
)−(d+1)/2  |x − y|−d−1.
Finally, since Θ6ζ (x2, y2)  x2 + y2, Lemma 2.4 with a = (d + 3)/2 and b = 1/2 brings the
estimate
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(
x21 + y21 + (x2 − y2)2 + V
)−(d+1)/2−1/2
(x2 + y2)−1
 |x − y|−d−1.
We pass to estimating J1,1. In virtue of (2.4) it is sufficient to estimate
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ((x1+y1)2+(x2+y2)2)
× [Θ˜1 ∧ (Θ1 +Θ2ζ +Θ3ζ )][Θ˜2ζ ∧ (Θ4ζ +Θ5 +Θ6ζ )]dζ.
We will consider four cases depending on whether (x, y) belongs to certain regions or not.
Case 1. (x, y) ∈D1glob ∩D2glob. Then, by Lemma 2.3 with a = (d + 5)/2,
J1,1(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2Θ˜1Θ˜2ζ dζ  (x1 + y1)(x2 + y2)|x − y|−d−3
and the bound J1,1(x, y) |x − y|−d−1 follows.
Case 2. (x, y) ∈D1loc ∩D2glob. Then
J1,1(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x1+y1)2(Θ1 +Θ2ζ +Θ3ζ )Θ˜2ζ dζ
≡NΘ1(x, y)+NΘ2(x, y)+NΘ3(x, y).
EstimatingNΘ1 andNΘ3 we use Lemma 2.3 with a = (d+5)/2 and a = (d+3)/2, respectively,
together with (8.1) and get
NΘ1(x, y)+NΘ3(x, y) |x − y|−d−1.
The same bound is valid for NΘ2 by Lemma 2.4 applied with a = (d + 3)/2 and b = 1/2.
Case 3. (x, y) ∈D1glob ∩D2loc. We have
J1,1(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x2+y2)2Θ˜1
(
Θ4ζ +Θ5 +Θ6ζ
)
dζ
≡NΘ4(x, y)+NΘ5(x, y)+NΘ6(x, y).
Now, to estimate NΘ4 and NΘ5 we recall the bound Θ5(x2, y2)  |x − y|−1 (explained while
estimatingMΘ5 above) and use Lemma 2.3 with a = (d +5)/2 and a = (d +3)/2, respectively.
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In this way we get the bound J1,1(x, y) |x − y|−d−1.
Case 4. (x, y) ∈D1loc ∩D2loc. Clearly,
J1,1(x, y)
1/2∫
0
ζ−(d+3)/2e−
1
4ζ |x−y|2e−
ζ
4 ((x1+y1)2+(x2+y2)2)
× (Θ1 +Θ2ζ +Θ3ζ )(Θ4ζ +Θ5 +Θ6ζ )dζ.
Observe that
Θ1(x1, y1)Θ
4
ζ (x2, y2)= ζ−1|x1 − y1||x2 − y2| ≡ Ψ 1ζ (x, y);
Θ1(x1, y1)Θ
5(x2, y2) |x1 − y1||x − y|−1  1 ≡ Ψ 2;
Θ1(x1, y1)Θ
6
ζ (x2, y2)= ζ |x1 − y1|(x2 + y2) |x1 − y1|(x2 + y2)≡ Ψ 3(x, y);
Θ2ζ (x1)Θ
4
ζ (x2, y2)= x1|x2 − y2| (x1 + y1)|x2 − y2|;
Θ2ζ (x1)Θ
5(x2, y2) ζx1|x − y|−1  ζ(x1 + y1)|x − y|−1 ≡ Ψ 4ζ (x, y);
Θ2ζ (x1)Θ
6
ζ (x2, y2)= ζ 2x1(x2 + y2) ζx1(x2 + y2)≡ Ψ 5ζ (x, y);
Θ3ζ (y1)Θ
4
ζ (x2, y2)= y−11 |x2 − y2| |x − y|−1|x2 − y2| 1;
Θ3ζ (y1)Θ
5(x2, y2) ζy−11 |x − y|−1  ζ |x − y|−2 ≡ Ψ 6ζ (x, y);
Θ3ζ (y1)Θ
6
ζ (x2, y2)= ζ 2y−11 (x2 + y2) ζ |x − y|−1(x2 + y2).
Therefore, due to the obvious symmetries, it sufficient to estimate
NΨ j (x, y)=
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ((x1+y1)2+(x2+y2)2) Ψ j dζ, j = 1, . . . ,6.
Using in turn Lemma 2.3 with a = (d + 5)/2 or a = (d + 3)/2 or a = (d + 1)/2 one easily
obtains NΨ j (x, y) |x − y|−d−1 for j = 1,2,6. Furthermore, a straightforward application of
Lemma 2.4 with a = (d + 3)/2, b = 1/2 or a = (d + 1)/2, b = 1/2 or a = (d + 1)/2, b = 1
gives NΨ j (x, y)  |x − y|−d−1 for j = 3,4,5, respectively. This finishes proving the bound
J1,1(x, y) |x − y|−d−1 and thus the same bound for M1 is justified.
8.2. Estimate of M2
Throughout we shall use implicitly several facts already exploited in Section 8.1, in particular
(8.1) and the following:
Zi  1 and ζ ∈ (0,1/2) implies xiyi  ζ.
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1
x2
+ 1
y2
 ζ−1(x2 + y2), Z2 > 1. (8.2)
Recall that
M2(x, y)= √x1y1√x2y2
1/2∫
0
ζ−(d+5)/2e−
1
4 (ζ
−1+ζ )(x21+y21+x22+y22 )e−
1
4 ζ
−1V
×mα1,1ζ (x1, y1)mα2,3(x2, y2)Iα2(Z2) dζ
 (2α2 + 1)
(
1
x2
+ 1
y2
)√
x1y1
√
x2y2
1/2∫
0
ζ−(d+5)/2e−
1
4 (ζ
−1+ζ )(x21+y21+x22+y22 )e−
1
4 ζ
−1V
× Iα1(Z1)Iα2(Z2)
[
(x1 + y1)∧
(
Θ1(x1, y1)+Θ2ζ (x1)+Θ3ζ (y1)
)]
dζ.
Noteworthy, the minimum above involves less components than the analogous minimum asso-
ciated with M1. On the other hand, unlike in the case of M1, an additional analysis connected
with the critical range α2 ∈ (−1/2,1/2) is necessary. Notice also, that if α2 = −1/2 then there
is nothing to estimate. Therefore the estimates below are meaningful when α2 >−1/2.
Now, we split the last integral according to the four cases Z1  1, Z2  1; Z1  1, Z2 > 1;
Z1 > 1, Z2  1; Z1 > 1, Z2 > 1 and denote the resulting expressions by K0,0,K0,1,K1,0,K1,1,
respectively. We will treat each of them separately.
Estimating K0,0 we choose (x1 + y1) from the minimum and consider two cases.
Case 1. (x, y) ∈D2loc. Then, by Lemma 2.3 with a = (d + 3)/2,
K0,0(x, y) (x1 + y1)
(
1
x2
+ 1
y2
) 1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1(x21+y21+x22+y22+V ) dζ
 (x1 + y1)|x − y|−1
(
x21 + y21 + x22 + y22 + V
)−(d+1)/2
and the bound K0,0(x, y) |x − y|−d−1 follows.
Case 2. (x, y) ∈D2glob. Then, by Lemma 2.3 with a = α2 + d/2 + 2,
K0,0(x, y) (x1 + y1)
(
1
x2
+ 1
y2
)
(x2y2)
α2+1/2
1/2∫
0
ζ−α2−d/2−2e−
1
4 ζ
−1(x21+y21+x22+y22+V ) dζ
 (x1 + y1)(x2 + y2)(x2y2)α2−1/2
(
x21 + y21 + x22 + y22 + V
)−α2−d/2−1.
The last expression is not greater than C|x − y|−d−1 provided that α2 /∈ (−1/2,1/2).
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Case 1. (x, y) ∈D2loc. Then applying Lemma 2.3 with a = (d + 3)/2 results in
K0,1(x, y) (x1 + y1)
(
1
x2
+ 1
y2
) 1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1(x21+y21+(x2−y2)2+V ) dζ  |x − y|−d−1.
Case 2. (x, y) ∈D2glob. By (8.2) and Lemma 2.3 with a = (d + 5)/2 we get
K0,1(x, y) (x1 + y1)(x2 + y2)
1/2∫
0
ζ−(d+5)/2e−
1
4 ζ
−1(x21+y21+(x2−y2)2+V ) dζ  |x − y|−d−1.
Estimating K1,0 we inspect four cases.
Case 1. (x, y) ∈D1loc ∩D2loc. Then we choose Θ1 +Θ2ζ +Θ3ζ from the minimum to obtain
K1,0(x, y) |x − y|−1
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1((x1−y1)2+x22+y22+V )e−
1
4 ζ(x1+y1)2(Θ1 +Θ2ζ +Θ3ζ )dζ
≡ M˜Θ1(x, y)+ M˜Θ2(x, y)+ M˜Θ3(x, y).
Using Lemma 2.3 with a = (d + 3)/2 or with a = (d + 1)/2 we see that
M˜Θ1(x, y) |x1 − y1||x − y|−1
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d−1,
M˜Θ3(x, y) y−11 |x − y|−1
1/2∫
0
ζ−(d+1)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d−1,
whereas by Lemma 2.4 applied with a = (d + 1)/2 and b = 1/2 it follows that
M˜Θ2(x, y) x1|x − y|−1
1/2∫
0
ζ−(d+1)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x1+y1)2 dζ  |x − y|−d−1.
Case 2. (x, y) ∈D1glob ∩D2loc. Then choosing x1 + y1 from the minimum and using Lemma 2.3
with a = (d + 3)/2 produces
K1,0(x, y) (x1 + y1)|x − y|−1
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d−1.
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K1,0(x, y) (x2 + y2)(x2y2)α2−1/2
1/2∫
0
ζ−α2−d/2−2e−
1
4 ζ
−1((x1−y1)2+x22+y22+V )
× e− 14 ζ(x1+y1)2(Θ1 +Θ2ζ +Θ3ζ )dζ
≡ M̂Θ1(x, y)+ M̂Θ2(x, y)+ M̂Θ3(x, y).
Now, we treat M̂Θ1,M̂Θ2,M̂Θ3 by Lemma 2.3 with a = α2 + d/2 + 2, Lemma 2.4 with a =
α2 + d/2 + 1, b = 1/2 and Lemma 2.3 with a = α2 + d/2 + 1, respectively. In consequence, if
α2  1/2 we have
M̂Θ1(x, y)
|x1 − y1|(x2 + y2)(x2y2)α2−1/2
((x1 − y1)2 + x22 + y22 + V )α2+d/2+1
 |x − y|−d−1,
M̂Θ2(x, y)
x1(x2 + y2)(x2y2)α2−1/2
((x1 − y1)2 + x22 + y22 + V )α2+d/2+1/2(x1 + y1)
 |x − y|−d−1,
M̂Θ3(x, y)
(x2 + y2)(x2y2)α2−1/2
y1((x1 − y1)2 + x22 + y22 + V )α2+d/2
 |x − y|−d−1.
Case 4. (x, y) ∈D1glob ∩D2glob. Then choosing x1 + y1 from the minimum and using Lemma 2.3
with a = α2 + d/2 + 2 gives
K1,0(x, y) |x − y|2(x2y2)α2−1/2
1/2∫
0
ζ−α2−d/2−2e−
1
4 ζ
−1((x1−y1)2+x22+y22+V ) dζ
 |x − y|
2(x2y2)α2−1/2
((x1 − y1)2 + x22 + y22 + V )α2+d/2+1
and the last expression is not greater than C|x − y|−d−1 if only α2  1/2.
Finally, in order to deal with K1,1 we again distinguish four cases.
Case 1. (x, y) ∈D1loc ∩D2loc. Then choosing Θ1 +Θ2ζ +Θ3ζ from the minimum produces
K1,1(x, y)
(
1
x2
+ 1
y2
) 1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ((x1+y1)2+(x2+y2)2)(Θ1 +Θ2ζ +Θ3ζ )dζ
≡ N˜Θ1(x, y)+ N˜Θ2(x, y)+ N˜Θ3(x, y).
Now, using in turn Lemma 2.3 with a = (d + 3)/2, Lemma 2.4 with a = (d + 1)/2, b = 1/2 and
Lemma 2.3 with a = (d + 1)/2 we obtain
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1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d−1,
N˜Θ2(x, y) x1|x − y|−1
1/2∫
0
ζ−(d+1)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x1+y1)2 dζ  |x − y|−d−1,
N˜Θ3(x, y) y−11 |x − y|−1
1/2∫
0
ζ−(d+1)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d−1.
Case 2. (x, y) ∈D1glob ∩D2loc. Then choosing x1 +y1 from the minimum and applying Lemma 2.3
with a = (d + 3)/2 we get
K1,1(x, y) (x1 + y1)
(
1
x2
+ 1
y2
) 1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d−1.
Case 3. (x, y) ∈D1loc ∩D2glob. Then choosing Θ1 +Θ2ζ +Θ3ζ and using (8.2) produce
K1,1(x, y) (x2 + y2)
1/2∫
0
ζ−(d+5)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ((x1+y1)2+(x2+y2)2)(Θ1 +Θ2ζ +Θ3ζ )dζ
≡ N̂Θ1(x, y)+ N̂Θ2(x, y)+ N̂Θ3(x, y).
Applying Lemma 2.3 with a = (d + 5)/2, Lemma 2.4 with a = (d + 3)/2, b = 1/2 and
Lemma 2.3 with a = (d + 3)/2 we obtain, respectively,
N̂Θ1(x, y) |x1 − y1|(x2 + y2)
1/2∫
0
ζ−(d+5)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d−1,
N̂Θ2(x, y) x1(x2 + y2)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2e−
1
4 ζ(x1+y1)2 dζ  |x − y|−d−1,
N̂Θ3(x, y) y−11 (x2 + y2)
1/2∫
0
ζ−(d+3)/2e−
1
4 ζ
−1|x−y|2 dζ  |x − y|−d−1.
Case 4. (x, y) ∈D1glob ∩D2glob. Here we choose x1 + y1. In view of (8.2) we may write
K1,1(x, y) (x1 + y1)(x2 + y2)
1/2∫
ζ−(d+5)/2e−
1
4 ζ
−1|x−y|2 dζ.
0
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|x − y|−d−1. This finishes proving that M2(x, y)  |x − y|−d−1 and therefore completes the
entire proof of the smoothness estimate.
Remark 8.1. If αi ∈ (−1/2,1/2) for some i, then (3.5) does not hold for all x, y ∈ Rd+ (to see
this fix xi 	 1 and let yi → 0+). Nevertheless, according to the comments made throughout this
section, the smoothness estimate (3.5) holds also for the critical α’s, but only locally, in certain
regions (depending on α) including the diagonal. To be more specific, fix j = 1, . . . , d and let
αi1, . . . , αim be all coordinates of α, excluding αj , belonging to (−1/2,1/2). Then (3.5) is valid
for all x, y in the set{
(x, y) ∈ Rd+ × Rd+: 2|x − y|< xik + yik , k = 1, . . . ,m
}∩Dαj ,
where Dαj is equal to {(x, y): xj /2 < yj < 2xj } when αj ∈ (−1/2,1/2), otherwise Dαj =
R
d+ × Rd+. Moreover, it can be shown that in the case αj ∈ (−1/2,1/2) the region Dαj may be
enlarged to {(x, y): xj  yj }.
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Appendix A. Connections with Hermite function expansions
This section contains various comments clarifying a connection between the theory developed
in this paper when α has the specific form αo = (−1/2, . . . ,−1/2), and the theory of Riesz
transforms and conjugacy for Hermite function expansions investigated recently by Stempak and
Torrea in [14].
Recall that the multi-dimensional Hermite functions hk(x), k ∈ Nd , are defined by
hk(x)=
d∏
i=1
hki (xi), x ∈ Rd ,
hki (xi) = (π1/22ki ki !)−1/2Hki (xi) exp(−x2i /2), and Hm(s) denote the Hermite polynomials of
degrees m= 0,1, . . . , cf. [4, p. 60]. The system {hk: k ∈ Nd} is a complete orthonormal system in
L2(Rd). It consists of eigenfunctions of the d-dimensional harmonic oscillator L = −+ |x|2;
in fact, Lhk = (2|k| + d)hk . We shall denote by L a proper self-adjoint extension of L. Let
Gt(x, y) be the integral kernel of the d-dimensional heat semigroup exp(−tL) given by
Gt(x, y)=
∞∑
n=0
e−t (2n+1)
∑
|k|=n
hk(x)hk(y), x, y ∈ Rd .
The identities, cf. [4, (4.19.15)],
H2k(x)= (−1)k22kk!L−1/2
(
x2
)
, H2k+1(x)= (−1)k22k+1k!xL1/2
(
x2
)
, k ∈ N, x ∈ R,k k
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ϕ
−1/2
k (x)= (−1)k
√
2h2k(x), ϕ1/2k (x)= (−1)k
√
2h2k+1(x), k ∈ N, x ∈ R+. (A.1)
Hence, due to the fact that h2k are even and h2k+1 are odd functions on R, we have
G
−1/2
t (x, y)=
∞∑
n=0
e−t (4n+1)ϕ−1/2n (x)ϕ−1/2n (y)= 2
∞∑
n=0
e−t (4n+1)h2n(x)h2n(y)
=
∞∑
n=0
e−t (2·2n+1)h2n(x)h2n(y)+
∞∑
n=0
e−t (2·2n+1)h2n(−x)h2n(y)
=Gt(x, y)+Gt(−x, y), x, y ∈ R+.
Analogously,
G
1/2
t (x, y)=
∞∑
n=0
e−t (4n+3)ϕ1/2n (x)ϕ1/2n (y)=Gt(x, y)−Gt(−x, y), x, y ∈ R+.
In dimension d , d  2, we have
Gt(x, y)=
d∏
i=1
Gt(xi, yi) and Gαot (x, y)=
d∏
i=1
G
−1/2
t (xi, yi), x, y ∈ Rd+.
Hence
G
αo
t (x, y)=
d∏
i=1
(
Gt(xi, yi)+Gt(−xi, yi)
)=∑
ε∈E
d∏
i=1
Gt(εixi, yi)
=
∑
ε∈E
Gt(εx, y), x, y ∈ Rd+, (A.2)
where E = {(ε1, . . . , εd): εi = ±1} and εx = (ε1x1, . . . , εdxd).
Recall that the Riesz–Hermite transforms R+j , j = 1, . . . , d , defined in L2(Rd) by R+j =
(∂xj + xj )L−1/2, were proved in [14] to be the Calderón–Zygmund operators with kernels satis-
fying the standard estimates. Therefore (A.2) produces
R
αo
j (x, y)=
1√
π
∞∫
0
(
∂
∂xj
+ xj
)
G
αo
t (x, y)t
−1/2 dt
=
∑
ε∈E
εjR
+
j (εx, y), x, y ∈ Rd+. (A.3)
It is now clear, that the estimates (3.4) and (3.5) are for αo consequences of the estimates from
[14, Theorem 3.3] in the Hermite function expansions setting.
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fe(εx)= f (x), x ∈ Rd+, ε ∈ E .
The symmetry properties of the kernels Gt(x, y), R+j (x, y), and the identities (A.2), (A.3), sug-
gest that
T
αo
t f (x)= exp(−tL)(fe)(x), Rαoj f (x)=R+j fe(x), a.e. x ∈ Rd+. (A.4)
We claim that (A.4) holds for any f ∈ Lp(w), 1 p <∞, w ∈Ap(Rd+) (it should be mentioned
that if w ∈Ap(Rd+) then we ∈Ap(Rd) and f ∈ Lp(w) implies fe ∈ Lp(we)). In fact, it is suffi-
cient to check (A.4) for f ∈ L2, since then density and limiting arguments can be applied for a
general f .
We observe that in d dimensions the identities (A.1) become
ϕ
αo
k (x)= (−1)|k|2d/2h2k(x), ϕαo+1k (x)= (−1)|k|2d/2h2k+1(x), x ∈ Rd+, (A.5)
and consequently we also have
ϕ
αo+ej
k−ej (x)=
(∏
i =j
ϕ
−1/2
ki
(xi)
)
ϕ
1/2
kj−1(xj )= −(−1)|k|2d/2h2k−ej (x), x ∈ Rd+; (A.6)
here 1 = (1, . . . ,1) ∈ Nd and 2k = (2k1, . . . ,2kd). Then, for every k ∈ Nd ,〈
f,ϕ
αo
k
〉
L2(Rd+)
= (−1)|k|2−d/2〈fe,h2k〉L2(Rd ). (A.7)
Therefore, given f ∈ L2(Rd+), we have
f =
∑
k
〈
f,ϕ
αo
k
〉
L2(Rd+)
ϕ
αo
k ⇐⇒ fe =
∑
k
〈fe,h2k〉L2(Rd )h2k.
Now (A.4) follows from (A.5) and (A.6).
A similar argument shows that
f˜ αo,j (t, x)= u+j (t, x), t > 0, x ∈ Rd+,
where u+j (t, x) refers to fe. Then the equations (4.3) of the present paper and the second set of
the equations in [14, Lemma 4.1] (taken with the + sign) coincide.
Noting that in [14] apart from R+j also R−j , j = 1, . . . , d , were considered it is natural to
ask whether there is an analogue of this alternative system of Riesz–Hermite transforms in the
Laguerre function expansions setting. It turns out that the answer is affirmative. Consider the
operators R= (Rαo1 , . . . ,Rαod ) with Rαoj defined for f ∈ L2(Rd+) by
R
αo = δ∗j
(Lαo+1)−1/2,j
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a function f on Rd+, let fo denote its odd extension to Rd , i.e.
fo(εx)=
(
d∏
i=1
εi
)
f (x), x ∈ Rd+, ε ∈ E .
The following analogues of (A.6) and (A.7) can be proved:
ϕ
αo+1−ej
k+ej (x)=
(∏
i =j
ϕ
1/2
ki
(xi)
)
ϕ
−1/2
kj+1(xj )= −(−1)|k|2d/2h2k+1+ej (x),
〈
f,ϕ
αo+1
k
〉
L2(Rd+)
= (−1)|k|2−d/2〈fo,h2k+1〉L2(Rd ).
Hence for f ∈ L2(Rd+) we have Rαoj f =R−j fo.
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