This paper studies a network of observers for a distributed estimation problem, where each observer assesses a portion of output of a given LTI system. The goal of each observer is to compute a state estimate that asymptotically converges to the state of the LTI system. We consider there is a sparsity constraint that restricts interconnections between observers.
I. INTRODUCTION
In this paper, we discuss a distributed estimation problem for a system observed by a network of m LTI observers 1 . Consider a LTI system is given as follows with the output vector y(k) 2 .
x(k + 1) = Ax(k)
where y(k) = y T 1 (k), · · · , y T m (k) T , C = C T 1 , · · · , C T m T x(k) ∈ R n , y i (k) ∈ R ri Each measurement y i (k) is assessed by observer i, and interconnected observers form a network of observers. Each observer is allowed to share its local measurement and state estimate with nearby observers (neighbors) via communication links, which is subject to communication constraints 3 . The communication constraints introduce a sparsity pattern in the formulation of our distributed estimation problem. Henceforth, we refer to this constraint as a sparsity constraint. This 1 Without loss of generality, we assume that m > 2. 2 In the presence of bounded noise, our result gives bounded estimation error. Since the way this can be proven is same as one presented in this paper, we omit noise terms in state space representations due to the space constraint. 3 Here we assume that the communication links are bidirectional and timeinvariant. The topology of a network of observers can be represented by a graph, whose vertex set is a set of observers and edge set is a set of communication links. Henceforth, we refer to this graph as a communication graph.
Our main goal is to design a network of observers which cooperatively computes the state of the system described by (1) . In other words, letx i (k) be the state estimate by observer i then our goal is to have lim k→∞ ||x i (k) − x(k)|| = 0 for all i ∈ {1, · · · , m}. The main challenge in this distributed estimation problem comes from the limitations that no single observer can compute the state of the system only with its local measurement, and the exchange of information is restricted by a sparsity constraint. Thus, the classical system theory cannot be directly applied to finding such observers.
Similar distributed estimation problem for (dynamical) linear systems has been studied with various approaches. For example, in [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , the design of a linear observer is discussed. In particular, in [6] , [7] , [8] , [9] , [10] , different types of consensus-based Kalman filtering are proposed, while a nonlinear approach (moving horizon estimation algorithm) [11] is utilized in a distributed estimation problem.
Among the previous works, Khan et. al. [1] proposed a consensus-step estimator for distributed state estimation, and other notions to provide sufficient conditions for the stability of the proposed estimator. Their work focused on finding design parameters -consensus gain and observer gainfor the estimator, depending on a quantity called "network tracking capacity". The design procedure is simpler than ordinary observer design procedures due to the simplification in computing parameters, and distributed computation of the parameters is possible. However, from a system theoretic point of view, the proposed method works under assumptions that are stronger than ours.
Also Matei and Baras [2] proposed a consensus-based linear distributed estimation algorithm. Unlike the work by Khan et. al. [1] , the authors assume that a consensus gain is given, and they concentrate on finding sub-optimal observer parameters in a closed form. Also sufficient conditions for the stability of the observer are presented. Since the choice of the consensus gain reflects the characteristics of an underlying communication graph, this work does not consider the effect of the underlying graph on their distributed estimation problem.
In this paper, we consider, given a sparsity constraint, the design of a network of augmented observers for the distributed estimation problem. A key contribution of this work is to provide a sufficient condition for the existence of augmented observers, where the state estimate by each observer asymptotically converges to the state of the LTI system. First we investigate under what condition the underlying communication graph is capable of estimating the state of the LTI system in terms of eigenvalues of the underlying graph and the spectral radius of the dynamic matrix of the LTI system. Under this condition, we prove the existence of a network of augmented observers that fulfills our objective.
The following notation is adopted:
• Let observer i and observer j be neighbors if there exists a communication link between the two observers. Then a communication graph, subject to a sparsity constraint, can be described by the Laplacian matrix:
where [L] ij is i, j-th element of a matrix L. Notice that L is a m × m symmetric matrix; hence it has m real eigenvalues. An eigenvalue of L and its corresponding eigenvector are denoted by λ i and v i , respectively. Without loss of generality, we assume that λ 1 ≤ λ 2 ≤ · · · ≤ λ m . • (Pattern Operator) [12] P(L) ∈ {0, 1} m×m to be the binary matrix
for all i, j ∈ {1, · · · , m}. • I n is a n × n identity matrix, e i is i-th column of I m , and 1 is a vector with each element taking value one. • The set of all unstable eigenvalues of V is denoted as
• For an eigenvalue, λ, of a matrix V , the algebraic and geometric multiplicities are denoted by a V (λ) and g V (λ), respectively. For notational convenience, we sometimes denote an eigenvector, v, of V corresponding to λ ∈ sp(V ) as v ∈ N ull(V − λI). The paper is organized as follows. In Section II, we describe the structure of an augmented observer and associated error dynamics. In Section III, which presents the main result of our work, we focus on proving the existence of a network of observers, where the state estimate of each observer asymptotically converges to the state of the LTI system. Finally, discussions and future directions are presented.
II. PROBLEM FORMULATION
In this section, we introduce the structure of our augmented observer used throughout this paper. First, we recall that given parameters to the design of a network of observers are A, {C i } i∈{1,··· ,m} , and {N i } i∈{1,··· ,m} , where N i is a set of neighbors of observer i including observer i itself.
This observer is called augmented because the dimension of its state is larger than that of the LTI system. Thus the dimension of the augmented observer is no smaller than that of the corresponding Luenberger observer. As it is explained in the following section, with the augmented observers we are able to adopt the schemes used in the design of a dynamic compensator for LTI systems [13] , [14] . Considering this point, we present the augmented observer as follows.
and µ i is the dimension of the augmented state z i . We refer W to a weight matrix, where i, j-th element of W is defined as [W] ij = w ij , and H ij , S ij , Q ij , and R ij to gain parameters. In this work, we focus on finding the weight matrix and gain parameters such that
that achieve our objective while satisfying a given sparsity constraint.
Suppose, for each i ∈ {1, · · · , m}, j∈Ni w ij = 1, then the error dynamics of (4) can be written as
. Throughout this paper, we assume that w ij = w ji for all i, j ∈ {1, · · · , m}. Remark 2.1: Notice that the error dynamics (5) is similar to the state space representation treated in the decentralized control problem [13] , [14] . Hence, once the weight matrix is found and the existence condition for a network of observers is satisfied then the gain parameters can be computed by the result in [13] , [14] .
In this work, we are interested in the design of augmented observers under the choice of W = I m − αL, where α > 0 and L is the Laplacian matrix of an underlying communication graph. It is beneficial to derive W from L since W inherits the spectral property, i.e. eigenvalues and eigenvectors, of L 4 .
Notice that we may collectively rewrite (5) as follows.
Laplacian matrix, which describes the underlying communication graph, then (6) satisfies a given sparsity constraint, i.e. P(H) ≤ P(L), P(S) ≤ P(L), P(Q) ≤ P(L), P(R) ≤ P(L)
III. MAIN RESULT
The main theorem of this paper is presented in this section. First, we provide the main theorem without proof, then we state and explain supporting propositions and lemmas followed by the proof of the theorem. To state the theorem, we recall the following notation: let L be the Laplacian matrix of a communication graph, and λ 2 and λ m be the second smallest and the largest eigenvalues of L, respectively.
Theorem 3.1 (Main Result): Suppose a detectable LTI system described by (A, C) is given and it holds that
Then, for each i, j ∈ {1, · · · , m} and for some µ j ∈ Z + , there exist the gain parameters H ij ∈ R n×rj , S ij ∈ R n×µj , Q ij ∈ R µi×rj , and R ij ∈ R µi×µj that satisfy a given sparsity constraint, i.e. and stabilize the error dynamics (6) . Remark 3.2: As is stated and proved later, the choice of
λm−λ2 . This result only gives a sufficient condition; hence even if ρ(A) < λm+λ2 λm−λ2 does not hold, there may exists a network of observers.
A. Preliminary Results and Properties, subject to W = I m − αL Our choice of W = I m − αL is adopted from the consensus literature (for instance, see [16] ). It is beneficial to use this relation since the existence condition can be represented by the Laplacian matrix of the underlying communication graph. The following proposition supports this argument. 
Proof: Since L is irreducible,
Set W = I m − αL, then the eigenvalues of W satisfy
To achieve our goal, we want to have
This gives us an inequality:
We can see that such α exists if ρ(A) < λm+λ2 λm−λ2 . Notice that [17] a W⊗A (λ) = (7) holds then it is true that λ = λ W λ A with λ W ∈ sp(W) and λ A ∈ sp(A) if and only if λ W = 1. Since W is irreducible and symmetric, it is true that a W⊗A (λ) = a A (λ) for λ ∈ Λ U (W ⊗ A).
Remark 3.4: The following are two extreme cases of λ 2 = λ m and λ 2 = 0.
I. If the communication graph is complete, i.e. λ 2 = λ m , then for any ρ(A), we can select α such that W ⊗ A has eigenvalue, λ, either in Λ U (A) with the algebraic multiplicity equal to a A (λ) or inside the unit circle. II. If the communication graph is not connected then λ 2 = 0 and the inequality condition stated in Proposition 3.3 is not valid unless ρ(A) < 1. Also by the property of the Kronecker product, the algebraic multiplicity of λ ∈ Λ U (W ⊗ A) (∩Λ U (A)) is larger than a A (λ).
Remark 3.5 (Relation with a Consensus Problem):
Consider the following consensus problem.
Notice that consensus is achieved if
We can see that the condition that λ 2 = 0 is equivalent to ρ(A) < λm+λ2 λm−λ2 with ρ(A) = 1. Remark 3.6: The choice of α in W = I m − αL affects the convergence rate of the error dynamics (6) . Using the main theorem, under a proper choice of the gain parameters H, S, Q, and R, we may show that for every δ > 0, there exist c > 0 andλ < r ≤λ + δ such that
Using Proposition 3.3, we state the following proposition. Proposition 3.7: If a pair (A, C) is detectable and it holds that
Before proving the above proposition, we give a lemma that describes the structure of eigenvectors of W ⊗ A which correspond to eigenvalues in Λ U (W ⊗ A) in terms of eigenvectors of W and A. In general, an eigenvector of the Kronecker product of two matrices may not be the Kronecker product of two eigenvectors of the individual matrices. However, the following lemma shows that under our choice of α described in Proposition 3.7, an eigenvector of W ⊗ A corresponding to an eigenvalue in Λ U (W ⊗ A) can be written as the Kronecker product of eigenvectors of W and A.
Lemma 3.8: Suppose the following inequality holds:
Then, under the choice of
where v W ∈ N ull(W − I) and v A ∈ N ull(A − λI). Proof: Let λ W and λ A be eigenvalues of W and A, respectively. Then by our choice of W = I m − αL with α ∈ λ −1 2 1 − ρ −1 (A) , λ −1 m 1 + ρ −1 (A) and Proposition 3.3, λ ∈ Λ U (W⊗A) can be written as λ = λ W λ A only if λ W = 1 and λ A = λ. Since the algebraic multiplicity of λ W = 1 is one, it holds that a W⊗A (λ) = a A (λ).
We can write the set of all generalized eigenvectors of A corresponding to λ A = λ as
where m(ξ i ) is the largest integer such that (A − λ A I n ) m(ξi) ξ i is nonzero (see [18] for details). We can see that the cardinality of the above set is equal to a A (λ A ), and
becomes the set of all eigenvectors of A corresponding to λ A .
We claim that for
is a generalized eigenvector of W⊗A corresponding to λ for l ∈ {0, · · · , m(ξ i )} and i ∈ {1, · · · , g A (λ A )}, where v W ∈ N ull(W − I). To prove this claim, consider the following. For 0 ≤ l < m(ξ i ),
The first equality comes from the fact that
Note that let v 1 , v 2 ∈ R m and w 1 , w 2 ∈ R n be nonzero vectors, then v 1 ⊗ w 1 and v 2 ⊗ w 2 are linearly independent if and only if either v 1 and v 2 or w 1 and w 2 are linearly independent. Hence
is the set of all generalized eigenvectors of W ⊗ A corresponding to λ = λ A . In particular,
becomes the set of all eigenvectors of W ⊗ A corresponding to λ = λ A . This proves our claim.
Proof: [The proof of Proposition 3.7] To show that (W ⊗ A,C) is detectable, we only need to show that for an unstable eigenvalue of W⊗A, its corresponding eigenvector, v, satisfiesCv = 0. By Lemma 3.8, for λ ∈ Λ U (W ⊗ A), its corresponding eigenvector, v, is of the form v = v W ⊗ v A , where v W ∈ N ull(W − I) and v A ∈ N ull(A − λI). Since W is a stochastic matrix, the eigenvector of W corresponding to λ W = 1 is 1/ √ m · 1. Thus, we obtain
Since (A, C) is detectable,Cv is nonzero. This proves the statement that the pair (W ⊗ A,C) is detectable. In a view of output feedback, if (W ⊗ A,C) is not detectable, it is not possible to find the gain parameters H, S, Q, and R which stabilize (6) . In this context, if (A, C) is not detectable then (W ⊗ A,C) is also not detectable; hence there exist no gain parameters that stabilize (6) . 
We can see that (A, C) is observable (thus detectable). However, for the eigenvector v = (0 0 1) T ⊗ (1 1 0) T of W ⊗ A corresponding to an eigenvalue at 1, it holds that Cv = 0. Hence the system (W ⊗ A,C) is not detectable.
B. Gain Parameters: H, Q, R, and S
Here we study the choice of the gain parameters of the augmented observer (4) subject to W = I m − αL. This is done by writing our formulation into a form that allows us to apply results from decentralized control literature [13] , [14] . To apply the results from decentralized control literature, we need to verify, in a view of output feedback, whether unstable modes (eigenvalues) in our formulation can be stabilizable 5 . An algebraic way to check this condition is presented in Theorem 1 of [14] . Using this condition, we explicitly state and prove a sufficient condition under which each unstable mode of the error dynamics is stabilizable. This draws a direct relation between the detectability of (A, C) and the existence of the gain parameters for the observers under a sparsity constraint.
The following notation is additionally defined for convenience.
(e j1 , · · · , e js ). First, observe that W ⊗ A − HC can be written as
we can rewrite (6) as follows.
(k + 1)
To prove the main theorem, we first find the Kalman decomposition for both (A, C i ) and (W ⊗ A,B i ,C i ), and explicitly show that the observable part of (A, C i ) is actually contained in the controllable and observable part of (W ⊗ A,B i ,C i ). In the preceding propositions, we have seen that Λ U (A) = Λ U (W ⊗ A) with the same algebraic multiplicity, i.e. a A (λ) = a W⊗A (λ) for λ ∈ Λ U (A). Hence if (A, C) is detectable then every unstable mode of W ⊗ A is contained in the controllable and observable part of (W ⊗ A,B i ,C i ) for some i ∈ {1, · · · , m}. Applying the result in [13] , [22] , we verify that every unstable mode of W ⊗ A can be placed inside the unit circle by a proper choice of the gain parameters H, Q, R, and S. This proves the existence of the observers.
The following lemmas provide a basis for proving our main theorem. Lemma 3.10: Suppose the pair (A, C) is detectable and
holds. Then, under the choice of
taking the multiplicity into account, it is true that every unstable mode of W⊗A is in the controllable and observable part of (W ⊗ A,B i ,C i ) for some i ∈ {1, · · · , m}. Proof: The proof is given in Appendix A of [23] . Lemma 3.11: Given A ∈ R n×n , {B i } i∈{1,··· ,m} , and {C i } i∈{1,··· ,m} , consider a partition, {i 1 , · · · , i l } and {i l+1 , · · · , i m }, of the set {1, · · · , m}. For λ ∈ sp(A),
where n is the dimension of the matrix A. Proof: The proof is given in Appendix B of [23] . Proof: [The proof of Theorem 3.1] In this proof, using Lemma 3.10 and 3.11, we show the existence of the gain parameters which stabilize the error dynamics (6) .
Let {i 1 , · · · , i l } and {i l+1 , · · · , i m } be a partition of the set {1, · · · , m}. Then by Lemma 3.10, for the (left) eigenvector q of W ⊗ A corresponding to λ ∈ Λ U (W ⊗ A), if q T B i1 · · ·B i l = 0 then there exists an associated (right) eigenvector, p, such that p / ∈ N ull
wise there exists λ ∈ Λ U (W ⊗ A) that is not contained in the controllable and observable part of (W ⊗ A,B i ,C i ) for any i ∈ {1, · · · , m}. Notice that this holds for any partition {i 1 , · · · , i l } and {i l+1 , · · · , i m }, and for any such partition, by Lemma 3.11, it is true that
By the result in [13] , [22] , there existH,S, Q, and R that stabilize the error dynamics (15) This proves the existence of the gain parameters for the augmented observers. Remark 3.12: In Theorem 3.1, we have seen that if the inequality condition ρ(A) < λm+λ2 λm−λ2 holds then the existence of the gain parameters follows. However as the proof of our main theorem suggests it is possible to find more general condition for the existence of a network of observers for this distributed estimation problem.
Remark 3.13: We want to mention that even if the result in [13] , [22] givesH,S, Q, R which satisfy the sparsity constraint, for Q and R, it only holds that P(Q) ≤ P(I m ) < P(L) and P(R) ≤ P(I m ) < P(L), i.e. Q and R are blockdiagonal.
IV. DISCUSSIONS AND FUTURE WORK
In this paper, we study the structure of a network of observers of the form (4) for estimating the state of a LTI system described in (1) . The existence condition for such observers is characterized by the spectral radius of A and the eigenvalues of the Laplacian matrix of the underlying communication graph. In particular, we show that if it holds that ρ(A) < λm+λ2 λm−λ2 then the state estimate of each observer asymptotically converges to the state of the LTI system. In other words, letx i (k) and x(k) be the state estimate by observer i and the state of the LTI system, respectively. If the existence condition is satisfied then ||x i (k) − x(k)|| → 0 as k → ∞ for all i ∈ {1, · · · , m}.
However, some parts of the conditions, given and proven in this paper, may not be strict and the choice of parameters is not optimal. For example, when choosing the weight matrix W, instead of finding W that minimizes its spectral radius while satisfying a sparsity constraint, we adopt W = I − αL. This choice of W can be improved by solving an optimization problem [15] . Also as mentioned in Remark 3.13, when applying the result of [13] , [14] , the possible choice of the gain parameters is not fully utilized, especially Q and R.
As future works, it may be interesting to find the parameters, which minimizes the relative effect of the noise on the estimation error. This problem is nontrivial because the sparsity constraint makes the minimization problem nonconvex.
In addition, as our approach relies on a centralized computation of the parameters, designing an algorithm for distributed computation of the parameters must be an intriguing problem. This may allow individual observers to reconfigure their parameters under a switching communication graph.
