Estimation des dimensions de certaines variétés de Kisin by Caruso, Xavier
Estimation des dimensions de certaines varie´te´s de Kisin
Xavier Caruso
To cite this version:




Submitted on 30 Jan 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.




Dans cet article, nous nous inte´ressons aux dimensions de certaines varie´te´s qui ont e´te´ introduites
re´cemment par Kisin pour de´montrer la modularite´ de certaines repre´sentations galoisiennes. Nous e´tudions
plus spe´cialement un cas particulier pour lequel nous donnons une estimation de la dimension en question,
puis, en nous basant sur ce re´sultat, nous e´nonc¸ons une conjecture dans le cas ge´ne´ral.
Abstract
In this paper, we study dimensions of some varieties, that were introduced recently by Kisin in order
to prove modularity of some Galois representations. In fact, we mainly consider a special case for which
we obtain an estimation of the dimension we are interested in. Then, based on this result, we state a
conjecture for the general case.
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Motive´ par l’e´tude de certains proble`mes de modularite´ et poursuivant des travaux de Breuil, Kisin a
introduit et e´tudie´ dans [7] une certain nombre de varie´te´s, note´es G RVF , G RVF,0 et G Rv,locVF,0 dans loc.
cit., parame´trant certains types de sche´mas en groupes de´finis sur l’anneau des entiers d’un corps local K
d’ine´gale caracte´ristique (0, p). Dans ce qui pre´ce`de, l’indice VF de´signe une repre´sentation du groupe de
Galois absolu de K a` coefficients dans un corps fini F de caracte´ristique p. S’inspirant de cette construc-
tion, Pappas et Rapoport ont ensuite de´fini dans [15] un champ sur Zp dont certaines fibres s’interpre`tent
comme les varie´te´s que Kisin avait de´finies, et en ont profite´ pour nommer ces dernie`res varie´te´s de Kisin.
Comprendre la ge´ome´trie des varie´te´s de Kisin, et notamment calculer leurs dimensions, est d’une grande
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importance pour les applications. Toutefois, en dehors du cas ou` VF est de dimension 2 conside´re´ dans cer-
tains travaux de Kisin (voir [7]), Hellmann ([5], [6]) et Imai ([9], [10], [11]), pratiquement rien n’est connu.
Dans cet article, nous entaˆmons l’e´tude de la dimension des varie´te´s de Kisin lorsque la repre´sentation ga-
loisienne VF est de dimension supe´rieure a` 2. Plus pre´cise´ment, dans un premier temps, nous donnons des
estimations de ces dimensions dans l’exemple (de´ja` complique´) ou` le corps des coefficients F est le corps
premier Fp et ou` le groupe de Galois agit trivialement sur VF et, forts de cela, dans un second temps, nous
formulons un certain nombre de conjectures ge´ne´rales qui laissent croire que le cas particulier e´tudie´ est
plutoˆt repre´sentatif.
Afin de de´crire plus en de´tails le contenu de cet article, il est ne´cessaire de commencer par rappeler
la de´finition des varie´te´s de Kisin. Soit p un nombre premier et k un corps de caracte´ristique p. On pose
K = k((u)) et on appelle φ l’unique morphisme de k-alge`bres φ : K → K qui est continu pour la
topologie u-adique et qui envoie u sur up. Pour tout l’article, on fixe un nombre entier d supe´rieur ou e´gal
a` 1 et on pose M = Kd. Le Frobenius φ s’e´tend naturellement en un ope´rateur sur M , encore note´ φ, en
agissant coordonne´e par coordonne´e 1. Un re´seau L deM est, par de´finition, un sous-k[[u]]-moduleL ⊂M
engendre´ par une k((u))-base de M . On note L6e l’ensemble des re´seaux L de M ve´rifiant la condition
ueL ⊂ φ(k[[u1/p]]⊗k[[u]] L) ⊂ L (1)
ou` φ est e´tendu a` k[[u1/p]] ⊗k[[u]] L de fac¸on e´vidente. Kisin de´montre que L6e apparaıˆt naturellement
comme les k-points d’une varie´te´ alge´brique note´e X6e. Dans cet article, nous de´montrons le the´ore`me
suivant.




















ou` [x] de´signe la partie entie`re du re´el x.
On insiste sur le fait que le the´ore`me n’affirme en aucune fac¸on que les varie´te´s dimk X6e sont e´quidimen-
sionnelles, ni meˆme que l’ine´galite´ annonce´e vaut pour toutes les composantes irre´ductibles. Le nombre
dimk X6e de´signe bien uniquement la plus grande dimension d’une composante irre´ductible.
En re´alite´, a` la place du the´ore`me 1, nous allons de´montrer un re´sultat le´ge`rement plus ge´ne´ral que
nous e´nonc¸ons maintenant. On se donne deux entiers h et b avec b > 2, et on remplace φ par l’application
σ : k((u)) → k((u)) donne´e par la formule suivante :











Lorsque h = 0 et b = p, on retrouve l’ope´rateur φ. Un autre cas qui semble inte´ressant est celui ou` h = 1
et b = p. En effet, un the´ore`me de Breuil (voir [1]) dit alors que les e´le´ments de X6e(k) sont en bijection
avec l’ensemble des classes d’isomorphisme de mode`les entiers du sche´ma en groupes (Z/pZ)dK ou` K est
une extension totalement ramifie´e fixe´e de degre´ e de Frac W (k) (ou` W (k) de´signe l’anneau des vecteurs
de Witt a` coefficients dans k). Le cas b = 1 est, a` vrai dire, lui aussi tre`s inte´ressant. Nous avons pre´fe´re´
l’e´carter dans cet article simplement car il conduit a` certaines varie´te´s de Deligne-Lusztig affines qui ont
de´ja` e´te´ largement e´tudie´es et, en particulier, dont les dimensions ont de´ja` e´te´ de´termine´es (dans une plus
grande ge´ne´ralite´) dans les articles [4] et [16].
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1. C’est le choix de cette action particulie`re de φ sur M qui correspond au fait que l’on se restreint a` l’action triviale de Galois sur
l’espace VF.
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Dans leurs articles respectifs, Kisin d’une part et Pappas et Rapoport d’autre part de´finissent e´galement
des variantes des varie´te´sX6e qui ne sont plus parame´tre´es par un unique entier e mais par un d-uplet d’en-
tiers relatifs (µ1, . . . , µd) tels que µ1 > · · · > µd. Dans la ge´ne´ralite´ conside´re´e ici — c’est-a`-dire lorsque b
et h peuvent eˆtre quelconques — ces variantes ont encore un sens. Pre´cise´ment, si µ = (µ1, . . . , µd) est un




re´seaux L de M







ou` l’on convient que µ′ = (µ′1, · · · , µ′d) est plus petit ou e´gal a` µ si µ′1 + · · · + µ′t 6 µ1 + · · · + µt pour
tout t ∈ {1, . . . , d} avec e´galite´ si t = d. Dans cet article, nous nous inte´ressons e´galement a` la dimension
de ces varie´te´s. Pour e´noncer les re´sultats obtenus, il est commode de munir Rd du produit scalaire usuel












(la i-ie`me coordonne´e est donne´e par la formule d+12 − i).
De´finition 3. On dit qu’un d-uplet µ = (µ1, . . . , µd) ∈ Rd est :
– b-re´gulier si µi − µi+1 6 b(µd−i − µd−i+1) pour tout i ∈ {1, . . . , d− 1} ;
– inte´gralement b-re´gulier s’il est b-re´gulier, si tous les µi sont entiers et b− 1 divise µ1 + · · ·+ µd,
– fortement inte´gralement b-re´gulier s’il est inte´gralement b-re´gulier et ve´rifie en plus :
µd−1 − µd 6 b(µ1 − µ2)− d(b
2 − 1).
Les de´finitions d’e´le´ments b-re´guliers et inte´gralement b-re´guliers semblent s’imposer dans ce contexte.
Par contre, l’ine´galite´ renforce´e qui apparaıˆt dans la de´finition de fortement inte´gralement b-re´gulier n’est
probablement pas optimale et devra sans doute eˆtre corrige´e ulte´rieurement. On remarque ne´anmoins que
si µ = (µ1, . . . , µd) est b-re´gulier, alors µ1 > · · · > µd. Re´ciproquement si les µi sont range´s par ordre
de´croissant et deux a` deux distincts, le d-uplet µ est b-re´gulier pour b suffisamment grand.
The´ore`me 4. Soit µ = (µ1, . . . , µd) ∈ Zd tel que µ1 > µ2 > · · · > µd. Si b−1 ne divise pas µ1+ · · ·+µd,
alors la varie´te´ Xµ est vide. On suppose donc tout au long du the´ore`me que b− 1 divise µ1 + · · ·+ µd.
On pose ε = 1 si h = 0 et ε = 0 dans le cas contraire. Alors, il existe un entier δ ∈ {0, 1, . . . , ε·d(d−1)2 }
tel que l’on ait la congruence :
dimk Xµ ≡ δ −
d∑
i=1
i · µi (mod b− 1).
En particulier, si h > 0, on a :
dimk Xµ ≡ −
d∑
i=1
i · µi (mod b− 1).
On suppose maintenant en plus b > 1 + [ (d−1)
2
4 ]. Alors on a :
dimk Xµ 6 ε ·
d(d− 1)
2






d+ 1− i− wn(i)
bn
ou`, bien entendu, Sd de´signe le groupe des permutations de {1, . . . , d} et wn = w ◦ · · · ◦ w (n fois). En
outre, si µ est b-re´gulier, alors le minimum pre´ce´dent est atteint pour w = w0 : i 7→ d + 1 − i et vaut
1
b2−1 · 〈2~ρ|µ〉d (le produit de ce minimum par (b− 1) est donc e´gal a` 1b+1 · 〈2~ρ|µ〉d).
3
On suppose toujours b > 1 + [ (d−1)24 ]. Il existe des constantes positives c1 et c2 (qui ne de´pendent que
de d et b) telles que si les µi ve´rifient en plus µi > µi+1 + c1 pour tout i, alors :






d+ 1− i− wn(i)
bn
.
Encore une fois, on ne dit rien quant a` l’e´quidimensionnalite´ des varie´te´sXµ. Cependant, lorsque h 6= 0, on
peut se demander s’il est vrai que toutes les composantes irre´ductibles de Xµ ont des dimensions congrues
a` −
∑d
i=1 i · µi modulo (b − 1). `A part cela, il est clair que les sommes infinies qui apparaissent dans
la formule du the´ore`me pre´ce´dent convergent. ´Etant donne´ que toute permutation w est d’ordre fini, on
peut meˆme facilement calculer leur limite qui s’exprime toujours comme le produit de µi par un nombre
rationnel, ce dernier e´tant meˆme la valeur en b d’une fraction rationnelle a` coefficients entiers.
On en vient maintenant aux varie´te´s X6µ.
The´ore`me 5. Soit µ = (µ1, . . . , µd) ∈ Rd tel que µ1 > µ2 > · · · > µd. On pose ε = 1 si h = 0 et ε = 0
















Si, en outre, b > 1 + max(d, [ (d−1)
2
4 ]), alors la majoration peut eˆtre renforce´e comme suit :









Il est utile de commenter un peu le the´ore`me. Pour la premie`re assertion, on remarque que si µ est lui-
meˆme fortement inte´gralement b-re´gulier, alors la borne supe´rieure qui apparaıˆt est atteinte pour µ′ = µ.
Ainsi le the´ore`me dit, dans ce cas, que la quantite´ 〈2~ρ|µ〉db+1 est une bonne approximation de la dimension
de X6µ. La deuxie`me assertion me´rite, quant a` elle, une discussion plus approfondie. Tout d’abord, il est
facile de prouver que la borne supe´rieure qui apparaıˆt est plus petite ou e´gale — et en ge´ne´ral strictement
plus petite, du moins si µ n’est pas lui-meˆme b-re´gulier — que 〈2~ρ|µ〉db+1 ; ainsi, comme cela est de´ja` pre´cise´
dans l’e´nonce´ du the´ore`me, la majoration e´crite est meilleure que la pre´ce´dente. Par ailleurs, on a clairement
X6µ =
⋃
µ′6µX6µ′ , d’ou` on de´duit que :
dimk X6µ = sup
µ′6µ
dimk X6µ′ .
L’ine´galite´ du the´ore`me dit donc en substance que, si b > 1+max(d, [ (d−1)
2
4 ]), les varie´te´sX6µ′ , pour µ
′ 6
µ non b-re´gulier, n’apportent pratiquement pas de nouvelles dimensions a` X6µ. Notamment, contrairement
a` ce qui se passe dans le cas des varie´te´s de Deligne-Lusztig affines, il n’est pas clair — et ce n’est d’ailleurs
en ge´ne´ral pas vrai — que l’essentiel de la dimension de X6µ est concentre´ dans la varie´te´ Xµ. Du fait que
Xµ est un ouvert dans X6µ, il suit que X6µ n’est ge´ne´ralement pas e´quidimensionnelle lorsque µ n’est pas
b-re´gulier.
Finalement, la borne supe´rieure qui apparaıˆt dans la dernie`re ine´galite´ du the´ore`me est aussi e´gale au
minimum d’un nombre fini de formes line´aires sur Rd, ce qui permet de la calculer efficacement. Malgre´
tout, bien que ces formes line´aires soient de´finies de fac¸on plutoˆt explicite, leur nombre et leur complexite´
croıˆt tre`s rapidement lorsque d augmente. `A titre d’exemple, le tableau 2 (page 46) les donne pour d 6 4.
Il est vrai que les the´ore`mes pre´ce´dents peuvent sembler ni vraiment inte´ressants, ni faciles a` appliquer
car ils e´noncent finalement, sous des hypothe`ses plutoˆt fortes, des re´sultats a` la fois techniques et impre´cis.
Ce point de vue convient toutefois d’eˆtre nuance´ (voire reconside´re´) pour plusieurs raisons.
Tout d’abord, en ce qui concerne les hypothe`ses, il ne faut pas voir les re´sultats de cet article comme
une fin en soi, mais bel et bien comme un premier pas vers la re´solution d’un proble`me plus ge´ne´ral. Mieux
encore, le the´ore`me 4 semble directement donner les cle´s de cette vaste ge´ne´ralisation. Ge´ne´ralisation tout
d’abord au cas d’un ope´rateur σ : M → M n’agissant pas ne´cessairement coordonne´e par coordonne´e
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(c’est-a`-dire d’une repre´sentation VF quelconque avec encore F = Fp) pour lequel l’auteur pense que le
the´ore`me 4 s’e´tend simplement en modifiant certaines constantes (voir conjecture 4.5, page 51, pour plus
de pre´cisions). Mais ge´ne´ralisation e´galement au cas des varie´te´s de Kisin associe´s a` un groupe re´ductif
connexe de´ploye´ quelconque (le cas pre´sente´ ici est celui de GLd), ce qui englobe notamment le cas des
varie´te´s de Kisin associe´es a` des repre´sentations VF a` coefficients dans une extension finie arbitraire de
Fp. Pour un e´nonce´ pre´cis dans cette direction, on se contente de renvoyer le lecteur au §4.2.3, et plus
particulie`rement a` la conjecture 4.7. De surcroıˆt, l’auteur pense que les me´thodes de´veloppe´es dans cet
article sont de nature a` s’e´tendre a` la situation ge´ne´rale des groupes re´ductifs, et y reviendra sans doute dans
un travail ulte´rieur.
Au sujet, ensuite, de la technicite´ des re´sultats, il est a` noter que, si l’on se restreint a` des µ inte´gralement
b-re´guliers, tous les the´ore`mes de cet article deviennent particulie`rement simples puisqu’alors, a` une constante
pre`s, tous les minorants et majorants sont e´gaux a` 1b+1 · 〈2~ρ|µ〉d. Il est vrai, enfin, que le proble`me de
l’impre´cision reste, quant a` lui, non re´solu meˆme conjecturalement. Il est toutefois inte´ressant de comparer
la forme ge´ne´rale des formules du the´ore`me 4 avec les formules connues pour les dimensions des varie´te´s
de Deligne-Lusztig, de´montre´es dans [4] et [16]. Un rapide coup d’œil a` ces re´fe´rences montre que cette
dimension s’e´crit comme le somme d’une contribution line´aire (qui s’exprime en terme de produit sca-
laire avec le vecteur ρ comme dans cet article) et d’une contribution borne´e. Il semble donc que l’on ait
de´couvert, ici, l’analogue de la partie line´aire et, en ce sens, le the´ore`me 4 apparaıˆt a` nouveau comme un
premier pas incontournable pour le calcul de la dimension des varie´te´s de Kisin en toute ge´ne´ralite´.
Pre´sentation sommaire de la me´thode et du plan de l’article De fac¸on ge´ne´rale, la me´thode suivie est
largement inspire´e de l’article [16] de Viehmann : l’ide´e est de de´finir une stratification plus fine des varie´te´s
de Kisin pour laquelle on sait calculer pre´cise´ment la dimension des strates. Le proble`me du calcul de la di-
mension des varie´te´s de Kisin se me´tamorphose alors comple`tement en un nouveau proble`me combinatoire
que l’on parvient a` re´soudre ensuite, au moins de fac¸on approche´e. Si la premie`re partie du cheminement suit
d’assez pre`s les arguments de Viehmann, les chemins se se´parent nettement pour la re´solution du proble`me
combinatoire qui s’ave`re eˆtre bien plus de´licat dans le cas des varie´te´s de Kisin.
De fac¸on plus de´taille´e, on commence dans le §1.1.1 par associer a` chaque re´seau L ⊂ M une donne´e
combinatoire ϕ(L) constitue´e de d fonctions. Il re´sulte des travaux de Viehmann que ces donne´es com-
binatoires sont soumises a` des nombreuses contraintes qui imposent une forte rigidite´. Dans le §1.2, on
e´tudie plus en de´tails ces contraintes, et on en de´duit une parame´trisation des ≪ donne´es combinatoires
admissibles ≫ par les points d’un re´seau a` l’inte´rieur d’un convexe vivant dans un espace vectoriel re´el
de dimension d(d+1)2 . D’un point de vue ge´ome´trique, la construction pre´ce´dente de´finit une stratification
des varie´te´s de Kisin par des sous-espaces localement ferme´s Xϕ. On de´montre alors le the´ore`me 1.18 qui
donne une estimation (et meˆme une formule exacte dans certains cas) pour la dimension des varie´te´s Xϕ,
qui s’exprime de fac¸on comple`tement explicite en fonction du point du re´seau parame´trant ϕ.
`A ce stable, le proble`me du calcul des varie´te´s de Kisin se reformule comple`tement en termes de pro-
grammation line´aire. Dans le §2, on introduit les outils ne´cessaires (qui sont plus ou moins classiques) a`
sa re´solution et, a` titre d’exemple, on fait fonctionner la me´thode dans un cas simple, aboutissant ainsi a`
une de´monstration de la majoration du the´ore`me 2 sous l’hypothe`se supple´mentaire b > d. Dans le §3, la
machine se met enfin ve´ritablement en route avec pour objectif de de´montrer comple`tement les the´ore`mes 2,
4 et 5. Cela devient alors assez vite tre`s technique et il n’est pas vraiment envisageable d’en dire beaucoup
plus dans cette introduction, sauf peut-eˆtre que l’essentiel de la de´monstration consiste a` donner des des-
criptions pre´cises de certaines parties convexes de Rd, et ne fait intervenir que des arguments e´le´mentaires
(mais parfois subtils).
Dans le §4 finalement sont examine´es plusieurs perspectives offertes par les re´sultats des the´ore`mes 2,
4 et 5, et notamment les ge´ne´ralisations e´ventuelles a` des σ agissant sur M pas ne´cessairement coordonne´e
par coordonne´e (voir §4.2.1) et d’autres groupes re´ductifs (voir §4.2.3) qui ont e´te´ e´voque´es pre´ce´demment.
On discute e´galement, dans le §4.1, de la possibilite´ d’obtenir une formule exacte pour la dimension. `A part
un calcul explcite en dimension 3 dont la conclusion reste myste´rieuse, il faut bien dire que rien de vraiment
pre´cis ne se de´gage pour l’instant.
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1 Une stratification utile
On commence par rappeler tre`s brie`vement que les varie´te´s X6e, Xµ et X6µ sont de´finies par l’in-
terme´diaire de leur ≪ foncteur des points≫. Pour X6e par exemple, e´tant donne´ R une k-alge`bre, on de´finit
l’ensemble X6e(R) comme l’ensemble des R[[u]]-sous-modules L de M ⊗k((u)) R((u)) = R((u))d qui
sont tels que :
i) L est un re´seau de M ⊗k((u))R((u)) = R((u))d, c’est-a`-dire que L est un R[[u]]-module localement
libre de type fini (pour la topologie de Spec R) et le morphisme naturel L ⊗R[[u]] R((u)) → M est
un isomorphisme ;
ii) la condition (1) est satisfaite ou` φ est remplace´ par σ (et ou` σ ope`re encore par x 7→ xph sur R,
envoie u sur ub et s’e´tend a` M ⊗k((u)) R((u)) = R((u))d en agissant coordonne´e par coordonne´e).
On montre ensuite que le foncteur R 7→ X6e(R) ainsi de´fini est repre´sentable par un sche´ma de type
fini sur k qui apparaıˆt naturellement comme un sous-sche´ma ferme´ de la grassmanienne affine sur k. Des
conside´rations analogues conduisent a` une de´finition rigoureuse de Xµ et X6µ.
Le but de ce premier chapitre est de montrer que les varie´te´s pre´ce´dentes sont stratifie´es par des sous-
varie´te´s Xϕ (ou` ϕ est une donne´e combinatoire qui de´pend de d(d+1)2 entiers) dont on sait calculer la
dimension.
1.1 Donne´e combinatoire associe´e a` un re´seau
Dans cette partie, on associe a` chaque re´seau L de M la donne´e combinatoire e´voque´e pre´ce´demment
qui s’ave`re eˆtre un ensemble de d fonctions soumises a` un certain nombre de contraintes. On montre en-
suite que ces contraintes imposent une rigidite´ telle qu’elles re´duisent la donne´e des d fonctions a` celle de
seulement d(d+1)2 nombres.
1.1.1 De´finitions
Soit val la valuation naturelle sur k((u)) : la valuation d’une somme
∑
i≫−∞ aiu
i est le plus petit entier
v tel que av 6= 0 et on convient que val(0) = +∞. La valuation s’e´tend de manie`re unique a` l’extension
totalement ramifie´e k((u1/b)), et on note encore val ce prolongement ; on a donc val(u1/b) = 1b .
On pose Mk((u1/b)) = k((u1/b)) ⊗k((u)) M = k((u1/b))d et on note (e1, . . . , ed) la base canonique de
M = k((u))d. Les vecteurs 1⊗ ei forment une base de Mk((u1/b)) sur le corps k((u1/b)). La valuation val
de´finit une application valM : Mk((u1/b))\{0} → 1bZ× {1, . . . , d} par la formule :
valM (x1, . . . , xd) = (v, i) ou` v = min {val(x1), . . . , val(xd)}
et i = min {j | v = val(xj)}
On prolonge valM a` Mk((u1/b)) tout entier en convenant que valM (0) = ∞ ou` le symbole ∞ de´signe un
nouvel e´le´ment que l’on ajoute au produit 1bZ×{1, . . . , d}. On ve´rifie imme´diatement que si λ ∈ k((u1/b))
et x ∈ Mk((u1/b)), on a valM (λx) = val(λ) + valM (x) avec la convention e´vidente que ∞ + t = ∞
lorsque t est un nombre rationnel ou un couple (v, i) ∈ 1bZ× {1, . . . , d}. De plus, si l’on munit l’ensemble
1
bZ×{1, . . . , d} de l’ordre lexicographique
2 et que l’on convient que∞ est strictement plus grand que tous
les couples (v, i), alors, pour tous x et y dans M , on a valM (x+ y) > min{valM (x), valM (y)} et l’e´galite´
a lieu de`s que valM (x) 6= valM (y).
2. Cela signifie que (v, i) < (v′, i′) si, et seulement si soit v < v′, soit v = v′ et i < i′.
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n ∈ Z | σ(x) ∈ unL
}) (1.1)
ou`, par convention, la borne supe´rieure d’un ensemble non majore´ est +∞ et celle de l’ensemble vide est
−∞.
La de´finition ci-dessus n’est en fait rien d’autre qu’une adaptation de la de´finition des fonctions ϕ qui
apparaissent dans [16]. On a choisi de conserver la formulation de loc. cit. mais il est sans doute bon de
garder a` l’esprit que l’on peut interpre´ter les nombres ϕ˜i(L)(v) de fac¸on plus parlante en termes de distance.
Pour ce faire, on munit l’espace k((u)) de la norme ||x|| = aval(x) pour un certain re´el a fixe´ dans ]0, 1[. Le
choix du re´seau L de´finit une norme || · ||L sur M comme suit : si (f1, . . . , fd) est une k[[u]]-base de L, on
pose ||
∑d
i=1 λifi||L = max||λi||. La norme obtenue ne de´pend alors pas du choix des fi. Par ailleurs, un
examen direct des de´finitions montre que, pour la distance associe´e a` || · ||L, le nombre re´el aϕ˜i(L)(v) est
e´gal a` la distance de l’origine au sous espace σ(B) ou` B est l’ensemble des e´le´ments de k[[u1/b]]⊗k[[u]] L
de valuation (v, i) (ensemble que l’on peut voir aussi comme la boule unite´ pour une autre norme). Comme
0 6∈ σ(B) (puisque σ est injectif et que 0 n’est pas dans B), il suit de la description pre´ce´dente que la
fonction ϕ˜i(L) ne prend jamais la valeur +∞.
Proposition 1.2. Soit L un re´seau de M . Les fonctions ϕ˜i(L) : 1bZ→ Z∪ {−∞}, v 7→ ϕ˜i(L)(v) ve´rifient
les proprie´te´s suivantes.
1. Pour tout i, la fonction ϕ˜i(L) est strictement croissante ou`, par un le´ger abus d’e´criture, l’on entend
par la` 3 que ϕ˜i(L) est croissante et qu’elle est strictement croissante sur l’ensemble ou` elle prend des
valeurs finies.
2. Pour tout i, il existe un entier q˜i(L) tel que
– la fonction ϕ˜i(L) prend des valeurs finies exactement sur l’intervalle [q˜i(L),+∞[, et
– pour v suffisamment grand, on a ϕ˜i(L)(v) = bv − q˜i(L).
3. Pour j ∈ {1, . . . , d}, il existe des fonctions croissantes ψj(L) : Z→ 1bZ∪{−∞} telles que ψ1(L) 6
ψ2(L) 6 · · · 6 ψd(L) et pour tout couple (v, µ) ∈ 1bZ × Z, il y a autant d’indices i ∈ {1, . . . , d}
tels que µ = ϕ˜i(L)(v) que d’indices j ∈ {1, . . . , d} tels que v = ψj(L)(µ).
Ces fonctions sont en outre uniquement de´termine´es.
4. Si uµ1(L), . . . , uµd(L), avec µ1(L) > · · · > µd(L), sont les diviseurs e´le´mentaires du k[[u]]-module
engendre´ par σ(L) par rapport a` L, alors, pour tout i, la fonction ψi prend des valeurs finies exacte-
ment sur l’intervalle [µi(L),+∞[.
De´monstration. C’est simplement une transposition du lemme 4.1 de [16].
Si L est un re´seau de M , on de´finit aussi des fonctions ϕ1(L), . . . , ϕd(L) : 1bZ→ Z∪{−∞} en conve-
nant que pour tout v ∈ 1bZ, les nombresϕ1(L)(v), . . . , ϕd(L)(v) sont les meˆmes que ϕ˜1(L)(v), . . . , ϕ˜d(L)(v)
mais trie´s par ordre de´croissant. Les fonctions pre´ce´dentes ve´rifient donc tautologiquement l’ine´galite´
ϕ1(L) > ϕ2(L) > · · · > ϕd(L) et on montre sans peine qu’elles satisfont encore aux quatre aline´as
de la proposition 1.2 : les entiers µj(L) restent inchange´s tandis que les q˜i(L) sont a priori permute´s. Dans
la suite, l’entier correspondant a` la fonction ϕi(L) sera note´ qi(L).
1.1.2 Un exemple en dimension 2
En guise d’illustration de la proposition 1.2 et pour familiariser le lecteur avec la de´finition 1.1, on
examine un exemple en dimension 2 (i.e. avec d = 2). Si L est un re´seau de M , il existe des entiers relatifs
α, δ et un e´le´ment c ∈ k((u)) de valuation γ tels que L soit engendre´ sur k[[u]] par les vecteurs f1 = (uα, 0)
et f2 = (c, uδ). De plus, quitte a` retirer a` c un multiple de uα, on peut supposer que soit c = 0, soit γ < α.
Lemme 1.3. Soit x = (x1, x2) ∈ k((u1/b)) ⊗k((u)) M . Le plus grand n tel que x ∈ unk[[u1/b]]⊗k[[u]] L
est le plus petit des deux nombres val(x2)− δ et val(x1 − x2cu−δ)− α.
3. Et ce sera aussi le cas dans tout l’article.
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De´monstration. Le vecteur (x1, x2) se de´compose sur la base (f1, f2) sous la forme :




Ainsi il appartient a` M si, et seulement si les deux coefficients que l’on voit apparaıˆtre dans l’e´criture
pre´ce´dente sont de valuation positive ou nulle, c’est-a`-dire si, et seulement si val(x1 − x2cu−δ) > α et
val(x2) > δ. Le lemme en de´coule.
`A partir de maintenant, on suppose que c = uγ avec γ < δ < α (les autres cas se traitent au moyen de
calculs analogues). On de´termine tout d’abord la fonction ϕ˜1(L). Soient v ∈ 1bZ et x ∈ k[[u1/b]] ⊗k[[u]] L
tel que val(x) = (v, 1). Quitte a` multiplier x par un e´le´ment inversible de k[[u1/b]], ce qui ne change pas la
valeur de la deuxie`me borne infe´rieure dans la formule (1.1), on peut supposer que x s’e´crit uv⊗e1+uvy⊗e2
ou` y ∈ k[[u1/b]]. Par le lemme 1.3, le fait que x appartienne a` L se traduit par les ine´galite´s val(uvy) > δ
et val(uv − uv+γ−δy) > α, ce qui se re´e´crit encore :
val(y) > δ − v et y ≡ uδ−γ (mod uδ−γ+(α−v)) (1.2)
On suppose pour commencer que v < α. Dans ce cas, la dernie`re congruence implique que y est de valuation
δ − γ, d’ou` on de´duit δ − γ > δ − v, c’est-a`-dire v > γ. Autrement dit, si v < γ, aucun x ne satisfait aux
conditions requises et on a alors ϕ˜1(L)(v) = −∞. Si, au contraire, γ 6 v < α, il existe des x convenables
qui sont pre´cise´ment les vecteurs de la forme
x = uv ⊗ e1 + u
v+δ−γ(1 + uα−vz)⊗ e2









min{ b(v + δ − γ)− δ, bv − α }
)
car δ − γ > 0
= min{ b(v + δ − γ)− δ, bv − α }
Or, b(δ − γ) > 0 > δ − α, d’ou` on obtient finalement ϕ˜1(L)(v) = bv − α pour v ∈ [γ, α[.
On suppose de´sormais que v > α. Dans ce cas, la premie`re condition de la ligne (1.2) est automatique
ve´rifie´e (on rappelle que y est dans k[[u1/b]]) tandis que la congruence qui suit se re´duit a` val(y) > δ− γ+




min{ b(v + val(y))− δ, bv − α+ val(1− uγ−δσ(y)) }
)
ou` la borne supe´rieure est prise sur tous les y dont la valuation est a` la fois supe´rieure ou e´gale a` 0 et a`
δ − γ + α − v. Pour les y de valuation strictement plus petite (resp. strictement plus grande) que δ−γb , la
valuation de la diffe´rence 1 − uγ−δσ(y) vaut γ − δ + bval(y) (resp. 0), et un calcul simple montre que le
minimum qui apparaıˆt dans la formule pre´ce´dente est infe´rieur ou e´gal (resp. est e´gal) a` bv − α. Par contre,
pour les y qui ont la valuation critique δ−γb , la borne supe´rieure est atteinte lorsque 1− u
γ−δσ(y) s’annule,
et elle est e´gale a` b(v + val(y))− δ = bv − γ. Du fait que γ < α, on de´duit que la valeur de ϕ˜1(L)(v) est
bv − γ de`s que l’on peut choisir y de valuation δ−γb , c’est-a`-dire de`s que
δ−γ
b > δ − γ + α − v ou encore
apre`s simplification v > α+ b−1b (δ − γ), et qu’elle est bv − α dans le cas contraire.
En re´sume´, la fonction ϕ˜1(L) prend la forme simple suivante :
ϕ˜1(L) : v 7→ −∞ si v < γ
v 7→ bv − α si γ 6 v < α+ b−1b (δ − γ)
v 7→ bv − γ sinon.
On en vient a` la fonction ϕ˜2(L). Soit x ∈ L tel que valM (x) = (v, 2). Comme dans le cas pre´ce´dent,
quitte a` multiplier x par un e´le´ment inversible de k[[u1/b]], on peut supposer qu’il est de la forme x =
uvy ⊗ e1 + uv ⊗ e2 ou` y ∈ k((u1/b)) est un e´le´ment de valuation strictement positive. Comme l’on sait
que x est e´le´ment de L, le lemme 1.3 implique que val(y − uγ−δ) > α− v, soit encore γ − δ > α− v car
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γ− δ < 0 < val(y). Ainsi la valuation de la diffe´rence y−uγ−δ est γ− δ. En particulier, si v < α+ δ− γ,
aucun e´le´ment y ne satisfait aux conditions requises, et donc ϕ˜2(L)(v) = −∞. Par contre, si v > α+δ−γ,
tous les y de valuation strictement positive conviennent et un calcul analogue a` celui mene´ pour ϕ˜1(L)
conduit dans ce cas a` ϕ˜2(L)(v) = bv − α+ γ − δ. En re´sume´, on a donc :
ϕ˜2(L) : v 7→ −∞ si v < α+ δ − γ
v 7→ bv − α+ γ − δ sinon.
On observe sans difficulte´ que ϕ˜1(L)(v) > ϕ˜2(L)(v) pour tout v ∈ 1bZ ; ainsi ϕ1(L) = ϕ˜1(L) et ϕ2(L) =
ϕ˜2(L). Il est maintenant facile de ve´rifier la proposition 1.2 sur cet exemple et en particulier de de´crire les
fonctions ψ1(L) et ψ2(L). On trouve :
ψ1(L) : µ 7→ −∞ si µ < b(α+ δ − γ)− δ
µ 7→ b−1(µ+ γ) sinon
ψ2(L) : µ 7→ −∞ si µ < bγ − α
µ 7→ b−1(µ+ α) si bγ − α 6 µ < (b − 1)(α+ δ − γ)
µ 7→ b−1(µ+ α+ δ − γ) sinon.
Les entiers µ1(L) et µ2(L) valent donc respectivement b(α+ δ− γ)− δ et bγ −α, et l’on peut ve´rifier par
un calcul inde´pendant que ce sont bien les exposants des diviseurs e´le´mentaires du k[[u]]-module engendre´
par σ(L) par rapport a` L.
1.1.3 Prolongement des fonctions ϕi
Pour la suite, il sera commode, afin de mieux visualiser les fonctions ϕi(L) de les prolonger a` tout R en
posant
ϕi(q) = ϕi(v) + b(q − v) pour tout q ∈ [v, v + 1b [
avec la convention que −∞ + x = −∞ pour tout nombre re´el x. On prolonge de la meˆme fac¸on les
fonctions ϕ˜i(L). Il est alors clair que pour tout re´el q les nombres ϕ1(L)(q), . . . , ϕd(L)(q) sont les meˆmes
que ϕ˜1(L)(q), . . . , ϕ˜d(L)(q) mais trie´s par ordre de´croissant. Il est e´galement e´vident que les fonctions
ϕ˜i(L) et ϕi(L) sont continues a` droite, affines par morceaux, et que leurs de´rive´es valent b partout ou` elles
sont de´finies. Les fonctions ψj(L) donne´es par la proposition 1.2 se prolongent elles aussi a` R tout entier
en convenant qu’elles valent −∞ sur l’intervalle ] −∞, µj(L)[ et qu’elles sont affines de pente 1b sur tout
intervalle de la forme [µ, µ + 1[ ou` µ est un nombre entier supe´rieur ou e´gal a` µj(L). Ces fonctions ainsi
prolonge´es ve´rifient encore la condition de l’aline´a 3 de la proposition 1.2 lorsque v et µ sont des e´le´ments
de R.
La me´thode que l’on a employe´e pour prolonger les fonctions ϕi et ψj a` toutR peut sembler artificielle,
mais en fait il n’en est rien comme le montre la proposition suivante.
Proposition 1.4. On note k[[u1/∞]] =
⋃
n>1 k[[u
1/n]] (resp. k((u1/∞)) = ⋃n>1 k((u1/n))) l’anneau
(resp. le corps) des se´ries de Puiseux a` coefficients dans k. Alors pour tout i ∈ {1, . . . , d} et tout nombre







n ∈ Q | σ(x) ∈ un(k[[u1/∞]]⊗k[[u]] L)
})
ou` valM,Q de´signe le prolongement naturel de valM a` k((u1/∞))⊗k((u)) M .







n ∈ Q | σ(x) ∈ un(k[[u1/∞]]⊗k[[u]] L)
})
est entie`rement de´termine´e par ses valeurs sur l’ensemble 1bZ et que, de surcroıˆt, pour calculer les valeurs
en ces points, on peut se contenter d’e´tendre les scalaires a` k((u1/b)) (sans aller, donc, jusqu’aux se´ries de
Puiseux).
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De´monstration. ´Etant donne´ que la proposition ne sera pas utilise´e dans la suite, on se contente de donner
quelques indications sur sa preuve. L’ide´e directrice est de comprendre comment l’on peut calculer de
fac¸on algorithmique la borne supe´rieure qui apparaıˆt dans l’e´nonce´ de la proposition, note´e fi(L)(q) dans
le restant de la preuve. Dans la suite, on notera e´galement (e1, . . . , ed) la base canonique de M . L’entier
i restant fixe´, on explique tout d’abord comment calculer la borne infe´rieure des q tels qu’il existe dans
k[[u1/∞]]⊗k[[u]]L des e´le´ments de valuation (q, i). Soit qi cette borne infe´rieure. Dire que k[[u1/∞]]⊗k[[u]]L










Si l’on fixe m1, . . . ,md une base de L et que l’on note Mi (resp. Ei) le vecteur colonne des coordonne´es
de mi (resp. ei) dans la base canonique, la condition pre´ce´dente signifie que le vecteur colonne uqEi est
dans l’image de la matrice par blocs(
M1
∣∣M2 ∣∣ · · · ∣∣Md ∣∣uq+εE1 ∣∣ · · · ∣∣uq+εEi ∣∣uqEi+1 ∣∣ · · · ∣∣ uqEd ),
c’est-a`-dire dans le module engendre´ par les vecteurs colonne de cette matrice. On peut a` pre´sent effectuer
des ope´rations sur les colonnes de la matrice pre´ce´dente (ce qui ne modifie pas son image) pour se ramener




⋆ ⋆ und 0 0


pour certains nombres rationnels nj (1 6 j 6 d) range´s par ordre croissant. En outre, un examen de
l’algorithme classique de calcul de la forme pre´ce´dente permet d’e´tablir la de´pendance en q et ε (pourvu
que ce dernier reste suffisamment petit) des nj : on trouve qu’il existe des entiers v1 < · · · < vn et
c0,j < · · · < cn,j tels que, en posant v0 = −∞ et vn+1 = +∞, on ait pour tout j, et sur chaque intervalle
[vs, vs+1[, soit nj = cs,j , soit nj = q + cs,j , soit nj = q + ε + cs,j . Il est enfin possible d’exprimer qi
en fonction des cs,j , a` partir de quoi l’on de´duit que qi est entier. Il re´sulte e´galement de ces conside´rations
qu’il existe dans L (sans tensoriser par k[[u1/∞]]) un e´le´ment de valuation (qi, i) puisque dans le cas ou` q
est un nombre entier, toutes les ope´rations effectue´es peuvent se faire dans k[[u]].
Pour q < qi, la proposition est clairement vraie puisque les deux nombres qui apparaissent dans l’e´galite´
a` e´tablir valent tous deux−∞. D’autre part, dans tous les cas, le nombre fi(L)(q) s’interpre`te aussi comme
la borne infe´rieure des nombres rationnels n tels que l’implication suivante soit vraie :
(x ∈ k[[u1/∞]]⊗k[[u]] L et val(x) = (q, i)) =⇒ σ(x) 6∈ un(k[[u1/∞]]⊗k[[u]] L). (1.3)
Or, si zi ∈ L est un e´le´ment fixe´ de valuation (qi, i) et si l’on suppose q > qi, un e´le´ment x ve´rifie la
pre´misse de l’implication si, et seulement si










pour un certain ε > 0. On conclut alors de manie`re semblable a` ce qui a e´te´ de´ja` fait : on commence par
calculer l’intersection qui apparaıˆt dans la formule pre´ce´dente en effectuant des ope´rations sur les lignes
d’une matrice, et re´injectant cela dans l’implication (1.3), on trouve qu’il existe des entiers v1 < · · · < vn
et c0 < · · · < cn tel que sur chaque intervalle [ vsb ,
vs+1
b [, on ait fi(L)(q) = bq − cs. Ce faisant, on obtient
e´galement que fi(L)(q) = ϕ˜i(L)(q) si q ∈ 1bZ, d’ou` il re´sulte la proposition.
En s’autorisant a` travailler dans des corps encore plus gros que k((u1/∞)), on peut aussi interpre´ter
les nombres ϕ˜i(L)(q) pour q ∈ R comme des bornes supe´rieures du type pre´ce´dent. Par exemple, on peut
conside´rer l’anneau k[[uR+ ]] forme´ des se´ries formelles
∑
i∈I aiu
i ou` I ⊂ R+ est un monoı¨de de type fini.
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Celui-ci est encore muni d’une valuation naturelle qui permet de de´finir valM,R sur k[[uR
+
]]⊗k[[u]] M . On













la de´monstration e´tant en tout point analogue a` celle de la proposition pre´ce´dente.
1.2 Parame´trisation de l’espace des fonctions ϕ
L’objectif de ce nume´ro est de de´crire comple`tement les d-uplets ϕ = (ϕ1, . . . , ϕd) ou` les ϕi sont des
fonctions de R dans R ∪ {−∞} qui satisfont aux conditions suivantes :
1. on a ϕ1 > ϕ2 > · · · > ϕd ;
2. les fonctions ϕi sont strictement croissantes 4 et continues a` droite ;
3. pour tout i, il existe un nombre re´el qi (ne´cessairement unique) tel que
– la fonction ϕi prend des valeurs finies exactement sur l’intervalle [qi,+∞[,
– la fonction ϕi est affine par morceaux sur [qi,+∞[ et pour presque tout q dans cet intervalle, on a
ϕ′i(q) = b, et
– pour q suffisamment grand, on a ϕi(q) = bq − qi ;
4. pour j ∈ {1, . . . , d}, il existe des fonctions strictement croissantes et continues a` droites ψj : R →
R ∪ {−∞} telles que ψ1 6 ψ2 6 · · · 6 ψd et pour tout couple (q, µ) ∈ R2, il y a autant d’indices
i ∈ {1, . . . , d} tels que µ = ϕi(q) que d’indices j ∈ {1, . . . , d} tels que q = ψj(µ).
`A partir de maintenant, on note Φ l’ensemble des d-uplets de fonctions ϕ = (ϕ1, · · · , ϕd) ve´rifiant les
conditions pre´ce´dentes. La proposition 1.2, dit que les ϕ(L) = (ϕ1(L), . . . , ϕd(L)) provenant d’un re´seau
L ⊂ M de´finissent des e´le´ments de Φ. Par contre, il n’est pas vrai que, re´ciproquement, tout e´le´ment de Φ
s’obtient de cette manie`re. En effet, si ϕ provient d’un re´seau, il ve´rifie en outre au moins les deux proprie´te´s
supple´mentaires suivantes :
5. pour tout i, le re´el qi est un nombre entier ;
6. pour tout i, les re´els en lesquels ϕi est discontinue appartiennent a` 1bZ.
Ces deux dernie`rs conditions seront appele´es conditions d’inte´grite´ dans la suite de cet article, tandis que
l’ensemble des e´le´ments de Φ qui les satisfont sera note´ ΦZ.
1.2.1 Les re´els qi,j et µi,j
Soient ϕ = (ϕ1, . . . , ϕd) ∈ Φ et ψ = (ψ1, . . . , ψd) le d-uplet de fonctions correspondant.
On suppose pour commencer — et il s’agit d’une hypothe`se qui e´vitera bien des proble`mes techniques
— que ϕ1 > · · · > ϕd ou`, e´tant donne´ deux fonctions f, g : R → R ∪ {−∞}, on convient que f > g si
f(q) > g(q) pour tout re´el q et que l’ine´galite´ est stricte de`s que f(q) 6= −∞. On prolonge les fonctions
ϕi et ψj a` R ∪ {−∞} en posant ϕi(−∞) = ψj(−∞) = −∞. Pour tout couple (i, j) d’entiers ve´rifiant
1 6 i 6 j 6 d, on de´finit :
– le nombre qi,j comme la borne infe´rieure des nombres re´els q tels que ψj ◦ ϕi(q) > q ;
– le nombre µi,j comme la borne infe´rieure des nombres re´els µ tels que ϕi ◦ ψj(µ) > µ.
L’ordre dans lequel sont classe´s les ϕi et les ψj impose que les fonctions ϕi et ψi sont inverses l’une de
l’autre sur des voisinages de +∞ ; il s’ensuit qu’il existe toujours des q et des µ satisfaisant les ine´galite´s
pre´ce´dentes. Par ailleurs si q (resp. µ) est suffisamment petit, on a ϕi(q) = −∞ pour tout i (resp. ψj(µ) =
−∞ pour tout j). On en de´duit que les qi,j et µi,j sont bien des nombres re´els. Enfin, il est clair que
qi,j 6 qi+1,j , qi,j > qi,j+1, µi,j 6 µi+1,j et µi,j > µi,j+1 pour tout couple (i, j) pour lequel cela a un
sens. Dans la suite, pour des raisons pratiques, on posera e´galement qi,i−1 = µj+1,j = +∞ pour tous
indices i et j.



























FIGURE 1 – Un exemple de d-uplet (ϕ1, . . . , ϕd) appartenant a` Φ avec d = 4
Les points Qi,j qui apparaissent sur le graphique sont ceux de coordonne´es (qi,j , µi,j).
Les valeurs qi = qi,d indique´es sur l’axe des abscisses correspondent aux endroits a` partir
desquels les fonctions ϕi prennent des valeurs finies.
Les valeurs µj = µ1,j indique´es sur l’axe des ordonne´es correspondent, quant a` elles, aux
endroits a` partir desquels les fonctions ψj prennent des valeurs finies et aussi, dans le cas ou`
le d-uplet (ϕ1, . . . , ϕd) provient d’un re´seau L, aux exposants des diviseurs e´le´mentaires de
σ(k[[u1/b]]⊗k[[u]] L) par rapport a` L.
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Lemme 1.6. Pour tout entiers i et j tels que 1 6 i 6 j 6 d, on a
µi,j 6 ϕi(qi,j) et qi,j 6 ψj(µi,j).
De plus ces ine´galite´s sont des e´galite´s si, et seulement s’il existe q tel que ψj ◦ ϕi(q) = q si, et seulement
s’il existe µ tel que ϕi ◦ ψj(µ) = µ.
De´monstration. La croissance et la continuite´ a` droite des fonctions ϕi et ψj impliquent que ψj ◦ ϕi est
aussi continue a` droite. On en de´duit que ψj ◦ ϕi(qi,j) > qi,j . `A partir de la`, en appliquant ϕi, on obtient
ϕi ◦ ψj(µ) > µ avec µ = ϕi(qi,j). Par de´finition de la borne infe´rieure, il vient µi,j 6 µ comme annonce´.
On de´montre de meˆme l’autre ine´galite´.
Il est clair que si les ine´galite´s sont des e´galite´s, il existe q et µ satisfaisant a` la condition du lemme : il
suffit de prendre q = qi,j et µ = µi,j . On suppose maintenant qu’il existe q tel que ψj ◦ ϕi(q) = q. Du fait
que la fonction ψj ◦ ϕi − id est en escalier (puisqu’elle est affine par morceaux et que sa de´rive´e s’annule
partout ou` elle est de´finie), on de´duit facilement que ψj ◦ ϕi(qi,j) = qi,j . En appliquant maintenant ψj a` la
premie`re e´galite´ du lemme, on trouve que ψj(µi,j) 6 qi,j et donc finalement que ψj(µi,j) = qi,j . L’autre
e´galite´ se de´montre de meˆme analogue en appliquant ϕi a` la deuxie`me ine´galite´ du lemme. Le cas ou` il
existe µ tel que ϕi ◦ ψj(µ) = µ se traite pareillement.
Dans le cas ou` l’une des ine´galite´s du lemme est stricte, on dira que le couple (i, j) est de´ge´ne´re´. Il est
a` noter que les couples de la forme (i, i) ne sont jamais de´ge´ne´re´s puisque l’on a dit que sur des voisinages
de l’infini les fonctions ϕi et ψi e´taient inverses l’une de l’autre. En particulier, on a toujoursϕi(qi,i) = µi,i
et ψi(µi,i) = qi,i.
Proposition 1.7. Soit ϕ = (ϕ1, . . . , ϕd) ∈ Φ tel que ϕ1 > · · · > ϕd. Alors, pour tout couple (i, j) avec
1 6 i 6 j 6 d, les fonctions ϕi et ψj de´finissent par restriction des bijections
ϕi|[qi,j ,qi,j−1[ : [qi,j , qi,j−1[→ [µi,j , µi+1,j [ et ψj|[µi,j ,µi+1,j [ : [µi,j , µi+1,j [ → [qi,j , qi,j−1[
inverses l’une de l’autre. (On notera qu’il est possible que les intervalles pre´ce´dents soient vides.)
De plus, pour tout i (resp. tout j), la fonction ϕi (resp. ψj) vaut −∞ sur l’intervalle ]−∞, qi,d[ (resp.
l’intervalle ]−∞, µ1,j [).
Remarque 1.8. Telle quelle, la proposition est fausse sans l’hypothe`se ϕ1 > · · · > ϕd. On expliquera
rapidement au §1.2.3 comment modifier la de´finition des qi,j et µi,j pour que la proposition s’e´tende sans
cette hypothe`se.
De´monstration. On raisonne par re´currence sur j en commenc¸ant par traiter le cas j = 1. Puisque ψ1 est
strictement croissante, il est clair qu’elle prend des valeurs finies exactement sur un intervalle de la forme
[µ1,+∞[ pour µ1 ∈ R. Du fait que ψ1 est la plus petite des fonctions ψj , on de´duit que la re´union des
graphes des ϕi n’intersecte pas la re´gion du plan suivante :
D1 = { (q, µ) ∈ R
2 | q < ψ1(µ)}.
Soit µ un re´el plus grand ou e´gal a` µ1. On pose q = ψ1(µ) et et on conside`re un re´el µ′ strictement supe´rieur
a` µ. ´Etant donne´ que ψ1 est croissante, le couple (q, µ′) est dans D1, ce qui signifie que ϕi(q) 6= µ′ pour
tout i. Comme ceci est vrai pour tout µ′ > µ, on obtient ϕi(q) 6 µ, i.e ϕi ◦ ψ1(µ) 6 µ. Par ailleurs,
on sait que cette ine´galite´ doit eˆtre une e´galite´ pour au moins un i. Si i0 est cet indice privile´gie´, on a
µ = ϕi0 ◦ ψ1(µ) 6 ϕ1 ◦ ψ1(µ) 6 µ car les ϕi sont trie´s par ordre de´croissant. Ainsi ϕ1 ◦ ψ1(µ) = µ,
et ce pour tout µ > µ1. On en de´duit que µ1,1 6 µ1. Mais comme ψ1 vaut −∞ sur les µ < µ1, il vient
µ1,1 = µ1 et donc q1,1 = ψ1(µ1) par le lemme 1.6. En outre, sur l’intervalle [µ1,1,+∞[ la fonction ψ1 est
inversible a` gauche, et son inverse a` gauche est la restriction de ϕ1 a` [q1,1,+∞[. Du fait que ces fonctions
sont en outre affines par morceaux et strictement croissantes, on en de´duit facilement ce qui est e´nonce´ dans
la proposition.
Plutoˆt que de traiter l’he´re´dite´ de la re´currence dans le cas ge´ne´ral — ce qui multiplierait encore les
notations —, on se contente d’expliquer comment le cas ≪ j = 2 ≫ se de´duit de ce que l’on vient de faire,
les arguments pour les j supe´rieurs e´tant similaires. Comme pre´ce´demment, on commence par remarquer
que la fonction ψ2 prend des valeurs finies exactement sur un intervalle de la forme [µ2,+∞[ pour un
certain nombre re´el µ2. De ψ2(µ1,1) > ψ1(µ1,1) > −∞, on tire µ2 6 µ1,1. On introduit le domaine :
D2 = { (q, µ) ∈ R
2 | q < ψ2(µ)}.
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Des re´sultats de l’e´tude mene´e pour j = 1, on de´duit que D2 intersecte la re´union des graphes de ϕi au plus
selon le graphe de la restriction de ϕ1 a` l’intervalle [q1,1,+∞[. Soient µ > µ2 et q = ψ2(µ). On conside`re
un nombre re´el µ′ > µ. Le couple (q, µ′) appartenant a` D2, il en re´sulte que :
– si q < q1,1, alors ϕi(q) 6= µ′ pour tout i ∈ {1, . . . , d} ;
– si q > q1,1, alors ϕi(q) 6= µ′ pour tout i ∈ {2, . . . , d}.
Les conclusions pre´ce´dentes e´tant valables pour toutµ′ > µ, on peut remplacer dans leurs e´nonce´s≪ϕi(q) 6=
µ′ ≫ par ≪ ϕi(q) 6 µ ≫. En utilisant le fait que les fonctions ϕi sont trie´es par ordre de´croissant, et que la
fonction ϕ1 est connue sur [q1,1,+∞[, on obtient pour tout µ > µ2 :
– si ψ2(µ) < q1,1, alors ϕ1 ◦ ψ2(µ) = µ ;
– si ψ2(µ) > q1,1, alors ϕ2 ◦ ψ2(µ) = µ, et donc ϕ1 ◦ ψ2(µ) > µ.
On de´duit de´ja` de cela que µ1,2 = µ2 puisque ϕ1 ◦ ψ2(µ) vaut −∞ si µ < µ2 et est supe´rieur ou e´gal
a` µ sinon. On a e´galement ψ2(µ2,2) = q2,2 et ϕ2(q2,2) = µ2,2 e´tant donne´ que le couple (2, 2) n’est pas
de´ge´ne´re´. Soit µ′ l’infimum des nombres re´els µ tels que ψ2(µ) > q1,1. La restriction de ψ2 a` [µ1,2, µ′[
admet alors pour inverse ϕ1 tandis que sa restriction a` [µ′,+∞[ admet pour inverse ϕ2. Pour conclure, il
suffit donc de montrer que µ′ = µ2,2 et que si µ1,2 < µ2,2 alors ψ2(µ1,2) = q1,2. Du fait que ϕ2 ◦ψ2(µ′) =
µ′, on de´duit que µ2,2 6 µ′. Mais si l’ine´galite´ e´tait stricte, on aurait ϕ1 = ϕ2 sur l’intervalle de la forme
[q1,1− ε, q1,1[ (pour ε > 0), ce que l’on a exclu au de´part. L’autre point re´sulte maintenant des descriptions
que l’on vient d’obtenir.
´Etant donne´ qu’une fonction de´finie sur un intervalle a` valeurs dans un autre intervalle, qui est a` la fois
affine par morceaux et bijective est affine, on de´duit facilement de la proposition la description suivante des
fonctions ϕi et ψj :
ϕi : q 7→ −∞ si q < qi,d
q 7→ b(q − qi,j) + µi,j si qi,j 6 q < qi,j−1, et ce pour tout j ∈ {i, . . . , d}
ψj : µ 7→ −∞ si µ < µ1,j
µ 7→ b−1(µ− µi,j) + qi,j si µi,j 6 µ < µi+1,j , et ce pour tout i ∈ {1, . . . , j}
(1.4)
Il re´sulte en particulier de cette e´criture que les fonctions ϕi sont entie`rement de´termine´es par la donne´e des
qi,j et µi,j .
1.2.2 Relations entre les qi,j et µi,j
On sait de´ja` que les nombres qi,j et µi,j ne peuvent eˆtre quelconques puisque ceux-ci ve´rifient les
ine´galite´s qi,j 6 qi+1,j , qi,j > qi,j+1, µi,j 6 µi+1,j et µi,j > µi,j+1. Dans ce paragraphe, on de´termine un
certain nombres d’autres contraintes auxquelles ils doivent satisfaire.
Relations e´galitaires On conside`re ϕ = (ϕ1, . . . , ϕd) ∈ Φ et on suppose encore ϕ1 > · · · > ϕd. Par
de´finition, au voisinage de +∞, la fonction ϕi est donne´e par q 7→ bq − qi,d (puisque la fonction ϕi prend
des valeurs finis a` partir de qi,d). En comparant avec la forme de ϕi obtenu ci-dessus, on trouve :
µi,i = bqi,i − qi,d (1.5)
pour tout i ∈ {1, . . . , d}. D’autre part, par la proposition 1.7, la fonction ϕi re´alise une bijection de l’in-
tervalle [qi,j , qi,j−1[ sur l’intervalle [µi,j , µi+1,j [. Comme on sait que cette fonction dilate la mesure de
Lebesgue d’un facteur b, il vient :
µi+1,j − µi,j = b(qi,j−1 − qi,j) (1.6)
pour tout i, j ∈ {1, . . . , d} tels que 1 6 i < j 6 d. `A partir des ces deux relations, on voit facilement que
les µi,j s’expriment en fonction des qi,j :
µi,j = bqj,j − qj,d + b ·
j−1∑
s=i
(qs,j − qs,j−1) (1.7)
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pour tout couple (i, j) tel que 1 6 i 6 j 6 d. En fait, la formule (1.7) implique re´ciproquement les formules
(1.5) et (1.6). Ainsi, on peut de´cider d’oublier ces deux dernie`res relations et de ne travailler qu’avec les
qi,j . On peut e´galement inverser les formules (1.7) et exprimer les qi,j en fonction des µi,j ; on obtient pour
















Il est donc e´galement possible d’oublier les qi,j et de travailler uniquement avec les µi,j . L’avantage,
ne´anmoins, de continuer a` conside´rer simultane´ment les qi,j et les µi,j re´side dans le fait que les formules
qui apparaıˆtront dans la suite pourront souvent s’e´crire manie`re plus agre´able.
Relations ine´galitaires On rappelle que l’on a de´ja` vu les ine´galite´s
qi,j > qi,j+1 ; µi,j 6 µi+1,j (1.9)
qi,j 6 qi+1,j ; µi,j > µi,j+1 (1.10)
pour tout couple (i, j) pour lequel cela a un sens.
Lemme 1.9. Avec les notations pre´ce´dentes, on a les relations supple´mentaires :
qi,j 6 qi+1,j+1 et µi,j > µi+1,j+1 (1.11)
pour tout couple (i, j) tel que 1 6 i < j 6 d.
De´monstration. On de´montre seulement la premie`re ine´galite´, la seconde e´tant comple`tement analogue. Si
qi,j = qi,j+1 ou qi+1,j+1 = qi+1,j , l’ine´galite´ re´sulte de (1.10). On peut donc supposer que qi,j > qi,j+1 et
qi+1,j+1 < qi+1,j . Dans ce cas, on applique la proposition 1.7 qui nous assure que la fonction ψj+1 re´alise
une bijection croissante de [µi,j+1, µi+1,j+1[ dans [qi,j+1, qi,j [, et e´galement de [µi+1,j+1, µi+2,j+1[ dans
[qi+1,j+1, qi+1,j [. Par hypothe`se, tous ces intervalles sont non vides. On en de´duit que limµ→µ−i+1,j+1 ψj+1(µ) =
qi,j et que ψj+1(µi+1,j+1) = qi+1,j+1. En utilisant la croissance de ψj+1, on obtient finalement qi,j 6
qi+1,j+1 comme voulu.
En fait, les ine´galite´s (1.10) re´sultent de (1.9) et (1.11). En outre, en vertu de l’e´galite´ (1.6), les deux
ine´galite´s de la ligne (1.9) se de´duisent mutuellement l’une de l’autre. Ainsi, les six jeux d’ine´galite´s obte-
nues pre´ce´demment se re´sument finalement aux trois suivants :
qi,j > qi,j+1 ; qi,j 6 qi+1,j+1 ; µi,j > µi+1,j+1. (1.12)
ou` (i, j) parcourt l’ensemble des couples d’entiers tels que 1 6 i 6 j < d. Bien entendu, par ailleurs,
les ine´galite´s portant sur les µi,j peuvent se re´e´crire en termes de qi,j en utilisant la formule (1.7), et
re´ciproquement en utilisant la formule (1.8).
1.2.3 Un mot sur la gestion des multiplicite´s
Dans ce qui pre´ce`de, on a toujours suppose´ pour simplifier que ϕ1 > · · · > ϕd, c’est-a`-dire si l’on
pre´fe`re qu’il n’y a aucun point (q, µ) qui appartient simultane´ment aux graphes du plusieurs fonctions ϕi.
Dans le cas ou` cette condition n’est pas re´alise´e, des complications techniques apparaissent. En particulier,
la de´finition des qi,j et µi,j n’est plus correcte et doit eˆtre remplace´e par :








j′ 6 j | ψj′(µ) = q
} (1.13)
ou` on a pose´ µ = ϕi(q) ;
– le nombre µi,j est la borne infe´rieure des nombres re´els µ tels que soit ϕi ◦ ψj(µ) > µ, soit ϕi ◦
ψj(µ) = µ et l’ine´galite´ (1.13) est ve´rifie´e avec q = ψj(µ).
15
Dans le cas ou` ϕ1 > · · · > ϕd, on retrouve bien la de´finition donne´e auparavant. En effet, il y a alors un
unique indice i′ (resp. j′) tel que µ = ϕi′(q) (resp. q = ψj′ (µ)) a` savoir i′ = i (resp. j′ = j), et donc la
condition supple´mentaire est toujours ve´rifie´e. L’ide´e dans cette de´finition est que si, e´tant donne´ un couple
(q, µ), on note i1 < i2 < · · · < ik et j1 < j2 < · · · < jk les entiers tels que :
ϕi1 (q) = ϕi2 (q) = · · · = ϕik (q) = µ et ψj1(µ) = ψj2(µ) = · · · = ψjk(µ) = q,
alors on a bien ψjs ◦ ϕis(q) = q mais, si t < s le nombre ψjt ◦ ϕis(q) doit eˆtre conside´re´ comme infi-
nite´simalement plus petit que q et, en tout cas, ne doit pas eˆtre pris en compte dans la de´finition de qis,jt .
En formalisant cette vision des choses et en reprenant les arguments de´veloppe´s pre´ce´demment, on peut
montrer avec un peu de pre´se´ve´rance (exercice laisse´ au lecteur) que la proposition 1.7 est encore vraie
pour tous les ϕ ∈ Φ a` condition de prendre la de´finition modifie´e pre´ce´dente. De meˆme, la formule (1.4)
demeure, ainsi que les relations (1.5), (1.6) et (1.12).
1.2.4 Une bijection
`A partir de maintenant, on va faire varier les e´le´ments ϕ dans Φ. C’est pourquoi, afin de lever tout
risque d’ambiguı¨te´, on notera dans la suite qi,j(ϕ) et µi,j(ϕ) respectivement a` la place de qi,j et µi,j . Soit
I l’ensemble des couples (i, j) tels que 1 6 i 6 j 6 d. On conside`re l’espace vectoriel (R2)I des suites
(qi,j , µi,j) indice´es par les e´le´ments de I . SoitK le sous-ensemble convexe de (R2)I de´finis par les relations
(1.5), (1.6) et (1.12).
The´ore`me 1.10. L’application
Φ → K, ϕ 7→ (qi,j(ϕ), µi,j(ϕ))(i,j)∈I
est une bijection et son inverse est donne´ par la formule (1.4).
De´monstration. Il s’agit de de´montrer qu’e´tant donne´ (qi,j , µi,j) ∈ K , la formule (1.4) de´finit un d-uplet
ϕ = (ϕ1, . . . , ϕd) qui appartient a` Φ et qui est tel que qi,j(ϕ) = qi,j et µi,j(ϕ) = µi,j pour tout (i, j) ∈ I .
Les conditions 2 et 3 qui de´finissent l’ensemble Φ (voir page 11) ne posent aucun proble`me a` part peut-
eˆtre en ce qui concerne la croissance des ϕi, mais celle-ci re´sulte directement des e´galite´s et des ine´galite´s
suppose´es sur les qi,j et µi,j . On a en outre les ine´galite´s suivantes qui seront utiles dans la suite :
∀q < qi,j , ϕi(q) 6 b(q − qi,j) + µi+1,j+1 (1.14)
∀q > qi,j , ϕi(q) > b(q − qi,j) + µi,j (1.15)
On montre a` pre´sent la condition 1, c’est-a`-dire que pour tout indice i ∈ {1, . . . , d−1}, on aϕi > ϕi+1. Soit
q ∈ R. Si q < qi+1,d, on a bien ϕi(q) > ϕi+1(q) = −∞. Sinon, il existe j tel que qi+1,j 6 q < qi+1,j−1.
On a alors ϕi+1(q) = b(q − qi+1,j) + µi+1,j 6 b(q − qi,j−1) + µi,j−1 6 ϕi(q) la premie`re ine´galite´
re´sultant des hypothe`ses qi+1,j > qi,j−1 et µi+1,j 6 µi,j−1, et la seconde re´sultant de (1.15) apre`s avoir
remarque´ que q > qi+1,j > qi,j−1.
On en vient a` la condition 4. Bien suˆr, on prend les fonctions ψj de´finies par la formule (1.4). Les
ine´galite´s suppose´es impliquent de meˆme que pre´ce´demment qu’elles sont strictement croissantes et range´es
par ordre croissant. Soit (q, µ) un couple de nombres re´els. Par de´finition, un indice i ∈ {1, . . . , d} ve´rifie
µ = ϕi(q) si, et seulement s’il existe j ∈ {1, . . . , d} tel que
qi,j 6 q < qi,j−1 et µ− µi,j = b(q − qi,j) (1.16)
De plus, si un tel indice j existe, il est clair qu’il est unique. Ainsi, il existe autant d’indices i satisfaisant
µ = ϕi(q) que de couples (i, j) satisfaisant (1.16). De meˆme, on de´montre qu’il existe autant d’indices j
satisfaisant q = ψj(µ) que de couples (i, j) satisfaisant :
µi,j 6 µ < µi+1,j et µ− µi,j = b(q − qi,j). (1.17)
Il suffit donc de montrer que les conditions (1.16) et (1.17) sont e´quivalentes, ce qui re´sulte sans peine de
l’e´galite´ (1.6).
Il reste enfin a` de´montrer que qi,j(ϕ) = qi,j et µi,j(ϕ) = µi,j . Graˆce a` la relation (1.7), il suffit de
de´montrer l’e´galite´ pour les qi,j . Comme pre´ce´demment, on n’e´crit la preuve que dans le cas ou` ϕ1 >
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· · · > ϕd. Il faut alors montrer que pour tout (i, j) ∈ I , on a ψj ◦ ϕi(qi,j) > qi,j et ψj ◦ ϕi(q) < q
pour tout q < qi,j . La formule (1.15) montre que ϕi(qi,j) > µi,j , tandis que, de manie`re analogue, on
de´montre que ψj(µi,j) > qi,j . Il en re´sulte, en utilisant la croissance, que ψj ◦ ϕi(qi,j) > ψj(µi,j) > qi,j .
Soit q < qi,j . Si ϕi(q) = −∞, il n’y a rien a` de´montrer ; on suppose donc que ce n’est pas le cas. La
formule (1.14) implique que ϕi(q) < µi+1,j+1 6 µi,j . Comme, par ailleurs, sur l’intervalle ]−∞, µi,j[, on
a ψj(µ) 6 b
−1(µ− µi,j) + qi−1,j−1, on obtient :




Si l’ine´galite´ est stricte, la de´monstration est termine´e. Sinon, cela signifie que toutes les ine´galite´s utilise´es
sont des e´galite´s, et donc en particulier que ϕi(q) = b(q− qi,j) + µi+1,j+1 et que qi,j − qi−1,j−1 = µi,j −
µi+1,j+1 = 0 puisque ces deux diffe´rences sont toujours positives ou nulles. On applique alors l’ine´galite´
(1.14) au couple (i− 1, j− 1) : cela donne ϕi−1(q) 6 b(q− qi−1,j−1)+µi,j = b(q− qi,j)+µi,j = ϕi(q),
ce qui contredit l’hypothe`se.
On rappelle que l’on avait de´fini un sous-ensemble ΦZ de Φ caracte´rise´ par certaines conditions dites
d’inte´grite´ (les conditions 5 et 6, page 11). La proposition suivante montre que ce sous-ensemble est facile-
ment caracte´risable a` l’aide de la bijection du the´ore`me pre´ce´dent.
Proposition 1.11. Pour tout ϕ ∈ Φ, les trois conditions suivantes sont e´quivalentes :
i) ϕ ∈ ΦZ
ii) pour tout (i, j) ∈ I , qi,j(ϕ) ∈ 1bZ, et pour tout i ∈ {1, . . . , d}, qi,d(ϕ) ∈ Z ;
iii) pour tout (i, j) ∈ I , µi,j(ϕ) ∈ Z et pour tout i ∈ {1, . . . , d}, la somme µi,i(ϕ)+µi,i+1(ϕ)+ · · ·+
µi,d(ϕ) est divisible par b− 1.
De´monstration. L’e´quivalence entre les conditions ii) et iii) re´sulte directement des formules (1.7) et (1.8)
qui permettent d’exprimer les µi,j en fonction des qi,j et re´ciproquement. Reste donc a` montrer l’e´quivalence
entre i) et ii). `A partir de la proposition 1.7, on de´duit que ii) implique i). Si l’on suppose maintenant que
ϕ ∈ ΦZ, alors toutes les compose´es ψj ◦ ϕi sont constantes sur les intervalles de la forme [v, v + 1b [ pour
v ∈ 1bZ et de la`, en revenant a` la de´finition, on de´duit que les qi,j(ϕ) appartiennent tous a`
1
bZ. Finalement, il
est clair que qi,d(ϕ) est entier pour tout i, puisque celui-ci est e´gal a` qi qui est justement suppose´ entier.
1.3 Les varie´te´s Xϕ et leurs dimensions
´Etant donne´ un d-uplet ϕ˜ = (ϕ˜1, . . . , ϕ˜d), on de´finit X˜ϕ˜(k) comme l’ensemble des re´seaux L ⊂M tels
que ϕ˜i(L) = ϕ˜i pour tout i. Si l’on note ϕ le d-uplet de fonctions ϕi : R→ R∪{−∞} obtenu a` partir de ϕ˜
apre`s re´ordonnement et prolongement, les propositions 1.2 et 1.7 montrent ensemble que X˜ϕ˜(k) est inclus
dans Xµ(k) pour µ = (µ1,1(ϕ), µ1,2(ϕ), . . . , µ1,d(ϕ)). De fac¸on plus pre´cise, on de´montre comme dans le
lemme 4.2 de [16] que l’on obtient ce faisant une sous-varie´te´ X˜ϕ˜ de Xµ qui est localement ferme´e.
De fac¸on similaire, e´tant donne´ ϕ ∈ ΦZ, on note Xϕ(k) l’ensemble des re´seaux L ⊂ M tels que
ϕ(L) = ϕ ; cet ensemble s’e´crit manifestement comme une union de X˜ϕ˜(k). Le lemme suivant montre
qu’il s’agit meˆme d’une union finie et, par voie de conse´quence, que Xϕ(k) est aussi l’ensemble des k-
points d’une sous-varie´te´ alge´brique localement ferme´e de Xµ pour le meˆme µ que pre´ce´demment.
Lemme 1.12. On fixe un e´le´ment ϕ ∈ ΦZ. Alors, il n’existe qu’un nombre fini de d-uplets de fonctions
(ϕ˜1, . . . , ϕ˜d) qui satisfont aux conditions de la proposition 1.2 et qui redonnent le d-uplet ϕ apre`s re´ordon-
nement.
De´monstration. Si (ϕ˜1, . . . , ϕ˜d) est un tel d-uplet, alors il existe une permutation w ∈ Sd telle que, pour
tout i, on ait ϕ˜i(v) = −∞ pour v < qw(i),d(ϕ) et ϕ˜i(v) = bv − qw(i),d(ϕ) pour v suffisamment grand. Du
fait que les fonctions ϕ˜i doivent en outre eˆtre croissantes, on de´duit que l’e´galite´ ϕ˜i(v) = bv − qw(i),d(ϕ)
vaut pour tout v > qd,d(ϕ). Apre`s cela, il ne reste plus qu’un nombre fini de v et donc qu’un nombre fini de
possibilite´s pour attribuer les valeurs manquantes aux ϕ˜i puisque pour chaque v, on ne peut que permuter
les nombres ϕi(v) et on a donc au maximum d! possibilite´s.
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1.3.1 La fonction dimension sur Φ





ou`, si E et E′ sont des ensembles, on note E\E′ l’ensemble des e´le´ments qui appartiennent a` E mais pas a`
E′.
Remarque 1.14. Pour ϕ = (ϕ1, . . . , ϕd) ∈ Φ, il est clair qu’il existe des constantes A et B telles que
[A,+∞[ ⊂ ϕi(R) ⊂ [B,+∞[ pour tout i. On en de´duit que les diffe´rences ϕi′(R)\ϕi(R) sont toutes
incluses dans l’intervalle [A,B] et donc, en particulier, qu’elles ont une mesure finie. Ainsi dim(ϕ) est
toujours fini.
Via la bijection de la proposition 1.2, un e´le´ment ϕ ∈ Φ est entie`rement de´termine´ par la donne´e des
qi,j(ϕ) et µi,j(ϕ). Ainsi, le nombre dim(ϕ) que l’on vient de de´finir doit s’exprimer en fonction des qi,j(ϕ)
et µi,j(ϕ). On a plusieurs possibilite´s pour cela, comme le montre le lemme suivant.














(2i− 1− d− bi) · qi,d(ϕ).
Remarque 1.16. On constate en particulier — et ce sera crucial dans la suite — que dim(ϕ) de´pend de
fac¸on line´aire des µi,j(ϕ) et qi,j(ϕ).
De´monstration. Comme d’habitude, on ne donne la de´monstration que dans le cas ou` ϕ1 > · · · > ϕd. On




[µi,j , µi+1,j [.
Comme on a en outre µi+1,j+1 6 µi,j , les intervalles qui apparaissent dans l’union pre´ce´dente sont≪ range´s
par ordre de´croissant≫. On en de´duit que le re´el µ n’est pas dans l’image de ϕi si, et seulement s’il existe
j ∈ {i, . . . , d} tel que µi+1,j+1 6 µ < µi,j ou` on a pose´ par convention µi+1,d+1 = −∞. Pour un tel
µ, on se propose de compter le nombre d’indices i′ > i tels que µ appartienne a` l’image de ϕi′ . Comme
les fonctions ϕi′ sont injectives sur l’intervalle ou` elles prennent des valeurs finies et que l’on a suppose´
ϕ1 > · · · > ϕd, cela revient encore a` compter le nombre de q pour lesquels il existe i′ > i tel que
µ = ϕi′ (q). Cette condition se re´e´crit encore :
∃i′ ∈ {1, . . . , d}, µ = ϕi′ (q) et ϕi+1(q) > µ
puis, d’apre`s la de´finition des ψj :
∃j′ ∈ {1, . . . , d}, q = ψj′ (µ) et ϕi+1(q) > µ.
En remplac¸ant q par ψj′(µ), la dernie`re ine´galite´ devient ϕi+1 ◦ ψj′ (µ) > µ, ce qui e´quivaut encore a`
µ > µi+1,j′ . Au final, on cherche donc a` de´nombrer les re´els q s’e´crivant sous la forme ψj′(µ) pour un
indice j′ tel que µ > µi+1,j′ . De l’hypothe`se supple´mentaire ϕ1 > · · · > ϕd, on de´duit facilement que
ψ1 < · · · < ψd, d’ou` il suit que le nombre cherche´ est aussi le nombre d’indices j′ tels que µ > µi+1,j′ .
Or, comme µ a e´te´ pris dans l’intervalle [µi+1,j+1, µi,j [ et donc a fortiori dans [µi+1,j+1, µi+1,j [, on de´duit
de la de´croissance de la suite j′ 7→ µi+1,j′ que les j′ convenables sont ceux de l’ensemble {j + 1, . . . , d}.
En particulier, il y en a d− j.
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En re´sume´, on vient de montrer que le comple´mentaire de l’image des ϕi est la re´union disjointe des
intervalles [µi+1,j+1, µi,j [ pour j variant dans {i, . . . , d}, et que si µ ∈ [µi+1,j+1, µi,j [ pour un certain j, il






(d− j) · (µi,j − µi+1,j+1).




(d− j) · (µi,j − µi+1,j+1).
Les formules annonce´es dans la proposition s’en de´duisent (avec un peu de calcul) a` partir de la relation
(1.7).




j · µ1,j(ϕ) (mod b− 1).
De´monstration. C’est une conse´quence imme´diate de la premie`re e´galite´ de la proposition pre´ce´dente et de
la proposition 1.11.
Le corollaire est inte´ressant notamment car, dans le cas ou`ϕ provient d’un re´seauL, les nombresµ1,j(ϕ)
s’interpre`tent comme les exposants des diviseurs e´le´mentaires du module engendre´ par σ(L) par rapport a`
L. Par ailleurs, comme on peut s’y attendre, la fonction dim que l’on vient de de´finir est lie´e de pre`s a` la
dimension des varie´te´s Xϕ. Plus pre´cise´ment, on a le the´ore`me suivant.
The´ore`me 1.18. Soit ϕ = (ϕ1, . . . , ϕd) ∈ ΦZ. Alors
– si h 6= 0, on a dimk Xϕ = dim(ϕ) ;
– si h = 0, on a dim(ϕ) 6 dimk Xϕ 6 dim(ϕ) + d(d−1)2 .
1.3.2 De´monstration du the´ore`me 1.18
On fixe un e´le´ment ϕ = (ϕ1, . . . , ϕd) ∈ ΦZ. Puisque Xϕ s’e´crit comme l’union finie des X˜ϕ˜ sur les d-
uplets ϕ˜ = (ϕ˜1, . . . , ϕ˜d) ve´rifiant les conditions de la proposition 1.2 et redonnant ϕ apre`s re´ordonnement,
il suffit de de´montrer
– d’une part, que la dimension de toutes les varie´te´s X˜ϕ˜ est majore´e par dim(ϕ) dans le cas ou` h 6= 0
et par dim(ϕ) + d(d−1)2 dans le cas contraire, et
– d’autre part, qu’il existe un d-uplet ϕ˜ particulier pour lequel dimk X˜ϕ˜ > dim(ϕ).
Pour cela, on suit la me´thode de [16].
Notion de famille correcte On fixe des d-uplet ϕ et ϕ˜ comme pre´ce´demment, et on de´finit les ensembles
suivants :
Q = 1bZ× {1, . . . , d} ; V˜µ =
{
(q, i) ∈ Q
∣∣ ϕ˜i(q) = µ} (pour µ ∈ Z) ; V˜ = ⋃µ∈Z V˜µ
A =
{
(q, i, q′, i′) ∈ Q2
∣∣ (q′, i′) > (q, i) et ϕi(q − 1b ) < ϕi′ (q′) < ϕi(q)}
A˜ =
{
(q, i, q′, i′) ∈ Q2
∣∣ (q′, i′) > (q, i) et ϕ˜i(q − 1b ) < ϕ˜i′ (q′) < ϕ˜i(q)}
et, enfin, pour tout (q, i) ∈ V˜ :
A˜(q, i) =
{
(q′, i′) ∈ Q
∣∣ (q′, i′) > (q, i) et ϕ˜i(q − 1b ) < ϕ˜i′(q′) < ϕ˜i(q)}.
Lemme 1.19. On a Card A˜ 6 CardA = dim(ϕ).
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De´monstration. On remarque dans un premier temps que si (q, i, q′, i′) est un e´le´ment de A, alors on a
ne´cessairement i < i′. En effet, on de´duit de (q, i, q′, i′) ∈ A que ϕi(q) > ϕi′(q′) > ϕi′ (q), ce qui ne
peut se produire si i′ 6 i e´tant donne´ que ϕ1 > · · · > ϕd par hypothe`se. On de´duit en particulier de cette
proprie´te´ que, dans la de´finition de A, on peut remplacer l’ine´galite´ (q′, i′) > (q, i) par la condition plus
simple q′ > q.
Pour tout q ∈ 1bZ, il existe une permutation τq ∈ Sd telle que ϕ˜i(q) = ϕτq(i)(q) pour tout indice i. Pour
de´montrer que Card A˜ 6 CardA, il suffit donc de montrer que, pour tout triplet (q, q′, i′) ∈ 1bZ ×Q avec
q′ > q, il n’y a pas plus d’indices i tels que (q, i, q′, i′) ∈ A˜ que d’indices i tels que (q, i, q′, τq′(i′)) ∈ A.
D’apre`s le re´sultat du premier aline´a de la de´monstration, il suffit pour cela de de´montrer que, si on a pose´
µ = ϕ˜i′ (q
′) = ϕτq′ (i′)(q
′), les deux ensembles suivants :
B˜ =
{
i | ϕ˜i(q −
1






b ) < µ < ϕi(q)
}
ont meˆme cardinal. Or, on peut e´crire
B˜ = B˜1\B˜2 avec B˜1 =
{








et de meˆme B = B1\B2 ou` B1 et B2 sont de´finis de manie`re analogue en remplac¸ant ϕ˜i par ϕi. On a
alors les inclusions B˜2 ⊂ B˜1 et B2 ⊂ B1 alors que, par ailleurs, la permutation τq (resp. τq− 1b ) induit une
bijection de B˜1 dans B1 (resp. de B˜2 dans B2). La conclusion s’ensuit.
Il reste a` de´montrer que CardA = dim(ϕ). Pour cela, on fixe deux entiers i et i′ avec i < i′. L’ensemble
diffe´renceϕi′(R)\ϕi(R) s’e´crit comme une union disjointe d’intervalles de la forme [µ, µ+1[ pour certains
entiers µ. De plus, si µ est un tel entier (i.e. si µ ∈ ϕi′(R)\ϕi(R)), il existe q, q′ ∈ 1bZ tels que ϕi′ (q′) = µ
et (q, i, q′, i′) ∈ A (on rappelle que, dans la de´finition de l’ensemble A, on peut remplacer (q′, i′) > (q, i)
par q′ > q). En outre, les rationnels q et q′ sont uniquement de´termine´s. `A partir de la de´finition de dim(ϕ)
(voir de´finition 1.13), on en de´duit que dim(ϕ) compte le nombre de quadruplets (q, i, q′, i′) ∈ A tels que
i < i′, c’est-a`-dire le nombre d’e´le´ments de A puisque l’on a de´montre´ que tout (q, i, q′, i′) ∈ A ve´rifie la
condition supple´mentaire i < i′.
On de´finit q˜i comme le nombre associe´ aux fonctions ϕ˜i et on note (e1, . . . , ed) la base canonique deM .
La premie`re e´tape de la preuve consiste a` de´montrer qu’e´tant donne´ un re´seau L de M tel que ϕ˜i(L) = ϕ˜i
pour tout i, il existe des e´le´ments vq,i ∈ Mk((u1/b)) pour (q, i) ∈ V˜ et des e´lements aq,i,q′,i′ ∈ k pour
(q, i, q′, i′) ∈ A˜ qui ve´rifient :
i) pour tout (q, i) ∈ V˜ , on a val(vq,i) = (q, i) et val(vq,i − uqei) > (q, i) ;
ii) pour tout (q, i) ∈ V˜ , on a vq,i ∈ k[[u1/b]]⊗k[[u]] L et wq,i = u−ϕ˜i(q)σ(vq,i) ∈ L ;
iii) pour tout nombre entier µ, les e´le´ments (wq,i modu) pour (q, i) parcourant V˜µ forment une famille
libre sur k dans L/uL ;
iv) pour tout (q, i) ∈ V˜ tel que (q − 1b , i) ∈ V˜ , on a
vq,i = u
1/bvq− 1b ,i +
∑
(q′,i′)∈A˜(q,i)
aq,i,q′,i′ · vq′,i′ (1.18)
v) pour tout (q, i) ∈ V˜ tel que ϕ˜i(q) = bq − q˜i (ou de fac¸on e´quivalente pour un tel (q, i)), on a














ou` wq,i = u
−ϕ˜i(q)σ(vq,i) comme ci-dessus.
Une famille (vq,i, aq,i,q′,i′) est dite correcte pour L si elle ve´rifie les conditions pre´ce´dentes et, e´tant
donne´ un entier n, elle est dite n-correcte si elle ve´rifie i), ii), iii) et si les e´galite´s iv) et v) sont vraies
respectivement modulo uq+nb et uq˜i+nb . On va construire une famille correcte en proce´dant par approxi-
mations successives. Pour amorcer la construction, on se donne des e´le´ments vq,i ve´rifiant simplement les
conditions i), ii) et iii) ; leur existence re´sulte de la de´finition des fonctions ϕ˜i(L) et, en ce qui concerne
iii), d’une analyse de la de´monstration du lemme 4.1 de [16]. On choisit e´galement aq,i,q′,i′ = 0 pour tout
(q, i, q′, i′) ∈ A˜. La famille (vq,i, aq,i,q′,i′) est alors 0-correcte. L’e´tape d’ite´ration est donne´e par le lemme
suivant duquel il re´sulte directement l’existence souhaite´e apre`s un passage a` la limite.
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Lemme 1.20. Soit (vq,i, aq,i,q′,i′) une famille n-correcte pour L pour un certain entier n > 0. On pose
m = n+ 1. Alors, il existe (v′q,i, a′q,i,q′,i′) une famille m-correcte pour L telle que
– on ait v′q,i ≡ vq,i (mod uq+
n
b ) pour tout (q, i) ∈ V˜ ;
– si n est suffisamment grand, on ait aussi a′q,i0,q′,i′ = aq,i0,q′,i′ pour tout (q, i0, q′, i′) ∈ A˜.
De´monstration. On construit les v′q,i par re´currence sur q et a` q fixe´ par re´currence descendante sur i.
Autrement dit, on conside`re (q, i) ∈ V˜ , on suppose que tous les v′q′,i′ ∈ V˜ avec q′ < q ou q′ = q et
i′ > i sont construits et on cherche a` construire v′q,i. On suppose d’abord que (q − 1b , i) appartient a` V˜ et
on regarde dans ce cas l’e´quation (1.18) modulo uq+mb , i.e. la congruence
v′q,i ≡ u








qui doit eˆtre satisfaite par l’e´le´ment v′q,i que l’on veut construire. Dans l’expression pre´ce´dente, les v′q− 1b ,i
ont de´ja` e´te´ construits de meˆme que les v′q′,i′ pour q = q′ car on a alors ne´cessairement i′ > i. Si q′ > q,
en revanche, on n’a pas encore construit v′q′,i′ mais on souhaite le faire de fac¸on a` ce que v′q′,i′ ≡ vq′,i′
(mod uq
′+nb ) et donc a fortiori v′q′,i′ ≡ vq′,i′ (mod uq+
m
b ). On cherche donc a` ce que v′q′,i′ satisfasse la
congruence (1.20) ou` on a remplace´ v′q′,i′ pour q′ > q par vq′,i′ . En fait, on va chercher v′q′,i′ de sorte que
cette nouvelle congruence soit une e´galite´, c’est-a`-dire de sorte que
v′q,i = u




a′q,i,q′,i′ · xq′,i′ (1.21)
ou`, pour unifier les e´critures, on a pose´, pour (q′, i′) ∈ A˜(q, i), xq′,i′ = v′q′,i′ si q′ = q et xq′,i′ = vq′,i′
sinon. Par ailleurs, en plus de cela, on doit avoir σ(v′q,i) ∈ uϕ˜i(q)L. En reportant la valeur de´sire´e de v′q,i
donne´e par l’e´galite´ (1.21), on est amene´ a` de´montrer qu’il existe a′q,i,q′,i′ ∈ k tels que :
σ
(







Par de´finition de ϕ˜i(q), on sait qu’il existe dans L un e´le´ment x de valuation (q, i) tel que σ(x) ∈ uϕ˜i(q).
Quitte a` multiplier x par une constante dans k, on peut en outre supposer que val(x− u1/bv′
q− 1b ,i
) > (q, i).
On en de´duit, en utilisant la condition i), que x− u1/bv′
q− 1b ,i
s’e´crit comme une somme infinie, portant sur
tous les couples (q′, i′) strictement supe´rieurs a` (q, i), de termes de la forme a′q,i,q′,i′vq′,i′ avec a′q,i,q′,i′ ∈ k.
Puisque σ(xq′,i′) ∈ uϕ˜i′(q
′)L, on peut, quitte a` changer x en un autre e´le´ment de valuation (q, i) tel que
σ(x) ∈ uϕ˜i(q), retirer de la somme pre´ce´dente les contributions apporte´es par les couples (q′, i′) tels que
ϕ˜i′(q
′) > ϕ˜i(q). La somme restante est alors finie, car il n’existe de toute fac¸on qu’un nombre fini de
couples (q′, i′) ∈ V˜ tels que ϕ˜i′ (q′) < ϕ˜i(q). Pour conclure, il ne reste plus qu’a` de´montrer que les a′q,i,q′,i′
sont ne´cessairement nuls de`s que ϕ˜i′(q′) 6 ϕ˜i(q − 1b ). On part pour cela de la relation







ph · σ(xq′,i′) ∈ u
ϕ˜i(q)L. (1.23)
obtenue simplement en de´veloppant. On de´finit e´galement la valuation L-adique valL(v) d’un e´le´ment
v ∈ M comme le plus grand entier n tel que v ∈ unL. La valuation L-adique d’un e´le´ment de la forme
σ(vq′,i′) ou σ(v
′
q′,i′) est alors e´gale a` ϕ˜i′(q′) : en effet, elle est supe´rieure ou e´gale a` cette valeur d’apre`s la
condition ii) et l’ine´galite´ ne peut eˆtre stricte par de´finition de ϕ˜i′(q′). Par ailleurs, a` partir de la condition
iii), il est facile de montrer que la valuation L-adique d’une somme de termes de la forme cq′,i′σ(xq′,i′)
(avec cq′,i′ ∈ k) est toujours e´gale au minimum des valuations L-adiques des cq′,i′σ(xq′,i′). Ainsi aucun
terme de la somme qui apparaıˆt dans (1.23) ne peut avoir une valuation L-adique strictement infe´rieure a`
valL(u · σ(v′q− 1b ,i)) = 1 + ϕ˜i(q −
1
b ), ce qui implique finalement ce qu’il fallait de´montrer.
Si maintenant, au contraire, (q − 1b , i) 6∈ V˜ , on raisonne de manie`re similaire sauf que l’on part
de´sormais de l’e´quation (1.19) et comme pre´ce´demment on remplace w′q,i = u−ϕ˜i(q)σ(v′q,i) par wq,i =
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u−ϕ˜i(q)σ(vq,i). Apre`s cela, il n’est plus difficile de ve´rifier que v′q,i ≡ vq,i (mod uq+
n
b ) pour tout (q, i) ∈
V˜ et que la famille (v′q,i, a′q,i,q′,i′) que nous avons construite est bien m-correcte. Il reste a` montrer que si
n est suffisamment grand, on a aq,i,q′,i′ = a′q,i,q′,i′ pour tout quadruplet (q, i, q′, i′) ∈ A˜. Mais cela re´sulte
directement du fait que, en vertu des congruences v′q,i ≡ vq,i (mod uq+
n
b ) pour tout (q, i) ∈ V˜ , l’assertion
(1.22), de meˆme que son analogue dans le cas ou` (q − 1b , i) 6∈ V˜ , est vraie avec a′q,i,q′,i′ = aq,i,q′,i′ si n est
suffisamment grand.
Remarque 1.21. En reprenant l’argument de la de´monstration de l’existence des a′q,i,q′,i′ , on voit que ceux-
ci sont en fait uniquement de´termine´s. Il re´sulte de cette remarque, par passage a` la limite, que les e´le´ments
aq,i,q′,i′ dans une famille correcte pour L sont, entie`rement de´termine´s par L.
Il est e´galement possible a` partir d’une famille correcte (vq,i, aq,i,q′,i′) de retrouver le re´seau L : en
effet, a` partir des conditions i) et ii), on de´montre directement que L est le module engendre´ par les vq,i
pour (q, i) parcourant V . Le lemme suivant montre qu’en fait L est de´ja` engendre´ par les d vecteurs vq˜i,i
(qui en forment donc une base).
Lemme 1.22. Soit (vq,i, aq,i,q′,i′) une famille correcte pourL. Pour tout (q, i) ∈ V˜ , il existe des λs ∈ k[[u]]






et λs = 0 si q < q˜s ou si q = q˜s et s < i.
De´monstration. Si (q − 1b , i) 6∈ V˜ , alors q = q˜i et le re´sultat est clair. Dans le cas contraire, la relation
(1.18) assure que vq,i s’exprime en termes de vq− 1b ,i et des vq′,i′ pour (q
′, i′) ∈ A˜(q, i). Or, les nombres
ϕ˜i(q −
1
b ) et ϕi′(q
′) sont tous strictement plus petits que ϕi(q). Une re´currence sur le nombre µ˜ = ϕ˜i(q)
permet donc de terminer la de´monstration (on remarque que l’initialisation ne pose pas de proble`me car si
µ˜ est suffisamment petit, aucun couple (q, i) ne convient).
Remarque 1.23. Un examen de la de´monstration pre´ce´dente indique, en outre, que les λs s’expriment uni-
quement en fonction des aq,i,q′,i′ et des proprie´te´s combinatoires des fonctions ϕ˜i.
L’espace des familles correctes Dans ce paragraphe, on explique comment l’invariant ≪ famille cor-
recte ≫ permet de parame´trer les re´seaux L. `A partir de maintenant, nous ne fixe donc plus un re´seau L
mais, au contraire, on conside`re l’ensemble C(k) des familles (vq,i, aq,i,q′,i′) satisfaisant les conditions i),
iv) et v) pre´ce´demment e´nonce´es. Manifestement, C(k) est l’ensemble des k-points d’une varie´te´ alge´brique
de´finie sur k que l’on note C.
Lemme 1.24. On suppose que (vq,i, aq,i,q′,i′) et (v′q,i, aq,i,q′,i′) (avec les meˆmes aq,i,q′,i′ ) ve´rifient les
conditions i), iv) et v), et que pour tout i ∈ {1, . . . , d}, on a vq˜i,i ≡ v′q˜i,i (mod uq˜i+
1
b ). Alors vq,i = v′q,i
pour tout (q, i) ∈ V˜ .
De´monstration. On pose, pour simplifier les e´critures, vi = u−q˜ivq˜i,i et de meˆme v′i = u−q˜iv′q˜i,i. L’hy-
pothe`se s’e´crit alors vi ≡ v′i (mod u1/b). En utilisant l’e´galite´ (1.19), le lemme 1.22 ainsi que la remarque
1.23, on voit qu’il existe des matrices G et H a` coefficients dans k[[u]] de taille respectivement d × d et
1× d telles que




1, . . . , v
′
d)G+H.
De plus, on ve´rifie que la matrice G s’e´crit Id +G′ ou` G′ est topologiquement nilpotente ; en particulier G
est inversible. En posant wi = vi − v′i, on a par hypothe`se wi ≡ 0 (mod u1/b) et, d’apre`s ce qui pre´ce`de,
(σ(w1), . . . , σ(wd)) = (w1, . . . , wd)G. Comme G est inversible, cela implique que wi ≡ 0 (mod u). En
re´pe´tant l’argument, on obtient wi ≡ 0 (mod ub
n
) pour tout n, c’est-a`-dire wi = 0. Finalement, vi = v′i et
une nouvelle application du lemme 1.22 permet de conclure.
Remarque 1.25. Le lemme pre´ce´dent reste vrai si k est remplace´ par une k-alge`bre quelconque.
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Soit A = AA˜k l’espace affine standard sur k dont les coordonne´es sont indice´es par l’ensemble A˜ ; c’est
une varie´te´ alge´brique de dimension Card A˜. On dispose par ailleurs d’un morphisme naturel f : C → A
qui a` une famille (vq,i, aq,i,q′,i′) associe le vecteur de aq,i,q′,i′ . Le lemme pre´ce´dent et la remarque qui le
suit montrent que les fibres de f sont de dimension infe´rieure ou e´gale a` d(d−1)2 . En outre, lorsque h 6= 0,
un examen de la preuve du lemme 1.24 montre meˆme que f est e´tale. Ainsi, si l’on pose ε = 1 si h = 0 et
ε = 0 dans le cas contraire, on obtient :
dimk C 6 dimkA+ ε ·
d(d− 1)
2
= CardA+ ε · d(d− 1)
2




Par ailleurs, l’application qui a` une famille (vq,i, aq,i,q′,i′) ∈ C(k) associe le re´seau engendre´ par les vq,i
de´finit un morphisme alge´brique g de C dans la grassmanienne affine sur k. Le fait que tout re´seau L
appartenant a` X˜ϕ˜(k) admette une famille correcte signifie que l’image de g contient X˜ϕ˜. Ainsi on obtient
dimk X˜ϕ˜ 6 dimk C et la majoration que l’on voulait suit alors de (1.24).
De´monstration de la minoration On se place ici dans le cas ou` ϕ˜1 > ϕ˜2 > · · · > ϕ˜d et on souhaite
montrer qu’alors dimk X˜ϕ˜ > dim(ϕ). Dans ce cas particulier, les ensembles A et A˜ coı¨ncident et, d’apre`s
le lemme 1.19, leur cardinal vaut dim(ϕ).
Lemme 1.26. Le morphisme f : C → A de´fini pre´ce´demment est un isomorphisme.
De´monstration. Soit R une k-alge`bre. Il s’agit de montrer que pour tout (aq,i,q′,i′) ∈ A(R). Il existe une
unique famille (vq,i)(q,i)∈V˜ d’e´le´ments de M ⊗k((u)) R((u1/b)) telle que (vq,i, aq,i,q′,i′) ∈ C(R).
On construit les vq,i et on de´montre leur unicite´ par re´currence descendante sur i. En reprenant la
de´monstration du lemme 1.24, on voit que l’e´le´ment vi = u−q˜ivq˜i,i doit satisfaire une e´quation de la forme










q˜iei′ de la formule (1.19)). Comme les vs pour s > i sont de´ja`
connus, on a a` re´soudre une e´quation de la forme σ(vi) = vi − c ou` c est un e´le´ment connu de valuation




Les vq,i pour q > qi s’obtiennent alors a` partir d’une variante du lemme 1.22.
`A pre´sent, il est aise´ de conclure. La remarque 1.21 montre que le morphisme g : g−1(X˜ϕ˜) → X˜ϕ˜ est
e´galement un isomorphisme. Il suffit donc de de´montrer que g−1(X˜ϕ˜) est un ouvert non vide de C, ce qui
se fait comme dans la preuve du Claim 3 de [16].
2 Mise en place de la me´thode
Les the´ore`mes 1.10 et 1.18 permettent de reformuler le proble`me de calculer — ou disons, plutoˆt d’es-
timer — la dimension de X6e en un proble`me de programmation line´aire. Dans cette section, nous mettons
en place les outils ne´cessaires a` la re´solution de ce dernier proble`me puis, en guise d’exemple, nous illus-
trons la me´thode propose´e en de´montrant le the´ore`me 2 de l’introduction sous une hypothe`se additionnelle.
La de´monstration comple`te de ce the´ore`me est reporte´e a` la section suivante, §3.3.3.
2.1 Pre´liminaires de programmation line´aire
On conside`re un espace euclidien E dont on note 〈·|·〉E le produit scalaire. On se donne :
– un coˆne convexe Q ⊂ E, c’est-a`-dire un sous-ensemble non vide de E stable par addition et par
multiplication par les nombres re´els positifs ou nuls ;
– une application line´aire f : E → Rn ou` n est un certain entier naturel ;
– une forme line´aire ℓ : E → R.
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´Etant donne´ que E est un espace euclidien, il existe des vecteurs ~ℓ, ~f1, . . . , ~fn tels que ℓ(x) = 〈x|~ℓ〉E
et f(x) = (〈x|~f1〉E , . . . , 〈x|~fn〉E) pour tout x ∈ E. On souhaite e´tudier la fonction aQ,f,ℓ : Rn →







〈x|~ℓ〉E ou` y = (y1, . . . , yn)
en convenant, comme d’habitude, que la borne supe´rieure de l’ensemble vide est−∞ et celle d’un ensemble
non majore´e est +∞. Soit Q⋆ le coˆne dual de Q :
Q⋆ =
{




Si Q est de´fini par les ine´galite´s 〈x|~vi〉E > 0 (1 6 i 6 N ), alors Q⋆ est le coˆne convexe engendre´ par les
vecteurs vi, c’est-a`-dire l’ensemble des vecteurs de la forme λ1~v1+· · ·+λN~vN pour des scalaires λi ∈ R+.
On introduit AQ,f,ℓ l’ensemble convexe de´fini par :
AQ,f,ℓ =
{
y = (y1, . . . , yn) ∈ R




Le the´ore`me suivant e´tablit un lien de dualite´ entre maximisation sur Q et minimisation sur AQ,f,ℓ.




ou` 〈·|·〉n de´signe le produit scalaire usuel sur Rn.
De´monstration. Il s’agit un re´sultat classique de dualite´ en programmation line´aire. On rappelle quand
meˆme brie`vement comment on l’e´tablit. On remarque tout d’abord que la fonction aQ,f,ℓ est concave. Le
the´ore`me de Hahn Banach assure qu’elle s’e´crit comme la borne infe´rieure des fonctions affines qui la
majorent. Or un calcul imme´diat montre que la fonction affine Rn → R, (y1, . . . , yn) 7→ α1y1 + · · · +
αnyn + β (αi, β ∈ R) majore aQ,f,ℓ si, et seulement si
∀x ∈ Q, 〈x|~ℓ− (α1 ~f1 + · · ·+ αn ~fn)〉E 6 β.
Comme Q est un cone convexe, ceci est encore e´quivalent a` β > 0 et (α1 ~f1 + · · · + αn ~fn) − ~ℓ ∈ Q⋆. Le
the´ore`me en re´sulte.
Pour ce que l’on veut faire, on aura besoin de travailler dans une situation le´ge`rement plus ge´ne´rale
que celle qui vient d’eˆtre e´tudie´e. Pre´cise´ment, en plus de Q, f et ℓ, on se donne maintenant deux coˆnes
convexesC et D inclus dans Rn, et on conside`re la fonction bQ,f,ℓ,C,D : Rn → R ∪ {±∞} de´finie par :
bQ,f,ℓ,C,D(y) = supx∈Q, f(x)∈y−C ℓ(x) si y ∈ D
= −∞ sinon
ou` par de´finition y−C est l’ensemble des vecteurs y′ ∈ Rn pour lesquels il existe c ∈ C tel que y− c = y′,
ou autrement dit y− y′ ∈ C. Dans la suite, lorsque D = Rn, on s’autorisera a` ne pas le noter en indice. On
note C⋆ et D⋆ les coˆnes duaux respectifs de C et D. On pose :
BQ,f,ℓ,C,D = (AQ,f,ℓ ∩ C
⋆) +D⋆
ou` la notation pre´ce´dente signifie que les e´le´ments de BQ,f,ℓ,C,D sont ceux qui s’e´crivent sous la forme
y1 + y2 avec y1 ∈ AQ,f,ℓ ∩ C⋆ et y2 ∈ D⋆.





De´monstration. On commence par traiter le cas ou`D = Rn. AlorsD⋆ = {0} etBQ,f,ℓ,C,D = AQ,f,ℓ∩C⋆.
La de´monstration suit les meˆmes ide´es que celle du the´ore`me 2.1. On commence par montrer que la fonction
bQ,f,ℓ,C,D est concave. Par le the´ore`me de Hahn Banach, elle s’e´crit donc comme la borne infe´rieure des
fonctions affines qui la majorent. Or, la fonction affine Rn → R, (y1, . . . , yn) 7→ α1y1 + · · ·+ αnyn + β
(αi, β ∈ R) majore bQ,f,ℓ,C,D si, et seulement si
∀x ∈ Q, ∀c ∈ C, 〈x|~ℓ − (α1 ~f1 + · · ·+ αn ~fn)〉E 6 β + 〈α|c〉n . (2.2)
Si α ∈ C⋆, le produit scalaire 〈α|c〉n est par de´finition toujours positif ou nul. La valeur minimale qu’il
prend lorsque c de´crit C est donc 0. Ainsi, la condition pre´ce´dente est e´quivalente a` celle qui apparaissait
dans la de´monstration du the´ore`me 2.1, soit encore a` β > 0 et α ∈ AQ,f,ℓ. Si, au contraire, α 6∈ C⋆, alors
il existe un vecteur c0 ∈ C tel que 〈α|c0〉n < 0. Comme C est suppose´ stable par multiplication par les
e´le´ments de R+, la quantite´ 〈α|c〉n est non minore´e lorsque c de´crit C et la condition (2.2) n’est jamais
satisfaite dans ce cas. La proposition, dans le cas particulier D = Rn, re´sulte de ces conside´rations.
On en vient maintenant au cas ge´ne´ral. D’apre`s ce que l’on vient de faire, il suffit d’e´tablir que :
infα∈BQ,f,ℓ,C,D 〈α|y〉n = infα∈AQ,f,ℓ∩C⋆ 〈α|y〉n si y ∈ D
= −∞ sinon.
On suppose d’abord que y ∈ D. Alors, si α est un e´le´ment de BQ,f,ℓ,C,D, il s’e´crit α = α1 + α2 avec
α1 ∈ AQ,f,ℓ ∩ C⋆ et α2 ∈ D⋆, d’ou` il suit 〈α|y〉n = 〈α1|y〉n + 〈α2|y〉n > 〈α1|y〉n. En passant a` la borne
infe´rieure, on obtient l’ine´galite´ infα∈BQ,f,ℓ,C,D 〈α|y〉n > infα∈AQ,f,ℓ∩C⋆ 〈α|y〉n. Mais l’ine´galite´ dans
l’autre sens est e´vidente puisqueBQ,f,ℓ,C,D contientAQ,f,ℓ∩C⋆. Si maintenant y 6∈ D, le the´ore`me d’Hahn
Banach assure qu’il existe z ∈ D⋆ tel que 〈z|y〉n < 0. Les vecteurs λz, pour λ ∈ R+ appartiennent alors
tous a` BQ,f,ℓ,C,D, ce qui assure que la quantite´ 〈α|y〉n est non minore´e lorsque α parcourt cet ensemble.
On a donc bien de´montre´ ce que l’on voulait dans tous les cas.
Un cas important est celui ou` le coˆne convexe Q est de´fini comme l’intersection d’un nombre fini de
demi-espaces, ce qui est la situation que l’on conside`rera dans la suite. L’ensemble BQ,f,ℓ,C,D est alors un
polytope (e´ventuellement non borne´) qui n’a, en tout cas, qu’un nombre fini de sommets. En outre, si on
note α1, . . . , αN ceux qui restent a` distance finie, il de´coule de la proposition pre´ce´dente que :
bQ,f,ℓ,C,D(y) = inf16i6N 〈αi|y〉n si y ∈ D ∩ (f(Q) + C)
= −∞ sinon.
(2.3)
Ainsi, de´terminer la fonction bQ,f,ℓ,C,D revient a` de´terminer les αi.
Un peu de re´seaux pour pimenter
On conserve les notations introduites pre´ce´demment, et on se donne en outre R un re´seau de E, c’est-a`-
dire un sous-groupe additif deE engendre´ par une base deE. On de´finit une nouvelle fonction b′Q,R,f,ℓ,C,D :
Rn → R par
b′Q,R,f,ℓ,C,D(y) = supx∈Q∩R, f(x)∈y−C ℓ(x) si y ∈ D
= −∞ sinon.
De meˆme que pre´ce´demment, lorsque D = Rn, on l’omettra dans la notation. Il est e´vident que la fonction
b′Q,R,f,ℓ,C,D est majore´e par bQ,f,ℓ,C,D puisque la borne supe´rieure pour de´finir cette dernie`re fonction est
prise sur un ensemble plus gros.
Proposition 2.3. On suppose que Q engendre E en tant qu’espace vectoriel, que l’application f est sur-
jective, et finalement que R ∩ f−1(C) et f−1(C) engendrent le meˆme espace vectoriel dans E.
Alors, il existe un vecteur y0 ∈ Rn et une constante c ∈ R tels que, pour tout y ∈ f(R) + C, on ait :
bQ,f,ℓ,C(y − y0)− c 6 b
′
Q,R,f,ℓ,C(y) 6 bQ,f,ℓ,C(y)
ou`, bien suˆr, on convient que −∞− c = −∞ et +∞− c = +∞.
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Remarque 2.4. Le fait que Q engendreE n’est e´videmment pas vraiment contraignant puisque, dans le cas
ou` cela ne serait pas ve´rifie´, il suffit de remplacer E par le sous-espace vectoriel QR engendre´ par Q et le
re´seau R par R ∩ QR. On attire toutefois l’attention du lecteur sur le fait qu’il se peut que R ∩ QR ne soit
pas un re´seau de QR ; il s’agit donc d’une question qu’il ne faudra pas oublier de se poser le cas e´che´ant.
Toutefois, dans le cas ou` le re´seau R et le coˆne Q sont tous les deux de´finis sur le corps des nombres
rationnels, il est facile de ve´rifier que R ∩ QR est toujours un re´seau dans R ; il n’y a donc dans cette
situation particulie`re pas de ve´rification supple´mentaire a` faire. De la meˆme fac¸on, la troisie`me hypothe`se
de la proposition (a` savoir que R ∩ f−1(C) et f−1(C) engendrent le meˆme espace vectoriel dans E) est
automatiquement satisfaite de`s que R, C et f sont de´finis sur Q. Dans les applications a` suivre, ce sera
toujours le cas, et il ne sera donc pas ne´cessaire de ve´rifier la troisie`me hypothe`se, de meˆme que l’on pourra
appliquer la proposition meˆme si Q n’engendre pas E.
Un mot enfin en rapport avec l’hypothe`se de surjectivite´ de f . Bien entendu, elle n’est pas ve´ritablement
contraignante car on peut toujours appliquer la proposition en remplac¸ant Rn par l’image de f . La conclu-
sion du the´ore`me n’est alors bien suˆr plus valable que pout les y qui appartiennent a` l’intersection de
f(R) + C avec l’image de f .
De´monstration. On de´finit C′ = f−1(C) et de fac¸on ge´ne´rale, si X est un sous-ensemble de E ou de Rn,
on note XR le sous-espace vectoriel qu’il engendre. Soit M ⊂ C′R une maille du re´seau C′R ∩ R. C’est un
ensemble compact qui ve´rifie la proprie´te´ suivante : pour tout x ∈ C′R, il existe m ∈M tel que x+m ∈ R.
Du fait que C′ est d’inte´rieur non vide dans C′R et qu’il est stable par multiplication par les re´els positifs, on
de´duit qu’il existe un translate´ deM entie`rement inclus dans (−C′). SoitK un tel translate´. C’est encore un
ensemble compact qui ve´rifie une proprie´te´ analogue a` celle satisfaite par M . De meˆme que pre´ce´demment,
e´tant donne´ queK est compact et queQ est un coˆne convexe d’inte´rieur non vide dansQR, il existe x0 ∈ QR
tel que x0 +K ⊂ Q. On de´finit y0 = f(x0).
Soit y ∈ f(R) + C. Si y − y0 6∈ f(Q) + C, on a bQ,f,ℓ,C(y − y0) = −∞ et la proposition est
e´vidente dans ce cas. On suppose donc que y − y0 ∈ f(Q) + C. Alors bQ,f,ℓ,C(y − y0) est fini, et pour
tout ε > 0, il existe x1 ∈ Q tel que f(x1) ∈ (y − y0) − C et ℓ(x1) > bQ,f,ℓ,C(y − y0) − ε. On a alors
f(x0 + x1) ∈ y − C ⊂ f(R) + CR, d’ou` on de´duit que x0 + x1 ∈ R + C′R et, de la`, qu’il existe x2 ∈ K
tel que x = x0 + x1 + x2 soit e´le´ment de R. Comme x1 ∈ Q et x0 +K ⊂ Q, l’e´le´ment x appartient aussi
a` Q. Par ailleurs, f(x) = y0 + f(x1) + f(x2) ∈ y0 + (y − y0)− C + f(K) = y − C car f(K) est inclus
dans (−C) par construction de K . Ainsi, trouve-t-on :
b′Q,R,f,ℓ,C(y) > ℓ(x) > ℓ(x0) + bQ,f,ℓ,C(y − y0)− ε inf
x′∈K
ℓ(x′)
et la borne infe´rieure est finie e´tant donne´ que K est compact.
La minoration dans la proposition pre´ce´dente fait intervenir la valeur de la fonction bQ,f,ℓ,C en y − y0,
alors qu’il aurait e´te´ sans doute plus agre´able d’avoir simplement bQ,f,ℓ,C(y). En ge´ne´ral, malheureusement,
on ne peut pas remplacer y − y0 par y, meˆme en modifiant la constante c. Ne´anmoins dans le cas ou` Q est
de´fini comme l’intersection d’un nombre fini d’hyperplans, on peut eˆtre plus pre´cis : il re´sulte alors de la
formule (2.3) que la fonction bQ,f,ℓ,C est uniforme´ment continue sur l’ensemble f(Q) + C et donc, en
particulier, qu’il existe une constante re´elle c′ telle que :
bQ,f,ℓ,C(y)− c
′
6 bQ,f,ℓ,C(y − y0)
pour tout y ∈ (f(Q) + C) ∩ (y0 + f(Q) + C). En fait, l’ine´galite´ pre´ce´dente estencore satisfaite si y 6∈
f(Q) + C puisque dans ce cas, le minorant vaut −∞. Enfin, en posant c′′ = c+ c′, il vient :
bQ,f,ℓ,C,D(y)− c
′′
6 b′Q,R,f,ℓ,C,D(y) 6 bQ,f,ℓ,C,D(y) (2.4)
pour tout y sauf e´ventuellement ceux qui appartiennent a` D ∩ (f(Q) + C) mais pas a` y0 + f(Q) + C. Il
existe donc, si l’on veut, une zone de trouble autour de la frontie`re de f(Q) + C sur laquelle on ne sait pas
controˆler le comportement de la fonction b′Q,R,f,ℓ,C,D.
2.2 ´Etude du coˆne convexe Φ
On reprend la situation du the´ore`me 1.10 : on note I l’ensemble des couples d’entiers (i, j) tels que
1 6 i 6 j 6 d, et K le sous-ensemble convexe de (R2)I de´fini par les e´galite´s (1.5) et (1.6) et les
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ine´galite´s (1.12). En fait, comme cela a de´ja` e´te´ dit, la formule (1.7) permet de se passer des µi,j ce que
nous allons faire a` partir de maintenant. On conside`re donc plutoˆt l’espace vectoriel E = RI forme´ des
suites q = (qi,j)(i,j)∈I indexe´es par les e´le´ments de I , et a` l’inte´rieur de celui-ci, le coˆne convexe Q de´fini
par les jeux d’ine´galite´s suivants :
(Jeu I) : si 1 6 i 6 j < d, qi,j > qi,j+1
(Jeu II) : si 1 6 i 6 j < d, qi,j 6 qi+1,j+1
(Jeu III) : si 1 6 i 6 j < d,
bqj,j − qj,d + b ·
j−1∑
s=i




qui correspondent aux ine´galite´s (1.12) dans lesquelles on a remplace´ chaque apparition d’un µi,j par son
expression en fonction des qi,j . Le the´ore`me 1.10 dit alors que l’application ϕ 7→ (qi,j(ϕ))(i,j)∈I de´finit
une bijection entre Φ et Q.





Les ine´galite´s de´finissant Q se re´e´crivent alors sous la forme 〈~vm|q〉E > 0 pour certains vecteurs explicites
~vm ∈ E (1 6 m 6 M ). Une e´tude attentive des formules montre en outre que tous les vecteurs ~vm
appartiennent a` l’hyperplan ≪ somme des coordonne´es e´gale 0≫.
On note comme pre´ce´demmentQ⋆ le coˆne dual de Q (par rapport au produit scalaire 〈·|·〉E) ; c’est sim-
plement le coˆne convexe engendre´ par les vecteurs ~vm. En particulier, il est lui aussi inclus dans l’hyperplan
≪ somme des coordonne´es e´gale 0≫. Malheureusement, la pre´sentation a` l’aide des ~vm n’est pas adapte´e au
calcul des convexes AQ,f,ℓ qui apparaissent en 2.1, et qui joueront un roˆle central dans la suite de l’article.
Pour calculer ces ensembles, il serait plus commode de disposer d’une pre´sentation de Q⋆ comme l’inter-
section d’un certain nombre de demi-espaces. He´las, de part sa complexite´, le jeu III d’ine´galite´s rend la
chose difficile a` re´aliser. Pour contourner le proble`me, l’ide´e consiste a` travailler avec certaines approxima-
tions Q. Les deux plus simples d’entre elles sont les coˆnes convexesQmin et Qmax de´finis comme suit : Qmax
est le coˆne convexe de´fini par les jeux d’ine´galite´ I et II, tandis Qmin est celui de´fini par le jeu I et le jeu II’
que voici :
(Jeu II’) : si 1 6 i 6 j < d, qi,j = qi+1,j+1
Il est clair que Q ⊂ Qmax et un calcul aise´ montre que Qmin ⊂ Q. Ainsi on a des inclusions renverse´es au
niveau des duaux, d’ou` on de´duit que, pour toute donne´e (f, ℓ, C,D), l’encadrement
bQmin,f,ℓ,C,D 6 bQ,f,ℓ,C,D 6 bQmax,f,ℓ,C,D (2.5)
est vrai. Il est maintenant temps de donner les pre´sentations annonce´es des coˆnes duaux Q⋆min et Q⋆max. Pour
cela, on introduit la de´finition suivante.
De´finition 2.5. Une partie J de I est dite admissible si pour tout couple (i, j) ∈ J , les deux couples
(i, j + 1) et (i − 1, j − 1) sont dans J , de`s qu’ils appartiennent a` I .
On peut remarquer que les parties admissibles dans le sens pre´ce´dent sont naturellement en bijection
avec les parties de {1, . . . , d} : a` une telle partie J , on fait correspondre l’ensemble T des nombres non nuls
qui sont de la forme :
Card
{
j > i | (i, j) ∈ J
}
pour un i ∈ {1, . . . , d}. Re´ciproquement, si T est un sous-ensemble de {1, . . . , d}, on note t1 > · · · >
tCardT ses e´le´ments et on lui associe l’ensemble J ⊂ I forme´ des couples (i, j) tels que i 6 CardT et
j > d − ti. On ve´rifie que les deux applications pre´ce´dentes sont des bijections inverses l’une de l’autre
entre l’ensemble des parties admissibles de I et l’ensemble des parties de {1, . . . , d}. Par exemple, si s ∈
{1, . . . , d}, la partie admissible correspondant a` {1, . . . , s} est Is = {(i, j) ∈ I | j − i > d− s}.
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Proposition 2.6. Une suite v = (vi,j) de E appartient a` Q⋆min si, et seulement si :∑
(i,j)∈I




Une suite v = (vi,j) de E appartient a` Q⋆max si, et seulement si :∑
(i,j)∈I




En utilisant l’identification de´crite pre´ce´demment entre parties admissibles de I et parties de {1, . . . , d}, on
peut re´e´crire la condition d’appartenant a` Q⋆max comme suit :
∑
(i,j)∈I





vj−s,j−1 6 0 (2.6)
ou` ts est le s-ie`me plus petit e´le´ment de T .
De´monstration de la proposition 2.6 : un peu de the´orie des flots
Il est possible de donner une de´monstration ≪ a` la main ≫ de la proposition 2.6 mais, comme me l’a
signale´ Bodo Lass, la proposition peut e´galement se de´duire du the´ore`me Flot-Maximal-Coupe-Minimale,
classique en the´orie des graphes. J’ai choisi ici de pre´senter cette dernie`re approche qui est a` la fois plus
ge´ne´rale et plus conceptuelle.
Quelques rappels pour commencer au sujet du the´ore`me Flot-Maximal-Coupe-Maximale. Soit G un
graphe fini oriente´ dans lequel on a privile´gie´ deux sommets D (comme de´part) et A (comme arrive´e) et on
a attribue´ a` chaque areˆte a un nombre positif ou nul, e´ventuellement e´gal a` +∞, appele´ capacite´ de a, et
note´ c(a). Si a est une areˆte dans G, on note s1(a) (resp. s2(a)) le sommet duquel elle part (resp. auquel
elle aboutit). Un flot de D vers A est une fonction f a` valeurs re´elles de´finie sur les areˆtes de G satisfaisant
les proprie´te´s suivantes :
– pour toute areˆte a, on a 0 6 f(a) 6 c(a) ;



















Cette valeur commune s’appelle la valeur du flot f et est note´e |f |. Une coupe C de G est la donne´e d’une
partition de l’ensemble des sommets de G en deux parties D et A telles que D ∈ D et A ∈ A. La capacite´
de la coupe C, que l’on note |C|, est la somme des c(a) e´tendue a` toutes les areˆtes a qui ont leur origine
dans D et leur arrive´e dans A.
Il est facile de voir que si f est un flot et C est une coupe sur le graphe G pre´ce´demment fixe´, alors
|f | 6 |C|. Ainsi, en passant aux bornes supe´rieures et infe´rieures, on obtient supf flot |f | 6 minC coupe|C|
(notez qu’il n’y a qu’un nombre fini de coupes possibles).
The´ore`me 2.7 (Flot-Maximal-Coupe-Minimale). Avec les notations pre´ce´dentes, on a :
supf flot |f | = minC coupe|C|
et la borne supe´rieure pre´ce´dente est atteinte.
De´monstration. Voir par exemple [13].
On se place a` pre´sent dans une situation un peu diffe´rente. On conside`re toujours un graphe fini oriente´
G mais on ne se donne plus de de´coration : on ne suppose plus que deux de ses sommets sont privile´gie´s, ni
que les areˆtes deG sont munies d’une capacite´. On noteS l’ensemble des sommets deG. `A un tel graphe, on
associe l’espace euclidienEG = RS muni du produit scalaire usuel 〈·|·〉G etQG le coˆne convexe regroupant
les e´le´ments x = (xs)s∈S ∈ EG ve´rifiant
xs2(a) 6 xs1(a)
pour toute areˆte a de G.
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De´finition 2.8. Un sous-ensemble S′ de S est dit admissible si toute areˆte de G ayant son origine dans S′
a aussi son but dans S′.
On a alors la proposition suivante, de laquelle il re´sulte facilement la proposition 2.6.
Proposition 2.9. On conserve les notations pre´ce´dentes, et on note Q⋆G le coˆne dual de QG par rapport au
produit scalaire 〈·|·〉G. Alors un e´le´ment x = (xs)s∈S ∈ EG appartient a` Q⋆G si, et seulement si :∑
s∈S




De´monstration. De la de´finition de QG, il re´sulte que Q⋆G est un coˆne convexe engendre´ par des vecteurs
de l’hyperplan ≪ somme des coordonne´es e´gale 0≫. Ainsi Q⋆G est inclus dans cet hyperplan. Par ailleurs, si
S′ ⊂ S est un ensemble admissible de sommets, l’oppose´ de la fonction indicatrice de S′ de´finit un vecteur
−1S′ ∈ QG. On en de´duit que le produit scalaire 〈x|1S′ 〉G est ne´gatif ou nul de`s que x ∈ Q⋆G. Les e´le´ments
de Q⋆G ve´rifient donc bien les conditions de la proposition.
Re´ciproquement, on conside`re un vecteur x = (xs) ∈ EG ve´rifiant ces conditions. Soit M un nombre
re´el positif assez grand pour que toutes les sommes xs +M (pour s de´crivant S) soient positives ou nulles.
On introduit le graphe G˜ obtenu a` ajoutant a` G deux nouveaux sommets note´s D et A et, pour tout sommet
s de G, une areˆte de D vers s et une areˆte de s vers A. On de´finit une capacite´ c sur G˜ comme suit :
– si a est une areˆte de G, on pose c(a) = +∞ ;
– si a part de D et arrive a` un sommet s de G, on pose c(a) = xs +M ;
– si a part d’un sommet s de G et arrive a` A, on pose c(a) = M .
Soit C = (D,A) une coupe de G˜. L’ensemble S′ = D\{D} est inclus dans S. Si S′ n’est pas admissible,
cela signifie qu’il existe une areˆte reliant un sommet de S′ a` un sommet de S\S′. Autrement dit, il existe une
areˆte dans G (donc de capacite´ infinie) reliant un sommet de D a` un sommet de A. Dans ce cas, la capacite´
de la coupe C est donc infinie. Si, au contraire, l’ensemble des sommets S′ est admissible, la capacite´ de la











ou` on a note´ n le nombre de sommets de G. Ainsi la capacite´ minimale d’une coupe, note´e cmin est, elle
aussi, supe´rieure ou e´gale a` nM . D’apre`s le the´ore`me Flot-Maximal-Coupe-Minimale, il existe un flot f
sur G˜, de valeur cmin. Comme la somme des capacite´s des areˆtes sortant de D est nM , la capacite´ de ce
flot est infe´rieure ou e´gale a` nM . On en de´duit qu’elle est e´gale a` nM (et donc qu’il en est de meˆme de
cmin) et que toute areˆte partant de D est sature´e, c’est-a`-dire que pour toute areˆte a partant de D, on a
f(a) = c(a) = M + xs2(a). De meˆme, on de´montre que, pour toute areˆte a partant d’un sommet s ∈ S et





















(ys1(a) − ys2(a))f(a) > 0
d’ou` on de´duit finalement que x ∈ Q⋆G comme voulu.
2.3 Un premier exemple d’application
`A titre d’exemple, et afin de familiariser le lecteur avec les me´thodes de cet article, j’aimerais montrer
comment la machinerie qui vient d’eˆtre introduite permet de de´montrer la majoration du the´ore`me 2 sous
l’hypothe`se supple´mentaire b > d − 1. Ce cas est inte´ressant car de nombreuses difficulte´s techniques
s’e´vanouı¨ssent, mais il permet tout de meˆme de donner une ide´e correcte de la nature des raisonnements qui
apparaıˆtront dans la section suivante.
Pour ne pas avoir, dans la suite, a` distinguer syste´matiquement les cas selon que h soit ou non e´gal a` 0,
on se restreint a` partir de maintenant a` h 6= 0, le cas contraire se traitant de fac¸on comple`tement analogue
en ajoutant d(d−1)2 a` tous les majorants.
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2.3.1 Positionnement du proble`me
Un re´seau L de M de´finit un k-point de la varie´te´ X6e si, et seulement si les exposants des diviseurs
e´le´mentaires du k[[u]]-module engendre´ par σ(L) par rapport a` L sont tous compris entre 0 et e. Si on note
ceux-ci µ1(L) > · · · > µd(L) comme dans la proposition 1.2, cela se re´e´crit µ1(L) 6 e et µd(L) >
0. Par ailleurs, si on note qi,j(L) et µi,j(L) les nombres re´els associe´s au d-uplet de fonctions ϕ(L) =
(ϕ1(L), ϕ2(L), . . . , ϕd(L)), l’assertion 4 de la proposition 1.2 combine´e a` la proposition 1.7 assure que
µj(L) = µ1,j(L) pour tout indice j ∈ {1, . . . , d}. Ces observations conduisent a` une de´composition de la





ou` l’ensemble Φ6e re´unit les ϕ ∈ ΦZ tels que µ1,1(ϕ) 6 e et µ1,d(ϕ) > 0. On de´duit directement de cette
e´criture, une formule au niveau des dimensions :
dimk X6e = sup
ϕ∈Φ6e
dimk Xϕ.
Comme pre´ce´demment, on note E l’espace des suites indice´es par l’ensemble I , et Q le coˆne convexe
de´fini par les jeux d’ine´galite´s I, II et III. Soit f : E → R2 l’application line´aire qui a` une famille (qi,j)
associe le couple (µ1,1, µ1,d) ou` ces re´els sont de´finis comme d’habitude par la formule (1.7). Par ailleurs,
par le lemme 1.15, la fonction dim s’e´tend en une forme line´aire E → R, note´e ℓ. On pose encore C =
R+ × R−, D = R2 et on note R le re´seau forme´ des e´le´ments (qi,j) ∈ E tels que qi,j ∈ 1bZ pour tout
(i, j) ∈ I et qi,d ∈ Z pour tout i ∈ {1, . . . , d}. Les the´ore`mes 1.10 et 1.18, couple´s a` la proposition 1.11,
fournissent alors l’e´galite´ (on rappelle que l’on suppose h 6= 0) :
dimk X6e = b
′
Q,R,f,ℓ,C(e, 0) (2.7)
et donc en particulier dimk X6e 6 bQ,R,f,ℓ,C(e, 0). Pour estimer ce dernier nombre, on utilise l’encadre-
ment (2.5), et les propositions 2.2 et 2.6 pour e´valuer les fonctions bQmin,f,ℓ,C et bQmax,f,ℓ,C .
2.3.2 Les vecteurs ~µ1, . . . , ~µd et ~δ
Pour pouvoir suivre la me´thode indique´e ci-dessus, il faut commencer par exprimer les coordonne´es de
la fonction f ainsi que la forme line´aire ℓ comme des produits scalaires contre certains vecteurs de E. C’est
l’objet de ce nume´ro.
Pour un indice i compris entre 1 et d, on appelle ~µi le vecteur de E tel que pour toute suite q = (qi,j) ∈
E, on ait µ1,i = 〈q|~µi〉E ou` µ1,i est, comme pre´ce´demment, le re´el calcule´ par la formule (1.7) 5. Si l’on
de´cide de repre´senter les e´le´ments de E comme des matrices triangulaires supe´rieures (le terme d’indice




0 0 −b b 0 0
0
−b 0





ou` le b sur la diagonale est a` l’intersection de la i-ie`me ligne et de la i-ie`me colonne. De meˆme, on de´finit
5. Pour le calcul de la dimension de X6e , seuls les vecteurs ~µ1 et ~µd seront utiles. Cependant, les autres vecteurs ~µi serviront
dans la suite pour estimer la dimension d’autres varie´te´s, et nous avons pense´ qu’il e´tait pre´fe´rable de les introduire tous en meˆme
temps.
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le vecteur ~δ par 〈q|~δ〉E = ℓ(q) pour tout q ∈ E. Le lemme 1.15 montre que ~δ s’exprime comme suit :



















Si J ⊂ I est un sous-ensemble admissible (voir de´finition 2.5) et si x = (xi,j) ∈ E, on note SJ(x)
la somme des coordonne´es xi,j pour (i, j) parcourant J . Les fonctions SJ ainsi de´finies sont clairement
des formes line´aires sur E. Si T est la partie de {1, . . . , d} correspondant a` l’ensemble admissible J , on
s’autorise a` noter ST a` la place de SJ . Pour les calculs a` suivre, le lemme suivant nous sera fort utile.
Lemme 2.10. Si T est un sous-ensemble de {1, . . . , d}, on a :
ST (~µi) = b · 1T (d+ 1− i)− [(Card T ) > i]
ou` 1T est la fonction indicatrice de T et l’expression [(Card T ) > i] vaut 1 si Card T > i et 0 sinon. On a
aussi :




CardT · (CardT + 1)
2
)
− CardT · (d− CardT ).
De´monstration. C’est un simple calcul a` partir des descriptions pre´ce´dentes.
2.3.3 Calcul du majorant
On commence par calculer la fonction bQmin,f,ℓ,C en utilisant la proposition 2.2. Il s’agit donc de
de´terminer l’ensemble BQmin,f,ℓ,C = AQmin,f,ℓ ∩ C⋆. Il est facile de voir que C⋆ = R+ × R− ; reste
donc a` calculer AQmin,f,ℓ. Comme f = (〈~µ1, ·〉E , 〈~µd, ·〉E) et ℓ = 〈~δ|·〉E , la formule (2.1) s’e´crit :
AQmin,f,ℓ =
{
(y1, yd) ∈ R





On cherche donc les couples (y1, yd) tels que y1 > 0, yd 6 0, et y1~µ1 + yd~µd − ~δ ∈ Q⋆min. D’apre`s la
proposition 2.6, la dernie`re condition se re´e´crit :{
y1SIs(~µ1) + ydSIs(~µd) 6 SIs(
~δ) ∀s ∈ {1, . . . , d}
y1SId(~µ1) + ydSId(~µd) = SId(
~δ)
(2.8)
ou` on rappelle que Is de´signe l’ensemble admissible forme´ des couples (i, j) ∈ I tels que j − i > d − s.
Comme cet ensemble correspond a` la partie T = {1, . . . , s}, le lemme 2.10 assure que si s < d, on a
SIs(~µ1) = −1,SIs(~µd) = b et SIs(~δ) = −s(d−s), tandis que pour s = d, on a SId(~µ1) = SId(~µd) = b−1,
SId(
~δ) = 0. Ainsi, le syste`me (2.8) est e´quivalent a` :
y1 + yd = 0 et y1 >
s(d− s)
b+ 1
, ∀s ∈ {1, . . . , d− 1}.
Comme on voit aise´ment que le maximum de s(d − s) vaut [d
2
4 ], l’ensemble BQmin,f,ℓ,C est forme´ des














On souhaite a` pre´sent montrer que l’expression ci-dessus vaut encore pour la fonction bQmax,f,ℓ,C . Comme












· (ST (~µ1)− ST (~µd)) 6 (b + 1) · ST (~δ).
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(Notez que le cas d’e´galite´, qui doit eˆtre obtenu pour T = {1, . . . , d}, a de´ja` e´te´ ve´rifie´.) On commence
par e´liminer les cas triviaux T = ∅ et T = {1, . . . , d}. Ceci permet d’e´crire ST (~µ1) = b1T (d) − 1 et
ST (~µd) = 1T (1). Par ailleurs, si T = {t1, . . . , ts} avec t1 < · · · < ts, la formule du lemme 2.10 se re´e´crit
ST (~δ) = −s(d− s) + b
s∑
i=1
(ti − i). (2.9)
On distingue a` pre´sent quatre cas selon que les entiers 1 et d appartiennent ou n’appariennent pas a` T . Si
1 ∈ T et d 6∈ T , alors ST (~µ1) − ST (~µd) = −b − 1 et l’ine´galite´ a` de´montrer devient ST (~δ) > −[d
2
4 ]. Or
les ti − i e´tant tous positifs ou nuls, la formule (2.9) montre que St(~δ) > −s(d− s) d’ou` il suit ce que l’on
veut. Pour les autres cas, il est important de remarquer que si 1 6∈ T , alors tous les ti − i sont supe´rieurs ou
e´gaux a` 1, alors que si d ∈ T , on a ts − s = d − s. En particulier, si l’on excepte le cas que l’on vient de
traiter, c’est-a`-dire si l’on suppose que 1 6∈ T ou que d ∈ T , on a
ST (~δ) > b · min(s, d− s)− s(d− s).
Comme on a suppose´ b > d−1, on en de´duit que ST (~δ) > 0, ce qui suffit a` conclure dans le cas ou` les deux
nombres 1 et d appartiennent (resp. n’appartiennent pas) a` T puisqu’alors ST (~µ1)− ST (~µd) = −1 6 0. Si
finalement, 1 6∈ T et d ∈ T , la minoration de ST (δ) est renforce´e comme suit :




















ce qui se simplifie encore en (b + 1)(d − 1) > 2[d
2
4 ]. Finalement, la condition b > d − 1 assure que cette









pour y1 > yd.
a` partir de quoi la majoration du the´ore`me 2 s’ensuit puisque l’on sait que la dimension de X6e est majore´e
par bQ,f,ℓ,C(e, 0) lui meˆme majore´ par bQmax,f,ℓ,C(e, 0).
3 Dimension des varie´te´s X6e, Xµ et X6µ
Pour estimer les dimensions des varie´re´sX6e, Xµ et X6µ, on suit la me´thode introduite pre´ce´demment,
sauf que l’on remplace la fonction f par la fonction
g : E → Rd, q 7→ (〈~µ1|q〉E , 〈~µ2|q〉E , . . . , 〈~µd|q〉E)
et que la lettre C fait de´sormais re´fe´rence au nouveau coˆne convexe {(y1, . . . , yd) ∈ Rd | y1 > · · · > yd}
Toutes les autres notations (Q, R, Qmin, Qmax, ℓ, ~µi, ~δ, etc.) sont conserve´es ; on se contente donc de
renvoyer le lecteur aux §§2.2 et 2.3.2 s’il souhaite se reme´morer les de´finitions. Le coˆne dual de C jouera
un roˆle particulier dans la suite ; on remarque d’ores et de´ja` qu’il est engendre´ par les vecteurs de la forme
(0, . . . , 0, 1,−1, 0, . . . , 0). On en de´duit facilement une description en termes d’ine´galite´s :
C⋆ =
{
(z1, . . . , zd) ∈ R
d
∣∣∣∣∣ z1 + · · ·+ zd = 0z1 + · · ·+ zi > 0, ∀i ∈ {1, . . . , d}
}
.
D’autre part, e´tant donne´ que les vecteurs ~µi forment trivialement une famille libre dans E, l’application
line´aire g est surjective. On peut ainsi appliquer la proposition 2.3 avec les donne´es pre´ce´dentes.
`A partir de maintenant, on se restreint a` nouveau au cas ou` h 6= 0, le cas contraire se traitant exactement
de la meˆme fac¸on sauf qu’il faut ajouter d(d−1)2 a` tous les majorants. Par le the´ore`me 1.18, pour µ =
(µ1, . . . , µd) ve´rifiant les bonnes hypothe`ses, la dimension de Xµ (resp. X6µ) est majore´e (et meˆme bien
approche´e en vertu de la proposition 2.3) par le nombre bQ,g,ℓ,0(µ) (resp. bQ,g,ℓ,C⋆(µ)). On est ainsi ramene´
a` calculer bQ,g,ℓ,0(µ) et bQ,g,ℓ,C⋆(µ), et pour cela, a` e´tudier les ensembles BQ,g,ℓ,0 et BQ,g,ℓ,C⋆ .
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3.1 Les points extre´maux de AQmax,g,ℓ
Soit Sd l’ensemble des permutations de l’ensemble {1, . . . , d}. Pour tout w ∈ Sd, on de´finit le vecteur











Il est clair que la somme infinie que l’on vient d’e´crire converge. En fait, la suite des wn(i) e´tant pe´riodique,
elle converge meˆme vers un nombre rationnel (qui s’exprime comme l’e´valuation en b d’une fraction ra-
tionnelle a` coefficients entiers). De plus, lorsque w = w0 est la permutation i 7→ d + 1 − i, le vecteur
~ρw0 s’exprime facilement : il vaut
2~ρ




2 , . . . ,
1−d
2 ). Enfin, a` partir de
maintenant, on pose b0 = 1+ [ (d−1)
2
4 ].
Proposition 3.1. On suppose b > b0. Les points extre´maux de AQmax,g,ℓ sont exactement les vecteurs ~ρw
pour w parcourant Sd.
La fin de cette partie est consacre´e a` la de´monstration de la proposition. On peut d’ores et de´ja` pre´senter
le convexeAQmax,g,ℓ comme une intersection de demi-espaces ; il suffit pour cela d’injecter la description de
Q⋆max donne´e par la proposition 2.6 dans la formule (2.1). La condition qui en de´coule s’exprime simplement
a` l’aide des fonctions ST introduites juste avant le lemme 2.10 ; elle dit qu’un e´le´ment y = (y1, . . . , yd) ∈
Rd appartient a` AQmax,g,ℓ si, et seulement si
y1ST (~µ1) + y2ST (~µ2) + · · ·+ ydST (~µd) 6 ST (~δ)
pour toute partie T ⊂ {1, . . . , d} et l’e´galite´ est atteinte lorsque T = {1, . . . , d}. Avec les expressions du
lemme 2.10, ceci se re´e´crit : {
y1 + y2 + · · ·+ yd = 0
fT (y) > 0, ∀T ( {1, . . . , d}
(3.1)
ou` on a pose´ s = CardT et :
fT (y) = (y1 + · · ·+ ys)− b ·
∑
t∈T








Ceci e´tant dit, un point extre´mal de AQmax,g,ℓ n’est autre qu’un point de AQmax,g,ℓ qui se situe a` l’intesection
de d− 1 hyperplans affines inde´pendants parmi ceux d’e´quation fT (x) = 0 avec T ( {1, . . . , d}. Calculer
ces points revient donc a` de´terminer une condition ne´cessaire et suffisante sur les parties T1, . . . , Td−1 de
{1, . . . , d} pour que :
i) en posant Td = {1, . . . , d}, les hyperplans affines d’e´quation fTi(x) = 0 (1 6 i 6 d) aient un unique
point d’intersection, et
ii) ce point d’intersection appartienne a` AQmax ,g,ℓ.
On commence par deux lemmes.
Lemme 3.2. On conside`re des entiers m et n tels que 0 6 m < n 6 d et un e´le´ment y = (y1, . . . , yd) ∈
AQmax,g,ℓ. Alors :
−m(n−m) 6 ym+1 + ym+2 + · · ·+ yn 6 (n−m)(d − n).
De´monstration. On commence par prouver la majoration. Dans le cas ou` m = 0, celle-ci provient directe-
ment de l’ine´galite´ fT (y) > 0 ou` T = {d + 1 − n, . . . , d}. Dans le cas ou` m > 0, on conside`re la partie
T = {d+ 1− n, . . . , d−m}. L’ine´galite´ fT (y) > 0 donne alors :
(y1 + · · ·+ yn−m)− b(ym+1 + · · ·+ yn) > (n−m)(d− n+m)− b(n−m)(d− n).
Or, on sait de´ja` par ailleurs que y1 + · · · + yn−m 6 (n − m)(d − n + m). Le re´sultat s’ensuit. Pour la
minoration, le plus rapide est de remarquer que l’application (y1, . . . , yd) 7→ (−yd, . . . ,−y1) de´finit une
bijection de AQmax ,g,ℓ dans lui-meˆme et que, via cette bijection, la majoration qui vient d’eˆtre e´tablie donne
la minoration.
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Lemme 3.3. On suppose b > d. Soient T1 et T2 deux parties de {1, . . . , d}, et soit y ∈ AQmax,g,ℓ. On a :
fT1(y) + fT2(y) > fT1∩T2(y) + fT1∪T2(y)
et l’e´galite´ a lieu si, et seulement si T1 ⊂ T2 ou T2 ⊂ T1.
De´monstration. Soient s1, s2, s1∩2 et s1∪2 les cardinaux respectifs de T1, T2, T1 ∩ T2 et T1 ∪ T2. On a
e´videmment s1 + s2 = s1∩2 + s1∪2 et s = s1 − s1∩2 = s1∪2 − s2 > 0. Par ailleurs, quitte a` intervertir T1
et T2, on peut supposer s1 6 s2. Un calcul imme´diat conduit alors a`
fT1(y) + fT2(y)− fT1∩T2(y)− fT1∪T2(y)
= (ys1∩2+1 + · · ·+ ys1)− (ys2+1 + · · ·+ ys1∪2) +
1
2 · s(b− 2) · (s1∪2 + s2 − s1 − s1∩2).
a` partir de quoi, on trouve en utilisant le lemme pre´ce´dent :
fT1(y) + fT2(y)− fT1∩T2(y)− fT1∪T2(y)
> s ·
[
(b − 1)(s2 − s1) + bs− d+
b




(b− 1)(s2 − s1) + bs− d
)
.
Si s > 0, il est clair que la dernie`re expression est elle-aussi strictement positive. L’ine´galite´ du lemme est
donc vraie, et meˆme stricte, dans ce cas. Si au contraire s = 0, le majorant s · ((b − 1)(s2 − s1) + bs− d)
s’annule et l’ine´galite´ du lemme en re´sulte encore. Dans ce dernier cas, l’e´galite´ peut se produire, mais dire
que s = 0 revient a` dire que T1 ∩ T2 = T1, i.e. T1 ⊂ T2. Comme il est clair que, re´ciproquement, si
T1 ⊂ T2, l’ine´galite´ du lemme est une e´galite´, on a bien de´montre´ ce qui avait e´te´ annonce´.
On est maintenant preˆt a` de´montrer la proposition 3.1. On suppose donc b > b0. Si l’on excepte le cas
b = d = 2 que l’on ve´rifie a` part a` la main, on a b > d et donc le lemme pre´ce´dent s’applique. On conside`re
des parties T1, . . . , Td−1 de {1, . . . , d} ve´rifiant les hypothe`ses i) et ii) e´nonce´es en amont des lemmes.
On pose e´galement Td = {1, . . . , d} et on appelle y l’unique point d’intersection des hyperplans affines
d’e´quation fTi(y) = 0 pour i variant entre 1 et d. Quitte a` renume´roter les Ti, on peut supposer que leurs
cardinaux sont range´s par ordre croissant. Comme y ∈ AQmax ,g,ℓ par hypothe`se, les nombres fTi∪Tj (y) et
fTi∩Tj (y) sont positifs ou nuls pour tous indices i et j. Ainsi, on est ne´cessairement dans le cas d’e´galite´
du lemme pre´ce´dent, ce qui signifie, dans le cas ou` i < j, que Ti ⊂ Tj d’apre`s l’hypothe`se supple´mentaire
que nous avons faite sur les cardinaux. Ainsi, on obtient
T1 ⊂ T2 ⊂ · · · ⊂ Td−1 ⊂ Td = {1, . . . , d}.
Par ailleurs, toutes les inclusions sont strictes car les hyperplans d’e´quation fTi(y) = 0 ont un unique point
d’intersection et que deux d’entre eux ne peuvent eˆtre confondus. On en de´duit qu’il existe une permuta-
tion w⋆ ∈ Sd telle que Ti = {w⋆(1), w⋆(2), . . . , w⋆(i)} pour tout i. Il reste a` calculer les coordonne´es
(y1, . . . , yd) du point y. Celles-ci sont solutions du syste`me d’e´quations suivant :

y1 − byd+1−w⋆(1) = d− 1− b(w
⋆(1)− 1)
(y1 + y2)− b(yd+1−w⋆(1) + yd+1−w⋆(2)) = d




(y1 + · · ·+ yd−1)− b(yd+1−w⋆(1) + · · ·+ yd+1−w⋆(d−1))
= d2 − (d− 1)2 − b(w⋆(1) + · · ·+ w⋆(d− 1)− d(d−1)2 )
y1 + · · ·+ yd = 0
(3.3)
En retranchant chaque e´quation de sa pre´ce´dente, le syste`me fournit les e´quations
yi − byd+1−w⋆(i) = d+ 1− 2i− b(w
⋆(i)− i), pour 1 6 i 6 d.
En notant w la permutation inverse de i 7→ d + 1 − w⋆(i), et en posant zi = yi − d − 1 + 2i pour tout i,
celles-ci se re´e´crivent zi = w(i) − i+
zw(i)
b et donnent donc :
















Un calcul facile montre alors que y = ~ρw. Re´ciproquement, pour montrer que ~ρw est un point extre´mal, si
l’on prend en conside´ration ce que l’on a de´ja` dit, il reste a` montrer qu’il appartient a` AQmax,g,ℓ. Or, pour
















ou`, comme d’habitude, s est le cardinal de T . Chaque facteur
∑
t∈T w




est, en valeur absolue, infe´rieur ou e´gal s(d − 1 − s), qui est lui-meˆme infe´rieur ou e´gal a` [ (d−1)
2
4 ] =
b0 − 1. Ainsi, dans la somme infinie du membre de droite de l’e´galite´ (3.4), la contribution des termes
pour n > 1 est majore´e en valeur absolue par b0−1b−1 6 1. Par ailleurs, la contribution pour n = 0 vaut∑
t∈T w(d + 1− t)−
∑s
i=1 i qui est un nombre entier positif ou nul. S’il est strictement positif, il vaut au
moins 1 et d’apre`s ce qu’on a de´montre´ pre´ce´demment, il ne peut eˆtre compense´ par le reste de la somme ;
ainsi on a bien fT (~ρw) > 0 dans ce cas. Si, maintenant,
∑
t∈T w(d + 1 − t) =
∑s
i=1 i, l’ensemble des
w(d + 1 − t) pour t parcourant T est ne´cessairement e´gal a` l’ensemble {1, . . . , s}. Il en re´sulte que pour
tout n, on a aussi
∑
t∈T w
n+1(d + 1 − t) =
∑s
i=1 w
n(i), et donc que fT (~ρw) est nul dans ce cas. Ainsi,
pour tout sous-ensemble T ( {1, . . . , d}, on a fT (y) > 0. Comme on a e´galement y1 + · · · + yd = 0, on
trouve bien ~ρw ∈ AQmax,g,ℓ, et la proposition 3.1 est de´montre´e.
Lemme 3.4. On conserve les hypothe`ses de la proposition 3.1 et les hypothe`ses de sa de´monstration. Alors,
si T n’est pas l’un des ensembles Ti, on a fT (~ρw) > 0.
En d’autres termes, le lemme dit qu’il ne concourt au sommet ~ρw que d − 1 faces correspondant aux
hyperplans d’e´quation fTi(y) = 0 pour 1 6 y 6 d − 1. (Notez bien que l’e´quation fTd(y) = 0 de´finit
l’hyperplan ≪ somme des coordonne´es e´gale 0 ≫ dans lequel tout est plonge´.)
De´monstration. Il suffit de remarquer que dans la somme de la formule (3.4), la contribution du terme
correspondant a` n = d! est positive ou nulle puisque wd! est l’identite´. On en de´duit que la contribution
cumule´e de tous les termes obtenus avec n > 1 est en fait strictement infe´rieure a` b0−1b−1 . Ainsi de`s que
l’ensemble des w(d + 1 − t) (t ∈ T ) n’est pas e´gal a` {1, . . . , s}, c’est-a`-dire de`s que T n’est pas e´gal a` Ts
avec s = Card T , la quantite´ fT (ρw) est strictement positive.
Un mot sur les points extre´maux de AQmax,g,ℓ + C⋆
On de´montrera dans la suite queAQ,g,ℓ = AQmax,g,ℓ+C⋆ (proposition 3.6) et, donc, plutoˆt que les points
extre´maux de AQmax,g,ℓ, ce sont ceux de la sommeAQmax,g,ℓ+C⋆ que l’on aimerait de´crire. Ceux-ci forment
un sous-ensemble des points extre´maux de AQmax,g,ℓ qui, malheureusement, semble difficile a` comprendre.
On peut, malgre´ tout, de´finir un ordre sur Sd qui permet de mieux appre´hender la situation.
Voici comment on proce`de. Tout d’abord, pour tout entier s ∈ {1, . . . , d}, on de´finit le pre´ordre 4s par :














ou` 6lex de´signe l’ordre lexicographique sur l’ensemble des suites, qui donne le plus de poids aux petits
indices. On pose ensuite :
w1 4 w2 ssi w1 4s w2 pour tout s ∈ {1, . . . , d}.
On ve´rifie facilement que 4 est bien un ordre sur Sd. `A titre d’exemple, la figure 2 montre son diagramme
de Hasse pour d = 4 (sur cette figure, la permutation w est note´e (w(1)w(2)w(3)w(4))). Il existe de´ja` un
certain nombre d’ordres sur le groupe des permutations Sd (ordre de Bruhat, ordre faible, etc.) mais l’ordre
4 ne semble coı¨ncider avec aucun d’entre eux (en tout cas, pas avec ceux qui sont connus de l’auteur). Pour
l’instant, il est encore assez myste´rieux. La proposition suivante explique malgre´ tout comment il est relie´
avec la proble´matique de cet article.
Proposition 3.5. On suppose b > b0. Pour toutes permutationsw1, w2 ∈ Sd, on aw1 4 w2 si, et seulement
si ~ρw1 ∈ ~ρw2 + C⋆.
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(1 2 3 4)
(1 2 4 3) (1 3 2 4)
(1 3 4 2) (1 4 2 3) (1 4 3 2)
(2 1 3 4)
(2 1 4 3) (2 3 1 4)
(2 3 4 1)(2 4 1 3) (2 4 3 1)
(3 1 2 4)
(3 1 4 2)
(3 2 1 4)
(3 2 4 1)
(3 4 1 2)
(3 4 2 1)
(4 1 2 3)(4 1 3 2) (4 2 1 3)
(4 2 3 1)
(4 3 1 2)(4 3 2 1)
FIGURE 2 – Diagramme de Hasse de l’ordre 4 sur S4
Les traits gris clairs sur la figure repre´sentent, de la meˆme fac¸on que les traits noirs, des areˆtes
dans le graphe de Hasse. Attention : afin de faciliter la lecture, nous avons dessine´ en rouge
les areˆtes entre une permutation du troisie`me e´tage et une du quatrie`me qui ne sont pas dans
le diagramme de Hasse !
Les permutations colorie´es en bleu sont les e´le´ments maximaux.
De´monstration. Les coordonne´es de ~ρw1 − ~ρw2 sont
















2 (i)) > 0
et que l’e´galite´ a lieu si s = d. En fait, il est clair que l’e´galite´ est toujours ve´rifie´e pour s = d ; on peut donc






2 (i) est majore´e en valeur
absolue par b0 − 1. Comme b0−1b−1 6 1, le signe de la somme infinie ne de´pend que du signe du premier
terme non nul. La proposition de´coule de cela.
Il re´sulte de la proposition que si deux permutations distinctes w1 et w2 sont telles que w1 4 w2, alors ~ρw1
ne peut eˆtre un point extre´mal de AQmax,g,ℓ + C⋆ (toujours sous l’hypothe`se b > b0). Ainsi, les seuls points
extre´maux envisageables correspondent aux permutations w qui sont des e´le´ments maximaux pour 4. Par
contre, il se peut que certains e´le´ments maximaux ne de´finissent pas des points extre´maux deAQmax ,g,ℓ+C⋆ ;
lorsque d = 4 par exemple, c’est le cas des vecteurs correspondant aux permutations (2 4 3 1) et (4 2 1 3)
(qui sont bien des e´le´ments maximaux comme on le voit sur la figure 2).
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3.2 Le calcul de AQ,g,ℓ
Le but de cette partie est de de´montrer la proposition suivante.
Proposition 3.6. On suppose b > b0. Alors AQ,g,ℓ = AQmax,g,ℓ + C⋆.
L’inclusion AQmax,g,ℓ + C⋆ ⊂ AQ,g,ℓ est facile. En effet, il est clair de´ja` que AQmax,g,ℓ est inclus dans
AQ,g,ℓ. Soient maintenant y = (y1, . . . , yd) ∈ AQ,g,ℓ et z = (z1, . . . , zd) ∈ C⋆. Il suffit de montrer que
y + z ∈ AQ,g,ℓ. Par de´finition de AQ,g,ℓ, on a y1~µ1 + · · ·+ yd~µd − ~δ ∈ Q⋆, ce qui revient a` dire que pour
tout q ∈ Q,
y1 〈~µ1|q〉E + · · ·+ yd 〈~µd|q〉E > 〈
~δ|q〉E . (3.5)
Par ailleurs, on sait que la suite des 〈~µj |q〉E est de´croissante en j ; autrement dit elle de´finit un vecteur de
Rd qui appartient a` C. On en de´duit que
z1 〈~µ1|q〉E + · · ·+ zd 〈~µd|q〉E > 0. (3.6)
Finalement en additionnant les formules (3.5) et (3.6), on trouve bien y + z ∈ AQ,g,ℓ comme annonce´.
On se concentre de´sormais sur la de´monstration de l’inclusion re´ciproque. `A partir de maintenant, on
suppose donc b > b0. La de´marche ge´ne´rale est la suivante. Tout d’abord, pour tout point extre´mal ~ρw de
AQmax,g,ℓ, on note Dw le coˆne convexe tel qu’au voisinage de ~ρw, on ait AQmax,g,ℓ = ~ρw + Dw. Si ~ρw est
un point extre´mal de AQmax,g,ℓ + C⋆, les ensembles convexes AQmax,g,ℓ + C⋆ et ~ρw +Dw + C⋆ coı¨ncident





(~ρw +Dw + C
⋆)
ou` l’on a note´ Sd le sous-ensemble de Sd correspondant aux points extre´maux de AQmax,g,ℓ + C⋆. Ainsi, il
suffit de montrer que tout e´le´ment de AQ,g,ℓ appartient a` ~ρw +Dw + C⋆ pour tout w ∈ Sd. On va en fait
montrer que c’est le cas pour tout w ∈ Sd. Pour ce faire, l’ide´e est d’interpre´ter la somme ~ρw +Dw + C⋆
comme des AQw ,g,ℓ pour certaines coˆnes convexes Qw ⊂ E. Il suffira alors pour conclure de montrer que
tous les Qw sont inclus dans Q.
3.2.1 Les ensembles Qw
On fixe w une permutationw de l’ensemble {1, . . . , d}. En s’inspirant du §3.1, on de´finit la permutation
w⋆ : i 7→ d+ 1− w−1(i) et, pour tout s compris entre 1 et d, on conside`re l’ensemble
Ts(w) = {w
⋆(1), w⋆(2), . . . , w⋆(s)}.
Cet ensemble correspond a` une partie admissible de I note´e Is(w). On rappelle que, s e´tant fixe´, si on note
t1, . . . , ts les nombresw⋆(1), . . . , w⋆(s) trie´s par ordre de´croissant (i.e. t1 > t2 > · · · > ts), alors le couple
(i, j) est dans Is(w) si, et seulement si i 6 s et j > d− ti. Lorsquew est la permutation ω : i 7→ d+1− i,
on a w⋆ = id et donc Ts(ω) = {1, . . . , s} ; l’ensemble admissible Ts(ω) est alors simplement l’ensemble
Is = {(i, j) ∈ I | j − i > d − s} qui a de´ja` e´te´ conside´re´e. De fac¸on ge´ne´rale, on ve´rifie facilement que
les ensembles Is(w) de´finissent une partition croissante de I telle que Id(w) = I . On conside`re la fonction
ordw : I → {1, . . . , d} qui a` un couple (i, j) associe le plus petit entier s tel que (i, j) ∈ Is(w). De fac¸on
e´vidente, pour tout s, l’ensemble Is(w) regroupe les e´le´ments x ∈ I tels que ordw(x) 6 s.
Pour se repre´senter les constructions pre´ce´dentes, il est commode de conside´rer les e´le´ments (i, j)
comme les cases d’un tableau triangulaire (voir figure 3). La fonction ordw correspond alors a` un rem-
plissage des cases du tableau par les nombres entiers compris entre 1 et d. Celui-ci s’obtient en fait tre`s
simplement a` partir de la permutationw, comme suit. On place d’abord sur la ligne du haut et dans les w(1)
dernie`res colonnes du tableau le nombre 1. Ensuite, on place le nombre 2 dans les w(2) dernie`res colonnes
du tableau a` chaque fois dans la case la plus haute qui n’est pas de´ja` remplie. Ainsi, si w(2) < w(1), tous
les nombres 2 se retrouvent sur la deuxie`me ligne, tandis que si w(2) > w(1), on e´crit w(1) nombres 2 sous
les 1 de´ja` e´crits a` l’e´tape pre´ce´dente, et on met les w(2)−w(1) nombres 2 restants sur la premie`re ligne. On
continue ensuite avec les 3 : on les place dans les w(3) dernie`res colonnes, toujours le plus haut possible.
Et ainsi de suite jusqu’a` d. La figure 3 montre le remplissage obtenue pour la permutation (3 2 4 5 1) (pour

















1 2 3 4 5
i
j
FIGURE 3 – La fonction ord(3 2 4 5 1)
On de´finit encore un graphe Iw comme suit : ses sommets sont les e´le´ments de I et l’on convient qu’il y a
une areˆte entre x et y dans ce graphe si ordw(x) > ordw(y). Finalement, on introduit l’ensemble Q′w ⊂ E :
c’est le coˆne convexe QIw associe´ au graphe Iw par la recette donne´e juste en dessous de la de´finition 2.8.
Pour w0 : i 7→ d+ 1− i, l’ensemble Qw0 n’est autre que l’ensemble Qmin.
Lemme 3.7. On suppose b > b0. Alors, on a AQ′w,g,ℓ = ~ρw +Dw.
De´monstration. Les parties admissibles du graphe Iw (dans le sens de la de´finition 2.8) sont exactement les
Is(w) pour 1 6 s 6 d. La proposition 2.9 assure donc que le coˆne dual (Q′w)⋆ est de´fini dans E par les
e´quations : ∑
(i,j)∈I




ou` les xi,j sont les coordonne´es canoniques sur E = RI . En injectant cela dans la formule (2.1) et en utili-
sant le lemme 2.10, on trouve qu’un e´le´ment y = (y1, . . . , yd) ∈ Rd appartient a` AQ′w,g,ℓ si, et seulement
si y1 + . . . + yd = 0 et fIs(w)(y) > 0 pour tout s (ou` la fonction fIs(w) est de´fini comme pre´ce´demment,
voir formule (3.2)).
Par ailleurs, e´tant donne´ que b > b0, le lemme 3.4 s’applique et implique que le coˆne Dw est de´fini par
les e´quations et ine´quations :
y1 + · · ·+ yd = 0 et gIs(w)(y) = 0
ou`, si T est une partie de {1, . . . , d}, on a note´ gT la fonction line´aire associe´ a` fT : pour tout y =
(y1, . . . , yn) dans Rd, on a gT (y) = y1 + · · · + ys − b ·
∑
t∈T yd+1−t avec s = CardT . Comme ~ρw a
e´te´ justement construit pour ve´rifier fIs(w)(~ρw) = 0 pour tout s, l’e´galite´ du lemme en de´coule.
Soit D le coˆne convexe de E de´fini par D = {(qi,j) ∈ E |µ1,1 > µ1,2 > · · · > µ1,d } ou` les µi,j
sont de´finis a` partir des qi,j par la formule (1.7). On rappelle que l’on a de´fini dans le §2.3.2 des vecteurs
~µj ∈ Rd tels que µ1,j = 〈~µj |q〉E ou` q = (qi,j) ∈ E. Ainsi D
⋆
, le coˆne dual de D, n’est autre que le coˆne
convexe engendre´ par les vecteurs ~µj − ~µj+1 pour j parcourant l’ensemble d’indices {1, . . . , d − 1}. Par
ailleurs, l’application g est de´finie par q 7→ (〈~µ1|q〉E , . . . , 〈~µ1|q〉E) et donc envoie D⋆ sur l’ensemble des
y = (y1, . . . , yd) ∈ R
d tels que y1 > · · · > yd, c’est-a`-dire C. On pose enfin Qw = Q′w ∩D ⊂ E. Le coˆne
dual de Qw est alors e´gal a` (Q′w)⋆ +D⋆. `A partir de la` et de ce qui a e´te´ dit pre´ce´demment (et notamment
du lemme 3.7), il suit, en de´roulant les de´finitions, que l’ensembleAQw ,g,ℓ est e´gal a` ~ρw+Dw+C⋆ comme
souhaite´. Il ne reste donc plus qu’a` de´montrer que Qw ⊂ Q.
3.2.2 Interme`de : la permutation des perdants
On constate sur l’exemple de la figure 3 que si l’on retire la ligne du haut du damier triangulaire, et
que l’on soustrait 1 a` tous les nombres restants, on obtient une nume´rotation qui correspond a` une nouvelle
permutation w′, qui est ici e´gale a` (2 3 4 1). Dans ce paragraphe, on montre que cela est vrai de fac¸on
ge´ne´rale et on explique comment obtenir la permutation w′ a` partir de w.
De´finition 3.8. Soit w une permutation de l’ensemble {1, . . . , d}.
Un record de w est un entier w(i) tel que w(j) < w(i) pour tout j < i. Si w(i) est un record de w, on
dit qu’il apparaıˆt en position i.
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La permutation des perdants de w est la permutation w′ de {1, . . . , d − 1} de´finie par re´currence en
de´cre´tant que w′(i) est le plus petit e´le´ment de l’ensemble diffe´rence{




w′(1), . . . , w′(i− 1)
}
. (3.7)
La notion de record est classique : elle a de´ja` e´te´ introduite il y a de nombreuses anne´es dans [14] et a depuis
fait l’objet de multiples e´tudes, notamment en ce qui concerne leur distribution asymptotique. Par contre,
l’auteur n’a pas re´ussi a` trouver une trace ante´rieure de la permutation des perdants.
On montre imme´diatement par re´currence que l’ensemble (3.7) est toujours de cardinal 2 (i.e. que l’en-
semble que l’on oˆte est toujouts inclus dans le premier), et plus pre´cise´ment qu’il contient exactement
l’e´le´mentw(i+1), et le dernier record de w apparaissant avant i. Ainsi si w(i+1) n’est pas un record de w,
on a w′(i) = w(i + 1), tandis que dans le cas contraire, w′(i) est le record pre´ce´dent de w. Dans le cas de
la permutation w = (3 2 4 5 1), on voit que les records de w sont les entiers 3, 4 et 5 et que la permutation
est perdants de w est w′ = (2 3 4 1).
On peut donner une reformulation moins mathe´matique des de´finitions pre´ce´dentes qui donne tout son
sens a` la terminologie. Il faut pour cela imaginer que les entiers de 1 a` d sont des candidats qui prennent part
a` une compe´tition, dans l’ordre indique´ par la permutation w : si l’on reprend notre exemple, cela signifie
que 3 joue d’abord, 2 juste apre`s, etc. En outre un candidat est d’autant plus fort au jeu que l’entier qui lui
est attache´ est grand. Les records correspondent alors aux records au sens usuel : l’entier 3 joue en premier,
et donc de´croche le record (il n’a pas grand me´rite, mais peu importe) ; ensuite vient le tour de l’entier 2
dont la performance est moins bonne, il n’a donc pas le record ; ensuite, joue 4 qui fait un nouveau record ;
puis 5 qui bat encore le record ; et enfin 1 qui n’ame´liore certainement pas le record. Les records successifs
sont donc bien 3, 4 et 5.
La permutation des perdants, quand a` elle, s’interpre`te comme suit. Il faut imaginer qu’au fur et a`
mesure que la compe´tition se de´roule, on met a` jour une liste des perdants. Au premier tour, l’entier 3 joue
et il n’y a pour l’instant aucun perdant ; on e´crit donc rien sur la liste. Ensuite, c’est au tour de l’entier 2
de jouer ; celui-ci fait un moins bon re´sultat et se retrouve ainsi eˆtre le premier perdant. C’est maintenant 4
qui s’e´lance, et il subtilise le record a` 3 ; l’entier 3 devient comme ceci un perdant et on l’inscrit sur la liste
en dessous de 2. Et ainsi de suite, on obtient la liste des perdants — ou la permutation des perdants pour
reprendre la terminologie mathe´matique — compose´e dans l’ordre des nombres 2, 3, 4 et 1.
Dans la suite, et notamment lors des de´monstrations, on continuera d’employer la terminologie image´e
issue de la me´taphore de la compe´tition.
Lemme 3.9. Soient w ∈ Sd et w′ sa permutation des perdants. Soit ordw′ : I ′ → {1, . . . , d − 1} (avec
I ′ = {(i, j) ∈ N2 | 1 6 i 6 j 6 d−1}) la fonction associe´e a`w′. Alors ordw′(i, j) = ordw(i+1, j+1)−1.
De´monstration. On raisonne sur la repre´sentation de la fonction ordw sous forme de tableau triangulaire
(voir figure 3). Il s’agit alors de montrer qu’un entier i > 2 apparaıˆt exactementw(i)−w′(i− 1) fois sur la
premie`re ligne. Si w(i) n’est pas un record, alors manifestement i n’apparaıˆt pas sur la premie`re ligne et on
a de´ja` dit qu’alors w(i) = w′(i − 1). Dans ce cas, on a donc bien ce que l’on voulait. Si, au contraire, w(i)
est un record, soit w(j) le record de w qui apparaıˆt juste avant i, i.e. w(j) = max{w(1), . . . , w(i − 1)}.
Alors w′(i − 1) = w(j) et l’entier i apparaıˆt w(i) − w(j) sur la premie`re ligne du tableau. On a donc, a`
nouveau, bien ve´rifie´ ce que l’on avait annonce´.
3.2.3 La fin de la de´monstration
On en revient a` la de´monstration de la proposition 3.6. Il reste a` de´montrer que Qw ⊂ Q pour toute
permutation w ∈ Sd. On fixe a` partir de maintenant w ∈ Sd et un e´le´ment q = (qi,j) ∈ Qw. On note
e´galement µi,j les nombres re´els de´finis par la formule (1.7). Par hypothe`se µ1,j > µ2,j > · · · > µd,j et, en
examinant la de´finition de Q′w, on prouve qu’il existe des re´els q1 6 q2 6 · · · 6 qd tels que qi,j = qordw(i,j).
On veut montrer que q ∈ Q, ce qui signifie que les ine´galite´s µi,j 6 µi+1,j et µi,j > µi+1,j+1 sont
satisfaites pour de`s que cela a un sens. La premie`re e´tape consiste a` exprimer les µi,j en fonction des qi. Pour
cela, on conside`re w1, . . . , wd les permutations de´finies par re´currence en convenant que w1 = w et que
wi+1 est la permutation des perdants de wi ; ainsi wi est une permutation de l’ensemble {1, . . . , d+1− i}.
On de´finit encore les permutations w∨i ∈ Sd+1−i par w∨i (j) = w
−1
i (d + 2 − i − j) ou` w
−1
i de´signe bien
suˆr la permutation inverse de wi.
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Lemme 3.10. Avec les notations pre´ce´dentes, on a pour tout couple (i, j) ∈ I :
µi,j = bqw∨i (j−i+1)+i−1 − qj .
De´monstration. D’apre`s le lemme 3.9 et les expressions donnant les valeurs de µi,j , il suffit de traiter le cas
ou` i = 1. La formule a` de´montrer s’e´crit alors simplement µ1,j = bqw∨1 (j) − qj . Par de´finition, on a :
µ1,j = −qj,d + b ·
j∑
i=1




= −qordw(j,d) + b ·
j∑
i=1




Or, si l’on se souvient de l’interpre´tation de la fonction ordw en termes de remplissage de tableau, il est
clair que ordw(j, d) = j et que l’ensemble {ordw(1, j), . . . , ordw(j, j)} consiste en les entiers s tels que
w(s) > d+ 1− j. Ainsi, trouve-t-on :
{ordw(1, j), . . . , ordw(j, j)} = {ordw(1, j − 1), . . . , ordw(j − 1, j − 1)} ∪ {w∨1 (j)}
et la formule du lemme en de´coule.
On est en mesure a` pre´sent de montrer que µ1,j 6 µ2,j pour tout indice j ∈ {2, . . . , d}. Par de´finition
de w∨2 , on a w2 ◦w∨2 (j − 1) = d+ 1− j ; autrement dit, l’entier d+ 1− j apparaıˆt en position w∨2 (j − 1)
dans la permutation des perdants de w. Il a donc force´ment joue´ avant le tour w∨2 (j − 1) + 1, ce qui se
traduit mathe´matiquement par l’ine´galite´ w∨1 (j) 6 w∨2 (j − 1)+ 1. Ainsi, graˆce au lemme 3.10, on obtient :
µ1,j = bqw∨1 (j) − qj 6 bqw∨2 (j−1)+1 − qj = µ2,j
ce qui est bien ce que l’on de´sirait. La de´monstration de l’ine´galite´ µ1,j > µ2,j+1 suit une ide´e analogue. On
remarque d’abord que, d’apre`s le lemme 3.10, la diffe´rence entre les deux nombres a` comparer s’exprime
comme suit :
µ1,j − µ2,j+1 = b(qw∨1 (j) − qw∨2 (j)+1) + qj+1 − qj .
Comme qj+1 > qj , l’e´galite´ que l’on souhaite de´montrer est trivialement satisfaite si qw∨1 (j) > qw∨2 (j)+1
et donc de`s que w∨1 (j) > w∨2 (j). On suppose donc a` partir de maintenant que w∨1 (j) 6 w∨2 (j). On pose
i1 = w
∨
1 (j) et i2 = w
∨
2 (j) ; on a alors w1(i1) = d + 1 − j et w2(i2) = d − j. Selon la permutation w,
l’entier d− j a donc force´ment joue´ avant le temps i2 + 1. Par ailleurs, il n’a pas pu jouer avant le temps i1
car sinon, il aurait e´te´ battu par d + 1 − j au temps i1 et donc aurait au pire rejoint la liste des perdants en
position i1 − 1. De meˆme, il n’a pas pu jouer en i1 car c’e´tait alors le tour de d + 1 − j, ni entre les temps
i1+1 et i2 car il aurait e´te´ alors perdant tout de suite (e´tant donne´ que d+1− i aurait de´ja` fait une meilleure
performance avant). On en de´duit que d− j a joue´ au temps i2+1, c’est-a`-dire que w(i2 +1) = d− j, soit
encore w∨1 (j + 1) = i2 + 1 = w
∨
2 (j) + 1. En appliquant le lemme 3.10, on obtient
µ1,j+1 = bqw∨1 (j+1) − qj+1 = bqw∨2 (j)+1 − qj+1 = µ2,j+1
et la conclusion re´sulte alors de l’hypothe`se µ1,j > µ1,j+1.
`A pre´sent, des deux e´galite´s que l’on vient de prouver, il suit µ2,j > µ1,j > µ2,j+1 pour tout j ∈
{2, . . . , d−1}. On peut donc reite´rer l’argumentation pre´ce´dente en de´calant les indices (ou, si l’on pre´fe`re,
appliquer ce que l’on vient de de´montrer a` la permutation w′) afin d’obtenir les ine´galite´s µ2,j 6 µ3,j pour
3 6 j 6 d, et µ2,j > µ3,j+1 pour 2 6 j 6 d − 1. En continuant ainsi, on de´montre bien au final ce que
l’on voulait.
3.3 De´monstration des the´ore`mes 2, 4 et 5
3.3.1 Le cas des varie´te´s Xµ
On commence par de´montrer le the´ore`me 4. Soit µ = (µ1, . . . , µd) un d-uplet d’entiers ve´rifiant µ1 >
· · · > µd. En passant au de´terminant, on de´montre tout de suite que si b− 1 ne divise pas µ1 + · · ·+ µd, la
varie´te´ Xµ est vide. On suppose de´sormais que µ1 + · · ·+ µd est un multiple de b− 1. On a
dimk Xµ = maxdimk Xϕ
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ou` le maximum est pris sur tous les ϕ ∈ ΦZ tels que µ1,i(ϕ) = µi pour tout i. Les congruences e´nonce´es
sont donc une conse´quence imme´diate du corollaire 1.17 et du the´ore`me 1.18. Pour le reste, on rappelle que
l’on se restreint au cas ou` h > 0. On a donc dimk Xµ = b′Q,R,g,ℓ,0(µ), et, en vertu de la proposition 2.3, on
est amene´ a` justifier les deux assertions suivantes :
– l’image de R ∩ QR (ou` on rappelle que QR est de´fini comme le R-espace vectoriel engendre´ par Q)
par la fonction g contient l’ensemble des d-uplets (y1, . . . , yd) tels que b− 1 divise y1 + · · ·+ yd ;
– le nombre bQ,g,ℓ,0(µ) = aQ,g,ℓ(µ) est e´gal au minimum qui apparaıˆt dans l’e´nonce´ du the´ore`me 4.
Il est facile de construire un e´lement q = (qi,j) telle que toutes les ine´galite´s des jeux I, II et III de´finissant
Q soient strictes ; on pourra pour cela s’inspirer de l’exemple de la figure 1. Un tel point est dans l’inte´rieur
de Q, ce qui assure que Q est d’inte´rieur non vide et donc que QR = E. Si l’on note ~v1, . . . , ~vd la base
canonique de Rd, un calcul facile montre qu’e´tant donne´ un entier s compris entre 1 et d, l’image par g de
l’e´le´ment (qi,j) ∈ R de´fini par qi,j = δ(i,j),(s,d) (δ e´tant le symbole de Kronecker) est ~ws = b~vd − ~vs. En




· (y1 + · · ·+ yd) · ~wd − (y1 ~w1 + · · ·+ yd ~wd).
Ainsi on trouve que y appartient a` g(R) = g(R ∩ QR) de`s que b − 1 divise la somme de ses coordonne´es
y1 + · · ·+ yd, ce qui de´montre la premie`re assertion.
On en vient a` la seconde. Comme l’on ne conside`re que des e´le´ments µ dans C, on a aQ,g,ℓ(µ) =
bQ,g,ℓ,0,C(µ) et de meˆme aQmax,g,ℓ(µ) = bQmax,g,ℓ,0,C(µ). D’apre`s la proposition 2.2 et la description
des points extre´maux de AQmax ,g,ℓ donne´e par la proposition 3.1, il suffit de montrer que BQ,g,ℓ,0,C =
BQmax,g,ℓ,0,C , i.e. AQ,g,ℓ + C⋆ = AQmax,g,ℓ + C⋆, ce qui suit de la proposition 3.6.
Remarque 3.11. Bien entendu, aQ,g,ℓ(µ) s’e´crit aussi comme le minimum des produits scalaires 〈α|µ〉d ou`
α de´crit l’ensemble des points extre´maux de AQ,g,ℓ. Cela signifie que le the´ore`me 4 reste vrai si l’on se
contente de prendre le minimum sur le sous-ensemble (strict) Sd de Sd, qui est de´fini au de´but du §3.2.
En d’autres termes, les permutations qui n’appartiennent pas a` Sd ne contribuent jamais (i.e. pour aucun
µ ∈ C) au minimum.
Il reste encore a` de´montrer que lorsque µ est b-re´gulier, le minimum des produits scalaires 〈~ρw|µ〉d
(pour w de´crivant Sd) est atteint lorsque w = w0 : i 7→ d + 1 − i, et qu’il vaut alors 1b+1 · 〈2~ρ|µ〉d (on
rappelle que ~ρ est de´fini par ~ρ = (d−12 ,
d−3
2 , . . . ,
1−d
2 ) ∈ R
d). On note pour cela Reg le sous-ensemble de
Rd forme´ des e´le´ments µ = (µ1, . . . , µd) qui sont b-re´guliers ; il s’agit d’un coˆne convexe dont le coˆne dual
est note´ Reg⋆. Avec la proposition 2.2, on voit aise´ment qu’il suffit de de´montrer le lemme suivant.
Lemme 3.12. Soit w0 la permutation i 7→ d+ 1− i. On a l’e´galite´ :




De´monstration. On a de´ja` dit que les convexesAQw0 ,g,ℓ et AQmin,g,ℓ e´taient e´gaux. Pour i ∈ {1, . . . , d−1},
on note ~vi ∈ Rd le vecteur ~vi = (0, . . . , 0, 1,−1, 0 . . . , 0) ou` le 1 est en i-e`me position. Ces vecteurs
forment une base de l’hyperplan ≪ somme des coordonne´es e´gale 0 ≫, note´ H . D’apre`s la de´finition des
points b-re´guliers, le coˆne dual Reg⋆ est le coˆne convexe engendre´ par les vecteurs ~wi = b~vd−i − ~vi
pour 1 6 i 6 d − 1. Par ailleurs, comme dans la de´monstration du lemme 3.7, on obtient qu’un e´le´ment
y = (y1, . . . , yd) ∈ Rd appartient a` AQw0 ,g,ℓ si, et seulement si{
y1 + y2 + · · ·+ yd = 0
(y1 + · · ·+ ys)− b(yd+1−s + · · ·+ yd) > s(d− s), ∀s ∈ {1, . . . , d− 1}.
Comme le vecteur 2~ρb+1 n’est autre que l’intersection de ces d hyperplans (ve´rification imme´diate), le convexe
− 2~ρb+1 +AQw0 ,g,ℓ est le coˆne de´fini dans H par les ine´galite´s (y1 + · · ·+ ys)− b(yd+1−s + · · ·+ yd) > 0
pour s ∈ {1, . . . , d − 1}. Pour conclure, il suffit de montrer que ce coˆne est engendre´ par les vecteurs ~wi.
Or, il est engendre´ par les intersections (d − 2) a` (d − 2) des (d − 1) hyperplans (de H) frontie`re des
demi-espaces pre´ce´dents. Un calcul direct montre enfin que ces intersections sont exactement les vecteurs
~wi, ce qui conclut.
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3.3.2 Le cas des varie´te´s X6µ
On en vient maintenant aux varie´te´s X6µ, c’est-a`-dire a` la de´monstration du the´ore`me 5. Pour ce faire,
on suit a` nouveau la meˆme me´thode : on donne une description de l’ensemble convexe BQ,g,ℓ,C⋆ , a` partir
de laquelle on de´duit une formule pour la fonction bQ,g,ℓ,C⋆ d’ou` re´sultera le the´ore`me.
Le calcul de AQ,g,ℓ ∩ C Le lemme 3.12 donne une description explicite de l’ensemble AQmin,g,ℓ. Dans
ce paragraphe, on se propose de de´montrer qu’il s’en de´duit une autre description simple de l’intersection
AQ,g,ℓ ∩ C, au moins si b est suffisamment grand. Plus pre´cise´ment, on se propose de de´montrer que, si
b > b0, on a :






D’apre`s la proposition 3.6 (en fait, seule l’inclusion facile sert), il suffit d’e´tablir l’e´galite´ (AQmax ,g,ℓ+C⋆)∩
C = AQmin,g,ℓ ∩ C. On commence par un lemme concernant les points extre´maux de AQmax,g,ℓ.
Lemme 3.13. On suppose b > max(b0, d+1). Alors le seul point extre´mal de AQmax,g,ℓ qui appartient a` C
est 2~ρb+1 .
De´monstration. Comme on a suppose´ b > b0, la proposition 3.1 s’applique et les points extre´maux de
AQmax,g,ℓ sont de la forme ~ρw. On est ainsi ramene´ a` montrer que le vecteur ~ρw n’appartient pas a` C de`s
que w n’est pas la permutation i 7→ d + 1 − i. Or, par de´finition de C et d’apre`s la formule donnant les
coordonne´es de ~ρw, le fait que ~ρw soit e´le´ment de C implique que pour tout i ∈ {1, . . . , d − 1}, l’e´galite´
suivante est satisfaite :
∞∑
n=1
wn(i+ 1)− wn(i) + 1
bn
> 0.
Du fait que b > d + 1, ceci implique que le premier terme de la somme (i.e. pour n = 1) est lui-meˆme
positif ou nul. Ainsi w(i + 1) > w(i) − 1 pour tout indice i ∈ {1, . . . , d− 1} et il est alors clair que w ne
peut eˆtre que la permutation i 7→ d+ 1− i.
Lemme 3.14. Soit y = (y1, . . . , yd) un e´le´ment de AQmin,g,ℓ tel que yi 6 yi+1+1 pour tout i ∈ {1, . . . , d−
1}. Alors y ∈ AQmax,g,ℓ.
De´monstration. D’apre`s la descrition de AQmax ,g,ℓ donne´e par le syste`me (3.1), il s’agit de montrer que
fT (y) > 0 pour toute partie T de {1, . . . , d}. Soit T une telle partie. Si on note t1 < · · · < ts ses e´le´ments
(avec s = CardT ), l’ine´galite´ fT (y) > 0 devient
y1 + · · ·+ ys − b ·
s∑
i=1
yd+1−ti > s(d− s) + b ·
s∑
i=1
(ti − i). (3.9)
Par ailleurs, comme y est pris dans AQmin,g,ℓ, on a
y1 + · · ·+ ys − b ·
s∑
i=1




Or, on a ti > i pour tout i d’ou`, d’apre`s l’hypothe`se, on tire yd+1−i − yd+1−ti 6 ti − i. L’ine´galite´ (3.9)
s’ensuit.
On peut a` pre´sent de´montrer l’e´galite´ (3.8) lorsque b > max(b0, d + 1). On rappelle qu’il suffit de
montrer que le polytope P1 = AQmin,g,ℓ ∩ C est inclus dans le polytope P2 = (AQmax ,g,ℓ + C⋆) ∩ C et,
pour cela, on peut se contenter de prouver que tous les sommets de P1 (en incluant ceux a` l’infini) sont dans
P2. On ve´rifie tout de suite que Reg ⊂ C⋆ ; ainsi C ⊂ Reg⋆ et la description donne´e par le lemme 3.12
implique AQmax,g,ℓ + C = AQmax,g,ℓ et finalement P1 + C = P1. Comme en plus P1 ⊂ C, on en de´duit
que les sommets a` l’infini de P1 sont ceux de C. Mais du fait que C ⊂ C⋆ (ve´rification facile), il suit que
P2 + C = P2. Ainsi les sommets a` l’infini de C sont bien dans P2.
Il reste donc a` traiter le cas des sommets de P1 a` distance fini, c’est-a`-dire des points extre´maux de P1.
Soient F1, . . . , Fd−1 les facettes de AQmin,g,ℓ ; ce sont des coˆnes simpliciaux de dimension d − 2 issus de
2~ρ
b+1 . Le lemme 3.14 assure que les convexesAQmax,g,ℓ+C
⋆ et AQmin,g,ℓ sont e´gaux sur un voisinage de 2~ρb+1 .
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On en de´duit queAQmax,g,ℓ+C⋆ a exactement d−1 facettes issues de 2~ρb+1 et que l’on peut nume´roter celles-
ci F ′1, . . . , F ′d−1 de sorte que F ′i ⊂ Fi pour tout i. Pour chaque i, les sommets de F ′i a` distance finie sont
des points extre´maux de AQmax,g,ℓ +C⋆ et donc a fortiori des points extre´maux de AQmax,g,ℓ. En particulier,
d’apre`s la proposition 3.1 et le lemme 3.13, ceux-ci ne sont pas dans C a` l’exception de 2~ρb+1 . Les sommets
a` l’infini, quant a` eux, correspondent aux directions de Reg⋆, c’est-a`-dire aux vecteurs ~wi introduits dans
la de´monstration du lemme 3.12. Comme aucun des ~wi, ni de leurs oppose´s, n’est dans C, on en de´duit
finalement que Fi ∩ C = F ′i ∩C.
Il est maintenant facile de conclure : tout point extre´mal de P1 = AQmin,g,ℓ ∩ C appartient a` l’une
des faces Fi et bien suˆr e´galement a` C. Il appartient donc a` la face F ′i correspondante, et par suite a`
AQmax,g,ℓ + C
⋆ puis a` P2.
Obtention de la majoration On sait que la dimension de la varie´te´ X6µ est majore´e par la quantite´
bQ,g,ℓ,C⋆(µ) qui d’apre`s la proposition 2.2 vaut infα∈BQ,g,ℓ,C⋆ 〈α|µ〉E ou`, on rappelle que BQ,g,ℓ,C⋆ =




il suffit donc de prouver que le vecteur 2~ρb+1 est dans BQ,g,ℓ,C⋆ . Il est de´ja` e´vident qu’il appartient a` C. De
plus, le lemme 3.12 montre qu’il appartient a`AQmin,g,ℓ, d’ou` il suit, graˆce au lemme 3.14, qu’il est aussi dans
AQmax,g,ℓ et donc a fortiori dans AQ,g,ℓ. On en vient finalement a` la deuxie`me majoration du the´ore`me : on
suppose b > max(b0, d+ 1) et on veut montrer






Si l’on de´finit la forme line´aire L : Rd → R, µ 7→ 1b+1 · 〈2~ρ|µ〉d, on remarque que le majorant dans
(3.10) n’est autre que bReg,id,L,C⋆(µ). Pour terminer la preuve, il suffit donc de montrer que bReg,id,L,C⋆ =
bQ,g,ℓ,C⋆ . Or, en de´roulant les de´finitions, on trouve AReg,id,L = 2~ρb+1 + Reg
⋆ et donc AReg,id,L = AQmin,g,ℓ
d’apre`s le lemme 3.12. L’e´galite´ (3.8) implique alors AReg,id,L ∩ C = AQ,g,ℓ ∩ C a` partir de quoi la
proposition 2.2 permet de conclure.
Obtention de la minoration Il ne reste plus qu’a` de´montrer la minoration. ´Etant donne´ que si µ′ 6 µ,
on a tautologiquement X6µ′ ⊂ X6µ et donc dimk X6µ′ 6 dimk X6µ, il suffit de montrer que si µ =








Pour cela, il suffit de trouver un e´le´ment q ∈ Q ∩ R tel que g(q) ∈ µ − C⋆ et ℓ(q) > 〈2~ρ|µ〉db+1 − (d −
1)2 − (d−2)
2




b2−1 . La condition de divisibilite´ qui apparaıˆt dans la
de´finition d’un d-uplet fortement inte´gralement b-re´gulier assure que si q′1 + · · ·+ q′d est un entier alors que
les conditions d’ine´galite´ se traduisent par q′1 6 q′2 6 · · · 6 q′d−1 6 q′d − d. Pour i < d, on note qi la
partie entie`re supe´rieure de q′i (i.e. le plus petit entier plus grand ou e´gal a` q′i) et on de´finit qd de sorte que
q1 + · · ·+ qd = q′1 + · · ·+ q
′
d. Tous les qi sont alors des entiers, et on ve´rifie directement que la suite qu’ils
forment est croissante. Ainsi le vecteur q de coordonne´es qi,j = qd−j+i (pour (i, j) ∈ I) appartient a` Q. En
outre, un calcul imme´diat montre que pour tout s, on a :
〈~µ1 + · · ·+ ~µs|q〉E = b(qd + · · ·+ qd+1−s)− (q1 + · · ·+ qs)
= −b(q1 + · · ·+ qd−s)− (q1 + · · ·+ qs)




1 + · · ·+ q
′
s)




1 + · · ·+ q
′
s) = µ1 + · · ·+ µs
et l’e´galite´ est atteinte lorsque s = d. Autrement dit, on a bien g(q) ∈ µ− C⋆. Il reste a` minorer ℓ(q) :
ℓ(q) = 〈~δ|q〉d =
d∑
i=1















− (d− 1)2 −
d∑
i=2
max(2i− d− 1, 0) >
〈2~ρ|µ〉d
b+ 1




3.3.3 Le cas des varie´te´s X6e
Preuve de la majoration Soit e un nombre entier. La varie´te´ X6e s’e´crit manifestement comme l’union
disjointe des varie´te´s X6µ pour µ = (µ1, · · · , µd) ve´rifiant e > µ1 > · · · > µd > 0. Il suffit donc de
de´montrer que, si µ est tel qu’on vient de le de´crire, la dimension de X6µ est majore´e par [d24 ] · eb+1 . Or, par






















La conclusion en re´sulte.
Preuve de la minoration Pour obtenir la minoration, on doit estimer la quantite´ b′Q,R,f,ℓ,C(e, 0) 6. Or, il
est e´vident par de´finition que si q ∈ Q ∩R ve´rifie f(q) ∈ (e, 0) + C, cette quantite´ est minore´e par ℓ(q). Il
suffit donc, pour terminer la de´monstration du the´ore`me 2, de construire un e´le´ment q = (qi,j) ∈ Q ∩R tel
que :











Soient n = [ e−b+2b+1 ] et m le reste de la division euclidienne de (−n) par b − 1. On conside`re l’e´le´ment q
de´fini comme suit :
qi,j =
m+bn





b−1 si j − i >
d
2 .
Il est clair que m+bnb+1 >
m+n
b+1 .
`A partir de la` et du fait que la valeur de qi,j ne de´pend que de la diffe´rence
j − i, il re´sulte que q appartient a` Qmin, et donc a fortiori a` Q. Comme, par ailleurs, il suit de la de´finition
de m que tous les qi,j sont entiers, on a bien q ∈ Q ∩ R. D’autre part, un calcul direct donne 〈~µ1|q〉E =
m+ n(b+ 1) 6 b− 2 + e− b+ 2 = e et 〈~µd|q〉E = m > 0, d’ou` il suit f(q) ∈ (e, 0) + C. Finalement, a`
nouveau un calcul facile conduit a` la valeur souhaite´e pour ℓ(q) = 〈~δ|q〉E .
3.4 Points extre´maux de AQ,g,ℓ ∩ C : quelques exemples
J’aimerais revenir un instant sur la de´monstration de la majoration du the´ore`me 5. Elle proce´dait ainsi.
Dans un premier temps, on a utilise´ le the´ore`me 1.18 afin de majorer la dimension de X6µ par la quantite´
bQ,g,ℓ,C⋆(µ), et ensuite on a prouve´ l’e´galite´ bQ,g,ℓ,C⋆(µ) = bReg,id,L,C⋆(µ) en montrant que chacun de ces
deux nombres s’e´galisait avec :
M(µ) = inf
α∈K






Ainsi, l’expressionM(µ) est une nouvelle fac¸on d’exprimer le majorant obtenu. En outre,K est un polytope




pour tout µ ∈ Reg + C⋆ = C⋆, c’est-a`-dire de`s que µ1 > · · · > µd si, comme d’habitude, on appelle µi
(1 6 i 6 d) les coordonne´es de µ.
6. Remarquez que la proposition 2.3 et la discussion qui suit sa de´montration nous dit qu’elle diffe`re de bQ,f,ℓ,C(e, 0) d’une
quantite´ borne´e. Cependant, pour arriver a` la minoration e´nonce´e dans le the´ore`me 2, on a besoin d’eˆtre plus pre´cis que cela.
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De´terminer les points extre´maux de K apparaıˆt donc comme une question naturelle et importante. Mal-
heureusement, bien que K soit de´fini de fac¸on plutoˆt simple (c’est l’intersection de 2d − 2 demi-espaces
affines dans un espace de dimension d− 1), la combinatoire de ses points extre´maux paraıˆt complique´e. Par
exemple, le nombre de ces points semble exploser tre`s rapidement lorsque d augmente. Ces deux dernie`res
impressions se sont forge´es a` la suite de calculs nume´riques effectue´s graˆce au logiciel polymake [3]. La
deuxie`me ligne du tableau 1 donne, par exemple, le nombre de points extre´maux de K pour diverses valeurs
de d avec b = 10 000 (la valeur de b importe peu pour la complexite´ de l’ensemble des points extre´maux de
K comme l’explique le the´ore`me 3.15 ci-apre`s). La croissance est apparemment exponentielle ; on notera
qu’elle ne peut, en tout cas, pas eˆtre pire car, un point extre´mal e´tant situe´ a` l’intersection de d hyperplans
parmi les 2d de´finissant K , leur nombre est trivialement majore´ par (2d−2d−1 ) 6 4d−1.
Dimension d 2 3 4 5 6 7 8 9 10
Nombre de points
extre´maux de K 1 3 6 15 33 70 136 347 667
Nombre de points
extre´maux de K+C⋆ 1 3 5 9 17 31 47 103 163
TABLE 1 – Nombre de points extre´maux de K et K + C⋆ pour b = 10 000
Cependant, les points extre´maux que l’on a trouve´ pre´ce´demment ne sont pas vraiment tous pertinents.
En effet, comme l’on ne s’inte´resse aux varie´te´s X6µ que lorsque les coordonne´es de µ sont trie´s par ordre
de´croissant 7, c’est-a`-dire lorsque µ ∈ C, on peut, au lieu de conside´rer la fonction bQ,f,ℓ,C⋆ , travailler
plutoˆt avec la fonction bQ,f,ℓ,C⋆,C de´finie par :
bQ,g,ℓ,C⋆,C(y) = bQ,g,ℓ,C⋆(y) si y ∈ C
= −∞ sinon.
Par la proposition 2.2, on a
M ′(µ) = inf
α∈K′
〈α|µ〉d ou` K
′ = K + C⋆
Ainsi, plutoˆt que de´crire les points extre´maux de K , on a plutoˆt envie de comprendre ceux de K + C⋆
qui forment un sous-ensemble (en ge´ne´ral strict) des points extre´maux de K . Si l’on reprend les exemples
pre´ce´dents (b = 10 000, d petit), on constate sur le tableau 1, que l’on e´limine en effet ainsi un bon paquet
de points extre´maux, au moins pour les petites valeurs de d.
Il a e´te´ dit pre´ce´demment que la de´pendance en b est moins de´licate a` comprendre. En effet, on a le
the´ore`me suivant.






∩ C et K ′(b) = K(b) + C⋆
et on note Λ(b) et Λ′(b) l’ensemble des points extre´maux de K(b) et K ′(b) respectivement. Alors, pour
b suffisamment grand, le cardinal de Λ(b) (resp. Λ′(b)) est constant et les coordonne´es de points de cet
ensemble s’expriment comme des fractions rationnelles en b.
De´monstration. Le the´ore`me re´sulte du fait que les me´thodes de calcul de points extre´maux de polytopes
s’appliquent dans n’importe quel corps ordonne´. Ici donc, on peut voir K(b) et K ′(b) comme des polytopes
de´finis sur le corps re´el R(b) muni de l’ordre qui fait de b un e´le´ment infiniment grand. Ces polytopes
ont alors bien suˆr un nombre de sommets qui ne de´pend pas de b et les coordonne´es de ces sommets sont
des e´le´ments de R(b), c’est-a`-dire des fractions rationnelles en b. Il reste a` justifier que ces expressions
redonnent bien les points extre´maux de K(b) et K ′(b) lorsque l’on spe´cialise b en une valeur suffisamment
grande. Mais c’est e´vident car le calcul des sommets faits dansR(b) est valable de`s que b satisfait un certain
nombre fini d’ine´galite´s, et donc en particulier de`s que b est suffisamment grand.
Le tableau 2 montre les fractions rationnelles que l’on obtient pour les petites valeurs de d.
7. En fait, si µ est quelconque, on montre qu’il existe µ′ = (µ′
1
> · · ·µ′
d
), facilement explicitable a` partir de µ, tel que X6µ =
X6µ′ .
45
Dimension d Domaine de
validite´ Points extre´maux de K + C
⋆
















































(7, 0, 0, 0,−7)
b+ 1
5 b > 6
(−3, 2, 2, 2,−3)
b− 1
+
(7, 0, 0, 0,−7)
b+ 1
(−2, 2, 0, 0, 0)
b
+
(6, 0, 0, 0,−6)
b+ 1
(0, 0, 0,−2, 2)
b
+
(6, 0, 0, 0,−6)
b+ 1
(4, 0, 0, 0,−4)
b+ 1
+
(0, 2, 2,−4, 0)
b+ 2





TABLE 2 – Coordonne´es des points extre´maux de K + C⋆
46
4 Perspectives et conjectures
4.1 Peut-on espe´rer une formule exacte pour la dimension ?
Si h > 0, le the´ore`me 1.18 donne une formule exacte pour la dimension des varie´te´s Xϕ. On peut donc
raisonnablement penser que, dans ce cas, il est possible d’en de´duire une formule exacte pour la dimension
de X6e, Xµ et X6µ. Et de fait, on dispose d’une telle formule car on peut toujours e´crire (comme nous
l’avons de´ja` fait plusieurs fois) :
dimk X6e = b
′




ainsi que des expressions analogues pour les autres varie´te´s. Les notations dans la formule (4.1) sont celles
qui ont e´te´ utilise´es dans les sections pre´ce´dentes ; on renvoie le lecteur aux de´buts des §§2.2 et 2.3.2 pour
un re´capitulatif rapide des de´finitions. Lorsque h > 0, calculer la dimension de X6e revient ainsi a` calculer
le nombre b′Q,R,f,ℓ,R+×R−(0, e). Comme ce dernier s’exprime comme le maximum d’une forme line´aire sur
un ensemble fini on peut, en un certain sens, conside´rer que le proble`me est re´solu ; en tout cas, il est aise´
a` partir de la` d’e´crire un algorithme qui re´pond a` la question pour des entiers d, b et un d-uplet µ donne´s.
Toutefois, cela n’est pas entie`rement satisfaisant car l’on aimerait comprendre par exemple le comportement
pre´cis de la dimension de X6e lorsque les parame`tres d, b et e varient. Pour ce type de questions, l’approche
algorithmique naı¨ve, que l’on vient de pre´senter, s’ave`re insuffisante. `A l’oppose´ de cette approche algorith-
mique, il y a un the´ore`me ge´ne´ral de logique qui pre´dit la de´pendance de b′Q,R,f,ℓ,R+×R−(0, e) en fonction
de e. Voici ce qu’il implique dans notre cas.
The´ore`me 4.1. On suppose que h 6= 0. Alors, il existe un entier N et une fonction f : Z/NZ→ Q tel que,










De´monstration. D’apre`s la formule (4.1), la diffe´rence δ(e) = dimk X6e − [d24 ] · eb+1 est de´finie par une
formule de l’arithme´tique de Presburger ayant la variable libre e. Par le the´ore`me d’e´limination des quantifi-
cateurs dans l’arithme´tique de Presburger, cette formule est e´quivalente a` une formule sans quantificateurs.
Par ailleurs, le the´ore`me 2 montre que la fonction δ : e 7→ δ(e) est borne´e sur N. On de´duit facilement a`
partir de la` que, pour e suffisamment grand, elle ne de´pend que de la re´duction de e modulo un certain entier
N . C’est exactement ce qu’il fallait de´montrer.





est, en fait, une fraction rationnelle. Ce the´ore`me est probablemement inte´ressant sur le plan the´orique mais,
d’une point de vue pratique, le the´ore`me 4.1 est absolument inutile car il ne dit rien ni sur l’entier N , ni sur
la fonction f , ni sur le moment a` partir duquel la formule pour la dimension est correcte. On souligne en
outre, au cas ou` l’e´nonce´ n’e´tait pas clair sur ce point, que ces donne´es de´pendent a priori de d et de b. Un
e´le´ment positif malgre´ tout est qu’il existe des algorithmes pour les calculer. Par contre, malheureusement,
au dela` de la dimension 3 (pour laquelle on peut encore faire les calculs a` la main), il n’est pas envisageable
d’utiliser de tels outils, ceux-ci e´tant (a` l’heure actuelle) trop peu efficaces.
Le the´ore`me 4.1 admet, bien suˆr, des analogues pour les varie´te´s Xµ et X6µ qui sont peu ou prou















2 · · ·X
µd
d
ou` les entiers µi de´signent les coordonne´es de µ.
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4.1.1 Calcul en petites dimensions
En guise d’illustration du re´sultat du the´ore`me 4.1 (ou plutoˆt de l’un de ses analogues qui viennent d’eˆtre
e´voque´s), on se propose de calculer les dimensions exactes des varie´te´s Xµ lorsque d = 2 et e´galement
lorsque d = 3 dans certains cas. Pour cela, plutoˆt que d’utiliser les qi,j pour parame´trer les d-uplet ϕ =
(ϕ1, . . . , ϕd) comme cela a e´te´ fait jusqu’a` pre´sent, on va plutoˆt travailler ici avec les µi,j , ce qui sera plus
commode. Les ine´galite´s qui de´finissent l’ensemble Q s’e´crivent
µi−1,j−1 6 µi,j 6 µi−1,j et bµi,i + b
j∑
s=i+1




6 bµi−1,i−1 + b
j−1∑
s=i




pour tout couple d’entiers (i, j) avec 2 6 i 6 j 6 d, alors que les conditions d’inte´grite´, qui de´finissent le
re´seau R, sont donne´es par la proposition 1.11 :
∀(i, j) ∈ I, µi,j ∈ Z
∀i ∈ {1, . . . , d}, µi,i + µi,i+1 + · · ·+ µi,d ≡ 0 (mod b− 1).
On rappelle que si ϕ est l’e´le´ment de Φ correspondant a` une donne´e (µi,j) satisfaisant les conditions
pre´ce´dentes, alors pour tout re´seau L ⊂ M , les exposants des diviseurs e´le´mentaires du k[[u]]-module














(voir lemme 1.15). Dans la suite, on supposera toujours que h > 0 de sorte que la quantite´ pre´ce´dente
s’e´galise avec la dimension de la varie´te´ Xϕ. On note ⌈x⌉, la partie entie`re supe´rieure du nombre re´el x,
c’est-a`-dire le plus petit entier supe´rieur ou e´gal a` x. On pose aussi def(x) = ⌈x⌉− x ; c’est a` l’e´vidence un
nombre compris entre 0 et 1 qui ne de´pend que de la congruence de x modulo Z.
En dimension 2 D’apre`s ce que l’on vient de rappeler, e´tant donne´s des nombres entiers µ1 > µ2 tels que
b− 1 divise µ1 + µ2, calculer la dimension de la varie´te´ X(µ1,µ2) revient a` maximiser le nombre µ1 − µ1,2
sous les contraintes 

µ1 6 µ1,2 6 µ2
(b + 1)µ1,2 > bµ1 + µ2
b− 1 divise µ1,2
En e´crivant µ1,2 = (b − 1)x, on voit tout de suite que le maximum cherche´ est atteint pour x = ⌈ bµ1+µ2b2−1 ⌉.
Ainsi, obtient-on :














On constate imme´diatement sur la dernie`re e´criture que la dimension de X(µ1,µ2) s’exprime comme la
somme de µ1−µ2b+1 (qui correspond au terme attendu) et d’un terme correctif qui ne de´pend que des congruences
de µ1 et µ2 modulo b2 − 1. De surcroıˆt, ce terme correctif varie dans l’intervalle ]1− b, 0] ; la dimension de
X(µ1,µ2) se caracte´rise donc encore comme le plus grand entier 6
µ1−µ2
b+1 qui est congru a` µ1 modulo b− 1
(en accord avec la congruence du the´ore`me 4).
La dimension de la varie´te´ X6e, quant a` elle, s’obtient en prenant le maximum de dimk X(µ1,µ2) sur
tous les couples d’entiers (µ1, µ2) ve´rifiant 0 6 µ2 6 µ1 6 e et µ1 + µ2 ≡ 0 (mod b − 1). Le calcul
devient alors pe´nible et conduit a` distinguer de nombreux cas ; nous ne le faisons pas. Il est quand meˆme
possible a` peu de frais d’obtenir le re´sultat suivant.
Proposition 4.2. On suppose d = 2 et h > 0. Alors pour tout entier e > 0, on a :
dimk X6e+(b2−1) = dimk X6e + (b− 1).
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Remarque 4.3. La proposition signifie exactement que, dans le the´ore`me 4.1, on peut choisir N = b2 − 1
et que l’e´galite´ e´nonce´e vaut alors pour tout e.
De´monstration. On conside`re un couple (µ1, µ2) pour lequel les varie´te´sX6e et X(µ1,µ2) ont meˆme dimen-
sion. Alors par la formule (4.2), on a dimk X(µ1+b2−1,µ2) = dimk X(µ1,µ2)+(b−1). Il en re´sulte l’ine´galite´
dimk X6e+(b2−1) > dimk X6e+(b− 1). On pose a` pre´sent e′ = e+(b2− 1) et on choisit (µ′1, µ′2) tel que
dimk X6e′ = X(µ′1,µ′2). Comme e
′ > b2 − 1, on a :





d’ou` µ′1 − (b2 − 1) > µ′2. La dimension de la varie´te´ X(µ′1−(b2−1),µ′2) peut donc encore se calculer par la
formule (4.2) et elle vaut dimk X(µ′1,µ′2)−(b−1). `A partir de la`, on de´duit dimk X6e > dimk X6e′−(b−1),
et la proposition est de´montre´e.
En dimension 3 On conside`re (µ1, µ2, µ3) un triplet d’entiers tels que µ1 > µ2 > µ3 et µ1+µ2+µ3 ≡ 0
(mod b − 1). De fac¸on similaire a` ce qui se passait en dimension 2, calculer la dimension de X(µ1,µ2,µ3)
revient a` maximiser la quantite´ dim(µ) = 2µ1 + µ2 − µ2,2 − µ2,3 − µ3,3 sous les contraintes

µ3 6 µ2,3 6 µ2 6 µ2,2 6 µ1 ; µ2,3 6 µ3,3 6 µ2,2
(b + 1)µ3,3 > bµ2,2 + µ2,3
(b + 1)µ2,2 + 2µ2,3 − µ3,3 > bµ1 + µ2 + µ3
2bµ2,2 + (b+ 1)µ2,3 − bµ3,3 > bµ1 + bµ2 + µ3
µ2,2 + µ2,3 ≡ µ3,3 ≡ 0 (mod b− 1)
`A µ2,2 et µ2,3 fixe´s, le meilleur µ3,3 (i.e. le plus petit) est toujours (b − 1) · ⌈ bµ2,2+µ2,3b2−1 ⌉. On peut ainsi
reformuler le proble`me en e´liminant la variable µ3,3 ; celui-ci est e´quivalent a` maximiser la somme





sous les nouvelles contraintes

µ3 6 µ2,3 6 µ2 6 µ2,2 6 µ1
(b+ 1)µ3,3 > bµ2,2 + µ2,3





> bµ1 + µ2 + µ3





> bµ1 + bµ2 + µ3
µ2,2 + µ2,3 ≡ 0 (mod b− 1)
L’e´criture se simplifie encore si l’on effectue le changement de variables x = bµ2,2+µ2,3b−1 et y =
µ2,2+µ2,3
b−1 −
⌈ xb+1⌉. En effet, on a alors






tandis que les contraintes deviennent :

x, y ∈ Z










− y 6 µ1
x+ y >
bµ1 + µ2 + µ3
b − 1
; x+ by >
bµ1 + bµ2 + µ3
b − 1
On laisse momentane´ment de coˆte´ les ine´galite´s complique´es de la seconde ligne pour se concentrer sur































FIGURE 4 – Illustration du proble`me d’optimisation pour b = 4
valeurs de la fonction a` maximiser (a` une constante additive pre`s). En e´tudiant cette figure — et notamment
en comparant les pentes des droites de´finissant le domaine a` celle de la droite oblique en pointille´s qui
relie deux points de meˆme valeur — on de´montre que le maximum est ne´cessairement atteint au point de
coordonne´es (x1, y1) avec

















ou au point de coordonne´es (x2, y2) avec










Plus pre´cise´ment, le maximum est atteint en (x1, y1) si def( bµ1+µ3b2−1 ) 6
b
b+1 et en (x2, y2) dans le cas
contraire. Dans la suite, on notera (x0, y0) ce point. Au sujet de la valeur du maximum, un calcul montre
qu’il vaut :
































On rappelle quand meˆme que certaines contraintes avaient e´te´ mises de coˆte´. Il faut donc encore au moins
se demander a` quelles conditions les x0 et y0 pre´ce´dents les satisfont. On remarque pour cela que b + 1
divise x0 de sorte que ⌈ x0b+1⌉ =
x0
b+1 et que l’on a les encadrements suivants :
bµ1 + µ3
b− 1










Ainsi il vient :











−bµ1 + b(b+ 1)µ2 − µ3
b2 − 1
+
b2 + b+ 1
b+ 1











b2µ1 − (b + 1)µ2 + bµ3
b2 − 1
+
b2 + b+ 1
b+ 1
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a` partir de quoi il suit que le couple (x0, y0) est solution du proble`me de`s que le triplet (µ1, µ2, µ3) ve´rifie
µ1−µ2 6 b(µ2−µ3)− (b
2 + b+1)(b− 1) et µ2−µ3 6 b(µ1−µ2)− (b2 + b+1)(b− 1), ce qui revient
encore a` dire que le triplet (µ1 − b2 − b − 1, µ2, µ3 + b2 + b + 1) est b-re´gulier. On a ainsi de´montre´ la
proposition suivante.
Proposition 4.4. On suppose h > 0. Soit (µ1, µ2, µ3) un triplet tel que (µ1 − b2 − b − 1, µ2, µ3 + b2 +
b + 1) soit inte´gralement b-re´gulier (voir de´finition 3 de l’introduction). Alors la dimension de la varie´te´
X(µ1,µ2,µ3) est donne´e par la formule (4.3).
`A partir de la formule (4.3), on voit que, dans le cas ou` (µ1−b2−b−1, µ2, µ3+b2+b+1) est inte´gralement
b-re´gulier, la dimension de X(µ1,µ2,µ3) est la somme du terme attendu
2(µ1−µ3)
b+1 et d’une quantite´ borne´e
qui ne de´pend que des congruences de bµ1 + µ3 modulo b2 − 1 et µ2 modulo b− 1.
4.2 Ge´ne´ralisations envisageables
4.2.1 `A un ope´rateur σ : M →M arbitraire
Dans tout cet article, on a suppose´ que σ agissait coordonne´e par coordonne´e sur M . Ceci est en fait
assez restrictif, et une situation plus ge´ne´rale que l’on aimerait e´tudier (notamment car elle correspond a`
certains proble`mes importants de de´formation) est celle ou` on se donne une application σ-semi-line´aire
quelconque σM : M → M . Dans ce cas, les varie´te´s X6e(σM ), Xµ(σM ) et X6µ(σM ) sont de´finies de
fac¸on analogue. Par exemple, l’ensemble des k-points de X6e(σM ) est l’ensemble des re´seaux L de M
satisfaisant
ueL ⊂ σ⋆M (k[[u]]⊗σ,k[[u]] L) ⊂ L
ou` σ⋆M : k[[u]]⊗σ,k[[u]]M →M est l’application line´arise´e de σM . Si A de´signe la matrice de σM dans une
k((u))-base deM (par exemple la base canonique), on s’autorisera a` e´crireX6e(A) a` la place deX6e(σM ),
et de meˆme pour les deux autres variantes. L’auteur pense que les the´ore`mes 2, 4 et 5 s’e´tendent sans grande
modification a` ce cas plus ge´ne´ral.
Conjecture 4.5. Il existe des constantes b0, c1, . . . , c7 et un vecteur µ0 ∈ Rd tel que si b > b0, alors
– pour tout entier e, on ait :








– pour tout entier e suffisamment grand, on ait :








– pour tout µ = (µ1, . . . , µd) ∈ Rd tel que µ1 > · · · > µd et µ1 + · · ·+ µd ≡ val(det σM ) (mod b−
1) 8, on ait :






d+ 1− i− wn(i)
bn
– pour tout µ comme pre´cedemment tel qu’en outre µi > µi+1 + c4 pour tout i, on ait si d > 3 :






d+ 1− i− wn(i)
bn












8. Comme σM est une application semi-line´aire, le de´terminant de sa matrice peut varier lorsqu’on le calcule dans deux bases
diffe´rentes ; toutefois la congruence modulo b− 1 de sa valuation reste, elle, fixe. Il fait donc bien sens d’e´crire que val(det σM ) est
congru a` un certain entier modulo b − 1. On notera e´galement que dans le cas ou` µ1 + · · · + µd n’est pas congru a` val(det σM )
modulo b− 1, la varie´te´ Xµ est vide.
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La condition d > 3 peut paraıˆtre e´trange, mais certains calculs explicites en dimension 2 (voir par exemple
[5]) montrent que, dans ce cas, pour certains σM (pre´cise´ment, ceux qui conduisent a` des objets simples)
des congruences supple´mentaires sur les µi doivent eˆtre impose´es afin que la varie´te´ Xµ(σM ) re´sultante ne
soit pas vide. Ne´anmoins, l’auteur pense — et certains calculs nume´riques tendent a` le confirmer — qu’il
s’agit la` d’un phe´nome`ne lie´ a` la petite dimension qui disparaıˆt a` partir de d = 3.
4.2.2 `A d’autres proprie´te´s ge´ome´triques
Pour l’instant, seule la dimension des varie´te´s X6e, Xµ et X6µ a e´te´ regarde´e. Toutefois, d’autres pro-
prie´te´s ge´ome´triques reveˆtent e´galement un inte´reˆt certain. Il en est ainsi notamment du nombre de compo-
santes connexes de ces varie´te´s. `A part pour le cas d = 2 qui peut eˆtre traite´ a` la main par des me´thodes ad
hoc (voir [5] et [6]) et qui conduit de´ja` a` des e´nonce´s non triviaux, pratiquement rien n’est connu. De fac¸on
ge´ne´rale, e´tudier la ge´ome´trie fine des varie´te´s pre´ce´dentes paraıˆt eˆtre une question tre`s difficile. On peut
ne´anmoins se demander dans quelle mesure les me´thodes de´veloppe´es dans cet article sont susceptibles
d’apporter une aide dans l’accomplissement de cette taˆche. Si tout ce qui concerne l’optimisation line´aire
semble lie´ exclusivement au calcul de la dimension, il est raisonnable de croire que la stratification par les
varie´te´s Xϕ de´finie au §1 ait encore un roˆle a` jouer pour d’autres questions, comme par exemple le calcul
de la fonction zeˆta si le corps de base k est fini ou de la caracte´ristique d’Euler-Poincare´.
En s’inspirant de la the´orie de l’inte´gration motivique, on peut eˆtre encore plus pre´cis. Soit K0(Vark) le
groupe abe´lien pre´sente´ de la fac¸on suivante :
– les ge´ne´rateurs sont les symboles [X ] ou` X est un sche´ma de type fini sur k ;
– les relations sont
[X ] = [Xred] ou` Xred est le re´duit de X
[X ] = [Y ] si X et Y sont isomorphes
[X ] = [U ] + [F ] si U est un ouvert de X et F est le ferme´ comple´mentaire.
La formule [X ] · [Y ] = [X ×k Y ] de´finit un produit sur K0(Vark) qui est fait un anneau commutatif.
L’e´le´ment neutre pour l’addition (resp. la multiplication) est le symbole de la varie´te´ vide (resp. du point).
De meˆme que l’on a conside´re´ dans le §4.1 les se´ries ge´ne´ratrices des dimensions de X6e, Xµ et X6µ, on
peut de´finir ici la se´rie ge´ne´ratrice suivante :
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ou` σM est un certain ope´rateur σ-semi-line´aire agissant sur M et les µi sont les coordonne´es de µ. Bien
suˆr, on peut e´galement conside´rer les se´ries ge´ne´ratrices associe´es aux varie´te´sX6µ(σM ) et X6e(σM ) mais
celles-ci se de´duisent de la pre´ce´dente a` l’aide de manipulations alge´briques e´le´mentaires, et c’est pourquoi
on se contente de celle de Xµ(σM ).
Si l’on noteL = [A1k] le symbole de la droite affine, des re´sultats ou conjectures classiques en inte´gration
motivique stipulent que les se´ries du type de S sont en fait des fractions rationnelles lorsque leurs coeffi-
cients sont vus dans le localise´ K0(Vark)[L−1] (ou parfois encore, un certain comple´te´ de cet anneau).
L’auteur pense qu’il est raisonnable d’e´noncer une conjecture similaire dans la situation de cet article.
Conjecture 4.6. Il existe deux polynoˆmes P,Q ∈ K0(Vark)[X1, . . . , Xd] tels que Q(0, . . . , 0) soit inver-
sible dans K0(Vark)[L−1] et l’e´galite´
S(X1, . . . , Xd) =
P (X1, . . . , Xd)
Q(X1, . . . , Xd)
ait lieu dans l’anneau K0(Vark)[L−1][[X1, . . . , Xd]].
L’inte´reˆt d’un tel e´nonce´ est qu’il peut eˆtre spe´cialise´ a` un certain nombres d’invariants ge´ome´triques ou
arithme´tiques plus classiques. Plus pre´cise´ment de`s que l’on dispose d’un morphisme f de K0(Vark) dans










Or, il existe un certain nombre de tels morphismes f inte´ressants. Si k est un corps fini, il y a par exemple
celui qui a un symbole [X ] associe le cardinal de X(k), ou plus ge´ne´ralement la fonction zeˆta de X . Pour
un corps k quelconque, on dispose e´galement d’exemples construits par voie cohomologique comme les
nombres de Betti ou le polynoˆme de Poincare´ virtuel. `A partir de la`, on peut retrouver la dimension de X
ou encore son nombre de composantes irre´ductibles de dimension maximale. La conjecture 4.6 admet donc
pour conse´quence la rationalite´ de la se´rie ge´ne´ratrice des dimensions (qui a e´te´ de´montre´e directement dans
cet article), mais implique e´galement la rationalite´ d’autres se´ries ge´ne´ratrices nume´riques.
Finalement, pour e´tudier d’autres proprie´te´s ge´ome´triques qui ne proviennent pas de K0(Vark), il pour-
rait eˆtre inte´ressant de comprendre comment les varie´te´s Xϕ s’agencent entre elles a` l’inte´rieur de X6e, Xµ
ou X6µ. Notamment, une question qui paraıˆt importante est de de´terminer l’adhe´rence de Xϕ a` l’inte´rieur
de ces varie´te´s. Par exemple, s’e´crit-elle comme une union de certains Xϕ′ ou` ϕ′ ve´rifie une condition qui
s’exprime facilement en fonction de ϕ ?
4.2.3 `A un groupe re´ductif connexe arbitraire
`A l’instar des varie´te´s de Deligne-Lusztig, il est possible d’e´tendre la de´finition des varie´te´s Xµ et X6µ
a` un groupe re´ductif connexe de´ploye´ quelconque (le cas qui a e´te´ conside´re´ dans cet article e´tant celui
de GLd). Plus pre´cise´ment, on conside`re un groupe re´ductif connexe G de´fini sur le corps k (qui, pour
simplifier, est encore suppose´ alge´briquement clos) et T ⊂ G un tore maximal. Soit X⋆(T ) le groupe
des caracte`res de T . On fixe une chambre de Weyl dans X⋆(T ) ⊗ R dont l’adhe´rence est note´e C. Si
λ ∈ X⋆(T ), on appelle uλ l’image de u ∈ Gm(K) dans T (K) ⊂ G(K), ou` K = k((u)). Si on pose
OK = k[[u]], la de´composition de Cartan dit que G(K) s’e´crit comme l’union disjointe des doubles classes
G(OK)uµG(OK) ou` µ parcourt l’ensemble des copoids dominants. On de´finit par ailleurs un ope´rateur σ
agissant sur G(K) de la fac¸on suivante : on fixe un morphisme de groupes alge´briques σ0 : G → G qui
induit une bijection sur les k-points (on rappelle que k est suppose´ alge´briquement clos) et on pose σ =
G(u 7→ ub) ◦ σ0(K) ou` σ0(K) de´signe l’application induite par σ0 sur les K-points et ou` G(u 7→ ub) est

















On de´finit e´galement XG6µ(A) comme la re´union des XGµ′ (A) ou` µ′ de´crit l’ensemble des copoids domi-
nants tels que µ − µ′ s’e´crive comme une combinaison line´aire a` coefficients positifs des racines simples
correspondant au choix de C. Si G est le groupe line´aire GLd, on retrouve les varie´te´s Xµ(A) et X6µ(A).
De fac¸on ge´ne´rale, les varie´te´s XGµ (A) et XG6µ(A) sont toujours de dimension finie, et on peut s’interroger
sur la valeur de cette dimension.
Dans cette optique, une premie`re question est de savoir si le the´ore`me 4 a des chances de se ge´ne´raliser
a` cette nouvelle situation, et le cas e´che´ant sous quelle forme. Un premier coup d’œil a` l’expression









qui apparaıˆt dans son e´nonce´ (et qui constitue une premie`re approximation de la dimension deXµ) laisse bon
espoir. En effet, on voit d’emble´e apparaıˆtre un minimum pris sur le groupe des permutations de {1, . . . , d},
c’est-a`-dire exactement sur le groupe de Weyl de GLd. En outre si l’on fait agir ce groupe de manie`re
naturelle sur Rd — c’est-a`-dire par w · (y1, . . . , yd) = (yw−1(1), . . . , yw−1(d)) — le vecteur ~ρw s’exprime
en fonction de ~ρ = (d+12 − i)16i6d comme suit :





= ~ρ+ (b− 1) · (bw − 1)−1(~ρ)
au moins lorsque b est assez grand pour que l’endomorphisme bw−1 deRd soit inversible. Si l’on se rappelle
finalement que ~ρ est e´gal a` la demi-somme des racines positives du syste`me de racines Ad, on voit que la
formule (4.4) s’exprime uniquement en termes du syste`me de racines du groupe GLd. Ces conside´rations
conduisent a` la conjecture suivante.
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Conjecture 4.7. Soit G un groupe re´ductif connexe sur k. Soit T un tore maximal de G. On note W le
groupe de Weyl associe´ et on fixe une fois pour toutes le choix d’une chambre de Weyl. Soient ~ρ la demi-
somme des racines positives de G et A ∈ G(K). Alors, il existe des constantes b0 et c0 telles que pour tout
b > b0, on ait :
dimk X
G
µ (A) 6 c0 + inf
w∈W
〈~ρw|µ〉 ou` ~ρw = ~ρ+ (b − 1) · (bw − 1)
−1(~ρ)
pour tout copoids dominant µ.
Remarque 4.8. Lorsque w est le mot le plus long w0 de W , le vecteur ρw0 se calcule facilement. En effet,
w0 e´change les racines positives avec les racines ne´gatives. En particulier, on a w0(~ρ) = −~ρ, d’ou` il re´sulte
que (bw0 − 1)(~ρ) = −(b + 1)~ρ, et par suite que ~ρw0 =
2~ρ
b+1 ; on retrouve donc encore une fois ce vecteur
particulier.
Il paraıˆt aussi raisonnable de croire qu’une minoration de la dimension de XGµ (A) par une expression du
meˆme type soit valable, au moins lorsque µ ve´rifie une certaine condition d’inte´grite´ et reste suffisamment
lors de la frontie`re de C. Malgre´ tout, gardant a` l’esprit le comportement singulier des varie´te´s Xµ(σM )
lorsque σM repre´sente un σ-module simple en dimension 2, nous pre´fe´rons rester prudent et e´vasif a` ce
sujet.
La conjecture donne e´galement une indication sur la fac¸on d’e´tendre la de´finition de copoids b-re´guliers :
un copoids dominant µ est dit b-re´gulier lorsque le minimum des produits scalaires 〈~ρw|µ〉 (w ∈ W ) est
atteint lorsque w est le mot le plus long w0, ce qui s’e´crit en de´roulant les de´finitions :〈
~ρ+ (b + 1) · (bw − 1)−1(~ρ)|µ
〉
> 0 (4.5)
pour tout w ∈ W . Cette de´finition s’e´tend a` tous les µ ∈ X⋆(T ) ⊗ R. On peut de´montrer que, si b est
assez grand, un copoids µ est b-re´gulier si, et seulement s’il ve´rifie les ine´galite´s (4.5) pour tout w ∈ W de
longueur ℓ(w0)−1. Par ailleurs, pour b suffisamment grand, la suite des copoids b-re´guliers est croissante en
b (i.e. si µ est b-re´gulier, alors il est b′-re´gulier pour tout b′ > b) et tout copoids b-re´gulier est dominant, dans
le sens ou` il appartient a` C. Re´ciproquement, si µ est un e´le´ment de l’inte´rieur deC (c’est-a`-dire un e´le´ment
de la chambre de Weyl choisie), il est b-re´gulier pour b suffisamment grand (le ≪ suffisamment≫ de´pendant
bien suˆr de µ).
On a e´galement une conjecture pour les varie´te´s XG6µ(A) :
Conjecture 4.9. Soit G un groupe re´ductif connexe sur k. Soit T un tore maximal de G. On note W le
groupe de Weyl associe´ et on fixe une fois pour toutes le choix d’une chambre de Weyl. Soient ~ρ la demi-
somme des racines positives de G et A ∈ G(K). Alors, il existe des constantes c1 et c2 et un e´le´ment













ou` µ′ de´signe, ici, un copoids re´el.
Un cas particulie`rement inte´ressant, qui apparaıˆt de´ja` dans l’article de Kisin [7], est celui ou` l’on suppose
le corps k parfait (par exemple k = Fp), ou` l’on se donne une extension finie ℓ de k et ou` l’on conside`re
le groupe G de´fini comme la restriction des scalaires a` la Weil de ℓ a` k de GLd. Les varie´te´s obtenues ont
alors encore une interpre´tation arithme´tique puisqu’elles apparaissent comme certaines espaces de modules
de sche´mas en groupes de´finis sur des corps locaux. Lorsque d = 2, le calcul de leur dimension a de´ja` e´te´
accompli par Imai dans [11] et, dans ce cas, les re´sultats qu’il obtient sont en accord avec les conjectures
pre´ce´dentes.
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