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Nonvanishing of geodesic periods over compact
hyperbolic manifolds
Feng Su
Abstract. Let X be a compact hyperbolic manifold with dimension d > 3.
In this paper we show that there are infinitely many nonvanishing geodesic
periods defined over any compact n-dimensional (n > 2) geodesic cycle of X.
1 Introduction
Let X be a compact hyperbolic manifold with dimension d > 3 and volume form dx, {φj} be an orthonor-
mal basis of L2(X, dx) such that each φj is a Laplace eigenfunction: ∆φj = λj φj where λj ∈ R>0 and ∆
stands for the Laplace operator of X determined by its hyperbolic metric. In the theory of automorphic
forms, φj ’s are called (normalized) “Maass forms” (after H. Maass). The order of φj ’s are arranged such
that λj ’s are nondecreasing as j grows. Let Y be a compact geodesic cycle of X with dimension n > 2
and hyperbolic measure dy (see Sect. 2.1), ψ be a normalized Maass form on Y with Laplace eigenvalue
λ. Define the geodesic period (period for short) as
PY (φj , ψ) :=
∫
Y
φj(y)ψ(y)dy.
Such period fits into the general notion of automorphic period which has been playing a central role in
the study of automorphic forms thanks to its close relations with automorphic representations and special
L-values (see [II], [Wa], [Zh], etc.). With notations and restrictions as above, the main conclusion of
this paper is
Theorem 1. For any fixed ψ, there are infinitely many j such that PY (φj , ψ) 6= 0.
In literature the nonvanishing of (infinitely many) geodesic periods can follow from the asymptotics of
these periods. See [He], [G], [Ze], [P], [Ts] and [MW]. In particular, [Ts] dealt with a class of arithmetic
hyperbolic manifolds and the periods defined over the codimension-1 geodesic cycles; the case where X
is an arbitrary compact Riemann surface was treated in [MW] which has inspired us to work on higher
dimensional situation.
In the language of automorphic representations, Theorem 1 says that, under certain restrictions on
Γ, there are infinitely many G0-distinguished spherical automorphic representations where G0 ⊂ G =
SO(1, d) is a closed subgroup which descends to Y (see Sect. 2.1).
The content of this paper is organized as follows. In the next section we shall make some preparations
on the necessary knowledge on hyperbolic space, representation theory and trace formula. These stuff
will be used later. In Sect. 3 we shall insert a special test function into the trace formula and discuss the
spectral side of the trace formula. The analysis of the geometric side will be given in Sect. 4 where we
split this side into two parts: the main and error terms; in particular, the contributions from these two
terms will be estimated. Theorem 1 then follows from the comparison of the spectral and geometric sides.
The necessary conditions that the test function should fulfill (so that we can apply the trace formula)
will be checked in Sect. 5.
22 Preliminaries
2.1 Hyperbolic spaces
By the uniformization theorem, any d-dimensional orientable hyperbolic manifold X with finite volume
can be realized as a locally symmetric space: X ∼= Γ\G/K where G is the Lorentz group SO(1, d),
Γ ∼= π1(X) is a torsion-free lattice of G and K ∼= SO(d) is a maximal compact subgroup of G. Without
loss of generality we assume that K = {diag(1, k) | k ∈ SO(d)}. The quotient space G/K is isomorphic
to the hyperboloid model
H
d =
{
x = (x0, . . . , xd) ∈ Rd+1
∣∣∣ x20 −∑
i6=0
x2i = 1, x0 > 0
}
.
Let Y be a compact geodesic cycle of X with dimension n and hyperbolic measure dy. Then, up to finite
cover, Y is isomorphic to Γ0\G0/K0 where
G0 = {diag(τ1, τ2) ∈ G | τ1 ∈ O(1, n), τ2 ∈ O(d− n)} ,
K0 = {diag(ρ1, ρ2) ∈ K | ρ1 ∈ O(n), ρ2 ∈ O(d− n)}
is the maximal compact subgroup of G0, and Γ0 ∼= π1(Y ) is a torsion-free uniform lattice of G0.
An automorphic representation π of G is called G0-distinguished if there exists φ ∈ π such that∫
Γ0\G0 φ(x)dx 6= 0. The notion of “distinguished representation” is used in the setting of groups over
adeles. Nevertheless, we adopt this notion since this paper applies to (uniform) real arithmetic lattices. In
this prospect, Theorem 1 can be rephrased as follows: there are infinitely many (spherical) automorphic
representations which are G0-distinguished, provided that Γ is uniform.
2.2 Representation theory
Let Θ be the Cartan involution on G: Θ(g) =
(
gT
)−1
(transpose inverse). The Cartan involution θ on
Lie algebra level (i.e., θ(X) = −XT ) gives rise to the vector space decomposition of the Lie algebra g
of G: g = p ⊕ k where k = {X ∈ g | θ(X) = X} is a sub-Lie algebra of g and p = {X ∈ g | θ(X) =
−X}. Let a be a maximal abelian subspace of p. For each linear functional α on a, define gα =
{X ∈ g | [H,X ] = α(H)X for all H ∈ a}. The set of those nonzero α such that gα 6= 0 is a root system,
denoted as (g, a). Let Eij = (eij) be a (d+1)×(d+1)matrix whose entries satisfy: elk = 1 for (l, k) = (i, j),
eik = 0 otherwise. We choose a = RE where E = E12+E21. Then the root system (g, a) consists of two
elements ±α0 where α0 (the positive root) is defined by ad(E). Let Ei = E1,2+i+E2,2+i+E2+i,1−E2+i,2
(1 6 i 6 d− 1), then ad(E)Ei = Ei for each i. Hence, gα0 = n := RE1 ⊕ · · · ⊕REd−1. Define the groups
A, N , A+ to be A = exp(a), N = exp(n), A+ = exp (R+E) ⊂ A where R+ means the set of positive
real numbers. We have the Iwasawa decomposition G = NAK and KAK-decomposition G = KA+K
both of which are unique (note that we have restricted the middle component A(g) of g in the KAK-
decomposition to lie in A+).
Denote
a+x = exp(xE), nu = exp
(
d−1∑
i=1
uiEi
)
for x ∈ R, u = (u1, · · · , ud−1) ∈ Rd−1. It is easy to verify that
a+x =

coshx sinhx 0 0 · · · 0
sinhx coshx 0 0 · · · 0
0 0 1 0 · · · 0
...
...
...
...
...
...
0 0 0 0 · · · 1

3and
nu =

1 + |u|
2
2 − |u|
2
2 u1 u2 · · · ud−1
|u|2
2 1− |u|
2
2 u1 u2 · · · ud−1
u1 −u1 1 0 · · · 0
u2 −u2 0 1 · · · 0
...
...
...
...
...
...
ud−1 −ud−1 0 0 · · · 1

where |u|2 =∑d−1i=1 u2i .
The Killing form B(X,Y ) = Tr
(
ad(X)ad(Y )
)
on g, when restricted to p, induces a G-invariant
Riemannian metric on G/K with which we have the distance between the two points g·o, e·o on G/K:
dG/K(g·o, e·o) = B
(
log A(g), log A(g)
)1/2
=: ‖g‖.
This invariant Riemannian metric on G/K induces the metric and measure (denoted as µ′) on Γ\G/K.
Let dk be a Haar measure of K. Throughout the paper we always assume that vol(K) =
∫
K
dk = 1.
Any Haar measure of G projects to a Radon measure µ of Γ\G and the latter, up to a positive scalar,
projects to the measure µ′ on Γ\G/K such that the quotient integral formula holds: ∫
Γ\G f(x)µ(x) =∫
Γ\G/K f(xk)µ
′(x)dk for any f ∈ Cc(Γ\G).
The group G acts on L2(Γ\G,µ) via the right regular translation R1: R1(f)(x) = f(xg) for f ∈
L2(Γ\G,µ), x ∈ Γ\G. The Casimir operator acts on the dense subset of smooth functions of L2(Γ\G, µ)
as a symmetric operator, and it has a unique self-adjoint extension to L2(Γ\G, µ); the similar conclusion
holds for ∆ and L2(Γ\G/K, µ′) (see [Ch]). Any element in L2(Γ\G/K, µ′) can be viewed as an element
in L2(Γ\G,µ) that is K-invariant under the action R1. When restricted to L2(Γ\G)K , the two operators
 and ∆ are identical with each other.
Assume that Γ is uniform. Then R1 is decomposed into irreducible representations (see Theorem
9.2.2 of [DE]):
R1 ∼=
⊕
π∈Ĝ
NΓ(π)π (1)
where Ĝ denotes the unitary dual of G, i.e., the set of equivalent classes of unitary irreducible represen-
tations of G, NΓ(π) <∞ denotes the multiplicity of π. Hence
L2(Γ\G/K) ∼=
⊕
π∈ĜK
NΓ(π)V
K
π (2)
where ĜK means the subset of Ĝ whose element π satisfies the condition V Kπ 6= {0}. Such π’s are
called spherical or class one representations. Here we use Vπ to denote the representation space of π.
Let M ⊂ K denote the centralizer of A in K. Then M = {diag(1, 1, k) | k ∈ SO(d − 1)}. As a is of
dimension one, we can identify a∗
C
with C via the map ι : a∗
C
→ C, α 7→ d−12 α(E). Let ρ be the half
sum of positive roots of the root system (g, a), then ι(ρ) = d−12 . From now on we shall not distinguish
a∗
C
and C. It is known that any nontrivial irreducible spherical representation of G is equivalent to
I(ν) = IndGMAN (1 ⊗ eν ⊗ 1) for some ν ∈ (−ρ, ρ) ∪ iR, and I(ν) ∼= I(−ν) for such ν. The trivial
representation is isomorphic to the Langlands quotient of I(ρ) modulo its unique subrepresentation. Let
ν ∈ a∗
C
and (σ, Vσ) be a representation of M . Recall that
IndGMAN (σ ⊗ eν ⊗ 1) =
{
h : G→ Vσ
∣∣∣ h(mang) = e(ν+ρ) log aσ(m)h(g) for
man ∈MAN, g ∈ G; h|K ∈ L2(K, Vσ)
}
endowed with the action R2 of G:
R2(g)h(x) = h (xg) .
Let {φj} be an orthonormal basis of L2(Γ\G/K, µ′) such that each φj is a Maass form with Laplace
eigenvalue λj = ρ
2 − ν2j . Denote by φ˜i ∈ L2(Γ\G) the natural lift of φj such that φ˜i(xk) = φj(x·o) for
4any x ∈ Γ\G, k ∈ K. Under the action R1 of G, φ˜i generates an irreducible unitary subrepresentation
Vλj ⊂ L2(Γ\G) of G. We have Vλj ∼= I(νj).
Let G0 = M0A0N0K0 be the Langlands decomposition of the group G0 where M0 = M ∩ G0,
A0 = A ∩G0 = A, N0 = N ∩G0. Let n0 be the Lie algebra of N0. The half sum of positive roots of the
system (g0, a0) is ρ0 =
n−1
2 . Identifying p0 = a⊕n0 with the tangent space of G0/K0 at e·o, any geodesic
on G0/K0 can be translated by certain g ∈ G (via the left multiplication) to be a new geodesic which
passes through e·o and is written as {exp(tX) | t ∈ R} with proper X ∈ p0 (direction of the geodesic). By
Proposition 5.13 of [Kn]:
p0 =
⋃
k∈K0
Ad(k)a,
there exists k ∈ K0 such that Ad(k)X ∈ a. Taking proper conjugation if necessary, we may assume that
there exists a closed geodesic C0 on Γ0\G0/K0 which can be written as C0 = {exp(tX)·o | t ∈ [0, 1]} with
some X ∈ a, or equivalently, C0 = Γ00\A·o where Γ00 = Γ ∩AM0 = Γ ∩AM (the second identity holds
since Γ is torsion-free).
2.3 Hyperbolic distance
By Iwasawa decomposition, the subgroup NA ⊂ G is topologically isomorphic to Hd ∼= G/K. We realize
this isomorphisim as
S : N ×A→ Hd, (n, a) 7→ S(na) = na · ξ0
where ξ0 = (1, 0, · · · , 0) ∈ Hd. For r > 0, define ar := a+log r = exp(log r E). There is a one-to-one
correspondence between Rd−1 × R+ and NA:
T : Rd−1 × R+ → NA, (u, r) 7→ nuar.
Let x = (u, r), y = (v, t) ∈ Rd−1 × R+. The hyperbolic distance between two points a = S ◦ T (x),
b = S ◦ T (y) on Hd is
dHd(a, b) = arccosh
+
[ |u− v|2 + r2 + t2
2rt
]
. (3)
Here we use + to denote the nonnegative branch of the double valued function arccosh. The relation
between dHd(·, ·) and dG/K(·, ·) is given by
dHd(a, b) = dG/K
(
T (x)·o, T (y)·o) = ∥∥T (y)−1 · T (x)∥∥ . (4)
For this fact, see Proposition I.7.3 and I.7.5 of [FJ].
2.4 Trace formula
Let U be a subset of G, f be a continuous function on G. Define
fU : G→ R>0, g 7→ sup
x, y∈U
∣∣f(xgy)∣∣.
We say f is uniformly integrable if there exists some compact neighborhood U of the unity e such that fU
lies in L1(G). Denote by Cunif(G) the set of all continuous uniformly integrable functions over G. Given
f ∈ Cunif(G), define
(R1(f)φ)(x) =
∫
G
f(g)R1(g)φ(x)dg
for φ ∈ L2(Γ\G). Then R1(f) is an integral operator by
5Lemma 1.
(R1(f)φ)(x) =
∫
Γ\G
Kf (x, y)φ(y)µ(y),
where Kf (x, y) =
∑
γ∈Γ f(x
−1γy) is continuous on Γ\G× Γ\G.
For details about Cunif(G) and the proof of this lemma, see Sect. 9.2 of [DE]. The assumption in the
reference, that H is uniform, is necessary for the decomposition (1), but not for this lemma.
Let f be a bi-K-invariant function in Cunif(G). Then R1(f) acts on V
K
λj
⊂ L2(Γ\G)K with the integral
kernel Kf since R1(f)φ is still K-invariant for any φ ∈ V Kλj . The space I(νj)K is one-dimensional: any
K-fixed function in I(νj) is determined by its values at the points in P =MAN thanks to the Langlands
decomposition G = MANK and the the transformation law in I(νj). Consequently, V
K
λj
= Cφ and
there exists a scalar hf (νj) such that R1(f)φ = hf (νj)φ. In view of the bi-K-invariance of f and the
definition of Kf , we may identify L
2(Γ\G)K with L2(Γ\G/K), and regard Kf (x, y) as a function over
Γ\G/K × Γ\G/K. Then R1(f) induces the action of f on L2(Γ\G/K). Likewise, R2(f) acts on I(νj):
(R2(f)h)(x) =
∫
G
f(g)R2(g)h(x)dg, h ∈ I(νj)
with integral kernel Kf as above. Furthermore, we have R2(f)η = hf (νj)η for any nontrivial element η
in I(νj)
K .
To compute hf (νj), we use the model I(νj) and the action R2(f). Let ηνj ∈ I(νj)K be a complex-
valued function over G defined as ηνj (mank) = e
(νj+ρ) log a. Since ηνj (1) = 1, it follows that
(R2(f)ηνj )(1) = hf (νj) ηνj (1) = hf (νj).
By definition,
(R2(f)ηνj )(1) =
∫
G
f(g)ηνj (g) dg
(a)
=
∫
A
∫
N
∫
K
f (ank) ηνj (ank)dadndk
=
∫
N
∫
A
f (an) e(νj+ρ) log adadn (5)
In the step (a) we have used the integral formula of functions on G where the variable is written in the
ANK-order (see Corollary 5.3 of [H]). Now we choose the Haar measures on A and N . Let a = eX ,
n = eY for X ∈ a, Y ∈ n. Since A and N are abelian groups, da := dX , dn = dY are Haar measures
on A, N respectively, where dX , dY are Lebesgue measures on the Euclidean spaces a, n. Such choice of
measures holds for any semisimple groups. The reason is that the group N is nilpotent, while Lebesgue
measures on its Lie algebras induce Haar measures of N (see Theorem 2.1 of [CG]). To be more precise,
we have:
∫
N
f(n)dn =
∫
n
f(expY )dY for any f ∈ L1(N, dn). Now (5) reads
hf (νj) =
∫
n
∫
a
f
(
eX · eY ) eνj(X)+ρ(X)dXdY. (6)
We call hf (νj) the Harish-Chandra – Selberg transform of f . The above formulation on hf(νj) is due to
Selberg [Se]. One can also use Harish-Chandra’s theory on spherical functions to describe hf (νj).
From now on we shall use hf (λj) instead of hf (νj). This is reasonable: as νj is decided up to ±1
for fixed λj , and I(νj) ∼= I(−νj) for νj ∈ (−ρ, ρ) ∪ iR, so we have hf (νj) = hf (−νj). Assume that
f ∈ Cunif(G) is a bi-K-invariant function such that the series
kf (z, w) :=
∞∑
j=0
hf (λj)φj(z)φj(w), z, w ∈ Γ\G/K
6locally uniformly converge everywhere.
Proposition 1. Kf being viewed as a function over Γ\G/K × Γ\G/K, we have: Kf = kf .
Proof. By Lemma 1, R1(f) is an integral operator with continuous integral kernel Kf . Meanwhile
R1(f)φj = hf (λj)φj . Define
Tk : L
2(Γ\G/K)→ L2(Γ\G/K), φ 7→
∫
Γ\G/K
kf (z, w)φ(w)µ
′(w).
Then, by definition Tk is an integral operator such that Tk(φj) = hf (λj)φj as φj ’s are orthonormal to
each other. Hence, Tk and R(f) are identical to each other as operators and their integral kernels are
equal to each other except on a possible subset of measure zero. The locally uniform convergence of kf
implies that kf is a continuous function as all φj ’s are analytic over Γ\G/K. It follows that Kf = kf .
By Lemma 1 and Proposition 1 one has
∑
γ∈Γ
f(z−1γw) =
∞∑
j=0
hf (λj)φj(z)φj(w), z, w ∈ Γ\G/K.
Let ψ be a normalized Maass form on Γ0\G0/K0 with Laplace eigenvalues λ = ρ20 − ν2 where ν ∈
(−ρ0, ρ0)∪ iR. Integrating both sides on Γ0\G0/K0×Γ0\G0/K0 with respect to the measure ψ(z)ψ(w)dzdw
gives the (relative) trace formula∫
Γ0\G0/K0
∫
Γ0\G0/K0
∑
γ∈Γ
f(z−1γw)ψ(z)ψ(w)dzdw =
∞∑
j=0
hf (λj)PY (φj , ψ)PY (φj , ψ). (7)
The left (right) hand side of (7) is called geometric (resp. spectral ) side. For this identity to hold, the test
function f should satisfy: (1) f ∈ Cunif(G); (2) f is bi-K-invariant; (3) kf is locally uniformly convergent.
These conditions will be checked in Sect. 5 for a special f chosen in the next section.
3 The spectral side
In this section we choose a test function and apply it to the spectral side of (7). The bi-K-invariance
of f indicates that f(g) depends exactly on the hyperbolic distance between g·o and e·o (on G/K).
Let Φµ(x) be a smooth function over R>0 for any µ ∈ R+. Define the test function f ∈ C∞(G) as
f(g) = Φµ
(
dG/K(g·o, e·o)
)
. Like the case of G/K, the quotient G0/K0 ∼= Hn can be parameterized by
Rn−1 × R+ via the maps T , S (see Sect. 2.3). By (6) we have
hf (λj) =
∫
Rd−1
∫
R
Φµ
(
dG/K
(
a+x nu·o, e·o
) ) · e(νj+ρ)xdxdu
=
∫
Rd−1
∫
R+
Φµ
(
dG/K (arnu·o, e·o)
)
· rνj+ρ−1 drdu
where we have made the variable exchange x→ log r in the second step. By (3) and (4) we have
dG/K (arnu·o, e·o) = dG/K (e·o, n−uar−1 ·o) = arccosh+
( |ru|2 + 1 + r2
2r
)
,
noting that e = n0 a1. Originally one would like to insert the heat kernel (see [GN]), but then it is
difficult to deal with the geometric side. In this paper the test function is chosen to be
Φµ(x) = exp(−µ · coshx).
7It follows that
hf (λj) =
∫
Rd−1
∫
R+
exp
[
−µ
( |u|2 + 1
2
r +
1
2
r
)]
rνj+ρ−1drdu. (8)
The following two integral formulas on K-Bessel functions are useful to us:
∞∫
0
xν−1 exp
(
−α
x
− βx
)
dx = 2
(
α
β
) ν
2
Kν
(
2
√
αβ
)
, Re(α) > 0, Re(β) > 0. (9)
∞∫
0
(
x2 + b2
)∓ ν2 Kν (a√x2 + b2) cos(cx)dx =√π
2
a∓νb
1
2∓ν
(
a2 + c2
)± ν2− 14 K±ν− 12 (b√a2 + c2) (10)
where Re(a) > 0, Re(b) > 0, c is a real number. These are the formulas 3.471.9 and 6.726.4 of [GR]
respectively.
Let α = µ2 , β =
|u|2+1
2 µ, ν = νj + ρ in the formula (9), then the integration along r in (8) gives
hf (λj) =
∫
Rd−1
2
(|u|2 + 1)− νj+ρ2 Kνj+ρ (µ√|u|2 + 1) du
Let x = u1, b
2 = u22+ · · ·+ u2d−1+1, a = µ, c = 0, ν = νj + ρ in the (first case of) formula (10), then the
integration along u1 in the above integral is equal to
2d
∞∫
0
· · ·
∞∫
0
√
π
2µ
(√
u22 + · · ·+ u2d−1 + 1
) 1
2−(νj+ρ)
Kνj+ρ− 12
(
µ
√
u22 + · · ·+ u2d−1 + 1
)
du2 · · · dud−1
(11)
Let x = u2, b
2 = u23+ · · ·+u2d−1+1, a = µ, c = 0, ν = νj+ρ− 12 in the formula (10), then the integration
along u2 in the above integral gives
(11) = 2d
(√
π
2µ
)2 ∞∫
0
· · ·
∞∫
0
(√
u23 + · · ·+ u2d−1 + 1
)1−(νj+ρ)
Kνj+ρ−1
(
µ
√
u23 + · · ·+ u2d−1 + 1
)
du3 · · ·dud−1
Repeating this process, i.e., doing integrations along u3, u4, . . . , ud−1 step by step in the above fashion,
we finally get
hf (λj) = 2
d
(√
π
2µ
)d−1
Kνj+ρ− d−12 (µ) = 2
d
(√
π
2µ
)d−1
Kνj (µ).
Now the spectral side of (7) reads:
∞∑
j=0
2d
(√
π
2µ
)d−1
Kνj (µ)
∣∣PY (φj , ψ)∣∣2.
4 The geometric side
Under our choice of f the geometric side of (7) splits as follows.∫
Γ0\G0/K0
∫
Γ0\G0/K0
∑
γ∈Γ
f(z−1γw)ψ(z)ψ(w)dzdw
=
∫
Γ0\G0/K0
∫
Γ0\G0/K0
∑
γ∈Γ0
Φµ
(
dG/K(γw, z)
)
ψ(z)ψ(w)dzdw
+O
∫
Γ0\G0/K0
∫
Γ0\G0/K0
∑
γ1, γ2∈Γ0
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
Φµ
(
dG/K (γγ1w, γ2z)
)
ψ(z)ψ(w)dzdw

8=
∫
G0/K0
∫
Γ0\G0/K0
Φµ
(
dG/K(w, z)
)
ψ(z)ψ(w)dzdw
+O
∫
G0/K0
∫
G0/K0
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
Φµ
(
dG/K(γw, z)
)
ψ(z)ψ(w)dzdw

where γ˜ denotes a nontrivial double coset in Γ0\Γ/Γ0. To simplify the notations, we still use dz, dw to
denote the measure of space G0/K0. This is reasonable since the measure of G0/K0 descends to that of
the quotient space Γ0\G0/K0. It is not clear whether any element in ΓrΓ0 can be written as γ1γγ2 with
unique γ1, γ2 ∈ Γ0 and some fixed representative element γ of a double coset class γ˜ 6= 1˜. So we have to
use the expression O( · · · ) in the above formula. Denote
Σ0 =
∫
G0/K0
∫
Γ0\G0/K0
Φµ
(
dG/K(w, z)
)
ψ(z)ψ(w)dzdw
and
Σ1 =
∫
G0/K0
∫
G0/K0
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
Φµ
(
dG/K(γ˜w, z)
)
ψ(z)ψ(w)dzdw.
In the next two sections we shall show that Σ0 is the main term of the geometric side, while Σ1 is the
error term.
4.1 The main term
Like the case of φ ∈ L2(Γ\G/K), the Maass form ψ also gives rise to an irreducible unitary spherical
representation V ′λ ⊂ L2(Γ0\G0). Assume that V ′λ ∼= I ′(ν) := IndG0M0AN0(1⊗ eν ⊗ 1). Here, to distinguish
the representation of G0 from that of G, we use V
′
λ and I
′(ν), instead of Vλ and I(ν). Normalize the
Haar measure of K0 such that vol(K0) = 1. By the quotient integral formula, we can rewrite Σ0 as
Σ0 =
∫
G0
∫
Γ0\G0
Φµ
(
dG/K(g·o, x·o)
)
ψ˜(x)ψ˜(g¯)dxdg
where ψ˜, as before, stands for the natural lift of ψ on Γ0\G0, g¯ denotes the element Γ0·g ∈ Γ0\G0, dx
the invariant Radon measure of Γ0\G0, dg the Haar measure of G0. In such formulation, Σ0 defines a
nonzero (K0×K0)-invariant functional Lautν over V ′λ×V ′λ where each K0×K0 acts on V ′λ×V ′λ via R1×R1
(the right regular translation):
Lautν : V
′
λ × V ′λ → C, (h1, h2) 7→
∫
G0
∫
Γ0\G0
Φµ
(
dG/K(g·o, x·o)
)
h1(x)h2(g¯)dxdg.
This functional is C-linear for its first entry and conjugate C-linear for its second entry. For z ∈ Γ0\G0,
Lautν is well-defined although dG/K (w·o, z·o) is not. The space of (K0 ×K0)-invariant functionals over
V ′λ ×V ′λ is one-dimensional. The reason is as follows. In view of the equivalence between V ′λ and I ′(ν), it
suffices to show that the space of K0-invariant functional over I
′(ν) is one dimensional, which is clearly
true by the definition of I ′(ν). As a consequence, there exists a nonzero scalar aν ∈ C such that
Lautν (h1, h2) = aν · Lmodν (f1, f2)
for any nonzero (K0 × K0)-invariant (C × C)-linear functional Lmodν on I ′(ν) × I ′(ν) where fi ∈ I ′(ν)
corresponds to hi ∈ V ′λ. Define Lmodν to be
Lmodν (f1, f2) =
∫
G0
∫
Γ0\G0
Φµ
(
dG/K(g·o, x·o)
)
f1(x)f2(g)dzdg, f1, f2 ∈ I ′(ν).
Then Σ0 = aν · Lmodν (ην , ην). See Sect. 2.4 for the definition of ην . Now we compute Lmodν (ην , ην). For
g·o = nuas·o ∈ G0/K0 where u ∈ Rn−1, s ∈ R+, equip G0/K0 with the hyperbolic measure d(g·o) = dsdusn .
9Let P(Y ) be the completion of a subset of Rn−1 × R+ that is isomorphic to Γ0\G0/K0. Then P(Y ) is
compact. The following commutativity property will be used frequently in this paper:
arnu = nurar. (12)
One can verify (12) be a direct computation, or see Proposition I.4.2 of [FJ]. Actually (12) results from
a simple fact in Lie algebra: ad(E)Ei = Ei. As ην is K0-invariant and dG/K(w, z) = dG0/K0(w, z) for w,
z ∈ G0/K0 (note that G0/K0 ⊂ G/K is totally geodesic), we have:
Lmodν (ην , ην) =
∫
G0/K0
∫
Γ0\G0/K0
Φµ
(
dG0/K0(w, z)
)
ην(z)ην(w)dzdw
=
∫
Rn−1×R+
∫
P(Y )
Φµ
(
dG0/K0(nuas·o, nvar·o)
)
rν+ρ0sν¯+ρ0
drdv
rn
dsdu
sn
=
∫
P(Y )
∫
Rn−1×R+
exp
(
−µ · |u − v|
2 + s2 + r2
2sr
)
sν¯+ρ0
dsdu
sn
· rν+ρ0 drdv
rn
=
∫
P(Y )
∫
Rn−1×R+
exp
[
−µ
2
(∣∣u−v
r
∣∣2 + 1
s
r
+
s
r
)]
sν¯+ρ0
dsdu
sn
· rν+ρ0 drdv
rn
Let u′ = u−vr , s
′ = sr , then du = r
n−1du′ and
Lmodν (ην , ην) =
∫
P(Y )
∫
Rn−1×R+
exp
[
−µ
2
(
|u′|2 + 1
s′
+ s′
)]
s′ (ν¯+ρ0−n)ds′du′ · rν¯+ν+2ρ0−ndrdv.
The rest of the computation is merely a copy of that for hf (λj). Firstly, apply (9) to the integration over
s′, then the right hand side of the above identity is equal to
2
∫
P(Y )
∫
Rn−1
(
1 + |u′|2) ν¯+ρ0−n+12 Kν¯+ρ0−n+1 (µ√1 + |u′|2) du′ · r2Re(ν)−1drdv.
Secondly, apply the second case of (10) to the integration over u′ step by step, then the above integral is
equal to
2n
(√
π
2µ
)n−1
Kν¯(µ)
∫
P(Y )
r2Re(ν)−1drdv.
The subset P(Y ) is compact and r > 0 for (v, r) ∈ P(Y ). Hence, the integral
Iν :=
∫
P(Y )
r2Re(ν)−1drdv
converges and does not vanish. Denote bν = 2
naν Iν 6= 0. Up to now we have shown
Σ0 = bν ·
(√
π
2µ
)n−1
Kν¯(µ). (13)
4.2 The error term
In this section we give a bound for Σ1. The main conclusion is
Σ1 ≪ µ−(n+2)/2e−µ. (14)
It turns out that the error term Σ1 is more difficult to be treated than Σ0. Like what we have done for
Σ0, we use the uniqueness of (K0 ×K0)-invariant (C × C)-linear functionals to reduce the computation
of Σ1 to that of special integrals. Define
ℓautν : V
′
λ × V ′λ → C, (h1, h2) 7→
∫
G0
∫
G0
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
Φµ
(
dG/K(γg1·o, g2·o)
)
h1(g¯1)h2(g¯2)dg1dg2
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where g¯i denotes the element Γ0 · gi ∈ Γ0\G0. It is clear that ℓautν is a nonzero (K0 × K0)-invariant
(C×C)-linear functional on V ′λ × V ′λ and Σ1 = ℓautν
(
ψ˜, ψ˜
)
. As before, the space of such functionals on is
one-dimensional. Thus, for a given nonzero (K0×K0)-invariant (C×C)-linear functional on I ′(ν)× I ′(ν)
there exists a scalar dν ∈ C such that ℓautν = dν · ℓmodν . Note that dν depends only on ν. Define
ℓmodν : I
′(ν)× I ′(ν)→ C, (f1, f2) 7→
∫
G0
∫
G0
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
Φµ
(
dG/K(g2·o, g1·o)
)
f1(g1)f2(g2)dg1dg2.
Then ℓmodν is (K0 ×K0)-invariant (C× C)-linear on I ′(ν) × I ′(ν) and Σ1 = dν · ℓmodν (ην , ην) where ην is
as before. Let w = nu ar·o, z = nv at·o ∈ G0/K0 where u, v ∈ Rn−1 and r, t ∈ R+. We have
ℓmodν (ην , ην) =
∫
Rn−1×R+
∫
Rn−1×R+
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
Φµ
(
dG/K(γw, z)
)
tν+ρ0rν¯+ρ0
dtdv
tn
drdu
rn
.
Write γ = a(γ)n(γ)k(γ) = ar0 nw0
(
1 0
0 u0
)
∈ ANK where w0 = (w01, · · · , w0,d−1) ∈ Rd−1 and u0 =
(uij) ∈ SOd. Assume that γw = nv1as1 ·o where v1 = (v11, · · · , v1,d−1). Denote
Jγ =
∫
Rn−1×R+
∫
Rn−1×R+
Φµ
(
dG/K(γw, z)
)
tν+ρ0rν¯+ρ0
dtdv
tn
drdu
rn
=
∫
Rn−1×R+
∫
Rn−1×R+
exp
(
−µ · |v − v1|
2 + s21 + t
2
2s1t
)
tν+ρ0−nrν¯+ρ0−ndtdvdrdu
We treat the integration along t by using (9) and get
Jγ = 2
∫
Rn−1×R+
∫
Rn−1
(|v − v1|2 + s21) ν+ρ0−n+12 Kν+ρ0−n+1
µ
√∣∣∣∣v − v1s1
∣∣∣∣2 + 1
 rν¯+ρ0−ndvdrdu
= 2
∫
Rn−1×R+
∫
Rn−1
(∣∣∣∣v − v1s1
∣∣∣∣2 + 1
) ν+ρ0−n+1
2
Kν+ρ0−n+1
µ
√∣∣∣∣v − v1s1
∣∣∣∣2 + 1
 d( v
s1
)
sν+ρ01 r
ν¯+ρ0−ndrdu
The first (n − 1) entries in v1s1 can be absorbed in to vs1 when we do the integration along vs1 , leaving
the last (d − n) components of v1s1 . Denote |x|2>n = x2n + · · ·+ x2d−1 for x = (x1, · · · , xd−1) ∈ Rd−1. Let
v′ = vs1 , then
Jγ = 2
∫
Rn−1×R+
∫
Rn−1
(
|v′|2 +
∣∣∣∣v1s1
∣∣∣∣2
>n
+ 1
) ν+ρ0−n+1
2
Kν+ρ0−n+1
(
µ
√
|v′|2 +
∣∣∣∣v1s1
∣∣∣∣2
>n
+ 1
)
dv′sν+ρ01 r
ν¯+ρ0−ndrdu
Applying the second case of (10) to dv′ step by step
(
just as what we have done for hf (λj) and Σ0
)
gives
Jγ = 2
n
(√
π
2µ
)n−1 ∫
Rn−1×R+
(∣∣∣∣v1s1
∣∣∣∣2
>n
+ 1
) ν
2
Kν
(
µ
√∣∣∣∣v1s1
∣∣∣∣2
>n
+ 1
)
sν+ρ01 r
ν¯+ρ0−ndrdu.
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The computation shows
(
one should distinguish w in below from the w that has appeared earlier (as a
point on Γ0\G0/K0 or G0/K0)
)
:
nwask =

s+s−1
2 +
s−1
2 |w|2, · · ·
s−s−1
2 +
s−1
2 |w|2, · · ·
w1 · s−1, · · ·
w2 · s−1, · · ·
...
...
wd−1 · s−1, · · ·

where w = (w1, · · · , wd−1) ∈ Rd−1
and
k(γ)nuar =

(
1 + |u|
2
2
)
r+r−1
2 − |u|
2
2
r−r−1
2 , · · ·(
u11
|u|2
2 +
n∑
i=2
u1 iui−1
)
r+r−1
2 +
[
u11
(
1− |u|22
)
−
n∑
i=2
u1 iui−1
]
r−r−1
2 , · · ·(
u21
|u|2
2 +
n∑
i=2
u2 iui−1
)
r+r−1
2 +
[
u21
(
1− |u|22
)
−
n∑
i=2
u2 iui−1
]
r−r−1
2 , · · ·
...
...
(
ud1
|u|2
2 +
n∑
i=2
ud iui−1
)
r+r−1
2 +
[
ud1
(
1− |u|22
)
−
n∑
i=2
ud iui−1
]
r−r−1
2 , · · ·

.
Let k(γ)nuar = nwask for some k ∈ K. Then we have
s+ s−1
2
+
s−1
2
|w|2 =
(
1 +
|u|2
2
)
r + r−1
2
− |u|
2
2
r − r−1
2
(15)
s− s−1
2
+
s−1
2
|w|2 =
(
u11
|u|2
2
+
n∑
i=2
u1 iui−1
)
r + r−1
2
+
[
u11
(
1− |u|
2
2
)
−
n∑
i=2
u1 iui−1
]
r − r−1
2
(16)
wi s
−1 =
ui+1, 1 |u|2
2
+
n∑
j=2
ui+1, juj−1
 r + r−1
2
+
ui+1, 1(1− |u|2
2
)
−
n∑
j=2
ui+1, juj−1
 r − r−1
2
(17)
The equalities (15) and (16) imply
s−1 =
1− u11
2
r +
(
1 + u11
2
+ β
)
r−1 (18)
where β = (1− u11) |u|
2
2 −
n∑
i=2
u1 iui−1. Let αi = ui+1, 1
|u|2
2 +
n∑
j=2
ui+1, juj−1, then (17) reads
wi s
−1 =
ui+1, 1
2
r +
(
αi − ui+1, 1
2
)
r−1, 1 6 i 6 d− 1. (19)
By the assumption that γw = nv1as1 ·o, we have v1 = (w0+w)r0, s1 = r0s. For any 1 6 i 6 d−1, denote
mi = w0 i
1− u11
2
+
ui+1, 1
2
, ni = w0 i
(
1 + u11
2
+ β
)
+
(
αi − ui+1, 1
2
)
.
Then the computation with the above terms shows that
fγ(u, r) :=
∣∣∣∣v1s1
∣∣∣∣2
>n
+ 1 =
∣∣∣∣w0 + ws
∣∣∣∣2
>n
+ 1 =M(γ)r2 +Nu(γ)r
−2 +Qu(γ)
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where
M(γ) =
d−1∑
i=n
m2i , Nu(γ) =
d−1∑
i=n
n2i , Qu(γ) = 1 + 2
d−1∑
i=n
mini. (20)
Now we have:
Jγ = 2
n
(√
π
2µ
)n−1 ∫
Rn−1×R+
(√
fγ(u, r)
)ν
Kν
(
µ
√
fγ(u, r)
)
sν+ρ01 r
ν¯+ρ0−ndrdu.
Write fγ(u, r) =
(√
M(γ) r −
√
Nu(γ)
r
)2
+ 2
√
M(γ)Nu(γ) +Qu(γ) and define
δu(γ) := 2
√
M(γ)Nu(γ) +Qu(γ).
The parameter u in the subscript of N , Q and δ indicates that these numbers depend on u as well as
γ. Note that M depends only on γ. For simplicity, we do not write γ, u explicitly in the notations mi,
ni. The number δu(γ) has remarkable geometric meaning which can be interpreted from the following
inequalities
cosh
(
dG/K(γw, z)
)
=
|v − v1|2 + s21
2s1t
+
t
2s1
> 2
√
|v − v1|2 + s21
2s1
· 1
2s1
=
√∣∣∣∣v − v1s1
∣∣∣∣2 + 1 >
√∣∣∣∣v1s1
∣∣∣∣2
>n
+ 1.
The “=” at the first inequality can be achieved as t ranges among all positive numbers. The last step
follows from the fact that v ranges among vectors in Rn−1 (so the “=” can be achieved). To be more
precise, the two “=” are simultaneously achieved at
v = Prn−1(v1), t =
√
s21 + |v1|2>n
where Prn−1 means the projection map Rd−1 → Rn−1, v = (v1, · · · , vd−1) 7→ (v1, · · · , vn−1). Since r
ranges over all positive numbers, we have
∣∣∣ v1s1 ∣∣∣2>n+1 = fγ(u, r) > δu(γ) where “=” can be obtained when√
M(γ) r −
√
Nu(γ)
r = 0, i.e., r =
√
Nu(γ)
M(γ) if M(γ) 6= 0, or r = ∞ if M(γ) = 0. So δu(γ) measures the
minimal hyperbolic distance between the two submanifolds γnuA·o and G0/K0:
inf
a∈A·o, z∈G0/K0
dG/K(γnua·o, z) = arccosh+
(√
δu(γ)
)
. (21)
By this formula we know that δu( · ) is well-defined over Γ0\Γ (but not on Γ/Γ0). It is clear from the above
discussion that the number fγ(u, r) also has remarkable geometric meaning: it measures the (hyperbolic)
distance between the point γnuar·o and the submanifold G0/K0. More precisely,
inf
z∈G0/K0
dG/K(γnuar·o, z) = arccosh+
(√
fγ(u, r)
)
.
The rest of this section is devoted to estimating Σ1. The crucial ingredient in our argument is that,
for each class γ˜ ∈ Γ0\Γ/Γ0r {1˜} we shall carefully choose a representative element (which satisfies some
universal properties) and deduce the estimate to a lattice counting problem. We need some technical
conclusions whose proof will be postponed to Sect. 4.3. The first result to be used is
Proposition 2. Let n > 2. For any fixed u ∈ Rn−1, we can find a representative element γ in each class
γ˜ ∈ Γ0\Γ/Γ0 r {1˜} such that the following hold
• M(γ)Nu(γ) > c1 > 0 where c1 is independent of u and the representative elements γ’s.
• δu(γ) achieves its minimal value at some uγ ∈ F ⊂ Rn−1 where F is a fixed compact domain
independent of γ’s.
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• M(γ) > c2 > 0 where c2 is independent of γ’s.
In what follows we shall select the representative elements that satisfy the three properties in this propo-
sition. Let x =
√
M(γ) r −
√
Nu(γ)
r , then r =
x+
√
x2+4
√
M(γ)Nu(γ)
2
√
M(γ)
(since M(γ) 6= 0 by Proposition 2)
and
Jγ = 2
n
(√
π
2µ
)n−1 ∫
Rn−1×R
Fγ(u, x)dxdu
where
Fγ(u, x) = s
ν+ρ0
1
x+
√
x2 + 4
√
M(γ)Nu(γ)
2
√
M(γ)
ν−ρ0
(√
x2 + δu(γ)
)ν
Kν
(
µ
√
x2 + δu(γ)
)
√
x2 + 4
√
M(γ)Nu(γ)
. (22)
Recall that
s1 = r0s =
r0
1−u11
2 r +
(
1+u11
2 + β
)
r−1
.
The term 1+u112 + β is nonnegative since by Cauchy inequality we have
1 + u11
2
+ β =
{
(1− u11)|u|2 − 2
n∑
i=2
u1iui−1 + (1 + u11)
}/
2
>
√
(1− u211) · |u|2 −
n∑
i=2
u1iui−1
>
√√√√ n∑
i=2
u21i ·
n∑
i=2
u2i−1 −
n∑
i=2
u1iui−1
> 0
The “ = ” holds if and only u1i = 0 (n+ 1 6 i 6 d), ui−1 = t0 · u1i (2 6 i 6 n) for some constant t0, and
(1− u11)|u|2 = 1 + u11. These conditions lead to at most one solution of uγ (up to ±1) for any given γ.
Since we are doing integration along u, the possible solution uγ can be neglected. Thus,
s1 6
r0√
(1− u11)(1 + u11) + 2(1− u11)β
.
In Sect. 4.3 we shall show
Proposition 3. sup
γ∈ΓrΓ0
∣∣u11(γ)∣∣ < 1.
This proposition indicates that (1−u11)(1+u11)+2(1−u11)β is a polynomial of degree 2 (with respect to
each variable ui). Hence, the denominator of s1 (i.e., s
−1) grows (at least) polynomially with degree 1 and
positive minimum value
(
as 1−u112 r +
(
1+u11
2 + β
)
r−1 is strictly positive if we neglect uγ
)
. Multiplying
proper γ0 ∈ Γ00 to the left side of γ if necessary, we assume that r0 lies in a compact interval in R+.
Case 1. First we assume that
∣∣Γ0\Γ/Γ0∣∣ < ∞. The case ∣∣Γ0\Γ/Γ0∣∣ = ∞ will be treated later. When
µ is large, µ
√
x2 + δu(γ) is also very large since δu(γ) > 1. By the well-known asymptotic of K-Bessel
function:
Kz(x) ∼
√
π
2x
e−x, as x→∞ (23)
the function XνKν (µX) decreases with respect to X when µ is large. Hence∣∣∣(√x2 + δu(γ))ν Kν (µ√x2 + δu(γ))∣∣∣ 6 (√x2 + 1)Re ν Kν (µ√x2 + 1)
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as µ→∞. Since Kν
(
µ
√
x2 + 1
) ∼ KRe ν (µ√x2 + 1), we have∣∣∣∣∫
R
(√
x2 + δu(γ)
)ν
Kν
(
µ
√
x2 + δu(γ)
)
dx
∣∣∣∣≪ ∫
R
(√
x2 + 1
)Re ν
KRe ν
(
µ
√
x2 + 1
)
dx.
Let y = x2 + 1 in right hand side of the above integral and apply the formula 6.592.12 of [GR]∫ ∞
1
x−
b
2 (x− 1)c−1Kz
(
a
√
x
)
dx = 2c Γ(c)a−cKb−c(a), Re(a) > 0, Re(c) > 0,
we get ∫ ∞
0
(√
x2 + δu(γ)
)Re ν
KRe ν
(
µ
√
x2 + δu(γ)
)
dx =
Γ(1/2)√
2
µ−1/2K−Re ν−1/2(µ). (24)
By Cauchy inequality, we have √
M(γ)Nu(γ) > 2
d−1∑
i=n
mini.
The term ni expands as follows
ni = |u|2 w0i(1− u11) + ui+1, 1
2
+
n∑
j=2
(ui+1, j − w0iu1j)uj−1 + w0i 1 + u11
2
− ui+1, 1
2
. (25)
Note that mi =
w0i(1−u11)+ui+1, 1
2 . Therefore,
d−1∑
i=n
mini = |u|2
d−1∑
i=n
m2i︸ ︷︷ ︸
=M(γ)
+
d−1∑
i=n
n∑
j=2
mi (ui+1, j − w0iu1j)uj−1 +
d−1∑
i=n
mi
(
w0i
1 + u11
2
− ui+1, 1
2
)
. (26)
This means that
√
M(γ)Nu(γ) grows polynomially with degree 2 (with respect to each variable ui) with
a positive minimum value for all γ /∈ Γ0 (by Proposition 2).
When x > 0, one has(
x+
√
x2 + 4
√
M(γ)Nu(γ)
)Re ν−ρ0
6
(
2 4
√
M(γ)Nu(γ)
)Re ν−ρ0
noting that Re ν − ρ0 6 0. As a consequence,∣∣∣∣∣∣∣
x+
√
x2 + 4
√
M(γ)Nu(γ)
2
√
M(γ)
ν−ρ0 sν+ρ01√
x2 + 4
√
M(γ)Nu(γ)
∣∣∣∣∣∣∣≪
(
4
√
M(γ)Nu(γ)
)−(ρ0−Re ν+1) (
s−1
)−(ρ0+Re ν)
.
We have known that both 4
√
M(γ)Nu(γ) and s
−1 grow (at least) polynomially with degree 1 (with respect
to each variable ui) with positive minimum value. Since ρ0 =
n−1
2 > 0 for n > 2, the following integral∫
Rn−1
(
4
√
M(γ)Nu(γ)
)−(ρ0−Re ν+1)
(s−1)−(ρ0+Re ν)du
converges as the function inside is positive and has polynomial degree (at most)
−(ρ0 − Re ν + 1)− (ρ0 +Re ν) = −2ρ0 − 1 < −1.
Note that the term
(
2
√
M(γ)
)ρ0−ν
in Fγ(u, x) does not give essential contribution to the upper bound
since
∣∣Γ0\Γ0/Γ0∣∣ <∞. In view of (24), we get∫
Rn−1
∫ ∞
0
Fγ(u, x)dxdu≪ µ−1/2K−Re ν−1/2(µ)≪ µ−1e−µ. (27)
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When x 6 −ω with any ω ∈ (0, 1), one has(
x+
√
x2 + 4
√
M(γ)Nu(γ)
)Re ν−ρ0
=

√
x2 + 4
√
M(γ)Nu(γ)− x
4
√
M(γ)Nu(γ)
ρ0−Re ν
= (−x)ρ0−Re ν

√
1 +
4
√
M(γ)Nu(γ)
x2 + 1
4
√
M(γ)Nu(γ)
ρ0−Re ν
= (−x)ρ0−Re ν
(√
1
16M(γ)Nu(γ)
+
1
4x2
√
M(γ)Nu(γ)
+
1
4
√
M(γ)Nu(γ)
)ρ0−Re ν
(♯)
6 (−x)ρ0−Re ν
(√
1
16M(γ)Nu(γ)
+
√
1
4x2
√
M(γ)Nu(γ)
+
1
4
√
M(γ)Nu(γ)
)ρ0−Re ν
= (−x)ρ0−Re ν
(
2 4
√
M(γ)Nu(γ)
)−(ρ0−Re ν)( 1
−x +
1
4
√
M(γ)Nu(γ)
)ρ0−Re ν
6 (−x)ρ0−Re ν
(
2 4
√
M(γ)Nu(γ)
)−(ρ0−Re ν) ( 1
−x +
1
4
√
c1
)ρ0−Re ν
≪ (−x)ρ0−Re ν
(
2 4
√
M(γ)Nu(γ)
)−(ρ0−Re ν) ( 1
ω
)ρ0−Re ν
provided that ω is small enough. At the step (♯) we have used the inequality
√
a+ b 6
√
a+
√
b. Thus,∫
Rn−1
∫ −ω
−∞
Fγ(u, x)dxdu≪
∫
Rn−1
∫ −ω
−∞
(−x)ρ0−Re ν
(
2 4
√
M(γ)Nu(γ)
)−(ρ0−Re ν) 1
ωρ0−Re ν
×
(
2 4
√
M(γ)Nu(γ)
)−1
(s−1)−(ρ0+Re ν)
(√
x2 + δu(γ)
)ν
Kν
(
µ
√
x2 + δu(γ)
)
dxdu
As before, the integral ∫
Rn−1
(
4
√
M(γ)Nu(γ)
)−(ρ0−Re ν+1)
(s−1)−(ρ0+Re ν)du
converges. Since Kν
(
µ
√
x2 + 1
) ∼√ π
2µ
√
x2+1
e−µ
√
x2+1 as µ→∞, the ratio of Kν
(
µ
√
x2 + 1
)
at x = 0
and µ−1/2 is asymptotically equal to
1
4
√
1 + µ−1
· e
−µ
e−µ
√
µ−1+1
which converges to e1/2 as µ→∞. Let ω = µ−1/2, then
∫ −µ−1/2
−∞
(−x)ρ0−Re ν
(√
x2 + 1
)ν
Kν
(
µ
√
x2 + 1
)
dx
≍
∫ 0
−∞
(−x)ρ0−Re ν
(√
x2 + 1
)ν
Kν
(
µ
√
x2 + 1
)
dx, as µ→∞.
Hence, we have∫
Rn−1
∫ 0
−∞
Fγ(u, x)dxdu
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≍
∫
Rn−1
∫ −µ−1/2
−∞
Fγ(u, x)dxdu
≪ µ(ρ0−Re ν)/2
∫ −µ−1/2
−∞
(−x)ρ0−Re ν
(√
x2 + δu(γ)
)Re ν
KRe ν
(
µ
√
x2 + δu(γ)
)
dx
< µ(ρ0−Re ν)/2
∫ 0
−∞
(−x)ρ0−Re ν
(√
x2 + 1
)Re ν
KRe ν
(
µ
√
x2 + 1
)
dx
(∗)
= µ(ρ0−Re ν)/2 · 2(ρ0−Re ν−1)/2µ−(ρ0−Re ν+1)/2Γ
(
ρ0 − Re ν + 1
2
)
K−Re ν−(ρ0−Re ν+1)/2
(
µ
)
≪ µ−1e−µ (28)
where the step (∗) is computed in the same way with (24). By (27) and (28),∫
Rn−1
∫
R
Fγ(u, x)dxdu≪ µ−1e−µ
which proves (14).
Case 2. Now we deal with the case
∣∣Γ0\Γ0/Γ0∣∣ =∞. By (22) and Proposition 2 we have
∣∣Jγ∣∣≪ µ−(n−1)/2 ∫
Rn−1
∫
R
sρ0+Re ν
(
2
√
M(γ)
)ρ0−Re ν (
x+
√
x2 + 4
√
M(γ)Nu(γ)
)Re ν−ρ0
×Kν
(
µ
√
x2 + δu(γ)
)
dxdu. (29)
By (23) and the inequality
√
a+ b >
√
2
2
(√
a+
√
b
)
,
Kν
(
µ
√
x2 + δu(γ)
)
∼
√
π
2µ
√
x2 + δu(γ)
e−µ
√
x2+δu(γ) ≪ µ−1/2e−
√
2
2 µ|x|e−
√
2
2 µ
√
δu(γ). (30)
Combining (29) and (30) yields
∣∣Jγ∣∣≪ µ−n/2 ∫
Rn−1
∫
R
sρ0+Re νe−
√
2
2 µ|x|
(
x+
√
x2 + 4
√
M(γ)Nu(γ)
)Re ν−ρ0 (
2
√
M(γ)
)ρ0−Re ν
e−
√
2
2 µ
√
δu(γ)dxdu.
The integral ∫
R
sρ0+Re νe−
√
2
2 µ|x|
(
x+
√
x2 + 4
√
M(γ)Nu(γ)
)Re ν−ρ0
dx
converges and is uniformly upper bounded by a constant since the function inside has exponential decay
and µ is large (note that s is a positive rational function of x).
As δu(γ) grows polynomially with respect to the variables
√
M(γ)ui, for any ε ∈ (0, 1) we have∑
γ˜∈Γ0\Γ/Γ0r{1˜}
∫
Rn−1
(
2
√
M(γ)
)ρ0−Re ν
e−
√
2
2 µ
√
δu(γ)du
=
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
∫
Rn−1
(
2
√
M(γ)
)ρ0−Re ν
e−
√
2
2 µ
√
ε2δu(γ)+(1−ε2)δu(γ)du
6
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
∫
Rn−1
(
2
√
M(γ)
)ρ0−Re ν
e−
1
2µε
√
δu(γ) · e− 12µ
√
1−ε2
√
δu(γ)du
≪
∫
Rn−1
(√
M(γ)
)−ρ0−Re ν
e−
1
2µε
√
δu(γ)d
(√
M(γ)u
)
×
∑
γ˜∈Γ0\Γ/Γ0r{1˜}
e−
1
2µ
√
1−ε2
√
δu∗ (γ)
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for some u∗ ∈ F . At the second step we have used the inequality
√
a+ b >
√
2
2 (
√
a +
√
b). At the
last step we have used Proposition 2. Note that
(√
M(γ)
)−ρ0−Re ν
is uniformly upper bounded since
M(γ) > c2 > 0. Thus, the integral in the last step converges. It follows that
Jγ ≪ µ−n/2e−
1
2µ
√
1−ε2
√
δu∗ (γ) (31)
In Sect. 4.3 we shall show
Proposition 4. For any fixed u ∈ Rn−1 and sequence Λu ⊂ Γ where each element in Λu represents
exactly one double class in Γ0\Γ/Γ0, there exist a positive number c3 such that
πΛu(x) := #{γ ∈ Λu | δu(γ) 6 x} 6 c3 · x(d−n)/2, as x→∞.
We may arrange the order of the elements in Λu and get Λu = {γj} such that δu(γj ) is nondecreasing as
j grows. Then we have
Proposition 5. δu(γj )≫ j
1
(d−n)/2+β for any fixed β > 0 and u.
Proof. It suffices to show that δ
(
γ˜[j(d−n)/2+β]
)
≫ j, where [x] means taking the maximal integer that
does not exceed x. Assume that there exists a sequence {j
i
}∞i=1 such that ji increases as i grows and
δ
(
γ˜
[j(d−n)/2+βi ]
)
j
i
→ 0
as i → ∞. Then all γ˜
[j(d−n)/2+βi ]
are contained in the set {γ˜ | δ(γ˜) 6 ji}. This implies that π(ji) >[
j(d−n)/2+β
i
]
since δ(γ
j
) is nondecreasing as j grows, contradicting Proposition 4.
Let u = u∗, then by Proposition 5 there exists j0 > 0 such that δu∗(γj ) >
4
1−ε2 j
2/d for any j > j
0
.
Denote Jj = Jγ
j
. By (31) we have
∞∑
j=j0
Jj ≪ µ−n/2
∞∑
j=j0
e−µ j
1/d
< µ−n/2
∫ ∞
1
e−µx
1/d
dx = dµ−n/2
∫ ∞
1
e−µ yyd−1dy
where we made the variable exchange x1/d → y in the last step. Integration by parts shows that the
integral on the right hand side is upper bounded by µ−1e−µ. Hence,
∞∑
j=j0
Jj ≪ µ−(n+2)/2e−µ.
As for those Jj where 1 6 j 6 j0 , we apply the argument that has been done for the case
∣∣Γ0\Γ/Γ0∣∣ <∞
and get
j0∑
j=1
Jj ≪ µ−(n+1)/2e−µ, thereby we have shown (14).
Putting the data on geometric and spectral sides together, we get
∞∑
j=0
2d
(√
π
2µ
)d−1
Kνj (µ)
∣∣PY (φj , ψ)∣∣2 = bν · (√ π
2µ
)n−1
Kν¯(µ) +O
(
e−µµ−(n+1)/2
)
In view of the asymptotic (23) of K-Bessel function, multiplying 2−d
(√
2µ
π
)n
eµ on both sides of this
formula and taking the limitation µ→∞ yields
lim
µ→∞
eµ
(√
π
2µ
)d−n−1 ∞∑
j=0
Kνj (µ)
∣∣PY (φj , ψ)∣∣2 = cν . (32)
where cν = 2
−dbν . The K-Bessel function Kνi(µ) is positive for νj ∈ iR, so the right hand side of (32)
is nonnegative. Since bν 6= 0 (see Sect. 4.1), the scalar cν is positive.
Proof of Theorem 1. Assume that there are only finitely many φj such that PY (φj , ψ) 6= 0. By the
aysmptotic formula (23), the left hand side of (32) is equal to zero, a contradiction as cν > 0.
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4.3 Proofs of Proposition 2, 3, 4
In this section we prove the propositions that have been used in the previous section. The commutativity
relations listed below, as well as (12), will be used frequently:
diag(1, 1, k) · nu = nukT · diag(1, 1, k), u ∈ Rd−1, k ∈ SO(d − 1). (33)
diag(1,−1, k′) · ar = ar−1 · diag(1,−1, k′), k′ ∈ O(d − 1), det(k′) = −1. (34)
These properties are easy to verify. Under our assumption on Γ00 (see Sect. 2.2), there exists γ0 = aℓ0k0 ∈
AM0 such that Γ00 = 〈γ0〉. It is clear that ℓ0 6= 1. We might as well assume that ℓ0 > 1.
Lemma 2. u11(γ) 6= ±1 for any γ ∈ Γr Γ0.
Proof. Assume that u11(γ) = 1, i.e., γ ∈ (ANM ∩ Γ) r Γ0. Write γ = ar0nw0k(γ) ∈ ANM where
k(γ) = diag(1, 1, k) with k ∈ SO(d − 1). Multiplying γ1 = ar1diag(1, 1, k1), γ2 = ar2diag(1, 1, k2) ∈ Γ00
(where k1, k2 ∈ SO(d − 1)) to the right and left sides of γ yields
γ2γγ1 = ar2r0r1nw0kT2 r
−1
1
· diag(1, 1, k2kk1).
Here we have use the commutativity relations (12) and (33). With proper r1, r2, we may assume that
r2r0r1 lies in (1, ℓ0], and
∣∣w0kT2 r−11 ∣∣ = |w0|r−11 is small enough. This means that γ2γγ1 is close to
AM ∩ Γ = Γ00. The discreteness of Γ implies that γ2γγ1 lies in Γ00 ⊂ Γ0, whence γ ∈ Γ0. This
contradicts the assumption. The case that u11(γ) = −1 can be disproved in the same fashion where we
should use (34).
Proof of Proposition 3. If there exists a sequence {γi} ⊂ Γ r Γ0 such that u11(γi) → 1, then γi is close
to ANM ∩ Γ. By Lemma Lemma 2 and the discreteness of Γ, γi lies in ANM ∩ Γ = Γ0 for large enough
i. However, we have assumed that γ /∈ Γ0. The case u11(γi)→ −1 can be shown analogously.
Lemma 3. The image of Γ0\Γ under the map Γ0\Γ→ Γ0\G is discrete and has no accumulation point
in Γ0\G with respect to the topology defined by the invariant Riemann metric of Γ0\G.
Proof. We show the first part of the lemma since the second part follows in the same way. Assume that
the sequence {Γ0·γi} ⊂ Γ0\G converges to Γ0·γ where γi, γ ∈ Γ, and Γ0·γi 6= Γ0·γj for i 6= j. Then there
exist a sequence {ηi} ⊂ Γ0 and a compact neighborhood Wi of e such that γ−1ηiγi ∈Wi ∩Γ. By passing
to a subsequence if necessary, we may assume that
{
γ−1ηiγi
}
converges. The compact neighborhood
Wi can be close to e arbitrarily for i large, which means that Wi ∩ Γ = {e} for i large enough. Hence,
γ−1ηiγi = e for i large enough. As a consequence, Γ0·γi = Γ0·γj for i, j large enough, a contradiction.
Proof of Proposition 4. First we assume that M(γ)Nu(γ) 6= 0. For given γ = ar0nw0k(γ) ∈ Λu and
u ∈ Rn−1 there exist (unique) ar ∈ A and γ1 = ar1 · diag(1, 1, k1, k2) ∈ Γ00 with r ∈ (1, ℓ0] and
k1 ∈ O(n−1), k2 ∈ O(d−n), such that γnuarr1 ·o = atnv·o where |v|2>n+1 = δu(γ). Here, rr1 is the unique
positive solution of the equation
√
M(γ)x−
√
Nu(γ)
x = 0 (see Sect. 4.2 for the meaning of the notations).
Thus, modulo
{
ℓn0
∣∣n ∈ Z} (multiplicatively), r and r1 (then, ar and γ1) are unique. Clearly we have:
γnuarr1 ·o = γγ1arn(rr1)−1uk1 ·o (here we have used (12), (33)). For v = (v1, v2, · · · , vd−1) ∈ Rd−1, denote
v<n = (v1, · · · , vn−1, 0, · · · , 0) and v>n = (0, · · · , 0, vn, · · · , vd−1).
Let G∗0 denote a fundamental domain of Γ0\G0 in G0 which contains Γ0·e. Then there exists (unique)
γ2 ∈ Γ0 such that γ2atnv·o = γ2atnv<n · n>n·o such that γ2atnv<n lies in G∗0. Define
R
d−1
n :=
{
v>n
∣∣ v ∈ Rd−1}
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and
Ωu(x) :=
{
g0nuk ∈ G
∣∣ g0 ∈ G∗0, u ∈ Rn−1n , |u|2 + 1 6 x, k ∈ K} ⊂ G.
Denote by γ∗(u) the element γγ1arn(rr1)−1uk1 ·o ∈ Ωu(x). When M(γ)Nu(γ) = 0, the existence of γ∗(u)
in Ωu(x + ε0) is clear in view of the above argument: if M(γ) = 0, one chooses γ1 = γ
ℓ
0 for ℓ > 0 large
enough; if Nu(γ) = 0, one chooses γ1 = γ
ℓ
0 for ℓ < 0 and |ℓ| large enough. Here ε0 is a positive, small
enough number.
Lemma 4. γ∗(u) 6= η∗(w) for any u, w ∈ Rn−1 and γ, η of different classes in Γ0\Γ/Γ0.
Proof. Like γ∗(u), we have: η∗(w) = η2ηη1aℓn(ℓℓ1)−1wτ1 ∈ Ω∗x for some ℓ ∈ (1, ℓ0], η2 ∈ Γ0 and η1 =
aℓ1k
′
1 ∈ Γ00 where k′1 = diag(1, 1, τ1, τ2) ∈M0. If γ∗(u) = η∗(w), then
arn(rr1)−1uk1 · n−(ℓℓ1)−1wτ1 aℓ−1 = γ−11 γ−1γ−12 · η2ηη1 ∈ Γ ∩AN0.
It is clear that AN0 ∩Γ ⊂ Γ0. Hence, γ−11 γ−1γ−12 · η2ηη1 ∈ Γ0 which implies that γ and η are of the same
class in Γ0\Γ/Γ0, contradicting our assumption.
This lemma tells us that, those γ∗(u) ∈ Ωu(x) are distinguishable with respect to γ (of different
classes) and u. A further property is about the discreteness of γ∗(u):
Lemma 5. For any sequence of pairs{(
γ∗i1(ui), γ
∗
i2(wi)
) ∣∣∣ γi1, γi2 ∈ ΓrΓ0, γ˜i1 6= γ˜i2, γ∗i1(ui) ∈ Ωui(∞), γ∗i2(wi) ∈ Ωwi(∞), ui, wi ∈ Rn−1}∞
i=1
,
γ∗i1(ui) and γ
∗
i2(wi) can not be close enough (as i→∞) with respect to the topology of G.
Proof. Let γ∗i1(ui) = γ
′
i1γi1γ
′′
i1ari1nui1 ∈ Ωui(∞) and γ∗i2(wi) = γ′i2γi2γ′′i2ari2nui2 ∈ Ωwi(∞) for some γ′i1,
γ′i2 ∈ Γ0, γ′′i1, γ′′i2 ∈ Γ00, ri1, ri2 ∈ (1, ℓ0] and ui1, ui2 ∈ Rn−1. Assume that γ∗i1(ui) and γ∗i2(wi) are close
enough as i → ∞, then (γ∗i1(ui))−1 γ∗i2(wi) → 1, that is, n−ui1ar−1
i1
(γ′i1γi1γ
′′
i1)
−1
(γ′i2γi2γ
′′
i2) ari2nui2 ∈ Ui
where Ui is a compact neighborhood of e that can be small enough for large i. It follows that ηi :=
(γ′i1γi1γ
′′
i1)
−1
(γ′i2γi2γ
′′
i2) lies in Vi := ari1nui1 Ui n−ui2ar−1
i2
, a compact neighborhood of ari1n(ui1−ui2)ar−1
i2
∈
AN0 which is contained in AN0V where V is a fixed compact neighborhood of e (note that Vi is small
enough for large i). Since Γ0\G0 is compact, the image of Vi in Γ0\G is also compact. This implies that,
passing to a subsequence if necessary we may assume that Γ0·ηi converges in Γ0\G. By Lemma 3, the
sequence {Γ0·ηi} becomes stable for large enough i. Hence, γ˜i = γ˜j for large i and j, a contradiction.
By Lemma 4, to count πu(x) it suffices to count the representative elements γ
∗
i (u) that lie in Ωu(x).
Lemma 5 tells us that these γ∗i (u) are discrete and have no accumulation point with respect to the
topology of G. The topology of G, when restricted to Ωu(x) is equivalent to the Euclidean topology of
Rd−n since the components G∗0 and K of Ωu(x) are compact. Thus, πu(x) is (upper) bounded by the
volume of Ωu(x) which is of order x
(d−n)/2. This proves Proposition 4.
Corollary 1. Assume that |Γ0\Γ/Γ0| =∞, then for any fixed u ∈ Rn−1 the unique accumulation point
of {δu(γi) | γ˜i 6= γ˜j} is ∞.
Lemma 6. If M(γ)Nu(γ) = 0, then Qu(γ) = δu(γ) = 1.
Proof. This is clear in view of (20).
Lemma 7. For any γ /∈ Γ0 and u ∈ Rn−1, M(γ) and Nu(γ) can not be zero simultaneously.
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Proof. Assume that M(γ) = Nu(γ) = 0 for some γ /∈ Γ0 and u ∈ Rn−1. As before, let γnuar =
ar0snw0+w
s
k (see Sect. 4.2). Then
∣∣w0+w
s
∣∣2
>n
+1 =M(γ)r2+ Nu(γ)r2 +Qu(γ) ≡ 1 for any r > 0 (see Lemma
6). This means that (see (21))
γnuA·o ⊂ G0/K0.
As nuA·o ⊂ G0/K0, we have γ ∈ Γ0, a contradiction.
Proof of Proposition 2. As before (see Sect. 4.2), let w = nuar·o, z = nvat·o ∈ G0/K0, γ = ar0nw0k(γ).
Write k(γ)nuar·o = nwas·o. Then γnuar·o = nv1as1 ·o where v1 = (w0 + w)r0, s1 = r0s.
First we show that, for each class γ˜ 6= 1˜ there exists representative element γ such thatM(γ)Nu(γ) 6= 0
for any u ∈ Rn−1. Recall that 1+u112 + β = 0 has at most one solution u(γ) of u up to ±1. Multiplying
γ1 ∈ Γ0 to the left side of the geodesic Cu := nuA·o ⊂ G0/K0 and denote the point P ∈ γ1Cu as nu′ar′ ·o.
Clearly, we can choose proper γ1 such that u
′ 6= u(γ) for any P ∈ γ1Cu. Replacing γ with γγ1 if necessary,
we assume that 1+u112 +β 6= 0. Note that the condition n > 2 is necessary in the above discussion because
the submanifold G0/K0 should be large enough to allow inside the geodesic γ1Cu (and γ2Cu in below).
If n = 1, such property does not hold. As r →∞, we have:
s1 =
r0
1−u11
2 r +
(
1+u11
2 + β
)
r−1
→ 0 and wi =
ui+1, 1
2 r +
(
αi − ui+1, 12
)
r−1
1−u11
2 r +
(
1+u11
2 + β
)
r−1
→ ui+1,1
1− u11 =: w˜i.
Denote w˜ = (w˜1, · · · , w˜d−1). Then w˜ does not depend on u (as r → ∞). It follows that ξγ :=
limr→∞ γnuar·o = limr→0+ n(w0+w˜)r0ar·o is a fixed point lying in the boundary X of G/K where
X := {limr→0+ nwar·o |w ∈ Rd−1}. Note that ξγ is independent of u. As r → 0, we have s1 → 0
and wi → αi−
ui+1,1
2
1+u11
2 +β
=: w˚i. Denote w˚ = (w˚1, · · · , w˚d−1) and ξγ(u) = limr→0+ n(w0+w˚)ar·o ∈ X . The
geodesic on G/K is either a straight line or a semicircle, each of which is vertical to X (in the Rd−1×R+
model). Our argument in above shows that γCu is a semicircle with two end points ξγ , ξγ(u) ∈ X .
Multiply γ2 ∈ Γ0 on the left side of the geodesic Cu and assume that γ2Cu is a semicircle on G0/K0
with two end points P1 = limr→0+ nu1ar·o, P2 = limr→0+ nu2ar·o where u1, u2 ∈ Rn−1. We can choose
γ2 such that the resulting u1, u2 are large enough, then u(γ) 6= v′ for any nv′at′ ·o ∈ γ2Cu. This implies
that 1+u112 + β 6= 0 for γγ2 (u is the same with before). Define Y := {limr→0+ nwar·o |w ∈ Rn−1}, the
boundary of G0/K0. Then Y is a proper subset of X .
• IfM(γ) = 0, then Nu(γ) 6= 0 by Lemma 7. It follows from Lemma 6 that fγ(u, r) = Nu(γ)/r2+1→
1 = δu(γ). The (minimal) distance between the geodesic γCu and the submanifold G0/K0, which
is 0, is obtained at the two points nv1as1 ·o ∈ γCu and nvat·o ∈ G0/K0 where v1 = (w0 + w˜)r0,
s1 = 0
+, v = Prn−1(v1), t =
√
s21 + |v1|2>n. Hence, ξγ lies in Y, i.e., the last (d− n) components of
(w0 + w˜) vanish. We claim that γP1, γ2P2 /∈ Y. The reason is simple. Assume that γP1 ∈ Y, then
the geodesic γnu1A·o must lie in G0/K0 since the two end points γP1 and limr→∞ nu1ar·o both lie
in Y. This implies that γ ∈ Γ0, whereas we have assumed that γ /∈ Γ0. The case γP2 is shown in
the fashion. As a consequence, the geodesic γCu either intersects G0/K0 or is away from G0/K0,
i.e., δu(γγ2) > 1. The first case indicates that the (minimal) distance between γγ2Cu and the
submanifold G0/K0 is achieved at a finite r, hence M(γ
′)Nu(γ′) 6= 0 (otherwise the distance will
be achieved at r = 0 or ∞). By Lemma 6, the second case directly indicates M(γγ2)Nu(γγ2) 6= 0
since δu(γγ2) > 1 in this situation. Replacing γ with γγ2, we are done.
• If Nu(γ) = 0 for some u ∈ Rn−1, then M(γ) 6= 0 by Lemma 7, and fγ(u, r)→ 1 = δu(γ) as r → 0+.
Due to the same reason for the case M(γ) = 0, ξγ(u) lies in Y, i.e., the last (d− n) components of
(w0 + w˚) vanish. Meanwhile, ξγ does not lie in Y, otherwise we have γCu ⊂ G0/K0 which implies
that γ ∈ Γ0. As γ2 varies, u1 and u2 can be arbitrarily large. If there exist u1, u2 such that γP1,
γP2 do not lie in Y, then the geodesic γγ2Cu meets or stays away from G0/K0. Both cases indicates
that M(γγ2)Nu(γγ2) 6= 0 (see the argument for the case M(γ) = 0). Let γ′ = γγ2, then we are
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done. If γP1 or γP2 lies in X for any u1, u2, then for any i > n we have (w0 + w˚)i = 0 as r → 0,
where w˚ depends on u1 or u2 (not u). This is equivalent to
αi − ui+1,12
1+u11
2 + β
= −w0i, ∀ i > n,
for any u1 or u2 (which correspond to γ2). Assume that the above identity holds for infinitely
many u1 which can be large enough. Then we get −w0i = ui+1,11−u11 (i > n), the proportion of the
coefficients of |u|2 of αi− ui+1,12 and 1+u112 + β. The proportion of the constant terms of αi−
ui+1,1
2
and 1+u112 + β should also be equal to −w0i = ui+1,11−u11 . This yields
ui+1,1
1+u11
= −ui+1,11−u11 from which we
get ui+1,1 = 0 (i > n). It follows that w0i = 0 (i > n) and ξγ lies in Y as (w0 + w˜)i = 0 for i > n,
but we have shown that ξγ does not lie in Y.
Now we show the first two properties of Proposition 2. Let γ = ar0nw0k(γ) and write k(γ)γ3 =
nwask ∈ NAK where γ3 = aℓp0k
p
0 ∈ AM0 (p ∈ Z). Then γγ3 = ar0sn(w0+w)/sk for some k ∈ K. Applying
(18) and (19) to u = 0, we get the i-th component of w0+ws :(
w0 + w
s
)
i
=
w0 i(1− u11) + ui+1, 1
2
ℓp0 +
w0 i(1 + u11)− ui+1, 1
2
ℓ−p0 .
Although M(γ) is nonzero under our assumption, it is possible that certain mi (i > n) might be zero.
If mi =
w0 i(1−u11)+ui+1, 1
2 6= 0 and
w0 i(1+u11)−ui+1, 1
2 6= 0, then we can choose proper p (i.e., γ3) such
that
∣∣(w0+w
s
)
i
∣∣ is large enough. Here we require that p < 0 and |p| is large. Replacing γ with γγ3,
we might as well assume that |w0i| is large enough. If w0 i(1−u11)+ui+1, 12 =
w0 i(1+u11)−ui+1, 1
2 = 0, then
w0i = ui+1,1 = 0. It follows from (25) that ni =
∑n
j=2(ui+1,j − w0iu1j)uj−1. Thus, |ni| achieves
its minimal value at u = 0 ∈ F . There is nothing to prove in this case. Next we discuss the case
where mi = 0 and w0i 6= 0. It follows that w0 i(1+u11)−ui+1, 12 6= 0 (otherwise, w0i = 0). The above
formula shows that
∣∣(w0+w
s
)
i
∣∣ can be large enough provided that p < 0 and |p| is large. Replacing γ
with γγ3 we assume that |w0i| is large enough. The case mi = 0 and w0i = 0 is equivalent to the case
w0 i(1−u11)+ui+1, 1
2 =
w0 i(1+u11)−ui+1, 1
2 = 0 which has been discussed in above. In all, except the trivial
cases (when w0i = ui+1,1 = 0) we can and will assume that |w0i| is large enough. In view of Proposition
3, this implies that both |mi| and M(γ) are large enough (again, note that M(γ) 6= 0, i.e., not all mi are
zero). By (25) we can write ni as
n∑
j=2
n′i,j−1 where
n′i,j−1 = miu
2
j−1 + (ui+1,j − w0iu1j)uj−1 +
w0i(1 + u11)− ui+1,1
2(n− 1) .
Each n′i,j−1 is a degree 2 polynomial with leading coefficient being mi. Consequently, the u at which
Nu(γ) achieves its minimal value must lie nearby u0 = (u0i) where u0i = −ui+1,j−w0iu1j2mi . If |w0i| is
sufficiently large, then u0i is close to
u1j
1−u11 which lies in a bounded interval in R (independent of γ in
view of Proposition 3). Likewise, based on (26) we can show that the u at which 2
∑d−1
i=n mini achieves
its minimal value also lies in a bounded domain in Rn−1. We omit the details.
Finally, we show the third property of Proposition 2. Assume that there exist a sequence {γi ∈
Γ r Γ0 | γ˜i 6= γ˜j for i 6= j} and ui ∈ Rn−1 such that M(γi)Nui(γi) → 0 as i → ∞. It follows from (20)
that δui(γi) → 1 as i → ∞. Thus, δui∗(γ) → 1 where ui∗ denote the point u at which δu(γ) achieves
its minimal value. Since ui∗ lies in a fixed compact subset F ⊂ Rn−1, by passing to a subsequence if
necessary, we assume that {ui∗} converges to u ∈ F . Then δu(γi) → 1 as i → ∞. This contradicts
Corollary 1.
5 f and kf
For the trace formula to be valid, f and kf should fulfill some conditions (see the end of Sect. 2.4). In this
section we examine these conditions. Remember that f(g) = Φµ
(
dG/K(g·o, e·o)
)
for g ∈ G. Hence f is
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bi-K-invariant and f = fK (see Sect. 2.4 for the definition of fU ). Next we show f ∈ Cunif(G). Let U ⊂ G
be a small enough compact neighborhood of e which is symmetric, i.e., U−1 = U (such neighborhood
exists: take U = V ∩ V −1 where V is a small neighborhood of e). For any h1, h2 ∈ U , we have∣∣dG/K(h1gh2·o, e·o)− dG/K(g·o, e·o)∣∣ = ∣∣dG/K(gh2·o, h−11 ·o)− dG/K(g·o, e·o)∣∣ 6 2 diam(U)
where diam(U) means the diameter of U (modulo K), i.e., diam(U) = min
u1, u2∈U
dG/K(u1·o, u2·o). By the
definition of f , one has
fU (g)
f(g)
6 e2µ diam(U).
Hence, fU is integrable if f is so. The latter can be shown by the following computation∫
G
f(g)dg =
∫
N
∫
A
Φµ
(
dG/K(na·o, e·o)
)
dadn
= 2d
(√
π
2µ
)d−1
K d−1
2
(µ) <∞
where the second step is a copy of the computation for hf (λj), dropping the term ηνj thereof (see Sect. 3).
As a result, f ∈ Cunif(G). For the rest of this section we check the locally uniform convergence of kf .
The L∞-norm of any Laplace eigenfunction φj on X satisfies the classical Ho¨rmander’s bound (see [Ho]):
sup
x∈X
|φj(x)| 6 C λ(d−1)/4j ‖φj‖L2(X)
where λj is the Laplace eigenvalue of φj , C is uniform for all j. In our context, φj ’s are orthonormal basis
of L2(X), so we have: supx∈X |φj(x)| 6 C λ(d−1)/4j . For the convergence of kf , it suffices to consider those
φj ’s with large eigenvalues, i.e., νj ∈ iR. Thus, we write νj = i rj with rj ∈ R+. Then λj =
(
d−1
2
)2
+ r2j .
Substituting v = irj , x = 1 into the following formula (see 8.432.5 of [GR])
Kν(xz) =
Γ
(
ν + 12
)
(2z)ν
xνΓ
(
1
2
) ∫ ∞
0
cos xt dt
(t2 + z2)ν+
1
2
, Re
(
ν +
1
2
)
> 0, x > 0, |arg z| < π
2
,
we get
Kirj (z) =
Γ (1/2 + irj)
Γ(1/2)
(2z)irj
∫ ∞
0
cos t dt
(t2 + z2)
1/2+irj
, z > 0.
The integration by parts shows that∫ ∞
0
cos t dt
(t2 + z2)1/2+irj
= (1 + 2irj)
∫ ∞
0
t sin t dt
(t2 + z2)3/2+irj
.
The integral on the right hand side of the above equality absolutely converges for z ∈ R r {0}. Thus,
Kirj (z) is uniformly upper bounded by
∣∣Γ (12 + irj)∣∣ rj for all z ∈ R r {0}. By the Stirling formula on
Gamma function (where a, b ∈ R):
|Γ(a+ ib)| =
√
2π |b|a−1/2e−|b|π/2
[
1 +O
(
1
|b|
)]
, as |b| → ∞,
we get a bound: Kirj (µ) = O
(
rje
−pi2 rj
)
. Combining this bound with Ho¨rmander’s bound, we have:
Kirj (µ)φj(z)φj(w) = O
(
rje
−pi2 rj
[
r
(d−1)/2
j
]2)
= O (rdj e−pi2 rj) as j →∞.
The spectrum {λj} of the Laplacian is discrete with ∞ as the unique accumulation point and each
eigenvalue λj occurs with finite multiplicity, so is {rj ∈ R+}. Let N(x) be the counting function of
Laplace eigenvalues with multiplicities over X :
N(x) :=
∑
φj : rj6x
1.
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Weyl’s law gives the asymptotic of N(x) for large x (see [MP]).
N(x) =
vol(X)
(4π)d/2Γ
(
d
2 + 1
) xd + o (xd) , as x→∞.
Let Aj =
√
λj − rj , then Aj = O
(
r−1j
)
as j → ∞. With the bound on Kirj (µ)φj(z)φj(w) obtained in
above and the formula hf (λj) = 2
d
(√
π
2µ
)d−1
Kνj (µ), we have:
kf ≪
∑
j
rdj e
−pi2 rj <
∑
j
λ
d
2
j e
−pi2 (
√
λj−Aj) ≍
∑
j
λ
d
2
j e
−pi2
√
λj =
∫ ∞
0
x
d
2 e−
pi
2
√
xdN(x).
Here dN(x) means the measure on R+ with mass 1 at x = rj (multiplicities counted), otherwise 0.
Integration by parts shows that∫ ∞
0
x
d
2 e−
pi
2
√
xdN(x) = x
d
2 e−
pi
2
√
xN(x)
∣∣∣∞
0
−
∫ ∞
0
e−
pi
2
√
x
(
d
2
x
d
2−1 − π
4
x
d−1
2
)
N(x)dx.
Applying Weyl’s law on N(x) to the right hand side of this identity, we see that the integral on the left
hand side converges. Thus, we have shown the absolute and locally uniform convergence of kf .
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