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In the spirit of the thin-layer quantization approach, we give the formula of the geometric in-
fluences of a particle confined to a curved surface embedded in three-dimensional Euclidean space.
The geometric contributions can result from the reduced commutation relation between the acted
function depending on normal variable and the normal derivative. According to the formula, we
obtain the geometric potential, geometric momentum, geometric orbital angular momentum, geo-
metric linear Rashba and cubic Dresselhaus spin-orbit couplings. As an example, a truncated cone
surface is considered. We find that the geometric orbital angular momentum can provide an az-
imuthal polarization for spin, and the sign of the geometric Dresselhaus spin-orbit coupling can be
flipped through the inclination angle of generatrix.
PACS Numbers: 73.50.-h, 73.20.-r, 03.65.-w, 02.40.-k
I. INTRODUCTION
The remarkable development of nanotechnology has
initiated experimental insights into the geometric influ-
ences on the motion on a curved surface embedded in
three-dimensional (3D) Euclidean space [1–3]. An im-
portant contribution is the geometric influence on ki-
netic energy, the so-called geometric potential [4–6]. The
effective potential has been realized experimentally in
photonic topological crystal [7], and the geometric influ-
ence on the quantum transport of two-dimensional (2D)
curved materials has been investigated [8–10]. Another
important result is the geometric influence on momen-
tum [11, 12] that has been observed governing the prop-
agation of surface plasmon on metallic wires [13]. For full
generality, as a curved surface is embedded in a higher-
dimensional (HD) Euclidean space, a novel geometrically
induced gauge potential is present only when the space of
normal states is degenerate [14]. For a spinless charged
particle confined to a space curve, the geometric gauge
potential is identical to a magnetic moment in the pres-
ence of electromagnetic field [15]. All of these results
have enriched the confining potential theory.
While the geometric influence on quantum transport
of matter is becoming a hot topic in condensed matter,
the topic of magnetism in curved geometry is evolving
into an independent research field of modern magnetism
with many exciting theoretical predictions and strong ap-
plication potential [3, 16]. Under the circumstances,
the researching of the geometric influences on orbital
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angular momentum (OAM) and on spin-orbit coupling
(SOC) [17–20] becomes very necessary.
For a particle confined to a curved surface, the thin-
layer quantization approach (TLQA) has been longstand-
ing discussion in quantum mechanics [5, 6, 21]. After
two decades, the method was extended to a case con-
taining external electromagnetic field [22–25]. In the
presence of external electromagnetic field, the perform-
ing sequence plays an essential role in the validity of the
TLQA [6]. The sequence is determined by two final aims
of the TLQA. One is to separate surface quantum equa-
tion from normal component analytically. The other is to
preserve the information about the normal motion in the
effective Hamiltonian as much as possible. The former
defines the valid conditions of the TLQA [5, 24]. The
latter determines the performing sequence [6]. Although
the quantization procedure has been developed very well,
the explicit formula of geometric influences still needs fur-
ther investigation, especially when a physical operator
contains terms of high-order momentum operator. As
an example, for spin-1/2 particles confined to a curved
surface the geometric influences are complicated consid-
ering the linear Rashba and cubic Dresselhaus spin-orbit
interactions [19]. Therefore, the formula of geometric in-
fluences is useful to simplify the TLQA and to extend
the potential of applications.
In the present paper, we will study the geometric in-
fluence on a physical operator which depends on normal
derivative. In Sec. II, the formula of geometric influ-
ence is given for a ∂3-dependent physical operator. By
using the formula, the geometric potential, geometric mo-
mentum, geometric orbital angular momentum, geomet-
ric linear Rashba and cubic Dresselhaus spin-orbit cou-
plings are obtained. In Sec. III, with a truncated cone
being an example, the geometric influences are calculated
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2for Hamiltonian, momentum, orbital angular momen-
tum, linear Rashba spin-orbit coupling and cubic Dres-
selhaus spin-orbit coupling. Finally, our conclusions and
further thoughts are contained in Sec. IV.
II. THE FORMULA OF GEOMETRIC
INFLUENCE OF A PARTICLE CONFINED TO A
CURVED SURFACE
In quantum mechanics, the state of a microscopic par-
ticle can be described by a wave function, and the phys-
ical operator with respect to an observable is Hermitian.
In the same vein, in curvilinear coordinate system (CCS)
a momentum operator can be expressed by the deriva-
tive with respect to the associated curvilinear coordinate
variable. For a particle constrained to a curved surface,
the TLQA can achieve the separation of surface equation
and normal component by introducing a confining poten-
tial in normal direction. The confining potential raises
the energy of normal excitations far beyond the energy
scale associated with motion tangent to the surface. It
is straightforward to determine that the motion in the
normal direction lies in the ground state of the confining
potential. Naturally, the commutation relation between
normal variable and normal momentum is held in the
ground state. As their incompatibility does not depend
on normal variable, the effect of the normal commuta-
tion relation is preserved in the effective dynamics as an
additive geometric influence due to the confinement in
normal direction.
Describing a particle confined to a curved surface, the
wave function ψ is a function of q1, q2 and q3, and the
density probability in a volume element dτ is |ψ|2dτ that
trivially satisfies
∫ |ψ|2dτ = 1, which can be expanded as∫
|ψ|2dτ =
∫
|ψ|2
√
Gdq1dq2dq3
=
∫
|ψ|2f√gdq1dq2dq3 = 1.
(1)
Here G and g are two determinants with respect to the
two metric Gij(i, j = 1, 2, 3) and gab(a, b = 1, 2), respec-
tively, defined in Appendix A, and the rescaled factor f
is usually a function of q1, q2 and q3. In normal direc-
tion, the particle lies in the ground state of the confining
potential. Naturally, the wave function of the normal
ground state can stand for the normal component of the
wave function ψ. Absorbing the rescaled factor f from
the volume element, a new wave function χ can be ex-
pressed as
χ =
√
fψ or ψ =
1√
f
χ. (2)
The best advantage of the new function χ is that it can be
analytically separated into a surface component χs and
a normal component χn, χ(q1, q2, q3) = χs(q1, q2)χn(q3).
Without losing generality, we consider an arbitrary
Hermitian operator Fˆ that can be completely expressed
by momentum operator and coordinate variable. From
the previous discussions, we know that once the operator
Fˆ acts on the wave function ψ, it will act on the factor
1√
f
, too. In terms of the expression of f (see in Appendix
A), it is easy to prove that the two components of mo-
mentum operator on the surface and the three curvilinear
coordinate variables are all commutative with 1√
f
under
the protection of limiting q3 → 0. However, the normal
component −ih¯∂3 does not commute with 1√f , which pro-
vides a geometric influence on the effective operator. In
other words, the geometric influence can be determined
by the commutation relation between −ih¯∂3 and 1√f with
q3 → 0.
For convenience, the operator Fˆ can be divided into
two components,
Fˆ = Fˆ0 + Fˆ
′
, (3)
where Fˆ0 does not depend on ∂3, but Fˆ
′
does. Further-
more, Fˆ
′
can be redivided into two subcomponents,
Fˆ
′
= Fˆ
′
0 + Fˆ
′
n, (4)
where the operator Fˆ
′
0 consists only of the terms in which
∂3 operator automatically vanishes in the calculating pro-
cedure, and Fˆ
′
n contains the others.
In light of the previously mentioned discussions, it is
easy to obtain
[Fˆ0,
1√
f
]0 = 0, (5)
where [·, ·]0 = limq3→0[·, ·], [·, ·] denotes the usual Dirac
bracket. For convenience, [·, ·]0 is named as a reduced
Dirac bracket and its associated commutation relation
as a reduced commutation relation (RCR). Using the re-
duced Dirac bracket, the geometric influence of Fˆ deter-
mined by 1√
f
can be expressed as
Fˆng = [Fˆ
′
n,
1√
f
]0. (6)
The geometric influence Fˆng completely results from the
∂3 dependence of Fˆ
′
n and the q3 dependence of
1√
f
. In
other words, Fˆng originates from the RCR between ∂3
and q3. Initially, the operator Fˆ
′
0 does depend on ∂3 op-
erator. Therefore, the geometric influence on Fˆ is given
not only by Fˆ
′
n, but also by Fˆ
′
0, which can be briefly
expressed as
Fˆg = Fˆ0g + Fˆng = [Oˆ(∂3), f(·, q3)]0, (7)
where Fˆ0g = limq3→0 Fˆ
′
0, Oˆ(∂3) stands for a variety of ∂3-
dependent factors that appear in Fˆ
′
, f(·, q3) stands for
1√
f
and a variety of q3-dependent factors which are acted
by ∂3 in calculating Fˆ
′
, wherein ”·” denotes q1 and q2. In
3the calculation procedure, a rule needs to be clarified: in
the operator Fˆ
′
, ∂3 contributes [∂3, f(·, q3)]0, (∂3)2 does
[∂3, [∂3, f(·, q3)]]0, and so on. For the operator (∂3)n, its
geometric contribution can be defined by
[∂3, [∂3, [· · · [∂3, f(·, q3)]]]︸ ︷︷ ︸
n−1
]0.
The rule is protected by the fundamental framework of
the TLQA in [6].
As a consequence, the geometric influences on the mo-
tion on the curved surface embedded in 3D Euclidean
space can be described by the RCR between ∂3 and the
acted q3-dependent function, because that f(·, q3) and
[∂3, [· · · , f(·, q3)]]︸ ︷︷ ︸
i
(i = 1, · · · , n − 1) are all functions
of q3, otherwise their geometric influences will vanish.
Eq. (7) is the central result of this paper, a formula of
geometric influence. With the formula, for the final ef-
fective operator FˆE the rest work is to obtain the surface
component that can be defined by
Fˆs = lim
q3→0
Fˆ0, (8)
and then the effective operator FˆE can be
FˆE = Fˆs + Fˆg. (9)
In what follows, we will calculate the effective Hamil-
tonian, effective momentum, effective orbit angular mo-
mentum, effective linear Rashba spin-orbit coupling and
effective cubic Dresselhaus spin-orbit coupling for parti-
cles confined to a curved surface. The Hamiltonian of a
free particle is
H = − h¯
2
2m
1√
G
∂i(
√
GGij∂j), (10)
where h¯ is the Planck constant divided by 2pi, m is the
mass of the particle, ∂i is the derivative with respect to
qi, the index values are 1, 2 and 3, G and G
ij are the
determinant and inverse of the metric Gij that is defined
in Appendix A. According to Eqs. (3), (4), (7), (8) and
(9), the effective Hamiltonian HE can be obtained
HE = − h¯
2
2m
1√
g
∂a(
√
ggab∂b)− h¯
2
2m
(M2 −K), (11)
where M is the mean curvature, K is the Gaussian cur-
vature, g and gab are the determinant and inverse of the
reduced metric gab (a, b = 1, 2) that is defined in Ap-
pendix A. On the right hand side of Eq. (11), the first
term is the surface Hamiltonian, the second is the so-
called geometric potential Vg which is provided by the
normal Hamiltonian and the rescaled factor f together.
Specifically, the geometric potential is given by the RCRs
between ∂3 and
1√
f
, ∂3 and f , and (∂3)
2 and 1√
f
.
In the same case, the momentum operator ~P is
~P = −ih¯(~e1 1√
G11
∂1 + ~e2
1√
G22
∂2 + ~en
1√
G33
∂3), (12)
where ~e1, ~e2 and ~en are three unit vectors with respect
to q1, q2 and q3, respectively. In terms of Eqs. (3) and
(7), the geometric momentum can be obtained
~Pg = ih¯M~en, (13)
where M is the mean curvature. The geometric momen-
tum is determined by the RCR between ∂3 and
1√
f
. The
definition of Eq. (13) without the surface component is
different from the original geometric momentum [11, 12]
which is identical to our effective momentum. Our effec-
tive momentum consists of surface and geometric com-
ponents, that is
~PE = −ih¯(~e1 1√
g11
∂1 + ~e2
1√
g22
∂2) + ~Pg, (14)
where the terms in the round bracket denote the surface
momentum and ~Pg is the geometric momentum.
Furthermore, with the expression of the effective mo-
mentum Eq. (14) and the definition of an orbital angular
momentum ~L = ~r×~P, the effective OAM can be obtained
~LE = −ih¯[(~r× ~e1) 1√
g11
∂1 + (~r× ~e2) 1√
g22
∂2] + ~Lg.
(15)
On the right hand side, the two terms in square bracket
stand for the surface OAM and ~Lg is the geometric OAM,
that is
~Lg = ih¯(~r× ~en)M. (16)
In recent years, the manipulation of spin transport is
achieved by using the effective magnetic field due to the
spin-orbit interaction. Linear Rashba and cubic Dres-
selhaus SOCs are usually employed to control the spin
transport in 2D materials. The different behaviors of
SOCs can be defined by different curved structures, and
thus the physical effects of curved materials have been
widely studied [26–29]. For a curved surface with large
curvature, both Rashba and Dresselhaus SOCs will play
an important role in controlling spin transport. In terms
of Eqs. (3), (4), (6), (7), (8) and (9), we can discuss the
exact expressions of the linear Rashba and cubic Dressel-
haus SOCs on a curved surface.
Before the discussion, we first introduce some relevant
constants. In CCS, the Pauli matrices σi, Rashba tensor
Sij and Dresselhaus tensor Siijj can be defined by [18]
σi =
∂qi
∂xs
σs,
Sij =
∂xs
∂qi
∂xt
∂qj
Sst,
Siijj =
∂xs
∂qi
∂xs
∂qi
∂xt
∂qj
∂xt
∂qj
Ssstt,
(17)
4where σs, Sst and Ssstt are the associated Pauli matri-
ces, Rashba tensor and Dresselhaus tensor in Cartesian
coordinate system, respectively. The index i and j values
are 1, 2 and 3, standing for three curvilinear coordinate
variables. The index s and t values are also 1, 2 and 3,
denoting x, y and z. The repeated indices indicate the
Einstein summation convention throughout the present
paper. For simplicity, for a [111]-grown quantum well
the components of the Rashba tensor [18] are taken as
Sxy = Syz = Szx =
α
h¯
,
Szy = Syx = Sxz = −α
h¯
,
(18)
and for a [100]-grown quantum well the components of
the Dresselhaus tensor [18] are
Sxxyy = Syyzz = Szzxx =
β
h¯3
,
Szzyy = Syyxx = Sxxzz = − β
h¯3
,
(19)
where α is the Rashba coupling strength whose unit
is meVnm, and β is the Dresselhaus coupling strength
whose unit is meVnm3.
The linear Rashba SOC is
HR = −ih¯SijσiGjk∂k, (20)
where i 6= j, Sij describe the components of Rashba ten-
sor, σi stand for Pauli matrices, Gjk are the contravariant
components of the metric Gjk, ∂k are the derivatives with
respect to qk, and the index values are 1, 2 and 3. From
Eqs. (3) and (7), we can obtain the geometric Rashba
SOC as
HRg = ih¯S
0
i3σ
i
0M, (21)
where i = 1, 2, 3, S0i3 are the components of the reduced
Rashba tensor (defined in Appendix B), σi0 are the re-
duced Pauli matrices (defined in Appendix B) and M is
the mean curvature. This geometric Rashba SOC de-
pending on spin can be given by the RCR between ∂3
and 1√
f
. Subsequently, the effective Rashba SOC can be
expressed as
HRE = −ih¯S0iaσi0gab∂b +HRg , (22)
where a, b = 1, 2, S0ia are the components of the reduced
Rashba tensor (defined in Appendix B), and gab are the
contravariant components of the reduced metric gab. The
first term is the surface Rashba SOC. For a system with a
large curvature, the geometric Rashba SOC can induce a
large difference in the behavior of spin electrons. Practi-
cally, the manipulation of spin transport can be achieved
by designing the geometry of nanodevices.
The cubic Dresselhaus SOC is
HD = ih¯3Siijjσ
iGik∂k[G
jl∂l(G
jm∂m)], (23)
where i 6= j, Siijj denote the components of Dresselhaus
tensor, Gik is the inverse of the metric Gij , ∂k are the
derivatives with respect to qk, and the index values are
1, 2 and 3. From Eqs. (3) and (7), we can also obtain
the geometric Dresselhaus SOC as
HDg =ih¯
3S033aaσ
3
0g
ab
1 ∂b(g
ac∂c)
− ih¯3S033aaσ30gab∂b(gab1 ∂c)
− ih¯3S033aaσ30(gab∂b(gac∂c))M
+ ih¯3S0aa33σ
a
0g
ab∂b(3M
2 −K),
(24)
where a, b, c = 1, 2, S033aa and S
0
aa33 are the components
of the reduced Dresselhaus tensor (defined in Appendix
B), σ30 and σ
a
0 are the reduced Pauli matrices (defined
in Appendix B), gab and gac are the contravariant com-
ponents of the reduced metric gab, g
ab
1 are the com-
ponents determined by the RCR between ∂3 and G
ab,
gab1 = [∂3, G
ab]0, M is the mean curvature, and K is the
Gaussian curvature. On the right hand side of Eq. (24),
the first and second terms are given by the terms in
Eq. (23) corresponding to Fˆ
′
0 in Eq. (4), the third and
fourth are provided by the ones corresponding to Fˆ
′
n.
Naturally, the effective Dresselhaus SOC can be obtained
HDE = ih¯
3S0aabbσ
a
0g
ac∂c[g
bd∂b(g
be∂e)] +H
D
g , (25)
where a, b, c, d, e = 1, 2, S0aabb are the components of the
reduced Dresselhaus tensor (defined in Appendix B). On
the right hand side of Eq. (25), the first term is the sur-
face Dresselhaus SOC, and the second HDg is the geomet-
ric Dresselhaus SOC which can play an important role
in controlling the spin transport in 2D curved materials
with large curvature.
III. A TRUNCATED CONE
As an example, the side surface of a truncated cone
is considered [30–32]; the minimum radius is R and the
length of the generatrix is l, shown in Fig. 1. By varying
the generatrix inclination angle 0 ≤ φ ≤ pi2 , one can
continuously proceed from a planar ring (φ = 0) to a
cylindrical surface (φ = pi2 ). The considered surface can
be parametrized by
~r = (w cos θ, w sin θ, r sinφ), (26)
where w = R+ r cosφ, θ and r are two curvilinear coor-
dinate variables, 0 ≤ θ < 2pi and 0 ≤ r ≤ l.
According to Eqs. (11), (C7), (C11), (C14), the effec-
tive Hamiltonian for a particle confined to the truncated
cone surface can be obtained:
HE(θ, r) =− h¯
2
2m
1
w2
∂2θ −
h¯2
2m
∂2r −
h¯2
2m
cosφ
w
∂r
− h¯
2
8m
sin2 φ
w2
.
(27)
5FIG. 1. A truncated cone surface and notations.
On the right-hand side of Eq. (27), the first term is the
θ component of the kinetic energy, the second and third
are the r component, and the fourth is the so-called ge-
ometric potential which is the compensation of reducing
the normal dimension. Obviously, when φ = pi2 , there are
cosφ = 0 and sinφ = 1, and then the effective Hamilto-
nian Eq. (27) is naturally identical to that of a cylindrical
surface [18].
In the same case, from Eqs. (14), (B11) and (C6), the
effective momentum can be obtained:
~PE = −ih¯~eθ 1
w
∂θ − ih¯~er∂r + ih¯~en sinφ
2w
. (28)
The first term is the θ component of momentum, the sec-
ond is the r component, and the third is the geometric
momentum ~Pg that is contributed by the RCR between
∂3 and
1√
f
. The presence of the geometric momentum
destroys the commutation relation among the velocity
operators [33]. And then the effective OAM on the trun-
cated cone surface can be expressed as
~LE =ih¯(~en
R cosφ+ r
w
∂θ − ~erR sinφ
w
∂θ)
+ ih¯~eθR sinφ∂r + ~Lg.
(29)
On the right-hand side of Eq. (29), the first two terms
in the round bracket are defined by the θ component of
momentum, the third is determined by the r component
of momentum, and the last one is the geometric OAM
denoted by ~Lg, that is
~Lg = ih¯~eθ
R cosφ+ r
2w
sinφ. (30)
Obviously, the geometric OAM is in the negative θ di-
rection. For a charged particle with spin moving on the
truncated cone surface, the geometric OAM plays the role
of magnetic moment which can polarize spin azimuthally.
The effect is sketched in Fig. 2. When the longitudinal
component is considered, the effective OAM (29) can
polarize spin helically [3].
On the truncated cone surface, the geometric influ-
ence also plays an important role in the linear Rashba
SOC and cubic Dresselhaus SOC. With the reduced
Pauli matrices Eq. (C20) and the reduced Rashba ten-
sor Eq. (C22), from Eq. (22) we can obtain the effective
Rashba SOC as
HRE =− iα[cos θσx + sin θσy − (sin θ + cos θ)σz]
1
w
∂θ
+ iα[(sinφ− cosφ sin θ)σx − (sinφ− cosφ cos θ)σy − cosφ(cos θ − sin θ)σz]∂r
+
1
2
iα[(sin2 φ sin θ − 1
2
sin 2φ)σx − (sin2 φ cos θ + 1
2
sin 2φ)σy − sin2 φ(sin θ − cos θ)σz] 1
R
.
(31)
On the right-hand side of Eq. (31), the first-row terms are the θ component, the second-row terms denote the r
component, and the third-row terms stand for the geometric influence on SOC which are determined by the RCR
between ∂3 and
1√
f
. When φ = pi2 , there are cosφ = 0, sinφ = 1 and sin 2φ = 0, and thus the effective Rashba SOC
can be simplified as
HRE =− iα[cos θσx + sin θσy − (sin θ + cos θ)σz]
1
R
∂θ + iα(σ
x − σy)∂r
+
1
2
iα[sin θσx − cos θσy − (sin θ − cos θ)σz] 1
R
.
(32)
This result is in good agreement with that in [18].
In terms of the reduced Pauli matrices Eq. (C20) and the reduced Dresselhaus tensor Eq. (C24), from Eq. (25) we
6FIG. 2. Schematic of the geometric OAM of r =
0, 1/2R,R, 3/2R with ih¯R = 1. The length of the green ar-
rows describes the strength of polarization.
can calculate the effective Dresselhaus SOC as
HDE =iβ cos 2φ cos 2θ[(cosφ cos θσ
x + cosφ sin θσy + sinφσz)
1
w2
∂2θ∂r + (sin θσ
x − cos θσy) 1
w
∂θ∂
2
r ]
− 4iβ cos 2φ cos 2θ cosφ(sinφ cos θσx + sinφ sin θσy − cosφσz) 1
w
1
w2
∂2θ
+
1
2
iβ cos 2φ cos 2θ sinφ(sinφ cos θσx + sinφ sin θσy − cosφσz) 1
w
(
1
w2
∂2θ − ∂2r )
+
3
4
iβ cos 2φ cos 2θ sin2 φ(− sin θσx + cos θσy) 1
w3
∂θ
+ iβ cos 2φ cos 2θ sinφ[
1
4
sinφ cosφ cos θσx +
1
4
sinφ cosφ sin θσy + (
1
4
sin2 φ− 1)σz] 1
w2
∂r
+ iβ cos 2φ cos 2θ[
1
2
sin2 φ cos2 φ cos θσx +
1
2
sin2 φ cos2 φ sin θσy + sinφ cosφ(1 +
1
2
sin2 φ)σz]
1
w3
.
(33)
The first-row terms describe the cubic momenta in both unconfined θ and r directions. The second-row terms are
contributed by the RCR between ∂3 and G
ab. The third-row terms stand for the square momenta of both unconfined
θ and r directions coupling to the geometric momentum provided by [∂3,
1√
f
]0. The fourth- and fifth-row terms are
the geometric potential, which is determined by the square momenta confined to the truncated cone surface coupling
to the momentum in θ direction and in r direction, respectively. The sixth-row terms are completely produced by
the confinement in the normal direction. It is interesting that cos 2φ appears in Eq. (33). Therefore, the sign of the
Dresselhaus SOC can be flipped by varying the generatrix inclination angle. Namely, when 0 < φ < pi4 , the spin
is polarized by the Dresselhaus SOC in a certain direction. However when pi4 < φ <
pi
2 , the spin is polarized in an
opposite direction.
When φ = pi2 , there are sinφ = 1, cosφ = 0, sin 2φ = 0 and cos 2φ = −1, and then the effective Dresselhaus SOC
Eq. (33) is simplified as
HDE =iβ cos 2θ[(− sin θσx + cos θσy)
1
R
∂θ∂
2
r − σz∂r(
1
R2
∂2θ )]
− 1
2
iβ cos 2θ(cos θσx + sin θσy)
1
R
(
1
R2
∂2θ − ∂2r ) +
3
4R2
iβ cos 2θ[(sin θσx − cos θσy) 1
R
∂θ + σ
z∂r].
(34)
The simplified SOC describes the effective Dresselhaus SOC on a cylindrical surface. This result is identical to the
result in [18].
IV. CONCLUSIONS AND DISCUSSIONS
In this paper, we studied a particle confined to a curved
surface embedded in 3D Euclidean space, and found that
the geometric influences can be briefly determined by the
RCR between the normal derivative ∂3 and the acted
q3-dependent function. This formula provides a short-
cut to obtain the geometric influence on an arbitrary ∂3-
dependent operator. Using the brief formula, it is easy to
calculate the geometric potential, geometric momentum,
geometric OAM, and geometric Rashba and Dresselhaus
SOCs. As an illustration, a truncated cone surface was
considered, and the geometric influences on Hamiltonian,
momentum, OAM, linear Rashba SOC and cubic Dres-
selhaus SOC were discussed specifically. These results
show that the geometric influences are considerable ef-
7fects on a 2D system with large curvature. For instance,
the geometric OAM, geometric Rashba SOC and geo-
metric Dresselhaus SOC can be used to manipulate its
spin transport. In addition, these discussions are helpful
to understand the TLQA entirely, to understand further
the quantum properties of 2D curved system embedded
in 3D Euclidean space, and are significant to simplify the
calculation of geometric influences, especially as a physi-
cal operator involving higher order of normal momentum
operator.
Attention is necessarily paid to the fact that the
present paper implies an assumption that all the geo-
metric influences can be described by the associated op-
erator and the rescaled factor. It is easy to check that
the assumption is right as a system by reducing the di-
mension by 1. However, when the number of reducing
dimensions becomes 2 or greater, the confining potential
will particularly enrich the geometric influence, such as
the torsion-induced geometric potential [19], geometri-
cally induced gauge potential [14] and geometrically in-
duced magnetic moment [15]. In the complicated case,
the geometric influences can not be described only by the
associated operator and the rescaled factor. At the same
time, the symmetries of the confining potential have to
be considered [14]. In other words, there are abundant
degrees of freedom in the space of the ground states of
the confining potential [35], and the associated motion
may be preserved in the effective dynamics. The topic
needs further investigation. Inspired by the discussions
in twisted tubes [35, 36], we are investigating the geomet-
ric influences on the motion on a space curve embedded
in three-dimensional Euclidean space and the details will
be reported in another paper soon.
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APPENDIX A: METRIC TENSOR
This Appendix mainly presents the derivations of the
rescaled factor f in Eq. (2). We assume that a curved
surface can be parametrized by
~r = ~r(q1, q2), (A1)
where q1, q2 denote two tangential variables in CCS. With
respect to q1 and q2, the two unit vectors ~e1 and ~e2 can
be defined by
~e1 =
∂1~r
|∂1~r| , ~e2 =
∂2~r
|∂2~r| , (A2)
respectively. Here ∂1 = ∂/∂q
1, ∂2 = ∂/∂q
2, wherein
q1 and q2 are contravariant variables with respect to co-
variant variables q1 and q2, respectively. In terms of ~e1
and ~e2, the unit vector along the direction normal to the
surface Eq. (A1) can be defined by [34]
~en =
∂1~r× ∂2~r
|∂1~r× ∂2~r| . (A3)
Subsequently, the points near the surface Eq. (A1) can
be parametrized by
~R(q1, q2, q3) = ~r(q1, q2) + q3~en, (A4)
where q3 is the curvilinear coordinate variable normal to
the surface Eq. (A1).
From Eq. (A4), the covariant components of the metric
can be defined by
Gij = ∂i ~R · ∂j ~R, (A5)
where the index values are 1, 2 and 3. By introducing
new indices (a, b = 1, 2), from Eq. (A1) the covariant
components of the reduced metric can be determined by
gab = ∂a~r · ∂b~r. (A6)
It is straightforward to demonstrate that Gab and gab
satisfy the following relationship
Gab = gab + (αg + g
TαT )abq3 + (αgα
T )ab(q3)
2, (A7)
and Ga3 = G3a = 0, G33 = 1, where T denotes the
matrix transpose, α is the Weingarten curvature matrix,
the associated elements are defined by
αab =
1
g
(
g12h21 − g22h11 g21h11 − g11h21
g12h22 − g22h12 g12h21 − g11h22
)
, (A8)
wherein hab are the coefficients of the second fundamental
form with the definition hab = ~en · ∂a∂b~r. Furthermore,
it is easy to prove that G and g satisfy the following
relation
G = f2g, (A9)
whereG = det(Gij), g = det(gab), and the rescaled factor
f is
f = 1 + 2Mq3 + K(q3)
2, (A10)
wherein M = 12Tr(α) is the mean curvature and K =
det(α) is the Gaussian curvature.
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For convenience, a reduced Dirac bracket is introduced
by [·, ·]0 = limq3→0[·, ·]. Using the new bracket and lim-
iting q3 → 0, from Eqs. (A7) and (A10) one can obtain
lim
q3→0
Gab = gab, lim
q3→0
f = 1, (B1)
lim
q3→0
(∂3f) = [∂3, f ]0 = 2M,
lim
q3→0
(∂23f) = [∂3, [∂3, f ]]0 = 2K,
(B2)
and
lim
q3→0
(∂3
1√
f
) = [∂3,
1√
f
]0 = −M,
lim
q3→0
(∂23
1√
f
) = [∂3, [∂3,
1√
f
]]0 = 3M
2 −K,
(B3)
where Gab are the contravariant components of the met-
ric Gab, g
ab are the contravariant components of the re-
duced metric gab, M is the mean curvature, and K is the
Gaussian curvature.
In view of the dependence of ∂3, the Hamiltonian
Eq. (10) can be expanded into
H = − h¯
2
2m
1√
G
∂a(
√
GGab∂b)
− h¯
2
2m
1√
G
∂3(
√
GG33∂3)
= H0 +H
′,
(B4)
where H0 denotes the terms independent of ∂3
H0 = − h¯
2
2m
1√
G
∂a(
√
GGab∂b), (B5)
and H′ depends on ∂3 can be expanded as
H′ = − h¯
2
2m
1√
G
∂3(
√
GG33∂3)
= − h¯
2
2m
1
f
√
g
∂3(f
√
g∂3)
= − h¯
2
2m
1
f
(∂3f)∂3 − h¯
2
2m
∂3∂3,
(B6)
here G33 = 1 is considered. Using the reduced Dirac
bracket, according to Eqs. (6), (B2), (B3) and (B4),
the geometric potential Vg can be deduced
Vg = lim
q3→0
(H′
1√
f
)
= − h¯
2
2m
1√
g
[
1
f
√
g
[∂3, f ]
√
g∂3,
1√
f
]0
− h¯
2
2m
[∂3, [∂3,
1√
f
]]0
= − h¯
2
2m
(−2M2)− h¯
2
2m
(3M2 −K)
= − h¯
2
2m
(M2 −K),
(B7)
the result perfectly agrees with that in [5]. In order
to obtain the effective Hamiltonian Eq. (11), from Eq.
(B22) the surface Hamiltonian Hs is
Hs = lim
q3→0
H0
= − h¯
2
2m
1√
g
∂a(
√
ggab∂b).
(B8)
In terms of the dependence of ∂3, the momentum
Eq. (12) can be divided into two parts ~P0 and ~P
′
. The
two components can be expressed as
~P0 = −ih¯(~e1 1√
G11
∂1 + ~e2
1√
G22
∂2), (B9)
and
~P
′
= −ih¯(~en 1√
G33
∂3), (B10)
respectively. From Eqs. (6), (B3) and (B10), the geo-
metric momentum is obtained,
~Pg = lim
q3→0
(~P
′ 1√
f
)
= −ih¯~en[∂3, 1√
f
]0
= ih¯M~en,
(B11)
where M is the mean curvature. By limiting q3 → 0, the
surface momentum ~Ps can be obtained,
~Ps = −ih¯(~e1 1√
g11
∂1 + ~e2
1√
g22
∂2). (B12)
Considering the dependence of ∂3, one can divide the
Rashba SOC into two components HR0 and H
R′. The
former HR0 independent of ∂3 reads
HR0 = −ih¯SiaσiGab∂b, (B13)
and the latter HR′ dependent on ∂3 is
HR′ = −ih¯Sa3σaG33∂3. (B14)
9According to Eqs. (6), (B3) and (B14), using the re-
duced Dirac bracket one can obtain the geometric Rashba
SOC as
HRg = lim
q3→0
(HR′
1√
f
)
= −ih¯S0i3σi0[∂3,
1√
f
]0
= ih¯S0i3σ
i
0M,
(B15)
where M is the mean curvature, S0i3 are reduced compo-
nents of the Rashba tensor defined by S0i3 = limq3→0 Si3,
and σi0 are reduced Pauli matrices defined by σ
i
0 =
limq3→0 σ
i. By limiting q3 → 0, from Eq. (B13) the sur-
face Rashba SOC can be obtained:
HRs = lim
q3→0
HR0
= −ih¯S0iaσi0gab∂b,
(B16)
In order to study the geometric influences, the Dressel-
haus SOC is divided into two parts HD0 and H
D′. Here
HD0 independent of ∂3 reads
HD0 = ih¯
3Saabbσ
aGac∂c[G
bd∂d(G
be∂e)], (B17)
HD′ dependent on ∂3 is
HD′ =ih¯3S33aa∂3[Gab∂b(Gac∂c)]
+ ih¯3Saa33G
ab∂b∂
2
3 ,
(B18)
where Ga3 = G3a = 0 and G33 = 1 have been considered.
According to the vanishing of ∂3 in calculating process,
HD′ can be further divided into two subparts HD′0 and
HD′n . They are
HD′0 =ih¯
3S33aaσ
3(∂3G
ab)∂b(G
ac∂c)
+ ih¯3S33aaσ
3Gab∂b(∂3G
ac)∂c,
(B19)
and
HD′n =ih¯
3S33aaσ
3Gab∂b(G
ac∂c)∂3
+ ih¯3Saa33σ
aGab∂b∂
2
3 ,
(B20)
respectively. By limiting q3 → 0, the geometric influence
provided by HD′0 can be obtained,
HD0g = lim
q3→0
HD′0
= ih¯3S033aaσ
3
0g
ab
1 ∂b(g
ac∂c)
+ ih¯3S033aaσ
3
0g
ab∂b(g
ab
1 ∂c),
(B21)
where gab are contravariant components of the reduced
metric, S033aa are components of the reduced Dresselhaus
tensor, σ30 is a reduced Pauli matrix, and g
ab
1 are defined
by
S033aa = lim
q3→0
S33aa,
σ30 = lim
q3→0
σ3,
gab1 = [∂3, G
ab]0.
(B22)
Using the reduced Dirac bracket, one can obtain the ge-
ometric influence determined by the emergence of 1√
f
as
HDng = lim
q3→0
(HD′n
1√
f
)
= ih¯3S033aaσ
3
0(g
ab∂b(g
ac∂c))[∂3,
1√
f
]0
+ ih¯3S0aa33σ
a
0g
ab∂b[∂3, [∂3,
1√
f
]]0
= −ih¯3S033aaσ30(gab∂b(gac∂c))M
+ ih¯3S0aa33σ
a
0g
ab∂b(3M
2 −K),
(B23)
where S033aa and S
0
aa33 are the components of the reduced
Dresselhaus tensor, σ30 and σ
a
0 are the reduced Pauli ma-
trices, gab are the contravariant components of the re-
duced metric, M is the mean curvature, and K is the
Gaussian curvature. It is worthy to notice that M and K
must be placed after the derivatives with respect to q1 or
q2, because M and K are usually functions of q1 and q2,
and not commute with ∂2,3 operators. By virtue of these
results, the geometric Dresselhaus SOC can be given by
HDg = H
D
0g +H
D
ng
= ih¯3S033aaσ
3
0g
ab
1 ∂b(g
ac∂c)
− ih¯3S033aaσ30gab∂b(gab1 ∂c)
− ih¯3S033aaσ30(gab∂b(gac∂c))M
+ ih¯3S0aa33σ
a
0g
ab∂b(3M
2 −K).
(B24)
In the same case, the surface Dresselhaus SOC can be
obtained:
HDs = lim
q3→0
HD0
= ih¯3S0aabbσ
a
0g
ac∂c[g
bd∂b(g
be∂e)]
(B25)
with
S0aabb = lim
q3→0
Saabb, σ
a
0 = lim
q3→0
σa. (B26)
APPENDIX C: THE GEOMETRIC
PARAMETERS OF THE TRUNCATED CONE
SURFACE
According to Eqs. (26), (A2) and (A3), the two tan-
gent unit vectors ~eθ and ~er on the truncated cone surface
can be obtained,
~eθ = (− sin θ, cos θ, 0),
~er = (cosφ cos θ, cosφ sin θ, sinφ),
(C1)
and the normal unit vector ~en can be
~en = (sinφ cos θ, sinφ sin θ,− cosφ). (C2)
In terms of Eqs. (26), (A4) and (C2), the 3D sub-
space associated to the truncated cone surface can be
parametrized by
~R(θ, r, q3) = (W cos θ,W sin θ, r sinφ− q3 cosφ), (C3)
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where
W = R+ r cosφ+ q3 sinφ, w = R+ r cosφ. (C4)
From the truncated cone surface Eq. (26) and the sub-
space Eq. (C3), with the definitions of Eqs. (A5) and
(A6), one can obtain
(Gij) =
 W 2 0 00 1 0
0 0 1
 (C5)
and
(gab) =
(
w2 0
0 1
)
, (C6)
respectively. It is straightforward to obtain
g = det(gab) = w
2, (C7)
and
G = gf2, (C8)
where the rescaled factor f is
f = 1 +
sinφ
w
q3. (C9)
Comparing Eq. (C9) with Eq. (A10), one can obtain the
mean curvature M and Gaussian curvature K as
M =
sinφ
2w
, K = 0, (C10)
respectively. From Eqs. (C5) and (C6), one can obtain
the inverse matrices (gab) and (Gab) as
(gab) =
(
1
w2 0
0 1
)
, (C11)
and
(Gab) =
(
1
W 2 0
0 1
)
, (C12)
respectively. By using the reduced Dirac bracket, from
Eq. (B22) (gab1 ) is obtained,
(gab1 ) = [∂3, G
ab]0 =
( −2 sinφ
w3 0
0 0
)
. (C13)
Substituting Eq. (C10) into Eq. (B7), one obtains the
geometric potential as
Vg(θ, r) = − h¯
2
8m
sin2 φ
w2
. (C14)
By substituting Eqs. (C2) and (C10) into Eq. (B11),
the geometric momentum ~Pg is obtained,
~Pg =
ih¯ sinφ
2w
~en. (C15)
According to Eqs. (26) and (C15), the geometric OAM
is obtained
~Lg =
ih¯(R cosφ+ r) sinφ
2w
~eθ. (C16)
In Cartesian coordinate system, the position vector ~R
Eq. (C3) can be described by
x = W cos θ,
y = W sin θ,
z = r sinφ− q3 cosφ.
(C17)
Subsequently, one can reexpress it in CCS as
θ = arctan( yx ),
r = (
√
x2 + y2 −R) cosφ+ z sinφ,
q3 = (
√
x2 + y2 −R) sinφ− z cosφ,
(C18)
and then the Pauli matrices are transformed as
σθ =
∂θ
∂xi
σi =
1
W
(− sin θσx + cos θσy),
σr =
∂r
∂xi
σi
= cosφ cos θσx + cosφ sin θσy + sinφσz,
σ3 =
∂q3
∂xi
σi
= sinφ cos θσx + sinφ sin θσy − cosφσz,
(C19)
where i = 1, 2, 3, (σx, σy, σz) are the Pauli matrices.
By limiting q3 → 0, the reduced Pauli matrices are ob-
tained:
σθ0 = lim
q3→0
σθ =
1
w
(− sin θσx + cos θσy),
σr0 = lim
q3→0
σr = σr, σ30 = lim
q3→0
σ3 = σ3.
(C20)
From Eq. (C17), one can obtain the components of the
Rashba tensor Sαβ in CCS as
Sθr =
∂xi
∂θ
∂xj
∂r
Sij = −∂x
i
∂r
∂xj
∂θ
Sij = −Srθ
=
α
h¯
W [sinφ(sin θ + cos θ)− cosφ],
Sr3 =
∂xi
∂r
∂xj
∂q3
Sij = −∂x
i
∂q3
∂xj
∂r
Sij = −S3r
=
α
h¯
(cos θ − sin θ)
Sqθ =
∂xi
∂q3
∂xj
∂θ
Sij = −∂x
i
∂θ
∂xj
∂q3
Sij = −Sθ3
=
α
h¯
W [sinφ+ cosφ(sin θ + cos θ)].
(C21)
By limiting q3 → 0, the components of the reduced
11
Rashba tensor are obtained
S0θr = lim
q3→0
Sθr = −S0rθ = − lim
q3→0
Srθ
=
α
h¯
w[sinφ(sin θ + cos θ)− cosφ],
S0r3 = lim
q3→0
Sr3 = −S03r = − lim
q3→0
S3r
=
α
h¯
(cos θ − sin θ),
S03θ = lim
q3→0
S3θ = −S0θ3 = − lim
q3→0
Sθ3
=
α
h¯
w[sinφ+ cosφ(sin θ + cos θ)].
(C22)
Similarly, the components of the Dresselhaus tensor
Sααββ can be expressed as
Sθθrr =
∂xi
∂θ
∂xi
∂θ
∂xj
∂r
∂xj
∂r
Siijj = −∂x
i
∂r
∂xi
∂r
∂xj
∂θ
∂xj
∂θ
Siijj
= −Srrθθ = − β
h¯3
W 2 cos 2φ cos 2θ
Srr33 =
∂xi
∂r
∂xi
∂r
∂xj
∂q3
∂xj
∂q3
Siijj = −∂x
i
∂q3
∂xi
∂q3
∂xj
∂r
∂xj
∂r
Siijj
= −S33rr = − β
h¯3
cos 2φ cos 2θ,
S33θθ =
∂xi
∂q3
∂xi
∂q3
∂xj
∂θ
∂xj
∂θ
Siijj = −∂x
i
∂θ
∂xi
∂θ
∂xj
∂q3
∂xj
∂q3
= −Sθθ33 = − β
h¯3
W 2 cos 2φ cos 2θ.
(C23)
By limiting q3 → 0, the components of the reduced Dres-
selhaus tensor are obtained
S0θθrr = lim
q3→0
Sθθrr = −S0rrθθ = − lim
q3→0
Srrθθ
= − β
h¯3
w2 cos 2φ cos 2θ,
S0rr33 = lim
q3→0
Srr33 = −S033rr = − lim
q3→0
S33rr
= − β
h¯3
cos 2φ cos 2θ,
S033θθ = lim
q3→0
S33θθ = −S0θθ33 = − lim
q3→0
Sθθ33
= − β
h¯3
w2 cos 2φ cos 2θ.
(C24)
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