For any enumeration degree a let D s a be the set of s-degrees contained in a.
It is straightforward to see that the s-operators (s stands for singleton) can be effectively listed and give rise to a reducibility (called s-reducibility), denoted by ≤ s . The corresponding degree structure, denoted by D s , consists of the equivalence classes, called s-degrees, of the subsets of ω under the equivalence relation ≡ s generated by ≤ s . The s-degree of a set A will be denoted by deg s (A). The structure D s is an upper semilattice with least element 0 s = deg s (∅) consisting of the c.e. sets, and the operation of least upper bound is given by deg s (A) ∪ deg s (B) = deg s (A ⊕ B), where ⊕ denotes the usual disjoint union of sets.
It is clear that if A ≤ s B then A ≤ e B and so it is natural to ask questions about the structure of the s-degrees contained within a single enumeration degree. Given a set A, define A * = {n : D n ⊆ A} where n is the canonical index of the finite set D n . It follows that A * ≡ e A and if B ≤ e A then B ≤ s A * , and so deg s (A * ) is the maximal s-degree in deg e (A). Zacharov [3] showed that ≤ s is properly contained in ≤ e by showing that every nonzero enumeration degree contains at least two s-degrees. Watson [4] showed that no nonzero ∆ 0 2 -or Σ 0 2 -high enumeration degree contains a minimal s-degree, thus showing that every such enumeration degree contains infinitely many s-degrees. Based also on Copestake's result in [5] that every 1-generic enumeration degree contains infinitely many s-degrees (in fact an ω-chain of s-degrees), Watson then raised the question ([4, p. 90]) as to whether every nontrivial Σ 0 2 -enumeration degree contains infinitely many s-degrees, conjecturing that this is so. In this paper we give a positive answer to Watson's question by giving in Theorem 3.1 a uniform priority-free proof of the fact that no nonzero Σ 0 2 -enumeration degree contains a minimal sdegree. That every nontrivial Σ 0 2 -enumeration degree contains infinitely many s-degrees is also implied by Theorem 4.2, in which we show that one can embed any countable partial order in any nontrivial Σ 0 2 enumeration degree. This theorem generalizes also Copestake's result on ω-chains within any 1-generic enumeration degree. Finally, with Theorem 5.1 we give a non-bounding result by showing that just because B ≤ e A, it does not follow that there is an X ≡ e B such that X ≤ s A.
For the reader who is interested in restricted versions of enumeration reducibility, we finally observe that Theorem 3.1 still holds if we replace enumeration reducibility with computably bounded enumeration reducibility, where we say that a set A is computably bounded enumeration reducible to a set B, if A ≤ e B via an enumeration operator Φ such that there exists a computable function f satisfying
We also show that the construction presented in Theorem 5.1 actually gives a B that is computably bounded enumeration reducible to A.
The reader is referred to the papers [2] , [6] , and [7] for a survey of results on s-reducibility.
Conventions
The constructions in sections 3 and 4 are done relative to a given Σ 0 2 -set and so we need the following definition.
Definition 2.1. Given a Σ 0 2 -approximation A s s∈ω to a set A, we say that the stage s is true if A s ⊆ A, and we say that the approximation is good if it contains infinitely many true stages.
It is well known that every Σ 0 2 -set has a good approximation, see for example [8] and [9] . Additionally, the constructions in sections 4 and 5 are performed on a tree of strategies, and so we use the standard notation and terminology of strings which can be found in [10] . In particular, given strings α and β, we use α ⊆ β (α ⊂ β) to denote that β extends (properly extends) α. We say α is to the left of β (α < L β) if α is lexicographically less than β but α ⊆ β. Furthermore, by α ≤ β we denote non-strict lexicographical ordering (α < L β or α ⊆ β), and by α < β we denote strict lexicographical ordering (α ≤ β and α = β).
Finally, if α is a strategy in one of the following constructions with a local parameter, say n, then unless α is clear from the context, we will refer to n as n α .
3 There is no minimal element
Watson [4] proves that if A is ∆ 0 2 and non-c.e., or A is Σ 0 2 -high, then there exists a set B such that B ≡ e A and B < s A. He actually gives two distinct proofs depending on whether A is ∆ Proof. Immediate.
We now prove Theorem 3.1.
The Requirements
Let A be a non-c.e. Σ 0 2 -set. We build an enumeration operator Γ and an s-operator Λ such that for each s-operator Φ we meet the following requirements:
Order the P Φ -requirements as P i i∈ω . By defining B = Λ A , we automatically satisfy the R-requirement. It is clear that by meeting the requirements, we prove the theorem.
The strategies
Partition ω as {F n : n ∈ ω} where |F n | = (n + 1) 2 + 1 and max(F n ) < min(F n+1 ). For each x, define σ(x) to be such that x ∈ F σ(x) . Define
The construction of Λ is by stages. At stage s we define a computable approximation Λ s to Λ, and let B s = Λ As s . Initially define Λ 0 = { y, {n} : n ∈ ω and y ∈ F n } .
Notice that if we defined B = Λ A 0 , we would immediately have
i.e. A = Γ B . While Γ remains fixed, unfortunately strategies attempting to meet P Φ -requirements may enumerate additional axioms into Λ as needed during the construction. These additional axioms will have the form z, ∅ ∈ Λ, in which case we say that we dump z into B. However we will guarantee that A = Γ B for the eventual set B = Λ A by ensuring that for every n, not all the elements of F n are dumped into B. Thus we will maintain the critical relationship n ∈ A ⇔ F n ⊆ B.
The strategy for P Φ
The basic strategy to meet requirement P Φ = P t tries to permanently restrain in Φ B the elements of A ∩ Φ B : If at stage s we see a number y ∈ A ∩ Φ B which has not been so far restrained, then we do so by either automatic restraint provided by an axiom y, ∅ ∈ Φ or otherwise by taking an axiom y, {z} ∈ Φ, with currently z ∈ B, and dumping z into B. If A = Φ B then we can show that A is c.e. by arguing that A coincides, modulo a c.e. set, with the elements restrained in Φ B . Extra care will be taken in order to guarantee that the strategy only dumps elements of sets F n with n ≥ t, and for each such n, P t dumps at most n + 1 elements of F n . This, together with the fact that |F n | = (n + 1) 2 + 1, will guarantee that not all the elements of F n are dumped into B.
The Construction
Let A s s∈ω be a good Σ 
The Verification
The verification is based on the following lemmas.
Proof. Assume at stage s, the strategy P t enumerates the axiom z, ∅ into Λ on behalf of some least y ∈ A s ∩ Φ Bs s − A s . Since y / ∈ A s , it follows that σ(z) / ∈ A s and that z is not dumped into B. From this we can conclude that σ(z) ≥ t, since otherwise we either have σ(z) ∈ A s t ⊆ A s , or σ(z) / ∈ A s which implies that z is dumped into B (since y ∈ Φ Bs s ). Thus, for each n, at most n + 1 strategies can dump an element of F n into B. In addition, since y ∈ Φ Bs s , we know that σ(z) ∈ A s . But, by choice of z, σ(z) ∈ Φ Bs s , giving σ(z) ∈ A s ∩ Φ Bs s − A s . Since y was chosen to be the least such number with this property, σ(z) ≥ y. Hence, for each n, a particular strategy can dump at most n + 1 elements of F n into B.
Lemma 3.4. The Q-and R-requirements are satisfied.
Proof. As noted above, the R-requirement is trivially satisfied since we define B = Λ A . So, we just need to show that A = Γ B . If n ∈ A, then F n ⊆ B = Λ A and so n ∈ Γ B . On the other hand, if n ∈ Γ B − A, then z, ∅ ∈ Λ for all z ∈ F n . However, by Lemma 3.3, this cannot be.
Lemma 3.5. Each P Φ -requirement is satisfied.
Proof. We show that if A = Φ B then A is c.e. Let P Φ = P t and define A as A = i∈ω A i where A 0 = A t, B i+1 = Λ A i and A i+1 = Φ B i+1 . We claim A = A. Clearly A ⊆ A since if not, there would be some y ∈ Φ B − A. Let y be least such that y ∈ A − A, and let z ∈ B be least such that y, {z} ∈ Φ. Since y / ∈ A but z ∈ B, it follows that σ(z) ∈ A = Φ B . Thus, since P t is active at infinitely many true stages, at some true stage s it will see that y is least such that y ∈ A s ∩ Φ Bs s , y / ∈ A s , and σ(z) ∈ Φ Bs s . Hence, at stage s, the strategy for P t will dump z into B, forcing y ∈ A.
Embedding countable partial orders
A further easy consequence of Theorem 3.1 is the following corollary. Let ω * denote the partial order of the nonpositive integers: Having defined B i then apply Theorem 3.1 again to B i to get B i+1 ≡ e B i (hence B i+1 ≡ e A), and B i+1 < s B i .
We improve on the previous embedding result by showing that in fact every countable partial order embeds in the s-degrees within any nontrivial Σ 0 2 enumeration degree. Theorem 4.2 also generalizes Copestake's result in [5] stating that every 1-generic enumeration degree contains a chain of s-degrees order-isomorphic to ω.
We say that a family {b i } i∈ω of s-degrees is independent if for every i ∈ ω, and any computable set J with i / ∈ J, one has
where the join is defined by taking suitable representatives B j ∈ b j and letting
Theorem 4.2. Let a be a non-trivial Σ 0 2 -enumeration degree. Then there exists an independent family of s-degrees {b i } i∈ω such that for each i,
Corollary 4.3. For every non-trivial Σ 0 2 -enumeration degree a and countable partial order P = P, ≤ , we have that P embeds into D s a , i.e. there exists a mapping F , associating with any p ∈ P an s degree F (p) ∈ D s a , and satisfying, for all p, q ∈ P ,
Proof. It is a standard argument (see for instance [11, Theorem V.2.9] ) to show how to embed any countable partial order in a class of degrees which contains a computably independent collection of degrees, and is closed under computable joins.
We now prove Theorem 4.2.
The Requirements
Fix a non-c.e. Σ 0 2 -set A. We build enumeration operators Γ i and Λ i , such that for all s-operators Φ and i ∈ ω, we meet the following requirements:
where ∆ is a c.e. set constructed by us. By defining B i = Λ A i for each i, we automatically satisfy the R i -requirements. It is clear that by meeting the requirements, we prove the theorem.
The strategies
Let A s s∈ω be a good approximation to A. We define B i ⊆ ω [i] , and so we can take j =i B j = j =i B j . Using the convention that max(∅) = min(∅) = −1, partition ω as {F n : n ∈ ω} where for each i, max(F
n+1 ), and such that |F
, and
: n ≥ i and x ∈ A n .
As in the proof of the previous theorem, it is immediate to see that if we let B i = Λ A i , with Λ i as is initially defined, then it would follow that A = Γ B i i . In defining the additional axioms for Λ i (as needed by the P i,Φ -strategies) we must therefore ensure that for every k, there is at least one element y ∈ F
[i]
k for which we do not define additional axioms. The strategy α for P i,Φ can be visualized as working on cycles, one cycle for each natural number n: Cycle n:
, . . . , b n−1 }, such that there is either an axiom b, ∅ ∈ Φ, or an axiom b, {y} ∈ Φ where y ∈ B j , some j = i, and y can be conditionally dumped into B j , by adding an axiom y, G ∈ Λ j , where G is such that if b 0 , . . . , b n−1 ∈ B i then G ⊆ ⊕ k =i B k , forcing b ∈ Φ j =i B j . In doing so we must not violate the constraints imposed by higher priority strategies, and care should be taken to guarantee that for every z the strategy conditionally dumps at most one element of F
The Tree of Strategies
Let our set of outcomes be 0 < 1 < · · · < ∞ and define T = (ω ∪ {∞})
<ω . Order the P-requirements as P i i∈ω and assign to each α ∈ T the requirement P |α| . In the rest of the proof, notations and terminology about trees are standard.
The Construction
Each stage s of the construction consists of substages t < s, where a strategy α ∈ T, with |α| = t is eligible to act. Let α be a P i,Φ -strategy eligible to act at substage t of stage s and let s 0 be the first stage at which α was eligible to act after its last initialization. We first give a definition. If this is the first time that α has been eligible to act, set n = 0. Choose the first case which applies. Case 2.1. There is a b ∈ Φ j =i B j ∩ B i − {b m : m < n} with σ(b) > s 0 and G α ⊆ G(i, b) such that either b, ∅ ∈ Φ or b, {y} ∈ Φ with y ∈ j =i B j , σ(y) > s 0 , y = b β m for all β ⊆ α and m < n β , and y / ∈ F σ(ym) for all m < n: Let b n be the least such b. If b n , ∅ / ∈ Φ, let y n be the least such y for b n , and enumerate y n , β⊆α G β into Λ j for the j such that y n ∈ B j . Enumerate G(i, b n ) into ∆. Set n = n + 1, and end the current stage. 
The Verification
Let f = lim inf s f s be the true path of the construction, defined more precisely by recursion as f (n) = lim inf
where lim inf is taken with respect to the lexicographical ordering on T.
Lemma 4.5. For each i and n ≥ i, there is a x ∈ F
[i]
n such that the only axiom of the form x, F ∈ Λ i is x, A n .
Proof. Fix i and n ≥ i. Fix x ∈ F [i]
n and assume that some strategy α enumerates the axiom x, G into Λ i at some stage s. By the restraint x / ∈ F σ(x α m ) for all m < n α imposed in Case 2.1 of the construction, this is the only element of F
[i]
n for which α can enumerate axioms into Λ i , unless it is initialized at some later stage s > s. Also, since at each stage s at most s different strategies are allowed to act, and only strategies that were first allowed to act before stage n can enumerate axioms of the form x, G into Λ i for x ∈ F i . If x ∈ A, then there is a true stage s ≥ i such that x ∈ A s , and so by the initial definitions of Λ i and Γ i ,
i , then there exists an n ≥ i such that x ∈ A n and F n such that the only axiom of the form y, F ∈ Λ i is y, A n , giving A n ⊆ A. Proof. Fix a P i,Φ -strategy α ⊆ f , and let s 0 be the first stage at which α is eligible to act after its last initialization.
Assume that b m is defined and stage s > s 0 and that the axiom b m , F is enumerated into Λ i at some stage s > s by some P i ,Φ -strategy β. We show 
If β > L A, then an argument similar to the last case, using β ∩ α in place of β, also gives that F A.
We now show that α meets its requirement by considering three cases: 
However, by Lemma 4.6, this would imply that A is c.e., contrary to assumption. Assume that B i = Φ j =i B j . Then there is a least stage s 1 ≥ s 0 after which at every stage α is active, α ∞ ⊆ f . Thus for some n, b n is never defined and for every m < n, b m ∈ B i . Define
Clearly B i = C ∪ Φ E . First, note that C is finite since n is finite, each of the F m are finite, and we are working with a good approximation A. If y ∈ E, then by the constraints in Case 2.1, it follows that σ(y) ≤ s 0 , y ∈ F σ(ym) for some m < n, or y = b β m for some β ⊂ α with m < n β . Since there are only finitely many y which satisfy the first two conditions, we consider only the third. Assume that some P i ,Φ -strategy β ⊆ α chose infinitely many b 
. Thus, there are only finitely many y ∈ E such that y = y β m for some β ⊂ α and hence E is finite, making B i c.e.
A Nonbounding Result
Let a and b be enumeration degrees and choose A ∈ a and B ∈ b. As mentioned in Section 1, deg s (A * ) is the maximal s-degree of D s a , and it follows that if b ≤ e a, then B * ≤ s A * . However, it does not necessarily follow that B * < s A. In fact, in some sense, it is possible for this relationship to be as bad as possible. Namely, we show the following: Theorem 5.1. There exists Σ 0 2 -sets A and B such that B ≤ e A but for every X ≡ e B, X s A.
The Requirements
We build ∆ 0 2 -sets A and B and an enumeration operator Λ such that for every enumeration operator Φ and Ψ and s-operator Ω, we meet the following requirements.
R:
B = Λ A , P Φ,Ψ,Ω : X = Φ B and B = Ψ X ⇒ X = Ω A .
The Strategy for P Φ,Ψ,Ω
We define Λ = { x, {2x, 2x + 1} : x ∈ ω} and set B = Λ A . Thus, as in the previous proofs, the R-requirement is automatically met. When a P-strategy is first eligible to act, it chooses an x ∈ B such that 2x and 2x+1 are not restrained in A. It then restrains A on [0, 2x+1] and waits for x ∈ Ψ X . If this never happens, then the strategy wins via x ∈ B − Ψ X . Likewise, if ever x ∈ Ψ Φ B−{x} , then the strategy extracts 2x from A and restrains A on a large enough interval so that we will always have x ∈ Ψ X , once again giving a win via x ∈ Ψ X − B. So, assume that neither of the previous cases apply. Then we have x ∈ Ψ X if and only if x ∈ B. Let F ⊆ Φ B∪{x} be least such that x, F ∈ Ψ, and set F = {y 0 < y 1 < · · · < y n }. Restrain A on a large enough interval such that F ⊆ Φ B if and only if x ∈ B. Our goal now is to force X(y i ) = Ω A (y i ) for some y i ∈ F . The strategy proceeds for y 0 as follows:
1. Set i = 0.
2. Enumerate 2x and 2x + 1 into A, forcing x ∈ B.
3. Wait for y i ∈ Ω A via some y i , {z} ∈ Ω, and so F ⊆ Φ B .
4. If z = 2x, extract 2x + 1 from A, otherwise extract 2x from A. In either case, restrain A on [0, z]. Since neither of the cases in the first paragraph applies, we have the following outcomes for the strategy: (A) Wait forever at Step 3 for some least i: Then X(y i ) = Ω A (y i ).
(B) Loop from Step 5 to Step 2 for each i ≤ n: Due to the restraints placed on A in Step 5, for each i ≤ n, G i ⊆ Φ B−{x} . But this implies that we could extract x from B and still have F ⊆ X, giving x ∈ Ψ B . However, this does not apply by assumption.
(C) In this case, we stop at Step 5 with some least y i / ∈ X. However, by the action in Step 4, y i ∈ Ω A , giving us a win.
The Tree of Strategies
Order the P-requirements as P n n∈ω , define the set of outcomes to be Σ = {stop < · · · < 2 < 1 < 0 < wait}, and set T = Σ <ω . To each σ ∈ T assign the requirement P |σ| .
The Construction
Each stage s of the construction consists of substages t < s. At each substage t, a strategy α ∈ T with |α| = t will be eligible to act and will decide which strategy gets to act next, or whether to end the stage. At the beginning of each stage s, enumerate 2s and 2s + 1 into A, and the axiom s, {2s, 2s + 1} into Λ. At stage s = 0, initialize all α ∈ T by canceling all local parameters. Assume at substage t of stage s, α ∈ T is eligible to act. Choose the first case which applies. Case 1. α has not been eligible to act since its last initialization: Set x = s and end the current stage.
Case 2. x ∈ B and x / ∈ Ψ Φ B : End the current substage and let α wait be eligible to act next. 
The Verification
where lim inf is taken with respect to the lexicographical ordering on T, and f s is the longest strategy to act at stage s. Define B = Λ A .
Lemma 5.2.
1. The path f is infinite.
2. Both A and B are ∆ Proof. Both these points are immediate from the proof of Lemma 5.3, and the definition of Λ.
Lemma 5.3. If α ⊂ f is an P-strategy, then α meets its requirement.
Proof. Let s 0 be the stage at which α was first eligible to act. Then x = s 0 . By the choice of x, no other β ∈ T chooses x as a coding location, and by the definition of Λ, x ∈ B if and only if 2x ∈ A and 2x + 1 ∈ A. Thus, no other strategy can extract any element to cause x to leave B. Now assume that at some stage s 1 , Case 4 applied and we defined F . We claim that x ∈ B implies F ⊆ X. This follows since no strategy β > L α 2m + 1 is eligible to act after stage s 1 . Furthermore, if β ⊂ α, β cannot extract any element from A s 1 without initializing α, and if β ⊇ α 2m + 1 or β < L α 2m + 1 then β chooses witnesses to larger than any element in A s 1 . We now show that α meets its requirement by considering four cases. α wait ⊆ f : Then due to the restraints imposed in Case 4 of the construction, at no stage s > s 0 do we see x ∈ Ψ X , giving x ∈ B − Ψ X . α stop ⊆ f : Assume that at some least stage s 1 ≥ s 0 we saw x, G ∈ Ψ s 1 with
. We claim that for all s ≥ s 1 , B s 1 − {x} ⊆ B s ⊆ B, and hence G ⊆ X = Φ B . However, this is immediate since after stage s 1 , no β > L α stop is eligible to act, no β < L α ever acts, and no β ⊂ α can change any element of A without initializing α. Furthermore any β ⊇ α stop is first eligible to act after stage s 1 , so β chooses a coding location x β > s 1 , and hence 2x
, giving x ∈ Ψ X . Since x was extracted from B at stage s 1 , and no other strategy can enumerate x back into B, x ∈ Ψ X − B. α 2m ⊆ f : This happens if at cofinitely many α-stages, Case 4.2 applies for m. But, since x ∈ B, F ⊆ X, and so in particular y m ∈ X. However, this gives y m ∈ X − Ω A . α 2m + 1 ⊆ f : In this case, Case 4.3 applies cofinitely often for m. However, this implies that y m / ∈ X. But, by the choice of extraction in Case 4.2 at stage s 1 , y m ∈ Ω As 1 s 1 . An argument similar to that found in the first paragraph gives us y m ∈ Ω A − X.
Restricted Forms of Enumeration Reducibility
In both [2] and [4] we find lengthy lists of other forms of positive reducibility. It is interesting to note that all of these positive reducibilities can be viewed as restricted forms of enumeration reducibility and are worthwhile to study since they normally show up in the formal constructions dealing with enumeration reducibility. Our goal in this section is not to give a detailed discussion of the various properties of these reducibilities, but rather to give an abbreviated list of some of them and show how they strengthen the two previous results. Recall that A is enumeration reducible to B, A ≤ e B if there exists a c.e. set Φ such that
We say that Φ is an enumeration operator.
Definition 6.1. Let Φ be an enumeration operator and A = Φ B . A is pc-reducible to B, written A ≤ pc B, if for every x, F , x, G ∈ Φ, we have F = G. A is c-reducible to B, written A ≤ c B, if A ≤ pc B and for every x there is an F such that x, F ∈ Φ.
A is bounded enumeration-reducible to B, written A ≤ be B, if there exists an n such that for all x, F ∈ Φ, |F | ≤ n.
A is s-reducible to B, written A ≤ s B, if for all x, F ∈ Φ, |F | ≤ 1. A is s-reducible to B, written A ≤ s B, if A ≤ s B and for each x there are only finitely many F such that x, F ∈ Φ. (In this case Φ is sometimes referred to as being "finite.")
A is nm-reducible to B, written A ≤ nm B, if there is a partial computable function f such that for each x there are at most two axioms in Φ that enumerate x: x, {f (x)} and maybe x, ∅ .
A is npm-reducible to B, written A ≤ npm B, if A ≤ nm B and the function f is total.
A is pm-reducible to B, written A ≤ pm B, if A ≤ npm B and A ≤ pc B.
A is m-reducible to B, written A ≤ m B, if A ≤ pm B and A ≤ nm B.
A is 1-reducible to B, written A ≤ 1 B, if A ≤ m B and the function f is 1-1.
Note that the definitions of 1-reducibility and m-reducibility are exactly the standard definitions. We recommend that the interested reader refer to [2] and [4] for more information on the known implications of these reducibilities.
A close inspection of the construction for Theorem 3.1 shows that we in fact proved the following. In addition, we can strengthen Theorem 5.1 to the following: Unfortunately, we cannot strengthen Theorem 4.2 since the enumeration operators we construct are neither be-operators nor pc-operators.
