Appendix A.
Below we show how to arrive from the equations for the multigroup model to the expressions for the two-level model in smaller steps as shown in Jak, Oort, and Dolan (2013) , which we refer to as JOD.
Explanation of symbols:
yij vector of observed scores of person i in group j μj vector of group means of observed scores in group j ηij vector of individual deviations from the group means for individual i in group j τj vector of group specific intercepts (residual means) Λj matrix with group specific factor loadings ξij vector with factor scores of individual i in group j εij vector with residual factor scores of individual i in group j κj vector with mean factor scores in group j The observed scores of person i in group j can be decomposed in the group mean scores, μj, and the individual deviations from the group mean scores, ηij. So:
or equivalently rewritten as:
If the same factor structure holds across groups, but the values of the factor loadings differ across groups (so, if configural invariance holds), the factor model for yij is:
In this case, there is no elegant two-level structure, as shown by the long ugly equations 7 and 8 in JOD.
Assuming weak factorial invariance across clusters
If the values of factor loadings are equal across groups, so that weak factorial invariance holds, then the model for the observed scores becomes:
The group mean scores μj can then be expressed as the group-expected value of the observed scores:
The expected value of the residual εij is zero by assumption (Bollen, 1989) , therefore:
The expected value of the factor score within groups is the factor group mean, indicated by κj, and the intercept τj is a constant so:
The individual deviations from the group means, ηij, are equal to (Eq. 2):
Filling in the previous expression (Eq. 7) for μj, we get:
Also filling in the expression for yij (Eq. 4) gives:
Which simplifies (the intercepts cross out) to:
Now we have expressions for the group means, and for the individual deviations from the group means. Note that the factor loading matrix Λ is featured in both these expressions. The model-implied covariance matrices at the within and between levels are: ΣW = COV(ηij , ηij) and ΣB = COV(μj, μj) (Eq. 3 from JOD)
To start with the within-level, using covariance algebra, we obtain: In factor analysis, residual factors are assumed to be independent of common factors, so the middle part is zero,
Λ is a constant and can go outside the brackets, = Λ COV(ξij − κj , ξij − κj ) Λ + COV(εij , εij) ξij − κj are the individual factor deviation scores (in JOD these are incorrectly represented by ξij itself), whose covariance matrix is denoted ΦW, and COV(εij , εij) is known as the residual (co)variance matrix ΘW. So,
The model-implied covariance matrix at the between level is:
= COV(τj + Λ κj , τj + Λ κj) ,
Assuming that the intercepts (residual means) are independent form the factor means, makes the middle part disappear:
Λ is a constant and can go outside the brackets,
If we call the covariance matrix of common factor means ΦB, and the covariance matrix of intercepts ΘB, then this becomes:
Hence, if weak factorial invariance across groups holds, then the following two-level model holds:
Assuming strong factorial invariance across clusters
If the values of factor loadings and intercepts are equal across groups, so that strong factorial invariance holds, then the model for the observed scores becomes: yij = τ + Λ ξij +εij (no subscript to Λ and τ)
Compared with the situation with weak factorial invariance, equal intercepts across groups has no additional effect on ΣW as the parameter τ only features on the between-level. At the between-level, COV(τj , τj) from Equation 15 will become COV(τ , τ), which is zero. Therefore, ΘB will be zero. Hence, if strong factorial invariance across groups holds, then the following two-level model holds: ΣW = Λ ΦW Λ + ΘW and ΣB = Λ ΦB Λ .
