Increased complexity of current manufacturing systems together with dynamic conditions and permanent demands for flexible and robust functionality makes their management and control very difficult and challenging. Workflow simulation is an effective approach to investigate dynamic workflow scheduling policies and evaluate the overall manufacturing system performance. The results attained in simulation model can give directions how to maximize system output when selecting an appropriate scheduling practice for a real system. In this paper we investigate the abilities of multi-agent systems (MAS) in combination with dynamic dispatching rules and failure handling mechanisms to manage dynamic environment conditions (such as machine failures) for systems in the production automation domain. We measure system robustness by systematically assessing the total system performance (e.g., number of finished products) in a number of representative test cases. We use an agent-based simulation environment, MAST, which has been validated with real-world hardware to strengthen the external validity of the simulation results.
A. Related Work
A distributed control system is more robust than a centralized control system as this approach consists of redundant decision components, i.e., the loss of one decision component will not necessarily stop the system or cause a fatal failure in other decision components. Moreover, in case of the production reorganization, the same negotiation process continues to be executed, in spite of the presence of different machines and products, making the system robust to the change. Disturbances are treated by a re-scheduling component which uses re-scheduling policies without stopping or re-initializing the process that is currently running in the system [35] . Nevertheless, a blind application of the MAS approach to increase fault tolerance of a particular system can lead to the opposite result [1] . The lack of predictability concerning the outcome of the agents' interactions and the behaviour of the overall system due to the emergent behaviour of the system's components is the major drawbacks of multi-agent systems [41] . The handling policies give the agents some kind of global perspective and methodology how to act in the case of disruptions. Therefore, it is necessary to empirically investigate MAS performance under dynamic conditions, when agents use a range of promising behaviors and apply diverse handling policies in order to cope with system exceptions.
The multi-agent paradigm enables describing and specifying the organization and the social behavior of the analyzed system by providing means to transform the system into simulation models and to allow testing the efficiency of related behaviors, like e.g., scheduling policies [38] .
The simulation of the system design with realistic workshop scenarios is the foundation to ensure logical correctness of the system behavior before conducting expensive lab and field operations. A major advantage of simulation is the ability to speed up the simulated process compared to the real-time behavior in the real-world environment. This helps shorten the testing duration by up to an order of magnitude [20] ; further, simulations may be run in parallel to increase the number of scenarios to be explored in a limited time frame. Consequently, statistical data analysis of the simulation results allows analyzing the impact of design and planning factors on system performance and answer fundamental questions on planning and coordination strategies in the production automation domain such as the impact of a variety of fundamental scheduling strategies. The results of these data analyses can then consequently be used to improve the engineering of production automation systems.
Considering the re-scheduling of production resources as one of the key features of production control, it is vital to examine the influence of re-scheduling strategies on production effectiveness, allowing better systems engineering by providing support for human decision making. Failure re-scheduling policies specify the overall tactics that define when and how the system has to cope with failure events. Several handling policies for task re-allocation carried out in case of extraordinary events (e.g., machine breakdowns) are explored in this study. In our previous work, we evaluated a range of workflow scheduling strategies based on multi-agent negotiation, where each resource agent performs local scheduling using dispatching rules for sequencing the tasks allocated to their machines [19] . Dispatching rules are extensively used in manufacturing due to their simplicity, efficiency, and ability to react almost instantaneously while requiring only local information for scheduling [8] . Considering their advantages, the usage of dispatching rules for sequencing re-scheduled tasks after a specific handling policy is applied can reduce effects of a particular exception and improve system performance [13] . Kutanoglu and Sabuncuoglu used this approach to study four reactive re-scheduling policies -no rerouting, queue rerouting, arrival rerouting, and all reroutingdeveloped for rerouting the jobs to alternative machines when their primary machine fails. The investigated policies are reactive in a sense that there is no provision of uncertainty in the planning/scheduling stage [10] . On the other hand, proactive-reactive scheduling/re-scheduling is implemented as a two-step process.
First, a predictive schedule is generated in advance with the objective to optimize the shop floor performance over the time horizon considered. This schedule is then modified during execution in response to unexpected disruptions. The proactive-reactive scheduling is the most common dynamic scheduling approach used in manufacturing systems [13, 27, 32] .
Bastos et al. [11] presented a MAS architecture capable to support dynamic resource allocation planning in production environments. This architecture also can manage disturbances in the production system in real time by applying two strategies -replacement and re-scheduling. A market-based theory coordinates agent behaviors. Guo and Nonaka propose a rescheduling method by means of which different adjusted schedules are obtained corresponding to the different lengths of downtime of a machine failure [39] . Wu et al. [12] presented an algorithm for automatic sequential resource (re)allocation among a group of agents in complex environments with limited shared resources and with uncertainties. Vieira et al. [13] extensively studied the effects of re-scheduling policies on the performance of a manufacturing system. They concluded that the use of different model types, such as a mathematical model of dynamic and stochastic manufacturing systems, queuing network model or discrete event simulation model, can give useful information to analysts. However, the mathematical model does not explicitly represent the production control policies that will be actually used to control the system. Further research is required to compare the performance of manufacturing systems under diverse dynamic conditions to explain the advantages and disadvantages of re-scheduling strategies in different problem settings. Moreover, considering robustness as a one of the key factors to preserve the stability of the manufacturing systems in the presence of uncertainties, more research is needed towards the development of more general efficient robustness measures and rescheduling strategies [18] .
Besides, the issue of how to manage the occurrence of real-time events, termed dynamic scheduling, needs to be considered since re-scheduling decisions have to be made based on the current state of the manufac-turing environment. Further problem is to identify, for every customer order, the optimal routing and sequencing decision that satisfies the due date at the minimal cost, within the structure of the given system [37] . Dynamic scheduling of such environment requires real-time scheduling algorithms and their effective integration with the distributed shop floor control structure [30] . The combination of MAS technology and dispatching rules brings significant advantages, while related agents dispatch jobs when needed and use accurate information available at the moment of dispatching to prioritize jobs. Further important point of MAS applications is their reactivity: agents can locally react to local changes faster than a centralized approach could [28] . The effectiveness of the agent-based scheduling approach to handle dynamic system changes (e.g. machine breakdowns, rush orders) becomes even more evident when compared with other non-agent-based approaches [23] . In a distributed environment agents need only to "freeze" the part of their schedule and recalculate tasks that are related to the broken resource bringing the system into a new evolved state due to their separated actions [25] . Extensive surveys of dynamic scheduling [24] in the manufacturing environment considering also agent-based systems were done by Ouelhadj and Petrovic [27] , Shen et al. [29] , and Babiceanu and Chen [22] . Nevertheless, it is not only important to select a good scheduling strategy but also to be able to effectively reorganize the shop floor production plan and repair or redo the production schedule in response to unexpected events [30] , also sometimes from a more global perspective [26] .
B. Our Contribution
In this paper, we simulate real-life scenarios to test system performance in a dynamic environment. We evaluate the robustness and failure tolerance of the four previously mentioned reactive re-scheduling policies from literature, where agents negotiate to coordinate their actions and apply dispatching rules for local scheduling. The paper presents the conceptual innovation of designing established rescheduling strategies with a multi-agent based control architecture. Furthermore, the evaluation concept is based on a simulation approach that has been validated with the real-world behavior of the system (hardware) [15] , compared to previous evaluations with mathematical/statistical models that were not validated with real-world system data. We additionally investigate how specific production conditions such as different levels of machine efficiency as well as duration of machine failures influence the performance of a re-scheduling policy.
In order to strengthen the external validity of our research results, we use the real-world pallet transfer system at the Automation and Control Institute, Vienna University of Technology, as a reference model for our MAS architecture. Our simulation model completely mirrors the pallet transfer system configuration including placements of machines, possible duration of their failures as well as length of conveyors and related transportation times. The complexity of the scheduling problem comes from the number of investi-gated parameters (re-scheduling policy, number of pallets, machine failure recovery time, level of workload, and number of product types used) as well as from the number of agents that have to coordinate their actions through negotiations.
The remainder of this paper is structured as follows: Section 2 describes the applied MAS simulation architecture. Section 3 provides an overview on re-scheduling policies to mitigate the impacts of machine failures on the overall system performance. Section 4 identifies the research issues and introduces the evaluation hypotheses. Section 5 describes the details of simulation experiments and defines significant parameters for evaluation. Section 6 presents and discusses the results of the empirical experiments. Finally, Section 7 concludes and suggests further work.
Multi-Agent Simulation Architecture
In our MAS architecture for manufacturing control of assembly workshop, each component of the pallet transfer system such as a robot, diverter, junction, conveyor, pallet, and docking station is represented and supervised by a corresponding Resource Agent (RA). We also introduce the Order Agent (OA), which is responsible for receiving product orders from customers and controlling their accomplishment. The OA decomposes the product order into work orders, where each work order represents a single machine operation (welding, drilling, painting, etc.) that has to be done to finish the product. Each work order is forwarded to the corresponding Product Agent (PA) that negotiates with related RAs that provide particular operations.
The standard communication Contract Net Protocol [14] is used to allocate an operation to the best suited machine resource. Each PA monitors and follows the execution of a sequence of work orders defined for a particular product. To test and simulate the transport and negotiation between the agents, we have developed an extension of the Manufacturing Agent Simulation Tool (see Section 3) called the Test Management System (MAST-TMS) [19, 20] . Figure 1 presents an overview of the systems architecture and the evaluation framework.
A. Manufacturing Agent Simulation Tool (MAST)
The Manufacturing Agent Simulation Tool (MAST) [16] [43] provides a unique combination of multiagent based manufacturing control features and a simulator of the manufacturing environment used to verify the functionality of the agent-based control system.
The uniqueness of the solution is the application of a transparent control interface between the agent part and the simulation part enabling to switch over from simulation to real physical control. Thus, the agent control system developed for the simulation purposes is then reused completely for deployment to a real-world manufacturing system. An important aspect of the proposed solution is the integration with the classical scan-based, real-time control executed on PLC (Programmable Logic Controller). The agent subsystem provides the runtime environment for particular agents, where each agent instance represents and controls behavior of a specific manufacturing component. As the primary aim was the material handling tasks, the library of agent classes includes basic types of components like conveyor belt, di-verter, docking station, etc. The essential characteristic is the cooperation of agents on various tasks, mainly routing of products through the conveyor network and dynamic reconfiguration of routing paths in case of machine break downs or modifications to the physical layout of the factory. There is no central decision making authority in the system -all the control logic and knowledge related to current state of the production process is fully distributed among the agents [16] . Each agent is aware only of its immediate neighbors and uses message sending as form of information exchange and cooperation. The programming language for agents as well as for the rest of MAST application is Java and the agent runtime environment is provided by the open source agent platform JADE.
The purpose of the simulation engine is to simulate the function and behavior of the physical system. Each simulated component contains virtual sensors that are activated by the movement of simulated products and virtual actuators that affect the actual product routing. For instance, when the product approaches the simulated diverter component, its input sensor is triggered by setting the appropriate tag value in the control interface to true. This automatically notifies the corresponding diverter agent that makes a decision about which direction to switch the product. The agent then sends a command to simulated actuator again by setting the value of the appropriate tag in the control interface.
The visualization module displays the status of the simulation in a GUI (see the right-hand side of Fig. 1 ).
The user can watch the transportation of products and check the decisions of agents concerning the alternative routing in case of artificially introduced failures. The GUI also serves as a design tool for creating an arbitrary layout of a manufacturing system. The user selects particular manufacturing components from the graphical library, connects them together and sets specific parameters. Behind the scenes, with each component added to the system, corresponding agent is dynamically instantiated and specific tags for I/O interactions are added to the control interface.
The real-life control capabilities of MAST agents have been verified on the physical palette transfer system located in the Odo Struger Laboratory at the TU Vienna's ACIN institute. This laboratory environment consists of fourteen conveyor belts, twelve diverters, four docking stations and a number of sensors and stoppers. Raw materials and products are transported on top of palettes to reach a desired docking station.
The palette is held in the docking station until particular machine finishes its operation; after that the palette is released and routed to another docking station where the next operation is scheduled. After building the simulation of the transport system in MAST and verifying the proper functionality in failure scenarios (selection of redundant paths), the control interface of MAST has been configured to access the real I/O values held in tags of a ControlLogix controller. Concurrently, the simulation part of MAST has been turned off. It has been verified that without any change required the agent control system was able to control the realworld manufacturing set-up and effectively cope with disturbances [15] .
MAST is also designed as the development tool with a well-defined API that allows a developer to implement the new agent classes (and corresponding simulation components) with desired application specific behavior. This feature has been used to develop the MAST Test Management System (TMS) serving as a simulation platform for the purposes of the study presented in this paper.
B. MAST Test Management System (MAST-TMS)
The MAST Test Management System (MAST-TMS) [19, 20] is an extension of the original MAST simulator providing means for automatic execution and evaluation of a predefined set of simulation experiments.
Each experiment tests a specific scenario with a different set of input parameters -the number and type of products to be assembled, the workflow scheduling strategy to be applied, the number of pallets to be used, etc. The set of evaluation scenarios can also be automatically generated on the basis of user requirementsthe user selects which parameters should be fixed for all tests and which should alter either within a specified range or according to a selected probability distribution. This feature has proven to be useful for evaluating the impact of the variation of one or more simulation parameters on the overall system performance In order to execute the set of evaluation scenarios, the MAST system is reset into an initial state -the configuration of the workshop is loaded from a configuration file and the components of the workshop as well as their controlling agents are created. As a next step, the XML file containing the description of evaluation scenarios is loaded and the first scenario is injected into the system. The TMS uses the input parameters of the scenario to run the simulation experiment. All relevant events, like finalization of a product or occurred failure are logged to an output XML file. Once the experiment is finished, the agent system is again reset into the initial state and a next scenario is selected and corresponding simulation experiment conducted. This is done fully automatically without user intervention.
The simulation results are subsequently analyzed using a series of algorithms and methods, resulting in a number of derived key performance indicators (e.g., number of finished products or average machine utilization rate) that can be used for comprehensive statistical data analysis.
The MAST-TMS is a small graphical application, that manages running multiple tests in a batch with MAST. The prior solution for that task was a Java application that was executed within the same Java runtime environment as the simulation itself. Different requirements for the original MAST caused the application to focus on a single execution only, so after termination of the simulation some stale threads and their referenced memory keep occupying system resources. Also if the simulator crashed during the execution of a simulation, no more tests were executed until the issue was addressed manually (i.e. restart the simulator).
Therefore, the MAST-TMS was designed as a standalone application which injects the test case data into MAST and terminates the Java Virtual Machine either after each the test case is finished or after a preset timeout. All resources that are occupied after termination of the simulation are freed when terminating the corresponding virtual machine. Also a failure of the simulator (e.g. freeze or run into unexpected program errors) can be detected and resolved automatically by an external application.
Re-scheduling Policies
The way how manufacturing systems treat exceptional events can significantly influence their performance.
Using predefined schedules, such systems are doing well if everything is going well. However, it is of vital importance to define their reaction on unexpected events. The rescheduling component of the system uses a re-scheduling policy specifies what event triggers re-scheduling and what method will be applied for rescheduling. Moreover, the re-scheduling policy also specifies the method applied for revision of the existing schedules [13] . Three policies related to the re-scheduling initiation events have been presented in literature [17, 18] -periodic, event-driven, and hybrid. A periodic policy is periodically initiated with a defined time period during which all available system information is collected and then used for deriving the re-scheduling setting. However, the effectiveness of this policy depends on the optimally adjusted length of the period, which might be hard to effectively anticipate. Moreover, this policy is not agile enough because critical events, which require prompt reaction, are not processed immediately, but wait at the end of the rescheduling period. This is not the case for event-driven re-scheduling triggered immediately when the specific event (e.g., job arrival, machine failure) occurs. However, in a large system, where the number of such events happening simultaneously can be enormous, the application of this policy can lead to continuous rescheduling and thus to lower stability and performance. A hybrid re-scheduling policy can be seen as combination of previous two approaches as the system reschedules periodically as well as when specific, userdefined events occur, synchronizing policy occurrence avoiding their overlapping (e.g. to have periodic and event-driven re-scheduling at the same time).
Having a smaller manufacturing system as a test case, we decided to apply an event-driven re-scheduling policy, considering machine failures as events that trigger re-scheduling. We implemented and tested four agent-based schedule repair methods corresponding to methods presented in [10]:
1. Right-shift scheduling (RS): when a machine breaks down this method postpones the job being currently processed as well as all other jobs that are waiting in the machine's queue until the machine is repaired. During the repair time period the resource agent (RA) that is in charge of this machine still responds to calls for bids from product agents (PA), offering its free capacity in the "after-repair" period.
Agenda rerouting (AR):
after the machine fails all jobs from the machine's queue are rerouted to alternative machines. In contrast to previous case, the time that the jobs loose by waiting in the machine's queue for its repair can be saved. However, also in this case the RA bids on its services during the negotiations with the PA about new jobs.
New jobs rerouting (NR):
in this case the RA keeps all jobs in the machine queue while refuses to bid on new arriving jobs. This policy tends to avoid the additional load to a failed machine by not accepting new job arrivals and to prevent system stress through the machine queue jobs rerouting.
Complete rerouting (CR):
combines the AR and NR methods. The machine's RA addresses the PAs of jobs that are scheduled to the failed machine to reroute the jobs to alternative machines as well as does not participate in subsequent negotiations with PAs about new jobs.
Due to its simplicity, the RS policy is mostly applied by current manufacturing systems. Thus we consider it as a reference policy in our study. The AR and NR policies could be referred to as partial scheduling policies while the CR represents a regeneration policy.
As mentioned in the introduction section we additionally propose applying dispatching rules to handle dynamics of a manufacturing environment. These rules are used by RAs, which supervise functioning of machines for optimal sequencing of allocated jobs. The important advantage of dispatching rules is the ability to select the highest priority job from the machine's queue considering all reliable up-to-date information at the time of selection. We are using the Critical Ratio rule to prioritize jobs, expressed as:
where Rt is the remaining time from the current time to the job's due date and Pt is the remaining processing time of the product being currently processed. A task with lower critical ratio gets higher priority. We selected the critical ratio rule because it showed the best performance in comparison to others dispatching rules such as First Come First Served, Earliest Due Date and Shortest Processing Time [19] .
Research Issues
Unforeseen uncertainties or exceptions (e.g., machine breakdowns, quality problems, traffic jams in the transportation system, arrivals of urgent jobs, etc.) during the production process require a fast reaction in order to avoid deviations from the initial production schedule. Taking into account that the occurrence of an exception is mostly unpredictable, the application of strategies which deal with the exception is necessary to avoid the stop of a manufacturing operation or reduction of the overall system performance whenever an exception occurs. A manufacturing control system needs to be able to effectively adjust the production scheduling plan and reorganize the production schedule accordingly.
In this paper we are applying diverse re-scheduling handling policies and empirically evaluate their performance under specific conditions, i.e., using different failure types and durations and diverse number of transport entities used. We also investigate how specific production conditions such as different types of failure classes (conveyor failures and machine failures), number of used pallets for transportation, as well as duration of failures influence the system performance.
In the context of the empirical study, we define system performance, equivalent with the production effectiveness function E, as the average number of finished products within a given shift. As argument we consider following parameters: level of workload, number of pallets, re-scheduling policy, and type of failure.
We define the following null hypotheses to be falsified by our experiments: RI1: Influence of number of pallets on system performance E. Let us assume that a higher number of pallets will result in a higher overall system output. IF n and m are the number of pallets introduced, and E is the production effectiveness function, THEN we define the following null hypothesis:
RI2: Impact of re-scheduling policy on system performance E. Let us assume that the use of different re-scheduling strategies will result in a diversity of resulting system outputs, because some re-scheduling policies include the machine agents representing broken machines into the negotiation process, while others do not. Furthermore, the different handling of already queued or future awarded jobs to broken machines could also have a significant impact on the overall system performance. IF α represents the AR rescheduling policy, β represents the NR re-scheduling policy and γ represents the CR re-scheduling policy, THEN we can define the following null hypothesis:
number of ordered products. IF l represents a lower number of received orders and h represents a higher number, THEN we identify the following null hypothesis:
Simulation Approach
This section describes the details of the simulation experiment carried out in MAST-TMS environment. A total of sixty four evaluation scenarios have been tested. In each test case, the Critical Ratio (CR) dispatching rule has been applied and different values of following parameters set: the re-scheduling policy (RS, AR, NR and CR), the number of pallets providing transportation (10, 15, 20, or 25) , the machine failure recovery time (f -faster recovery or s -slower recovery) and the level of workload (l -low: 2,880 or hhigh: 5,760 number of orders). An order consists of a product type to be produced and randomly generated due date (in seconds). For simplicity, three pre-defined product types were used -simple, medium and complex -that differ in the number of machine operations and raw materials/semi-products needed to assemble the final product. So called product trees depicting both required raw materials (ovals) and assembly operations (rectangles) for these three product types are shown in Figure 2 (simple, medium and complex products from right to left). Machine operation times and transportation times were considered as fixed for all evaluation scenarios. The shift time for an evaluation scenario was set to one full day (24 hours). This implies that the overall time needed for producing all workload items is larger than the set shift time, resulting in less items being produced than actually ordered. Otherwise, if all ordered products would have been produced, we would not have been able to measure the effectiveness of the chosen simulation parameters by using the number of finished products as a reliable parameter.
The machine failure specification consists of the machine identifier and start/end time points of the failure.
We classified the risk of failing a machine using two different failure classes: machine disturbances (ffaster recovery), which can be repaired in approximately 0.1% of the overall shift time, and machine failures (s -slower recovery), which requires a longer repair time, in our case about 10% of the overall shift time. For effective comparison of the robustness of the re-scheduling policies, failures with the same specifications were used for all evaluation scenarios. In order to be able to easily identify the re-scheduling decisions and the measured results, we used a workshop layout consisting of four machines, each capable of performing between 2 and 4 different machine operations. The machines were configured in a redundant way, i.e., there were 2 machine sets, each consisting of 2 machines, which offer the same functionality, resulting in better load-balancing and also failover capabilities. Moreover, the chosen workshop layout imitates the existing pallet transfer system 1 at the Institute for Automation and Control, Vienna University of
Technology. In addition, the layout contains two storages, one for the raw materials and one for the final products.
The sixty four evaluation scenarios were split down into four batches, each containing sixteen test cases and particular re-scheduling policy applied. These batches were run in parallel on four high-performance mainframe servers, taking it approximately eight hours to finish a single batch. After all tests had been finished, the resulting data were collected from the mainframe servers and analyzed. The effect of disruptions on shop floor activities and robustness of the different re-scheduling policies are measured by the difference in a number of finished products, when diverse dynamic environment changes occur. We used descriptive statistic and analyzed the results of finished product with three different variables: the number of pallets, the machine failure recovery time, and the level of workload. We performed a correlation analysis by means of Spearman Rank to check the significance correlation between the selected variables, with respect to different selected re-scheduling policies. Statistical data analysis of the simulation results helps analyzing the impact of design and planning factors and consequently answers fundamental questions on planning and coordination strategies in the production automation domain such as the impact of a variety of fundamental scheduling strategies in a given environment.
Experimental Results and Discussion
In our previous research [20] we investigated how transport system failures can influence system performance. In this study we explore the impact of additional factors such as failures, disturbances, overloads, etc.
on the system output. Especially, we judge the manufacturing system ability to absorb a machine failure using predefined failure tolerance policies. As important factors we consider different duration of machines downtime, diverse levels of production workload as well as various number of transportation units (pallets).
A. Number of finished products considering all factors
Similarly to Kutanoglu and Sabuncuoglu in [21] , but applying the decentralized multi-agent control and using Contract Net Protocol (CNP) [31] for workload balancing, we reached the same conclusion -the superiority of CR (complete rerouting) policy over the other policies.
As presented in Figure 3 as well as in Table 1 showing the mean numbers of finished products depending on number of palettes, the CR policy outperforms RS (right-shift scheduling) policy approximately by 12% to 16%. This is an expectable result because the immediate exclusion of the failed machine from production and full re-scheduling of tasks in its queue to other available machines significantly compensates the failure state when no action would be taken in case of RS policy (the tasks in machine's queue have to wait for machine repair). This is of course true only if suitable alternative resources are available. Notable is a good performance of the NR (new jobs rerouting) policy, which proves that the failed machine should be urgently excluded from further scheduling until repaired. However, due the fact that the NR policy keeps already awarded jobs in machine's queue, its performance is approximately by 5.6% to 6.6%
weaker than of the CR policy. Interesting fact is also the influence of number of pallets on production performance. The 150% increase or pallets results only in 15% gain in production output. This can be justified by increased number of traffic jam situations caused by a limited space for palettes in a conveyor-based transportation system.
B. Number of finished products considering failure duration
Extensive experiments have also been done to identify how the efficient failure recovery impacts the system performance. As mentioned earlier, in a general overview, the CR-(f -faster recovery or s -slower recovery) policy wins the race, but relation between the NR-(f,s) and AR-(f,s) policies deserve deeper study (consult Figure 4 and Table 2 ). tion prolongs (NR-s and AR-s curves respectively) and the number of pallets rises. The fact that the NR-s policy performs by 8% better than AR-s when using 25 pallets can by explained such as this policy is handicapped just by those products which are already awarded to the machine while all others incoming after the failure are rebalanced to other available machines. On the other hand, the AR-s policy profited by re-scheduling of the queued jobs, but only to such a point where the number of palettes in the system caused traffic jams and consequently increased the number of unfinished products that were on their way to alternative machines instead of waiting in the machine's queue for repair. This finally resulted in weaker performance of the AR-s policy.
C. Number of finished products considering workload
The introduction of two levels of workload (l -low: 2,880 or h -high: 5,760 orders respectively) has again confirmed the supremacy of the CR-(l, h) policy (see Figure 5 and Table 3 ). It is interesting to note here that the system with higher workload, especially due to the overloading and traffic jam, has shown a 4.7% to 6% weaker performance. Nevertheless, even then the CR-h policy with a higher workload was able to outperform all remaining policies.
D. Empirical Results
Analyzing the empirical results, we derive the following implications for the impact factor analysis regarding the re-scheduling policies and the four defined null hypotheses:
Influence of number of pallets on system performance E. The data analysis shows that an increase of the number of pallets will increase the overall system output. As shown in Table 1 the number of pallets has a significant impact on the overall system performance (in terms of number of finished products) with a pvalue < 0.01. In the study context, an increase of the number of used pallets (i.e., from n to m) always increased the number of finished products. Therefore we can state that
and so we can reject null hypothesis H 0 -1. In addition however, we have to state that we increased the number of pallets in a way that the overall system cannot be saturated or at least close to this state. Therefore, we reject the null hypothesis H 0 -1 just for a reasonable range of n and m.
Impact of re-scheduling policy on system performance E. As shown in Figure 3 , the Complete Rerouting (CR) policy outperforms all other rerouting policies (p-value < 0.01). Therefore, we conclude that the overall system performance of the CR policy (γ) is higher than the system performance of all other rerouting policies, namely the NR (β) and AR (α). We can state that
and hence we can reject null hypothesis H 0 -2. Again, we have to state that we are well aware of cases for which the CR policy does not outperform all other policies. It depends mainly on the timing factor. In the present example, there are slow and fast recovery types of failures which take 0.1% and 10% of the overall shift time duration for recovery, but this is not a complete dataset. If the time to repair is similar to time to reroute then CR policy can be worse. Also when the system is closed to saturation state, it can be better not to start rerouting since the system can become saturated and the performance can drop significantly.
Impact of failure type on system performance E. Figure 4 shows that the failure recovery time has a direct impact on the resulting overall system performance. A faster failure recovery (f) will increase the pro-duction effectiveness, while slower failure recovery (s) decreases the production effectiveness with a pvalue < 0.01. In the study context, a decrease of the failure recovery time always led to an increased number of finished products. Therefore we can state that (s)} (f) | s f, { E E   and reject null hypothesis H 0 -3. There may be cases different to our experiment setup, when the system offers so many alternatives so that not all of them are utilized, so that it is not important if the failure of one machine takes short or long.
Impact of workload level on system performance E. As shown in Figure 5 , the number of orders directly influences the relative system performance. As observed in the experiment, an increase of the number of orders (i.e., from l to h) always lead to a decreased overall system performance. Therefore we can state that
and reject null hypothesis H 0 -4.
Conclusion and Future Work
In this paper we present the use of MAS to handle dynamic production environments (e.g., machine disturbances/failures) in order to improve the engineering of production automation systems. Agents are used to supervise machines and automatically reschedule work orders in case of machine unavailability. We evaluated a re-scheduling system component which uses four different re-scheduling policies: Right-shift scheduling (RS), Agenda rerouting (AR), New jobs rerouting (NR), and Complete rerouting (CR). The evaluation in the context of an empirical study found that the Complete Rerouting (CR) re-scheduling policy outperformed all other re-scheduling policies. Analogous conclusions have been also made by other researchers that investigated similar topics. In addition, we investigated the influence of the number of pallets, the duration of machine failures, and the level of workload on the overall system output. We show that a multiagent approach combined with dynamic dispatching rules and different re-scheduling policies (especially the Complete Rerouting re-scheduling policy that had the best performance) performs well in terms of robustness minimizing the effects of disruptions on the system performance. The experiments also show that a higher number of pallets always increased the number of finished products, but with diminishing marginal gains caused by traffic jams. Further on, longer failure durations have a certain impact on the overall system performance, since the unavailability of the failed machine as well as its participation in the job al-location process seriously influence system performance. Finally, we found in the study context a lower size of workload to lead to higher system output, because of the lower system utilization and fewer occurrences of traffic jams.
Further work will focus on improving the engineering of production automation systems by implementing proactive-reactive scheduling/re-scheduling policies and evaluating of their performance compared to reactive re-scheduling policies. Additionally, more complex workshop layouts with more machines and more complex routes will be used to evaluate the performance of the presented re-scheduling policies. Besides, Besides, we are planning to investigate the system performances when all agents are not subject to the same rescheduling policy or dispatching rule at the same time and apply them according to the current system conditions. We are also going to extend the spectrum of used dispatching rules. As previous research focused on the impact of transport system failures and this research considered the influence of machine failures, the further work will investigate the combination of both failure types. The implementation project of this approach on the miniature hardware simulation system located at the Odo Struger Laboratory of the Automation Control Institute (ACIN) is already under way at the time of this writing.
