ABSTRACT. A classical result of Khinchin says that for almost all real numbers α, the geometric mean of the first n digits a i (α) in the continued fraction expansion of α converges to a number K ≈ 2.6854520 . . . (Khinchin's constant) as n → ∞. On the other hand, for almost all α, the arithmetic mean of the first n continued fraction digits a i (α) approaches infinity as n → ∞. There is a sequence of refinements of the AM-GM inequality, Maclaurin's inequalities, relating the 1/k th powers of the k th elementary symmetric means of n numbers for 1 ≤ k ≤ n. On the left end (when k = n) we have the geometric mean, and on the right end (k = 1) we have the arithmetic mean.
INTRODUCTION
Each irrational number α ∈ (0, 1) has a unique continued fraction expansion of the form α = 1
where the a i (α) ∈ N + are called the continued fraction digits of α. In 1933, Khinchin [6] In particular, when we choose f (r) = ln r and exponentiate both sides, we find that lim n→∞ (a 1 (α) · · · a n (α)) 1/n = ∞ r=1 1 + 1 r(r + 2) log 2 r =: K 0 .
( 1.3)
The constant K 0 ≈ 2.6854520 . . . is known as Khinchin's constant. See [2] for several series representations and numerical algorithms to compute K 0 . Khinchin [6] also proved that if {φ(n)} is a sequence of natural numbers, then for almost all α ∈ (0, 1) a n (α) > φ(n) for at most finitely many n ⇐⇒
This implies, in particular, that for almost all α the inequality a n (α) > n log n (1.5)
holds infinitely often, and thus a 1 (α) + · · · + a n (α) n > log n (1.6) for infinitely many n. So, for a typical continued fraction, the geometric mean of the digits converges while the arithmetic mean diverges to infinity. This fact is a particular manifestation of the classical inequality relating arithmetic and geometric means for sequences of nonnegative real numbers. The geometric and arithmetic means are actually the endpoints of a chain of inequalities relating elementary symmetric means. More precisely, let the k th elementary symmetric mean of an n-tuple X = (x 1 , . . . , x n ) be S(X, n, k) := 1≤i 1 <···<i k ≤n
(1.7)
Maclaurin's Inequalities [4, 8] state that, when the entries of X are positive, we have S(X, n, 1) 1/1 ≥ S(X, n, 2) 1/2 ≥ · · · ≥ S(X, n, n) 1/n , (1.8) and the equality signs hold if and only if x 1 = · · · = x n . The standard proof of (1.8) uses Newton's inequality (see [3] ). Notice that S(X, n, 1) 1/1 = 1 n (x 1 + · · · + x n ) is the arithmetic mean and S(X, n, n) 1/n = (x 1 · · · x n ) 1/n is the geometric mean of the entries of X.
In view of Khinchin's results discussed above, it is natural to consider the case when X = (a 1 (α), . . . , a n (α)) is a tuple of continued fraction digits, and to write S(α, n, k) instead of S(X, n, k). Khinchin's results say that for almost all α, S(α, n, 1)
1/1 → ∞ and S(α, n, n) 1/n → K 0 (1.9)
as n → ∞. In this paper we investigate the behavior of the intermediate means S(α, n, k)
1/k as n → ∞, when 1 ≤ k ≤ n is a function of n. In other words, we attempt to characterize the potential phase transition in the limit behavior of the means S(α, n, k) 1/k .
We always assume that if the function k = k(n) is not integer-valued, then S(α, n, k(n))
1/k(n) = S(α, n, k(n) ) 1/ k(n) , where · denotes the ceiling function.
Our main results are the following theorems, which can be seen as generalizations of Khinchin's classical results (1.9). Theorem 1.1. Let f (n) be an arithmetic function such that f (n) = o(log log n) as n → ∞. Then, for almost all α, lim n→∞ S(α, n, f (n)) 1/f (n) = ∞.
(1.10) Theorem 1.2. Let f (n) be an arithmetic function such that f (n) = o(n) as n → ∞. Then, for almost all α, lim n→∞ S(α, n, n − f (n)) 1/(n−f (n)) = K 0 .
(1.11) Theorem 1.3. There exist absolute, effectively computable positive constants N , C 1 , C 2 , and R with C 1 < C 2 and R > 1 such that for all n ≥ N , for all k with n 3/4 ≤ k ≤ n/R, and for all α in a set G ⊂ [0, 1] of measure at least 1 − n −4 , C 1 log(n/k) ≤ S(α, n, k) 1/k ≤ C 2 log(n/k). Theorems 1.1 and 1.2 do not include the case of k = cn, 0 < c < 1. In fact, for means of the type S(α, n, cn) 1/cn we can only provide bounds for the limit superior (Proposition 2.3 and Theorem 3.2). On the other hand, assuming that lim n→∞ S(α, n, cn) 1/cn exists for almost every α (Conjecture 3.4), we can show that the limit is a continuous function of c (Theorem 3.5). Theorem 1.3 tells us that the correct scale for S(α, n, k) 1/k is log(n/k). The first two theorems are proved by a direct analysis of the desired expressions, while the third theorem is proved by considering related systems with similar digits which are more amenable to bounding. While a strengthened version of Theorem 1.1 follows immediately from Theorem 1.3, we have chosen to present an independent proof of this weaker case as the argument is significantly more elementary and requires less technical machinery.
Since (1.9)-(1.11) only hold for a typical α (in the sense of measure), it is natural to study what happens to S(α, n, k) 1/k as n → ∞ for particular α (see Appendix A for a discussion of ways to speed up the computations for general α). and it is natural to ask whether lim n→∞ S(α, n, cn) 1/cn for 0 < c < 1 exists, and what its value is. When c = 1/2 we prove that for α with a (pre)periodic continued fraction expansion with period 2 the limit lim n→∞ S(α, 2n, n)
1/n exists and we provide an explicit formula for it (see Lemma 4.1) . This is a non-trivial fact following from an asymptotic formula for Legendre polynomials. For other values of c the same result is expected to be true and is related to asymptotic properties of hypergeometric functions. This is not surprising, given the recent results connecting Maclaurin's inequalities with the Bernoulli inequality [4] and the Bernoulli inequality with hypergeometric functions [7] . We perform a numerical analysis and we are able to conjecture that the limit exists for all L-periodic α and all 0 < c ≤ 1 (Conjecture 4.2).
Assuming Conjecture 4.2, we are able to give an explicit construction that approximates S(α, n, cn) 1/cn for typical α's with the same average for a periodic sequence of digits, with increasing period. This construction allows us to provide a strengthening of Theorem 1.1 where, assuming Conjectures 3.4 and 4.2, the assumption o(log log n) can be replaced by o(n) (Theorem 5.1).
2. THE PROOF OF THEOREMS 1.1 AND 1.2
We begin with a useful strengthening of Maclaurin's inequalities due to C. Niculescu.
Proposition 2.1 ([10], Theorem 2.1 therein). If X is any n-tuple of positive real numbers, then for any 0 < t < 1 and any j, k ∈ N such that tj + (1 − t)k ∈ {1, . . . , n}, we have S(X, n, tj
The next lemma shows that if the limit lim n→∞ S(X, n, k(n)) 1/k(n) exists, then it is robust under small perturbations of k(n).
Lemma 2.2. Let X be a sequence of positive real numbers. Suppose that lim n→∞ S(X, n, k(n))
exists. Then, for any f (n) = o(k(n)) as n → ∞, we have
Proof. First assume that f (n) ≥ 0 for large enough n. For display purposes we write k and f for k(n) and f (n) below. From Newton's inequalities and Maclaurin's inequalities, we get S(X, n, k)
Taking n → ∞, we see both the left and right ends tend to the same limit, and so then must the middle term. A similar argument works for f (n) < 0.
We can now prove our first main theorem.
Proof of Theorem 1.1. Notice each entry of α is at least 1. Let f (n) = o(log log n). Set t = 1/2 and (j, k) = (1, 2f (n) − 1), so that tj
whereupon squaring both sides and raising to the power 1/f (n), we get
It follows from (1.6) that, for every function g(n) = o(log n) as n → ∞,
for almost all α. Let g(n) = log n/ log log n. Taking logarithms, we have for sufficiently large n log S(α, n, 1)
The assumption f (n) = o(log log n), along with (2.5) and (2.7), give the desired divergence.
Proposition 2.3. For any constant 0 < c < 1, and for almost all α, we have
Proof. We have
(2.9) Note that the first factor is just the geometric mean, raised to the 1/c power, so this converges almost everywhere to K 1/c 0 . Since each term in the sum is bounded above by 1, and there are exactly n cn of them, the second factor is bounded above by 1 and thus the whole limit superior is bounded above by K 1/c 0 almost everywhere. However, Maclaurin's inequalities (1.8) tell us that almost everywhere S(α, n, cn) 1/cn must be at least K 0 /(1 + ) for sufficiently large n and any > 0. Thus, for almost all α,
2 is a corollary of Proposition 2.3.
Proof of Theorem 1.2. Since f (n) = o(n), for any c < 1 we have for sufficiently large n that n ≥ n − f (n) > cn. Thus by (1.8) and (2.8),
Since c < 1 was arbitrary, we can take c → 1, which proves the desired result.
3. THE LINEAR REGIME k = cn
We already gave upper and lower bounds for lim sup n→∞ S(α, n, cn) 1/cn in Proposition 2.3. Here we provide an improvement of the upper bound, which requires a little more notation.
First, let us recall another classical result concerning Hölder means for continued fraction digits. For any real non-zero p < 1 the mean
converges for almost every α as n → ∞ to the constant
A proof of this fact for p < 1/2 can be found in [6] ; for p < 1 see [11] . Other remarkable formulas for K p are proven in [2] . The reason why we denoted (1.3) by K 0 is that
gives the almost everywhere value 1 of the harmonic mean
An interesting example for which the harmonic mean exists and differs from K −1 is e − 2 = [1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, 10, . . .], which has harmonic mean 3/2. Furthermore, notice that its geometric mean is divergent.
Since we want to improve Proposition 2.3, we are interested in the behavior of the second factor of (2.9). It is thus useful to define the inverse means
Observe that R(α, n, k) = S(X, n, k) where X = (x i ) i≥1 and x i = 1/a i . Notice that (3.3) reads as, for almost every α,
Proof. This is a straightforward calculation -just write
We can now prove a strengthening of Proposition 2.3.
Theorem 3.2. For almost all α, and any c ∈ (0, 1), we have
Proof. We know by Lemma 3.1 and Maclaurin's inequalities (1.8) applied to the positive sequence X = (1/a i ) i≥1 that S(α, n, cn)
Taking limits and using (3.5), we get the claim.
Note that the limiting behavior of S(α, n, k(n)) 1/k(n) does not depend on the values of the first M continued fraction digits of α, for any finite number M . Suppose that a i (α ) and a i (α) agree for all i > M . Then
where L can be finite of infinite. In fact, if k(n) = o(n) as n → ∞ then number of terms in S(α, n, k(n)) not involving the digits
, which is very close to
2 ). Therefore the contribution of terms involving a 1 (α), . . . , a M (α) is negligible. If k(n) = cn, asymptotically the ratio between the number of terms not involving the first M digits and n cn is (1 − c) M , but each term consists of a product of cn continued fraction digits, of which at most M come from the set {a 1 (α), . . . , a M (α)}, and therefore their contribution to the limit is irrelevant.
Another way of of seeing that the lim sup-version of (3.9) holds for fixed k is the following: since S(α, n, k) 1/k is monotonic increasing in the a i , and all the a i are positive, we can find a number C such that Ca i (α) > a i (α ) and Ca i (α ) > a i (α) for all i. By inspection the means are linear with respect to multiplication of the vector (a 1 , a 2 , . . . ) by a constant C. Thus, combining this with monotonicity we get that
A consequence of this fact is that if X = (
Proof. This is a direct application of Proposition 2.1.
It is natural to investigate the limit lim n→∞ S(α, n, cn) 1/cn as a function of c. However, since we have not proved that for almost every α this limit exists, we will have to assume that it does. Define We investigated the plausibility of Conjecture 3.4 by looking at the averages S(α, n, cn)
for various values of α (such as π − 3, Euler-Mascheroni constant γ, and sin(1)) that are believed to be typical (the averages S(α, n, n) 1/n are believed to converge to K 0 as n → ∞ for such α's), and 0 < c ≤ 1. Figure 1 shows the function c = k n → S(α, n, k) 1/k for α = π − 3, γ, sin(1) and various values of n. Figure 2 specifically looks at the convergence of S(α, n, cn) 1/cn for α as above and specific values of c. It is reasonable to believe that lim n→∞ S(α, n, cn) 1/cn exists for these α's, and the limit is the same as for typical α. To compute the averages S(α, n, k)
1/k one can use the following identity for elementary symmetric polynomials: if
A more efficient way to numerically compute S(α, n, k) 1/k is presented in Appendix A. Proof. Assuming Conjecture 3.4, it follows from Lemma 3.3 that
By fixing d > c and letting t → 1, we get
however, as log F (c) is non-increasing by Maclaurin's inequalities (1.8) we must have equality. Similarly, for small > 0, we get
then taking the limit as → 0 gives
Combining this with the monotonicity of F shows that log F is continuous, and exponentiation proves the proposition. 
is uniformly continuous.
Proof. This follows from Lemma 3.1, Proposition 3.5 and the Heine-Cantor theorem. (1) and n = 600 (dashed blue), 800 (dotted red), 1000 (solid black). Proof. Taking the logarithm, we get
Using Stirling's formula gives
Exponentiation gives the desired result.
Lemma 3.8. For any c ∈ (0, 1] and almost all α the difference between consecutive terms in the sequence {S(α, n, cn) 1/cn } n∈N goes to zero. Moreover, the difference between the n th and the (n + 1) st terms is O log n n .
Proof. We have two cases to consider: when c(n + 1) = cn and when c(n + 1) = cn + 1. Let k = cn and x i = a i (α). In the first case, the difference between the n th and the (n + 1) st terms is
which, for sufficiently large n, can be bounded above by
As all the x i ≥ 1, the fraction multiplying x n+1 is ≤ 1. For almost all α and for large enough n, we have x n+1 < n 2 , and this difference is no bigger than
Next we consider the case when c(n + 1) = cn + 1. The difference is now
which is less than n 3 for large enough n and for almost all α, we find
Thus the claim holds in both cases.
The following proposition is a corollary of Lemma 3.8.
Proposition 3.9. For almost all α, if the sequence {S(α, n, cn) 1/cn )} n∈N does not converge to a limit then its set of limit points is a non-empty interval inside
Proof. Since the sequence must lie in this compact interval eventually, it must have a limit point x. If the sequence does not converge to this limit, there must be a second limit point y with, say, y − x = > 0. If there are no limit points between x and y, then infinitely often consecutive terms of the sequence must differ by at least /3. This cannot happen for almost all α by the Lemma 3.8, and so the set of limit points cannot have any gaps between its supremum and infimum. Since the set of limit points is closed, it must be a closed interval.
Lemma 3.10. Let f (n) be some integer-valued function such that f (n) > n for all n, and let
Then for almost all α we have
Proof. This follows from the fact that the sequence of geometric means is (almost always) Cauchy with limit K 0 . More explicitly,
This quantity must go to zero as n → ∞, which implies that the limit in question is 1.
3.1. Note added in proof. The arguments given in the body of this paper for Theorems 1.1 and 1.2 and in support of Conjecture 3.4 are very elementary. While the article was being typeset for publication, J. Bochi directed our attention to the article [5] by Halász and Székely.
Using their results we can prove that Conjecture 3.4 is true and provide an explicit formula for F (c). We have the following.
we have the existence of the limit lim
Moreover, F (c) is continuous and given explicitly by
33) where r c is the unique nonnegative solution of the equation
See Appendix B for a sketch of the proof. We also have the following.
Corollary 3.12. For almost all α ∈ [0, 1], the following hold:
where F is defined in (3.33). In particular, Conjecture 3.4 is true.
In particular, this implies Theorem 1.1.
See Appendix B for the proof of the corollary.
AVERAGES FOR QUADRATIC IRRATIONAL α
Lagrange's theorem (see e.g. [9] ) states that α has a (pre)periodic continued fraction expansion if and only if it is a quadratic surd. These real numbers in general do not have the same asymptotic means as typical α. Let us restrict our attention to periodic α = [a 1 , a 2 , . . . , a L , a 1 , a 2 . . . , a L , . . .], the preperiodic case being similar, see (3.9) . In this case the value of the arithmetic and geometric means are independent of the number of periods we include, as long as it is integral. This does not extend to the other elementary symmetric means.
Let us consider an arbitrary sequence of positive real numbers (not necessarily integers) with period L, X = (x 1 , . . . , x L , x 1 , . . .). We want to study the function
for k ≥ 1. Notice that, for fixed k, the function c → F X (k, c) is non-increasing by Maclaurin's inequalities (1.8) and piecewise constant. In particular, for c ∈ (0,
We investigate the case of 2-periodic sequences X = (x, y, x, y, . . .) first. We have
see Figure 3 . 
The following lemma addresses the convergence as k → ∞ for the sequence (4.2) at c = 1/2, where F X (k, 1/2) = S(X, 2k, k) 1/k . Monotonicity in k and an explicit formula for the limit in terms of x and y. Lemma 4.1. Let X = (x, y, x, y, . . . ) be a 2-periodic sequence of positive real numbers. Then for sufficiently large k ∈ N, we have
which is the 1 2 -Hölder mean of x and y.
Proof. If x = y then the lemma is trivially true and (4.3) is actually an equality. Thus we can assume that x = y. We want to show that S(X, 2k, k)
with t = x/y. Without loss of generality we can assume that 0 < t < 1. Recall the Legendre polynomials P k (u), defined by the recursive formula
with P 0 (u) = 1 and P 1 (u) = u. An explicit formula for P k (u) is
This allows us to write
where u = 1+t 1−t > 1. We show that (4.9) holds for sufficiently large k. For u = 1 we have P k (1) = 1. Using Stirling's formula, one can check that 2k k 10) and, since the function k → log k+log π k is strictly decreasing for k ≥ 1, the inequality (4.9) holds when u = 1 for sufficiently large k. The expansion (for fixed k) at u ∼ 1 is 
by (4.10) for sufficiently large k. Therefore, by continuity of u → P k (u), (4.9) is true in some neighborhood of u = 1, i.e., there exists δ > 0 such that (4.9) holds for u ∈ (1, 1 + δ] and all sufficiently large k.
To consider the case of arbitrary u ≥ 1+δ we use the following generalized Laplace-Heine asymptotic formula (see 8.21 
We have z > 1 and for any p ≥ 1 12) where the big-O constant is uniform for arbitrary u ≥ 1 + δ. Notice that all terms in (4.12) are strictly positive. Observe that z
, and that
For p = 2, (4.12) yields
Now we use the following asymptotic formulas (as
in (4.14). We obtain, for sufficiently large k,
where
, and the constants implied by the O-notations depend only on u. This implies
and, by (4.10),
As before, the monotonicity of k → log k+log π k gives (4.9) for arbitrary u ≥ 1 + δ for sufficiently large k. This concludes the proof of (4.3). Now (4.4) follows from (4.15) since
, see also Figure 3 (left). For any fixed 2-periodic X we just showed in Lemma 4.1 that for c = 1/2, the sequence {F X (k, 1/2)} k≥1 is monotonic (and convergent). It would be naturally to conjecture that this sequence is monotonic for every c. This, however, is not true, as it can be seen already in Figure 3 . For instance, at c = 1/3 we see that Figure 4 addresses the question of monotonicity in k for various values of c more directly: it is clear that the sequence {F X (k, c)} k≥1 is monotonic only at c = 1/2. The same figure also suggests that, for fixed X and 0 ≤ c ≤ 1, the sequence {F X (k, c)} k≥1 converges to a limit, notwithstanding the lack of monotonicity.
Let us try to explore the above claim of convergence as k → ∞ for c = 1/2. For simplicity, let us consider the case of c = 1/3. We want to prove the existence of the limit lim k→∞ F X (k, 1/3) = lim k→∞ S(X, 2k, k where X = (x, y, x, y, x, y, . . .). The sequence (2k, 2 3 k ) consists of the following three subsequences: (6k − 2, 2k), (6k, 2k), (6k + 2, 2k + 1). Let without loss of generality 0 < t = x/y < 1. If we try to argue as in the proof of Lemma 4.1, we get that
where 2 F 1 is the hypergeometric function
is the Pochhammer symbol 2 . Let us notice the three limits
as k → ∞. Numerically, we observe that each of the three functions
converges (monotonically) to a strictly increasing function of t, say t → M (t), such that
, see Figure 5 . Notice that the function t → The above analysis supports the conjecture that for an arbitrary 2-periodic sequence X = (x, y, x, y, . . .) and every 0 ≤ c ≤ 1, the sequence F X (k, c) converges (not monotonically, unless c = 1/2) to a limit. We can repeat the above analysis for nonnegative sequences X = (x 1 , . . . , x L , x 1 , . . . , x L , . . .) with longer period L, where The above analysis allows us to formulate the following conjecture.
. .) be a periodic sequence of positive real numbers with finite period L. Then for any c ∈ [0, 1] the sequence {F X (k, c)} defined in (4.1) is convergent and the limit
is a continuous function of c.
Notice that we already know that It is also possible to write the sums in (4.17) in terms of Jacobi polynomials P (α,β) n (u) where n, α, β depend on k and u = 1+t 1−t as in the proof of Lemma 4.1, see 22.5.44 in [1] . This representation, however, does not seem to be useful for our purposes. As pointed out already, the conjectured pointwise convergence of the sequence of functions {F X (k, c)} k≥1 to F X (c) is in general not monotonic in k. Despite this fact, a Dini-type theorem holds in this case since the limit function c → F X (c) is monotonic. We have the following. . Plot of the function k → F X (k, c) for the 3-periodic sequences X in Figure 6 and for c ∈ {.1, .2, . . . , .9}.
is non-increasing, we have
Similarly, we get
Thus, for k large enough, we obtain |F X (k, c) − F X (c)| < 2ε for every 0 ≤ c ≤ 1.
If we assume Conjecture 4.2 (in which averages are taken over integral multiples of the period L), we can show that for every periodic sequence X the averages S(X, n, cn) 1/cn have a limit as n → ∞ for every 0 ≤ c ≤ 1. Proof. Arguing as in the proof of Lemma 3.8, we can show that there exists some constant C such that
Thus for any n we can find a k so that
However, by (4.22), the subsequence
converges to F X (c) as k → ∞.
APPROXIMATING THE AVERAGES FOR TYPICAL α
In this section we provide a strengthening of Theorem 1.1 assuming that Conjectures 3.4 and 4.2 are true.
Theorem 5.1. Assume Conjecture 4.2. For any arithmetic function f (n) which is o(n) as n → ∞, and almost all α, we have
If we also assume Conjecture 3.4 we can replace the lim sup with a limit.
The proof of this theorem uses an approximation argument, where typical α are replaced by quadratic irrationals (discussed in Section 4) with increasing period. In the limit as the period tends to infinity, these numbers have same asymptotic frequency of continued fraction digits as typical real numbers.
To this end, recall that as discrete random variables, continued fraction digits are not independent (see [9] ). However, for almost all α their limiting distribution is known to be the Gauss-Kuzmin distribution:
Definition 5.2. For each integer d > 1 we define a periodic sequence X d via the following construction. For each k ∈ {2, 3, 4, . . . , d} let P GK (k) · 10d 2 of the first 10d 2 digits of X d equal k, and set the remaining of the first 10d 2 equal to 1. Extend X d so that it is periodic with period 10d 2 .
We identify the periodic sequence X d with the corresponding continued fraction. For d = 2 we have P GK (2) · 40 = 6 and 2, 2, 2, 2, 2, 1, 1 
Proof. Pick a subsequence {n k } of {n} such that S(α, n k , cn k ) 1/cn k converges to the lim sup. For n k sufficiently large, at least P (j)n k of the first n k terms in X(α) are equal to j for each j ∈ {2, 3, . . . , d}. The desired inequality follows.
Lemma 5.4. Assume Conjecture 4.2. For any M ∈ R we can find c > 0 sufficiently small and an integer d sufficiently large such that 8) and so for some c > 0 we must have
We can now use the lemmas above to prove Theorem 5.1.
Proof of Theorem 5.1. Suppose the lim sup were equal to some finite number M for some f which is o(n). Then simply let d and c be as in Lemma 5.4, and use Lemma 5.3 to obtain a contradiction, since Maclaurin's inequalities (1.8) give us that and thus we can say the limit is infinite in this case, since the lim inf cannot be finite.
We conclude this section with another conjecture, which states that the almost sure limit lim n→∞ S(α, n, cn) 1/cn = F (c) (which exists if we assume Conjecture 3.4), can be achieved by considering lim d→∞ F X d (c) (recall that F X d (c) is well defined if we assume Conjecture 4.2). The existence of the latter limit is proved in the following lemma. Proof. Suppose that for some c and some
Then we can find a sufficiently large N such that
However, if we rearrange the first (10N dd ) 2 terms of both X d and X d and order them from least to greatest, we see from the definition of X d that this rearranged X d is term by term greater than X d , and so this is a contradiction. Thus 12) and so by Lemma 5.3 and the monotone convergence theorem, we get the existence of the limit and an upper bound:
As already anticipated, we conclude with a conjecture, which extends Conjecture 3.4.
Conjecture 5.6. For each c ∈ (0, 1] and almost all α the limit F (c) = lim n→∞ S(α, n, cn)
1/cn
exists and lim
Moreover, the convergence is uniform in c on compact subsets of (0, 1].
6. PROOF OF THEOREM 1.3 AND COROLLARY 1.4
6.1. Preliminaries. We begin with two lemmas about the tails of binomial distributions.
As is well known, these approximate a bell curve and apart from a central section of a few standard deviations in width, there is little mass; our arguments require a quantitative version of this. 
Proof. Let (t 0 , t 1 , . . . , t n ) be the terms in the binomial expansion of (λ + (1 − λ) ) n . These of course sum to 1, and for j ≥ m, t j+1 < t j . Thus
Now s < n and 1 − λ ≥ 1/2 so (1/2)s/(n(1 − λ)) < 1. Thus 5) and the lemma now follows.
The companion lemma reads a little differently, and handles the other end of the summation. 
Proof. As before,
The result now follows.
The purpose for these lemmas is to allow us to establish that when l is small enough, which we shall specify as satisfying 2 l ≤ n 1/4 , the digits of α (or more accurately, proxies for them which we shall now describe) fall into various bins with predictable frequency.
We now describe how proxy digits for α are constructed. The aim is to satisfy two conditions: first, that each proxy digit β i is within a factor of four of the actual digit α i it replaces, and second, that each β i is independent of the rest of them, with Prob[β i = 2 l ] = 2 −l when l is a positive integer. (The resulting β i 's are, of course, not independent of the α i 's. Each of them is to some extent, strongly if j = i, and much more weakly as |i − j| increases, correlated with all of the α j .)
The (original) digits α i may be seen as random variables on a probability space in which X = [0, 1] with the usual measure and sigma algebra. But there is another probability space that generates the same probabilities for any specification of a finite number of specific digits.
The underlying fact is that if we take X j to be the random variable determined by We take
We take X = Y and take β 1 = 2 − log Y / log 2 .That way, if 1/2 < Y < 1, then β 1 = 2, if 1/4 < Y < 1/2, then β 1 = 4, and so on.
We next set θ = 1/d, set Y = Y 2 , and take X 2 so that
We then take
Since Y is uniformly distributed in [0, 1], the probability that β 2 = 2 l is 2 −l . Continuing in this vein, to determine α j and β j , we set θ = [α j−1 , . . . , α 1 ] and Y = Y j . We choose X so that (1+θ)X/(1+θX) = Y , we take α j = 1/X , and β j = 2 − log Y / log 2 . (For instance, if Y 1 = 0.37, Y 2 = 0.19, and Y 3 = 0.88, then X 1 = 0.37, so α 1 = 2 because 1/3 < X 1 < 1/2. Since α 1 = 2, θ 1 = 1/2. Now from Y 2 = 0.19 we compute (to sufficient accuracy, because high precision is needed only to break ties) X 2 = .19/(1 + (1/2)(1 − .19)) = .135, and thus 1/X 2 = 1.405 and α 2 = 7. That makes θ 2 = 1/(7 + 1/2) = 2/15. Now Y 3 = 0.88 so X 3 = .88/(1 + (2/15)(.12)) = .866, so α 3 = 1 and θ 3 = 15/17. Meanwhile, directly from the Y j 's, we have β 1 = 4, β 2 = 8, and β 3 = 2.)
We claim that (with probability 1) α j /2 < β j < 4α j . The exclusion of sets of measure zero allows us to rule out equality in any of the bounds we have relating X, Y , α j , and β j . For short, we write α in place of α j here. (There is, in this model of the situation, no underlying α to generate the digits α j .) We write β in place of β j . First, we show that α/2 < β. Note that l > − log Y / log 2 > l − 1, so that 1/β < Y < 2/β. Note also that we can write X = 1/(α + ) with 0 < < 1.Since Y = (1 + θ)X/(1 + θX), this says that
Clearing fractions and simplifying, 2(α+ +θ) < α+ α, which is impossible because θ < 1, α > 0, and > 0.
We next show that β < 4α. Suppose β ≥ 4α. Then 4/β ≤ 1/α, so (1 + θ)/(α + + θ) < 1/2α. Clearing fractions, we have 2α(1 + θ) < α + θ + , so α + θ < , a contradiction.
6.2. An Equivalent Theorem. For purposes of Theorem 1.3, the digits β j are perfect proxies for the digits α j . Any term contributing to S 1/k using the original digits is within a factor of 4 of the corresponding term using the proxy digits. The new S is obtained by replacing each α j with the corresponding β j , but also the β j are independent (each from all the other β i ) and identically distributed, each taking value 2 l with probability 2 −l . The following result immediately yields the upper bound in Theorem 1.3 as a corollary. Theorem 6.3. There exist absolute, effectively computable positive constants N , C 1 , C 2 , and R with C 1 < C 2 and R > 1 such that for all n ≥ N , for all k with n 3/4 ≤ k ≤ n/R, with probability at least 1 − n −4 ,
6.2.1. Upper Bound. We now prove the upper bound in Theorem 6.3.
Proof. For an arbitrary positive integer N , the probability that a particular digit β j is as large as N is at most 2/N , so the probability that all of them are less than N is at least 1 − 2n/N . Taking N = n 6 , we discard all cases in which any digit is as large as N , while keeping most of the probability mass. The rest of the analysis assumes no large (greater than n 6 ) digits β j . Now let M = 6 log n/ log 2 , and let B = (b 1 , b 2 , . . . , b M ) be the list of the number of times, for 1 ≤ l ≤ M , that a digit β j takes the value 2 l . For a list of A of M nonnegative integers, we say that
With this notation, we have
This is a key step. When many different values of j correspond to the same β j , the choice of subsets of [n] resolves into a choice of how many of the b l choices of j for which β j = 2 l we shall use, (that would be a l ), and then, which ones. (There are
To analyze the likely behavior of this expression, we need again to discard improbable exceptional cases. Let Q = (log n−2 log log n)/ log 2 . We now claim that if 2 l ≥ n/ log 2 n, that is, if l ≥ Q, then it is improbable that b l ≥ log 3 n. This is quite plausible, since the expected value of b l (it is, we must keep in mind, a random variable) is n/2 l ≤ log 2 n. This requires another lemma.
Lemma 6.4. If 0 < γ < 1 and n ≥ 1 and m ≥ γn then for τ > 1,
Proof. The right side of (6.15) is equal to n j=0 n j
The terms in which j < m are at least positive, and they are competing with zero. The terms in which j ≥ m are the product of the corresponding term on the left with τ j−m , which is at least 1.
Returning to the proof of Theorem 6.3, we take γ = 2 −l and m = log 3 n and τ = log n and conclude that when l ≥ Q,
For n sufficiently large, this is much less than any particular negative integer power of n. We may safely discard digit strings in which b l ≥ log 3 n with 2 l ≥ n/ log 2 n, and we do discard them.
Continuing with our program of expelling complicating exceptional cases, we now throw out all cases in which 2 l ≤ n/ log 2 n and b l > 2n/2 l . (The expected value of b l is n/2 l so getting twice as many as expected should be unlikely.) If l = 1, it is outright impossible, so assume l > 1. This time, we take m = 2n/2 l and γ = 2 −l and τ = 2, and we conclude that
Again, for n sufficiently large, this is less than any particular negative power of n. We subdivide the cases further. Let r = n/k and let L be the largest integer l such that 2 l /l ≤ r. This characterization of L is needed but it takes a bit of calculation to get explicit bounds for L. Note that since 2 L+1 /(L + 1) > r, for r sufficiently large (and we choose R so that this is assured) L > log r. Thus 2 L > 1 2 r log r. On the other hand, if L ≥ (log r+2 log log r)/ log 2, then 2 L /L ≥ (r log 2 r) log 2/(log r+2 log log r), which contradicts 2 L /L ≤ r when r ≥ R and R is large enough (since we control R, it is). Thus log r < L < (log r + 2 log log r)/ log 2. Another iteration of this kind yields L > log r/ log 2.
What would happen to a term in S if we converted all digits β j with r ≤ β j ≤ Q into 1's? That would reduce terms involving any such digit, but by a factor D of at worst
The effect on S is thus to reduce it by a factor D satisfying
Taking the 1/k power of this, we see that such a replacement strategy can at worst reduce S 1/k to 1/16th of what it would otherwise have been.
As to the still larger digits, the effect of deleting them is to divide any term of S by a factor D satisfying
As k ≥ n 3/4 , we have M 2 log 3 n/k → 0 and D 1/k tends to 1 as n → ∞. This reduces the analysis down to the heart of the matter: Not counting the already controlled contributions from large, but infrequent, digits, and assuming the remaining values of b l are not too unusual, how large can S be?
We now apply Lemmas 6.1 and 6.2. For l with 2 l /l ≤ r, we take λ = 2
we conclude that for n sufficiently large,
Similarly, in the other direction, the probability that b l falls short of n/2 l by (n/2 l ) /34 + 2 is less than exp(−n 1/4 ) for n sufficiently large. Thus, for all l with 1 ≤ l ≤ L, and for n sufficiently large, b l is almost surely within n/2 l ± (n/2 l ) 3/4 , give or take 1 or 2. In the context of the theorem, big digits, that is, those greater than 2 L , cannot affect the truth or falsity of the claim. There are (with very high probability) no more than log 3 n digits greater than n/ log 2 n, and none greater than n 6 . Even if all of them somehow turned up in every term of S, they would not affect the result, because (n 6 log 3 n ) ≤ 2 k for large n, and we can absorb factors such as 2 k simply by doubling C in the statement of the theorem. The fairly big digits, the ones with 2 L < β ≤ n/ log 2 n, cannot affect the issue for similar reasons. They can at most contribute a factor of
. As a result, we can with impunity reassign all large digits to any lesser value we please.
We set them all to 1. Since 2 L > r log r/ log 2, there are no more than E = 3n/(r log r) + 6 log 4 n of them. At this point, what remains to be established is that with high probability,
for suitably chosen C, where
In (6.22) , the effect of the first sum is at most a matter of multiplying the result of the largest second sum by 2 E . Since E < k, this is harmless and it suffices to show that for any kk between 0 and k in place of k, the rest of the expression is bounded by some (C log r)
k . As will become clear, the only case that matters is kk = k, so we now treat that case.
We need to prove that
In this sum, we can safely replace 1/ n k with k!/n k since k < n/2 and we can absorb factors of 2 k . We can safely replace
At this point, we drop the condition that A ≤ B. The choices for A are any list of L nonnegative integers that sum to k. We claim that there exists C > 0 such that for n sufficiently large and
The powers of n and of 2 cancel, leaving us to prove 6.25) however, this sum is exactly what one gets from expanding (1 + · · · + 1) k (L 1's added) according to the multinomial theorem. Therefore, the sum equals L k , and with Proof. To find lower bounds for S, we can again discard unlikely events, and as a result, again work within the setting where b l is close to n/2 l for 1 ≤ l ≤ L. We can of course demote large digits, should they occur, to values no greater than 2 L , and we do. Our strategy for a lower bound is to pin all our hopes on a single term from A≤B L l=1 b l a l 2 la l : the term in which all the a l are (as nearly as possible) equal. Since the sum of the a l is equal to k (after demotions, if necessary) this means that each a l should be one of the integers bracketing n/L. We need a fact about factorials: for integers b and s with b ≥ 1 and 1 ≤ s ≤ b, 
and where L l=1 l = 0. The goal is to show that there exists C 1 > 0 so that S ≥ (C 1 log r) k provided the values of b l fall within ±(n/2 l ) 3/4 for 1 ≤ l ≤ L. We are working with 'binarized', independent digits β j . We have
because the right side is just one of the terms of S. Thus
from our recent bounds on factorials. We are working in the (highly probable) case that
From our estimates for L and the requirement that 2 L+1 /(L + 1) > r, it follows that 2 L+1 > r log r/ log 2.
While there is a lot of slack in this step and we could avoid giving away the powers of 2, we don't need such savings. We now have
This completes the proof of the other direction of Theorem 6.3, and thus of Theorem 1.3.
6.3.
A lower bound when r is large. For large r, we have Theorem 6.5. There exist positive constants δ, C and N such that for all n ≥ N and all k with 1 ≤ k ≤ n 3/4 , and with probability at least 1 − exp(−δ log 2 n),
Proof. Let r = n/k . The basic idea here is that we cut up [n] into k intervals of length r, [r] + tr, 0 ≤ t < k, together with a possible rump interval of length less than r, which will not be used. We then restrict attention to terms of S in which one of the k digits α j is taken from each of those intervals.
As we did earlier, we need to replace the original digit stream (α j ) of α with a new digit stream (β j ) in such a way that each β j is (deterministically) within a constant multiple of the original corresponding α j , but so that also the β j 's are, as random variables, independent of each other and identically distributed. The difference is that this time, that distribution has density function u given by u(x) = 1/x 2 for x ≥ 1, and 0 otherwise. As before, we regard the digits α j as being produced sequentially by a process regulated by an underlying sequence of probability density functions, each of the form f θ (x) given by f theta (x) = (1 + θ)(1 + θx) −2 if 0 < x < 1, and by 0 otherwise. Initially, θ 0 = 0. If α 1 , . . . , α j have been chosen and it is time to 'roll the dice' and see what α j+1 is, we set θ = θ j = [α j , . . . , α 1 ] = 1/(α j + 1/(α j−1 + · · · + 1/α 1 ) · · · ), we take a random real number X j+1 chosen with density f θ from [0, 1], and we take α j+1 = 1/X j+1 . The choice of β j is driven by much of the same process, except that once we know X, we take β = β j+1 so that
The conditional density of β = β j+1 given α 1 , . . . , α j and thus θ, is in all cases u(x). Thus the overall probability density function for β j+1 , being a weighted sum of the conditional densities, is also u(x).
As to the relation between α = α j+1 and β = β j+1 , boiled down, the preceding calculation gives β = (1 + θX)/(X + θX). If 1/(α + 1) < X ≤ 1/α, then
so regardless of θ ∈ [0, 1), α/2 < β < 2α. Thus using digits β j in place of α j in calculating S at worst reduces S by a factor of 2 k . This is acceptable, because we can just divide the 'C' we get in the proof of the theorem under discussion but using S determined with digits β j by 2 for our result with respect to the original digits. Now let A be the set of all subsets of k elements of [n] such that for each j with 1 ≤ j ≤ k, exactly one element of A belongs to {(l − 1)r + 1, . . . , (l − 1)r + r}. We then have
where the U j are random variables, each identically distributed and independent of the others, with density u r that is the convolution of r copies of u. (So that, for instance, u 2 (x) = 0 for x < 2, and for
If we knew that U was almost surely larger than r log r, or even something in that ball park, we'd effectively be done.
It is known that the probability density functions u r converge in distribution, as r → ∞, to appropriately scaled copies of the Landau density, one of a family of stable densities, and with the scaling taken into effect, very little of the mass of u r figures to sit substantially to the left of r log r. The Landau distribution has a 'fat tail' to the right, so that it is entirely possible that U will be substantially larger than r log r. All this, while informative, is not dispositive because the margin of error in the difference between u r and its limit is unfortunately large enough that we cannot use it in the proof of the result stated here.
Instead, we obtain an upper bound for the probability that U < r log r−Kr by studying the Laplace transform of u. For s > 0, let F (s) = ∞ 1 u(x)e −sx . Let F r (s) = ∞ r u r (x)e −sx . It is a well known property of the Laplace transform that it carries convolution to multiplication, so that, in particular, F r (s) = (F (s)) r . We now claim that for 0 < s < 1, F (s) < exp(s log s). To see this, note that for x ≥ 1 we have e −sx < 1 − sx + (1/2)s 2 x 2 since the series expansion of e −sx is alternating with terms of decreasing absolute value. Thus We take K = 1 + 2 log log r and s = e K−1 /r. Since r ≥ n 1/4 and n is large, s < 1. With our choice of s and K, after plugging in and simplifying we have Thus with probability greater than 1 − n exp(− log 2 n/16), each of the k U j is greater than r log r − Kr > 1 2 r log r. With high probability, we therefore have
4 k n k (r log r) k ≥ log r 5e k , (6.38) this last bound using 5 instead of 4 in the denominator because rk is perhaps a little less than n. This completes the proof. First note that increasing k decreases S(α, n, k) 1/k . We thus begin by replacing f (n) with max(n 3/4 + 1, f (n)) so that Theorem 1.3 applies to f . Write k = k(n) for f (n) . Since n/k → ∞ as n → ∞, C 1 log(n/k) → ∞. Hence, for any M > 0, there exists N so that C 1 log(n/k) > M for n > N , and thus for n > N we have Prob S 1/k (α, n, k) < n −4 . If S 1/k (α, n, k) does not tend to infinity then there exists an M such that for all N there exists n > N with S 1/k (α, n, k) < M . For N large enough so that C 1 log(n/k) > M for n > N , though, Theorem 1.3 implies that the probability that there exists such an n is less than ∞ n=N +1 n −4 < N −3 . As the only number in [0, 1] that is less than N −3 for all N is 0, we see that with probability 1, S 1/k (α, n, k) → ∞. 2
APPENDIX A. COMPUTATIONAL IMPROVEMENTS
We describe an alternative to the brute force evaluation of S(α, n, k); the code is available from the authors (email dahensley@suddenlink.net). In some rare cases (such as when the first n digits of α's continued fraction expansion are distinct) there is no improvement in runtime; however, in general there are many digits repeated, and this repetition can be exploited. For example, the Gauss-Kuzmin theorem tells us that as n → ∞ for almost all α we have approximately 41% of the digits are 1's, about 17% are 2's, about 9% are 3's, about 6% are 4's, and so on.
To compute S(α, n, k) we first construct the list L(α, n) := (α 1 , α 2 , . . . , α n ) (A.1) of α's first n continued fraction digits. Next, we set T (L(α, n), n, k) = near .17n, d 3 = 3 and m 3 around .09n, and so on for a while (but not forever!). 3 For instance, when n = 10 and α = π − 3, we have L(π − 3, 10) = (7, 15, 1, 292, 1, 1, 1, 2, 1, 3) and L (π − 3, 10) = ( (5, 1), (1, 2), (1, 3), (1, 7), (1, 15), (1, 292) ). Now let B(L (α, n)) denote the set of all lists b = (b 1 , b 2 , . . . , b u ) of u non-negative integers that sum to k and that satisfy b j ≤ m j for 1 ≤ j ≤ u. For instance, with the example above if k = 3 then one such b would be (2, 0, 0, 0, 1, 0), and B(L (α, n) ) has 26 elements in all.
It is not hard to see that
Proof of Corollary 3.12. From Theorem 3.11, we know that for each fixed c ∈ (0, 1], (i) holds for almost all α. Now, taking a countable union of sets with zero measure, we see that for almost all α, (i) holds for all c ∈ (0, 1] ∩ Q. However, continuity of F (c) and Maclaurin's inequalities already imply that for such α, (i) holds for every c in (0, 1]. Indeed, if p m (resp. q m ) is a rational sequence which increases (resp. decreases) to c, then for any m we have by Maclaurin's inequalities and so sending m → ∞, continuity of F implies that (i) holds. Now we may obtain (ii) from (i) by observing that using Maclaurin's inequalities, it suffices to show that , (B.6) which diverges because the first limit diverges and the second limit is bounded below by 1.
Corollary 3.12 implies that Conjecture 3.4 is true and gives a stronger version of our Theorem 1.1.
