Abstract: This paper presents a portable simulation environment for robotics, implemented with open source components and aimed at research, offline programming and educational usage. The simulation employs rigid body dynamics, collision detection, customizable robot environments and real-time 3D graphics. A case study presents an application for collision detection and avoidance in physical robots, outside the simulation environment, with experimental results showing benchmarks and real-time monitoring issues.
INTRODUCTION
Robot simulation started at the beginning of the 20 th century as a research tool, and nowadays is a powerful tool useful both in industrial and academic environments, used for kinematic and dynamic analysis, offline programming, for designing advanced control algorithms, and also being able to simulate entire production lines and interaction between components at electrical, mechanical (physics) and logic (software) levels. A comprehensive overview of simulation in robotics is given in (Zlajpah, 2008) , discussing the advantages, disadvantages and the role of the simulation in different fields of robotics.
Most of the commercial robot companies offer complex simulation packages for robots, from industrial robot arms (Adept Digital Workcell, ABB RobotStudio, KUKA Sim) to mobile robots (Webots) and humanoid robots (the open source gazebo and pr2 simulator from Willow Garage). There are also third party packages, like Microsoft Robotics Studio, which can be extended to various types of robots and can be programmed with languages compatible with the .NET platform.
Most software for simulating industrial robot arms is available under proprietary licensing terms, for example, the ABB RobotStudio and KUKA Sim are available in demo (free) and full (commercial) versions, while Adept Digital Workcell is available only as a commercial version. Moreover, since the source code for those systems is not available, their usefulness is limited when used for teaching the fundamentals of robotics, since the students are not able to learn from the implementation of the simulation package. Another disadvantage of most commercial software package is their dependence of a single computing platform, Windows, while neglecting the users of other operating systems like Macintosh and Linux (Marcu et al., 2010) . This paper presents a real-time simulation package implemented with portable, open source components, which was used to develop motion planning algorithms (Borangiu et al., 2009) , collision detection (Dumitrache and Borangiu, 2010) and laser sensor simulation (Borangiu et al., 2008) for a 3D scanning platform, and which was extended as an useful tool in the robotics laboratory for teaching purposes.
DESIGN AND IMPLEMENTATION
One of the main avantages of open source software is that, at least in theory, anyone can analyze the source code, learn from it and add improvements, either by fixing existing bugs or adding new features. However, in practice, this is difficult because, usually, the user wanting to make changes to the source code has to have the development tools installed, and recompile the software after each change. Also, languages like C and C++ tend to be harder to read by beginner developers, which diminishes the theoretical advantage of the open source software model. This situation can change if high-level scripting languages are used, like Python, Lua or Matlab/Octave; however, an implementation performed entierely in a scripting language could be much slower than the C/C++ implementation of the same algorithm. The best solution is to use libraries implemented in C/C++ and offer bindings to scripting languages for easier integration.
For this application, the main language for development was chosen to be Python, due to its source code readability and availability of high level libraries. Physics simulation (rigid body dynamics) is provided by Open Dynamics Engine, implemented in C, using the PyODE bindings for Python. Realtime 3D graphics are implemented with the Python Computer Graphics Kit (cgkit), which offers highlevel functions for working with 3D mesh models, and is based on the cross-platform library Simple DirectMedia Layer (SDL).
Python is an interpreted and dynamically typed programming language. While this ensures flexibility and a concise syntax, every variable access generates a lookup in the dictionary of names, and this results in a large speed penalty. For a real-time system, bottlenecks can be rewritten either in C/C++, or can be implemented in Cython using static typing in the innermost loops, which can result in performance equal to the C equivalent of the same algorithm (Seljebotn, 2009 ).
Another disadvantage of many open source software packages is the difficulty of installation, since the developer assumes the user knows how to compile and install the software, which is not usually true. The simulation presented in this paper does not require any compilation steps, and uses only Python language and libraries which are present in the repositories of most Linux distributions. For Windows users, the Python language interpreter and all the necessary libraries are included, which has an additional benefit of letting the user modify the source code without having installed any development environment.
Robot programming language
Since the robot arm used in the 3D scanning platform is manufactured by Adept and is programmed using the V + language, it was desirable to use the same language for programming the simulated robot, so the same program can run unmodified on the physical robot and on the simulation.
The V
+ language uses a Basic-like syntax, with one statement on each line, and having procedural programming primitives like standard control flow structures and subroutines. Because it is possible to perform a straightforward translation of V + statements to Python lines, translating the V + program into Python instructions becomes a viable option which avoids implementing from scratch a language compiler, interpreter and debugger. Instead, the Python parser component is reused when processing expressions and function parameters. After translation, the robot program is run by the Python interpreter and debugger in a transparent way.
A disadvantage of this approach appears at the error handling stage. Because the program is interpreted by Python, its error messages usually differ from the ones displayed by the V + controller. This behaviour may be confusing for begginer users. However, due to the possibility of line-by-line translation, the line numbers in the translated program are the same as the numbers in the original program, so the source of error is indicated in the original V + source file.
User interface
The user interface combines a 3D rendering window with graphical elements for manual robot control, with a console-based interface which emulates the V + operating system console from the robot controller (Fig. 1) . The graphical elements are drawn on a 2D canvas which is overlaid on the 3D rendering window as a texture which is positioned by inverting the current OpenGL model and projection transformation matrices, with gluUnProject function. The console is implemented using a customconfigured IPython shell, with V + monitor commands implemented as IPython magic functions, and provides Tab completion, context help and introspection capabilities.
For syntax highlighting, an external ASCII editor is used; on the Windows platform, the installation archive includes the Notepad2 editor, which is very small (under 300 KB) and it uses the Scintilla source editing component. Since V + is not case sensitive, but the convention is to write keywords and built-in functions with uppercase, and variables with lower case, the simulator performs automatic case conversion and indentation for the V + source code, like the editor used on the robot controller. 
Simulation environments
An environment describes all the elements with which the robot can interact, and is described using a Python script file which uses a specific API. The functions allow adding components such as working parts, part stacks, part pallets, sensors, conveyor belts, part dispensers, I/O signal wirings and passive rigid bodies described either as elementary geometric primitives (box, sphere, capsule) or as triangle meshes. File formats supported for mesh import are determined by cgkit's import plugins, including STL, PLY, 3DS, Geomview OFF and VRML.
A simulation environment can include robot programs and known locations, accessible as global variables, as well as a description of the elements available and the task which should be performed by the user. This feature is helpful when using the simulation package in a classroom environment, where a robot programming problem can be accompanied by a pre-configured simulation environment, according to the problem description, and the student has to create the robot program which solves the task.
Predefined simulation environments include simple scenes with vertical box stacks and part pallets for palletizing exercises (Fig. 2 a) , scenes with one or more conveyor belts, sensors and part dispenser (Fig. 2 b) which require digital I/O for interaction with the robot, a Hanoi towers puzzle to be solved by the robot (Fig. 2 c) , and also scenes for teaching Tool transformations and developing complex robot trajectories with procedural motion techniques (Fig. 2 d) .
ROBOT SIMULATION
For the robot arm, the simulation should be able to render it in any user-defined position. The user should be able to control either the joint angles for each articulation, or the 
Kinematic simulation
At the lowest level, 4 × 4 homogeneous transformation matrices are defined as primitive data types, implemented using NumPy (Oliphant, 2006) as the underlying matrix library. They include translation and elementary rotations (around X, Y and Z). The next level include direct and inverse kinematics of the robot, which transform from a joint space configuration to a Cartesian position and viceversa. Fig. 3 . Reference frames for 6-DOF robot arm Direct and Inverse Kinematics. The direct kinematics for the robot arm function is obtained by using the Denavit-Hartenberg convention (Spong et al., 2005) . The first step is to assign individual reference frames to each link from the kinematic chain, which includes the six robot arms and the laser probe (Fig. 3) . The direct kinematics function is the product of the individual homogeneous transformations (Davis, 2001) for each robot link i = 1..n. An individual matrix, called
, is the transformation from the (i − 1) th link reference frame to the i th link reference frame. The 0 th link is the robot base, and the last link is the end effector. Knowing the Denavit-Hartenberg parameters a i , d i , α i and θ i for each joint i = 1..n, with θ i being the joint variables, the individual transformations T i−1 i can be written:
(1) where T (x, y, z) is the homogeneous translation, and R A (φ) is the homogeneous rotation around axis A with angle φ.
The direct kinematics transforms are 4 × 4 matrices:
(2)
3D rendering
For 3D rendering, the relative transformations for each link i with respect to its parent link (i − 1) have to be known, and they are given by Eq. 1 when the individual joint angles θ i are known. This requires every geometric link to have its reference frame assigned according to the Denavit-Hartenberg convention.
For rendering the mesh of link i, the transformation to be passed to OpenGL is: 
Collision handling
Collision detection. In this robot simulation software, collision detection is employed in two situations:
• between the robot links themselves;
• between the robot and other objects.
The first situation has to make sure that the robot trajectory would not cause collisions between the robot links themselves. For 6-DOF robots, it is easy to program a trajectory which will collide, for example, the end effector with the first link.
When performing queries to the collision library, the pairs of consecutive robot links should be excluded, since their geometries are always in contact. Performing collision queries between them will only return superfluous results and slow down the simulation.
Collision avoidance. This step is performed by a trajectory planner, which knows the initial state, the final state, and can perform collision queries for intermediate states.
The simplest robot programs do not include collision avoidance; they simply move the robot between predefined or computed locations, without any validation. They are usually not robust, since they are based on the assumption that the trajectories are computed in such a way that collisions are not possible.
Collision response. This step is only a visual feedback which shows that a collision happened. In rigid body dynamics engines, contact forces or impulses are applied to the simulated bodies in order to simulate the effect of collisions.
The collision detection module will return, for a pair of bodies, a set of N contact points. For simple models like sphere-plane, only a contact point is returned. For boxplane, there are usually 4 contact points. However, for high resolution meshes, the collision detection routine may report a large number of contact points (maybe hundreds).
In ODE, there are two possible solvers for advancing the simulation in time:
Step and QuickStep. These solvers take into account the joints between bodies (e.g. the robot links) and the contact joints which appear only when two bodies collide. The method
Step is the most accurate method according to (Boeing and Bräunl, 2007) , but its time complexity is O(m 3 ) where m is the number of constraints. QuickStep is an iterative method with O(m * n) complexity (n is the number of iterations per time step), and is comparable with the solvers used currently in video games; however, experiments showed it is not accurate enough for simulated the grasping process and it was unstable with vertical stacks of boxes.
COLLISION AVOIDANCE IN REAL-TIME ROBOT TASKS
This is an application developed on the presented simulation platform, using the Open Dynamics Engine for performing collision detection queries. A program running on the PC workstation monitors the trajectory of a robot arm and ensures robust operation by avoiding the situations in which the robot collides with nearby equipment.
In most robotic tasks, the robot is operated in two modes:
• From the manual control pendant (MCP) of the robot • In automatic mode, where scanning trajectories are generated by the control software
In manual mode, the robot is usually moving at low speeds and the user is assumed to be careful not to cause collisions. However, a robust user interface shouldn't rely on correct user input; it should not allow the user to produce damage to the system no matter what the user input might be.
In automatic mode, the robot moves along a programmed trajectory, which is computed from user-input data, or from parameters computed automatically using sensors or vision equipment. However, users may make mistakes, and autodetection may produce incorrect results.
Collision detection during manual operation.
In this case, a dedicated task monitors the robot operation in real time for collision checking (Fig. 5) . In this mode, no user program is allowed to move the robot or change its speed, due to internal protection mechanisms implemented in the robot controller. When the robot is heading to a colliding situation, the only actions that could be taken from a user program are:
• Give visual feedback on the MCP; • Give audible feedback to the user; • Assert the emergency stop signal (in extreme cases).
In order to be able to give warnings or stop the robot before a collision happens, the monitoring task has to know the future trajectory of the robot arm, but the restrictions from the robot controller do not allow any user program to retrieve the direction of movement during manual operation. However, in this mode it is relatively easy to predict the robot motion, since the robot can be moved using one of the following motion types:
• Cartesian translation (any direction in 3D space); • End-effector rotation (around any fixed axis); • Joint motion (rotate only one robot joint at a time).
Therefore, a predictive collision detection mechanism (Fig. 7) can be used in order to detect the motion type
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Robot Controller (Cartesian or joint-interpolated) and also the motion vector. The prediction equations are described in (Dumitrache and Borangiu, 2010) .
Collision detection during automatic operation. The collision detection mechanism described in this section is designed to be as general as possible, in order to be useful regardless of the particular robot application. The implementation is a watchdog task which analyzes the subsequent motion transparently, while the program is running. If a collision becomes imminent, the following actions can be taken:
• User feedback (visual or auditive);
• Gradually reduce monitor speed (this can be performed even while another program is running); • Trigger the emergency stop (only in extreme cases).
In automatic operation, only one program is normally allowed to move the robot. However, there may be additional program tasks which can watch the robot motion, i.e. read the current position within a loop, and also retrieve the destination of the current motion. Therefore, the watchdog task knows in advance the robot trajectory, and no prediction is necessary.
COLLISION DETECTION BENCHMARKS
This section presents experimental results, obtained with a collision detection simulation implemented using Python language, Open Dynamics Engine as a wrapper for the OPCODE collision detection library (Terdiman, 2001) , and cgkit for 3D geometry and rendering functions.
The triangle meshes used for robot rendering (Fig. 7) were imported from the CAD files, available on the manufacturer's web site. The 3D model for the robot workspace was acquired using a 3D scanning sensor mounted on the robot arm. The meshes were simplified using MeshLab, with the function Quadric Edge Collapse Decimation (Cignoni et al., 2008) , and the resulting number of vertices and faces is presented in Table 2 . The collision detection module uses the Open Dynamics Engine (ODE), which is implemented in C++ and accessible from Python using a C interface, with a Cython-based wrapper (PyODE). The collision detection steps are:
• Place the robot geometry in the test position (which may be different from the rendering position); • Call the collision detection function from Open Dynamics Engine (space.collide); this function will report every pair of possibly colliding geometries, which have to be tested separately; • Each pair of possibly colliding bodies is tested with ode.collide in the nearCallback function called by space.collide; • Place the robot geometry in the initial position, to avoid any side effects.
For evaluating the speed of collision queries, there were generated 1000 positions for the robot arm from If the simulation has to know every pair of colliding bodies (e.g. for visual feedback and for computing collision response), then all the pairs have to be analyzed. In this case, the average collision query time for a randomly selected robot configuration is 5.9 miliseconds, which corresponds to 169 queries / second. The maximum query time (worst case) is 38 miliseconds, and the distribution of collision times is given in Fig. 6 (a) .
If the collision query only has to report a binary answer (the robot collides or not), then the analysis can stop after the first detected pair of colliding bodies. This will greatly speed up the collision detection times, as shown in Fig. 6 (b) . With this modification, the average query time drops to 2.22 miliseconds (450 queries / second), with 8.7 miliseconds in the worst case.
The overhead of Python language can be seen in the call graph from Fig. 8 , which was obtained with profilestats module for the binary collision query. The collision library spends 57% of CPU time for effective computation, the rest of the time representing Python function calls. Therefore, it is expected that an optimized implementation using Cython or C/C++ would result in an acceleration factor of about 3/2.
However, for the current application, the Ethernet connection between the PC workstation and the robot limits the speed of robot position queries to 16 milliseconds (62.5 queries / second), which is two times slower than the worst case timing for collision query. Therefore, no significant performance gain will be obtained by further optimization of the collision queries.
CONCLUSION
This paper presented a portable simulation environment for robot arms aimed at research, offline programming and educational usage, implemented with open source components. The simulation software provides rigid body dynamics simulation, peripheral devices which can be connected to the robot, and a V + robot language interpreter. An application for collision detection and avoidance for robots was developed using the presented simulation package, and experimental results regarding collision detection speed and realtime robot monitoring via Ethernet are provided.
