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Abstract 
We solved the Landau-Lifshitz equations numerically to examine the time- 
development of a system of magnetic particles. Constant or periodical external 
magnetic field has been applied. 
First, the system has been studied without dissipation. Local energy exci- 
tations (breathers) and chaotic transients have been found. The behaviour of 
the system and the final configurations can strongly depend on the initial condi- 
tions, and the strength of the external field at an earlier time. We observed some 
sudden switching between two remarkably different states. Series of bifurcations 
have been found. 
When a weak Gilbert-damping has been taken into account, interesting be- 
haviour has been found even in the case of one particle as well: bifurcation series 
and period multiplication leading to chaos. For a system of antiferromagnetically 
coupled particles, highly nontrivial hysteresis loops have been produced. The 
dynamics of the magnetization reversal has been investigated and the character- 
istic time-scale of the reversal has been estimated. For more particles, the energy 
spectrum and the magnetization of the system exhibits fractal characteristics for 
increasing system size. 
Finally, energy have been pumped into the system in addition to the dissipa- 
tion. For constant field, complicated phase diagrams have been produced. For 
microwave field, it has been found that the chaotic behaviour crucially depends 
on the parity of the number of the particles. 
keywords: magnetic nanoparticles, multilayers, chaos, hysteresis, Landau- 
Lifshitz equations, magnetization reversal 
2 
Acknowledgement s 
First and foremost, I would like to thank Professor Feodor V. Kusmartsev for 
the continuous guidance during my work and his flexibility as a supervisor. I am 
also very grateful to Richard T. Giles for the codes and some useful advices and 
discussions, 
I also would like to thank the Overseas Research Students Awards Scheme in 
the UK and OTKA T-037212 in Hungary for the financial support. 
Contents 
Acknowledgements 2 
Introduction 6 
1.1 Outline of the thesis ........................ .6 
1.2 Magnetic hysteresis 
......................... .8 
1.2.1 Phase-lag or phase-delay .................. .9 
1.2.2 Magnetic free energy .................... .9 
1.2.3 Memory ........................... . 11 
1.2.4 Magnetic domains and the Barkhausen effect ....... . 12 
1.2.5 Rate-dependent hysteresis 
................. . 13 
1.3 Magnetic Equations 
......................... . 14 
1.4 Magnetic multilayers ........................ . 15 
1.4.1 The Ruderman-Kittel-Kasuya-Yosida interaction ..... . 16 
1.4.2 Present and future applications of magnetic multilayers . . 18 
1.5 Magnetic particles ......................... . 21 
1.5.1 Features of magnetic nanoparticles ............ . 22 
1.5.2 Applications of magnetic nanoparticles .......... . 24 
1.5.3 Magnetic RAMs ....................... . 25 
1.5.4 Magnetic quantum cellular automata ........... . 26 
1.5.5 Breathers .......................... . 26 
1.6 The system we studied ....................... . 27 
1.6.1 External magnetic field ................... . 29 
1.6.2 On the code and on the methods of analysis ....... . 30 
1.6.3 Dissipation ......................... . 
31 
1.6.4 Energy-pumping ...................... . 
32 
2 The Hamiltonian system 33 
2.1 One particle (J=O) .......................... 
33 
2.1.1 Zero or constant external field applied to the particle ... 33 
CONTENTS 
2.1.2 Changing external field applied to the particle ....... 37 
2.2 Two particles - Fixed points ..................... 46 
2.2.1 Fixed point of type O/b ................... 49 
2.2.2 Fixed points of type I-II ................... 52 
2.2.3 Nontrivial fixed points .................... 53 
2.3 Arbitrary number of particles without dissipation ......... 55 
2.3.1 Zero external field: energy barriers and energy localization 56 
2.3.2 Constant external field applied only to the first particle, 
energy barriers and energy localization ........... 57 
2.3.3 Constant external field applied to the all particles ..... 59 
2.3.4 Changing external field applied only to the first particle . 60 
2.3.5 Changing and constant external field applied to different 
particles ............................ 62 
2.3.6 Changing external field applied to all particles ....... 64 
2.4 Summary and conclusions ...................... 77 
3 Dissipation 79 
3.1 Constant external field ........................ 79 
3.2 One particle in microwave field ................... 80 
3.2.1 Easy z-axis anisotropy .................... 80 
3.2.2 Hard z-axis anisotropy .................... 82 
3.3 Two or more ferromagnetically coupled particles with dissipation . 85 
3.4 Hysteresis loops 
............................ 86 
3.4.1 Easy-axis anisotropy, no coupling .............. 86 
3.4.2 Easy-plane anisotropy, no coupling ............. 88 
3.4.3 More coupled particles .................... 90 
3.5 New hard-y-axis anisotropy term .................. 94 
3.5.1 Two particles ......................... 95 
3.5.2 More than two particles ................... 100 
3.5.3 Microwave and constant field ................ 103 
3.6 Summary and conclusions ...................... 104 
4 Dissipation and energy pumping 106 
4.1 One particle in constant field ..................... 106 
4.2 Two or more particles in constant field ............... 116 
4.2.1 Constant field, two particles ................. 116 
4.2.2 Constant field, three particles ................ 
128 
4.2.3 Constant field, four particles ................. 131 
CONTENTS 5 
4.3 Periodic external field ......................... 133 
4.3.1 Periodic external field applied to one particle ........ 134 
4.3.2 Microwave and constant field together ........... 139 
4.3.3 Microwave and perturbation field together, the influence of 
fluctuations 
.......................... 143 
4.3.4 Microwave field, more particles: the parity effect ...... 144 
4.4 Summary and conclusions ...................... 
150 
Summary and general conclusions 
Bibliography 
153 
155 
Chapter 1 
Introduction 
1.1 Outline of the thesis 
As some of the most important results contained in this thesis (in Section 3.4) 
are about hysteresis, first, in Section 1.2 we introduce the reader into the gen- 
eral theory of magnetic hysteresis, clarify some basic concepts, most importantly 
the energy terms that are considered through the thesis. Then a whole section 
is devoted to the micromagnetic equations that are used to describe magnetic 
systems. In theory, these equations can be used for the description of magnetic 
multilayers and multiparticle systems as well. Thus, in Section 1.4 we review 
some facts about magnetic multilayers: how they are manufactured, what they 
are applied for and how the layers interact with one another. Similarly, in the next 
section, preparation methods and some application of magnetic nanoparticles are 
delineated and some basic results about their behaviour are mentioned. 
The next chapters contain results obtained in this scientific work. In Chapter 
2 the Hamiltonian system is studied, i. e. the dissipation is zero. We published 
some of the results of this chapter in paper [1]. 
In Section 2.1 the behaviour of one magnetic particle in various external fields 
is investigated. We found nontrivial phenomena like chaotic transient between 
different states, strong sensitivity on the initial conditions and series of bifurca- 
tions. 
In Section 2.2 we concentrate on the fixed points of a two-particle system 
without external field and dissipation. It is worth to mention that a bistable 
system was found, Le. there are two fixed points and the system periodically 
leaves one of them to reach the other and vice versa. 
In Section 2.3 we study magnetic particles with nonzero coupling, strong 
anisotropy and applied external field to them. We observe sudden energy-transfers 
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between particles around chaotic transients, damping-phenomena, energy barri- 
ers and localizations. If the coupling is nonzero but weak, we can produce almost 
arbitrary local energy excitations (breathers) and other kinds of localization by 
inhomogenity in the initial magnetizations but with the application of homoge- 
neous external field and anisotropy. 
In Chapter 3 we include a weak Gilbert dissipation in the Landau-Lifshitz 
equations. The external magnetic field has x direction. 
In Section 3.2 we describe the behaviour of one magnetic particle in various 
magnetic field with dissipation. For microwave field there are several period- 
doubling and a few period-tripling, these form bifurcation series. The cases of 
easy-axis and easy-plane anisotropy are qualitatively different, because in the 
latter chaotic behaviour is dominant. In Section 3.3 we examine how the presence 
of chaos depends on the number of particles and the amplitude of the microwave 
field in a system of ferromagnetically coupled particles. 
In Section 3.4 we investigate the dependence of the shape of the hysteresis 
loop on the parameters of the Hamiltonian and the dissipation. We reveal that 
for antiferromagnetic coupling the parity of the number of particles has a decisive 
effect on the phenomena of hysteresis. 
In Section 3.5 we introduce a hard-y-axis anisotropy term and take into ac- 
count a strong hard-z-axis anisotropy. We analYse the dynamics of a two-particle 
system which was proposed to use as an element in magnetic random access 
memory (MRAM) and reproduce some of the results reported in the scientific 
literature on the hysteresis of this system. Then we examine the magnetization 
reversal and give an estimation of the characteristic time of reversal. For more 
than two particles, we show that the energy spectrum and the magnetization of 
the system show fractal characteristics for increasing numbers of particles. These 
structures are associated with the locally stable minima in a highly complex en- 
ergy landscape. 
In Chapter 4 the behaviour of the system with weak dissipation and energy- 
pumping is investigated. In Section 4.1 a single particle subjected to constant 
external field is studied. The behaviour of the magnetic moment associated with 
this single particle is highly nontrivial. We find several different regions of periodic 
and quasiperiodic - but never chaotic - motion. In Section 4.2 a system of coupled 
particles in similar conditions is studied. The phase diagram is produced for 
two, three and four particles and the regions where chaotic behaviour is possible 
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are indicated. In Section 4.3 sinusoidal external magnetic field is applied and 
bifurcation series is found leading to chaotic motion in the case of one particle 
as well. For a system of coupled particles we show how the formation of chaotic 
behaviour depends on the parity of the number of particles. 
1.2 Magnetic hysteresis 
Hysteresis has a central role in the application of magnetic materials. Rom 
electric motors to transformers, from permanent magnets to magnetic recording, 
all applications rely heavily on particular aspects of hysteresis. 
In a general sense, we might say that hysteresis means the output variable 
is not a single valued function of the input variable. Hysteresis phenomena are 
widespread in nature and ferromagnetic hysteresis is just one among many exam- 
ples. For a condensed matter example, ferroelectric hysteresis loops are also exist 
and studied. However, in this thesis we discuss only magnetic hysteresis, where 
the input variable is the external magnetic field H while the output variable is 
the magnetization M of the sample. 
The most important features of hysteresis loops are the following. The largest 
achievable magnetization M, is called saturation magnetization. The field nec- 
essary to achieve it can be denoted by Hý,. If we decrease the field from the 
saturation value to zero, the magnetization does not usually vanish. The abso- 
lute value M, of the magnetization of the material at zero applied magnetic field 
is called magnetic remanence. The coercive field H, is defined as the field at 
which the magnetization is reduced from remanence to zero. These concepts can 
be visualized by the help of Figure 1.1. 
There are several difficulties behind the concept of the hysteresis loop which 
are easy to forget about. The point is that a hysteresis loop can hardly be 
interpreted as a property of the considered material, but rather it is the outcome 
of several factors, like the measurement method, the specimen geometry and 
metallurgical aspects. As we will see later, the rate of change of the applied field 
can also have importance. So there exists nothing that we can straightforwardly 
call "the hysteresis loop of iron". Moreover, the field and the magnetization are 
vector quantities, thus, in principle, any representation of hysteresis loops should 
be given in vector terms. For the sake of simplicity we often use scalar variables 
H and M in this introduction. 
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Figure 1.1: A simple hysteresis loop. The horizontal axis is the magnetic field in 
H, units while the vertical axis is the magnetization in M, units. 
1.2.1 Phase-lag or phase-delay 
The simplest source of hysteresis when the output lags behind the input. For 
example, if a sinusoidal field gives a sinusoidal output, we have 
H(t) = Hosin(wt) 
M(t) = Mosin(wt - 0) 
where 0>0. If we plot this motion into the (H, M) coordinate-system, we obtain 
an elliptical loop for fixed HO and MO - 
The functional dependence of MO (HO, W) 
and the phase-lag O(Ho, w) on the input variables HO and w can be complicated. 
However, there is no a priori reason to expect that the response of the system 
to a sinusoidal excitation is sinusoidal. This is determined by the structure of the 
system, undistorted sinusoidal behaviour is typical in the case of linear systems. 
We note that phase-lag is present for all physical, biological or even social systems 
if the external conditions change rapidly enough. 
1.2.2 Magnetic free energy 
The principal energy contributions that we expect in a ferromagnet (or an an- 
tiferromagnet) in zero external magnetic field are the magnetostatic energy, the 
exchange interaction and the anisotropy. 
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The magnetostatic energy (sometimes called stray field energy) originates from 
the classical interactions between magnetic dipoles and can be derived from the 
Maxwell equations. As these interactions have long range, this energy-term be- 
longs to the entire body and not simply the sum of the magnetostatic energy 
terms of the components of the body. 
Exchange interaction derives from the combination of the electrostatic cou- 
pling between electron orbitals and the necessity to satisfy the Pauli exclusion 
principle. It results in spin-spin interactions that favour long-range spin order- 
ing over macroscopic distances. The exchange interaction has short-range but 
between neighbouring sites it is typically much larger than the ýdipole-dipole one. 
E, X = -J, -xmi - 
mj = -J, -. 
Mimjcos(o) (1.1) 
where Mi and Mj are the magnitude of the magnetic moment of the atoms, 0 
is the angle between the spins and J,,, is the exchange integral. J,,, >0 means 
ferromagnetic, J,,, <0 means antiferromagnetic interaction. 
The mechanisms of the anisotropy are the following. In a magnetic crystal, the 
disposition of the magnetic moments reflects the symmetry of the hosting lattice. 
Interactions of the moments between themselves or with the lattice are affected 
by the symmetry of the crystal and thus give rise to anisotropic energy contribu- 
tions which is called m agn etocrystal line anisotropy, sometimes also called intrinsic 
anisotropy. The result is that spin orientation along certain symmetry axes of 
the hosting lattice becomes energetically favoured. The dominant mechanism re- 
sponsible for this is the spin-orbit coupling. The same mechanisms also give rise 
to energy variations when the relative position of the magnetic ions are modified, 
i. e. when the lattice is distorted. Due to the presence of the of the magnetoelastic 
coupling to the lattice, the system will spontaneously deform in order to mini- 
mize its total free energy. This deformation depends on the magnetic state of the 
system. The phenomenon in which the magnetic system gets deformed when it is 
magnetized called magnetostriction. The complementary phenomenon is called 
stress anisotropy. Finally, shape anisotropy is the consequence of the geometrical 
shape of the body, the origin of it is the magnetostatic energy. This last term is 
zero for a perfectly spherical sample. In case of the magnetic particles studied 
in this thesis the shape anisotropy can have a great importance. For example, 
for the particles having an ellipsoidal shape the magnetic moment tends to be 
directed along the axes of the elongation. 
These basic mechanisms are at the roots of the behavior of magnetic materials. 
It is the competition between these energies that gives rise to magnetic domains 
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and is eventually responsible for the hysteresis phenomena observed in magnetic 
materials. In addition to these internal mechanisms, in the presence of external 
magnetic field H the magnetization is coupled to this field by the energy term 
Eh= -poM -H (1.2) 
which is sometimes called Zeeman energy and favours moments magnetized in 
the direction of the applied field. So in the general case the system free energy 
has a very complicated form, for fixed value of external field there are many local 
minima corresponding to metastable states. 
1.2.3 Memory 
Hysteresis means that the future evolution depends on the past, on the history 
of the system. In other words, the output M(t) at time t depends on not only 
the input H(t) but also on values M(t') where t' < t. Because of this we can 
attribute memory to the system. If the values of H and M are enough to identify 
the state we speak about local memory. In this case the H(t) function and the 
global variable M(t') (t' < to) uniquely determines M(t) (t > to). The role of the 
past is only select the point in the (H, M) space and there are only two curves 
coming out of this point', one is for decreasing field, the other is for increasing 
field. 
In the more difficult case of nonlocal memory the global variables H and M 
do not completely characterize the system, for complete characterization some 
internal variables should be added. Several states can be associated with a given 
point (Ho, Mo) and maybe infinitely many trajectories can intersect this point. 
In case of real macroscopic specimen local memory is only an approximation, 
because several microstates can result the same average value of M. 
If the system has nonlocal memory, the question arises: how stable are the 
different states Si that can be associated with a given point (Ho, Mo). If not more 
than one of these states is stable (say Sj) then the memory is called nonpersistent. 
It means that if H(t) = Ho is constant, the information from time t< to tends 
to zero with t ---ý oc. One could say that the system forgets its past. The 
system evolves from states Si, i =ý4 1 to state S, or leave the point (Ho, Mo) by 
changing M. If there are at least two states S, and S2 in which the system can 
stay for infinitely long time for fixed Ho than we speak about persistent memory. 
Usually not all of these states Si correspond to the thermodynamic equilibrium 
'More precisely, this is true for quasistatic processes, i. e. if the field changes infinitely slowly. 
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but only one. Persistency of the memory depends not only on the specimen but 
on the temperature as well. Thermal excitation can help the system to leave local 
energy-minima (metastable states) and reach the global minimum. 
1.2.4 Magnetic domains and the Barkhausen effect 
Weiss proposed [2] the concept of magnetic domains in order to explain the fact 
that ferromagnetic materials with spontaneous magnetization could exist in the 
demagnetised state. The magnetization within the domain is saturated which 
minimize the exchange energy. This means that the elementary magnetic mo- 
ments inside a domain are parallel and prefer directions with low anisotropy 
energy. On the other hand, larger domains have larger magnetostatic energy, 
so the size of the domains is controlled by the strength of the dipole-dipole and 
the exchange interaction. However, the border between the magnetic domains 
is not perfectly sharp, it has a finite width. So the division into domains only 
continues while the reduction in magnetostatic energy is greater than the energy 
required to form the domain wall, which is proportional to its area. Domain 
wall width is determined by a balance between exchange (favours wide walls) 
and magneto crystalline anisotropy (favours narrow walls). We note that the two 
most common types of domain walls are Bloch walls and Neel walls. In a Neel 
wall the magnetization of the moments remains inside the plane occupied by the 
initial and final domain magnetizations, while in a Bloch wall the magnetization 
rotates out of this plane. When a wall is moving in external field, Bloch walls can 
become Neel walls and this process can make the propagation of the wall easier 
[3]. 
In magnetic materials, the reorientation of the local magnetization can pro- 
duce magnetic noise which can be picked up and put on a loudspeaker. Thus the 
hysteresis loop of a macroscopic piece of magnetic material, which looks smooth 
at first glance, is composed of lots of tiny jumps in the reality. These jumps 
are usually interpreted as discrete rotation of whole ferromagnetic domains and 
called Barkhausen jumps. Nowadays Barkhausen noise in magnetic systems is 
explained in terms of avalanches of domains [4]. Experiments also shows the ex- 
istence of Barkhausen avalanches generated by successive sudden magnetization 
jumps in ferromagnetic systems [5]. 
CHAPTER 1. INTRODUCTION 
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All systems need some time to react to varying external conditions. In Section 
1.2.1 we have seen that the result of this fact is rate-dependent hysteresis. Now 
we examine the specific causes of rate-dependence in magnetic materials. 
The Barkhausen jumps are always controlled by some characteristic time- 
constant tB. This time can be expressed by an Arrhenius law [6] 
tB = to - exp 
EA - iLoVBMH 
kBT 
(1.3) 
The numerator of the exponent represents the average activation energy, with 
EA the activation energy in the absence of a magnetic field, and the second term 
representing its reduction due to gain in Zeeman energy. VB is the activation 
or Barkhausen volume whose magnetization is reversed in a single Barkhausen 
step. The characteristic time to is basically given by the spin-precession period 
time, which is in the order of to -,, 10-10. According to experiments the duration 
time tB of Barkhausen jumps varies widely ranging from a nanosecond even to 
a millisecond [7]. As recent developments of computer technology require the 
magnetic hard disk drive to operate in ultrahigh frequency, the Barkhausen noise 
can play a significant role in current magnetic recording materials. Consequently, 
many efforts are made to reduce or eliminate the Barkhausen noise. 
When one try to obtain a hysteresis loop by experiment, he has to apply 
varying magnetic field. In addition to this, the change of the orientation of the 
magnetic moments, especially if Barkhausen jumps occur, cause unpredictable 
changes in the local magnetic field. However, according to the Maxwell equations, 
changing magnetic field generates a changing electric field which creates electric 
current in conductors. The strength of this current depend on the rate of change 
of the magnetic field. Because of the electrical resistivity, the generated currents 
exponentially die out and cause energy losses which contribute to the area of 
the hysteresis loop, This kind of energy losses sometimes called classical losses. 
Moreover, the generated changing electric field generates magnetic field again 
which can modify the effect of the original changing field. Thus eddy currents 
can highly contribute to the magnetic losses and this is one important reason of 
the rate-dependence of the hysteresis. 
An other physical reason of rate-dependence is the thermal relaxation. If we 
would like to take into account the temperature then the state variable M(t) 
becomes a stochastic process because of irregular thermal fluctuations. These 
random fluctuations can give to the system the energy necessary to cross potential 
barriers and evolve towards deeper energy-valleys, maybe to the global energy- 
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minimum. This relaxation process needs time and therefore if the rate of change 
of the field is high, the system can not reach the thermal equilibrium. Obviously, 
higher temperature means shorter relaxation times. 
Therefore in the case of real physical systems rate-independent hysteresis is 
only an approximation to processes that are intrinsically rate-dependent [8]. 
1.3 Magnetic Equations 
The effective field h, ff is defined at each point of the body and contains not 
only the external field and the magnetostatic field, but also contributions from 
the exchange and anisotropy energy, for description see subsection 1.2.2. Because 
of these two terms, hff is not just a magnetic field in the sense of Maxwell's 
equations. The effective field exerts a torque on the local magnetic moments. The 
system can be in equilibrium if this torque is zero. Thus the stability condition 
Mx hef f --` 0 (1.4) 
must be fulfilled at each point inside the body for equilibrium. The set of equa- 
tions (1.4) is usually called the Brown's equations. These equations, however, 
say nothing about how the system reaches the equilibrium and how it reacts to 
changing external field. To answer these questions we need dynamic equations. 
According to classical mechanics, the rate of change of the angular momentum 
of a system equals the net external torque acting on the system. Using this and 
supposing that the magnetic moment of the electron is proportional to its angular 
momentum, one can write 
dM= 
-/M x h,,, ff d-r 
(1.5) 
where -r is the time, -y = 1.76 - 1078-loe-1 is a constant. This equation is 
sometimes called the Landau-Lifshitz equation. Gvozdikova and Kovalev, for 
example, used this equation to study one-dimensional spin-arrays [9]. We will 
use it in Chapter 2 with a similar Hamiltonian and therefore effective field. 
However, according to equation (1-5) the moment can make precession around 
the effective field forever and may never approaches the equilibrium position, 
because it contains no dissipation effect. In the so called Gilbert equation an 
additional term proportional to the time-derivative of the magnetization causes 
relaxation towards the equilibrium [10]: 
dM= 
-ýM x h,, ff - aM xdm d-r d-r 
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where a is the Gilbert damping constant. However, as both sides of equation 
(1.6) contain the unknown quantity 
dM this equation is not really convenient. d7- 
If we neglect a2 and substitute the right side of (1.6) into the place of -ý-M on d-r 
the right, we obtain 
dM= 
-yM x h, ff - gM x (M x h,,, ff) d-F 
where g= a-y. This equation is called Lan dau-Lifshitz- Gilbert equation, some- 
times only Landau-Li hitz equation and was used for example by Lai and Sievers If's 
for the investigation of intrinsic localized modes (see subsection 1.5.5). In 
an other paper [12] they used both equation (1.5) and (1.7) for similar purpose. 
In Chapter 3 we study the behaviour of one and more magnetic particles and 
especially their hysteresis by equation (1-7). 
1.4 Magnetic multilayers 
Magnetic multilayer systems are considered as one of the most promising devices 
with many useful properties like giant magnetoresistance, spin-valve transistors 
and spin-effect amplifiers. Therefore they have attracted a considerable atten- 
tion at recent years. These magnetic layers can be produced from Fe, Co or Ni 
separated by non-magnetic dielectric or metallic layers. They are built by the 
following modern growth techniques: 
Laser ablation uses highly focused laser light pulses to remove (ablate) mate- 
rial at a spatial resolution of a few micrometers in diameter from any solid sample 
by direct chemical bond breaking. The aerosol produced during this process can 
be transferred then by a continuous stream of gas. 
Pulsed laser deposition (PLD), sometimes also called pulsed laser ablation 
(PLA) consists of a target holder and a substrate holder housed in a Ultra High 
Vacuum chamber. Short and high-energy laser pulses are used to vaporize ma- 
terials and to deposit thin films. PLD has evolved into a powerful technique for 
producing good quality multicomponent thin films. Many unique high T, super- 
conductors and Giant Magneto- Resistive (GMR) structures have been made by 
PLD, enabling studies of atomic substitution in up to a few atom systems. This 
method is cost-effective and quite fast: high quality samples can be grown in 10 
or 15 minutes. 
Molecular beam epitaxy (MBE) is a well established technique in which con- 
tinuous beams of atoms or molecules from two different sources produced and 
evaporated onto a heated substrate. Computer-controlled laser molecular beam 
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epitaxy (laser MBE) is a promising method which use the both merits of PLA 
and conventional MBE for depositing films from high melting point ceramics and 
multicomponent solids, and for the control of the growth layer in atomic scale 
[13]. 
In addition to these there are several other methods, for example the mag- 
netron sputtering, which is one of the most widely used method for vacuum thin 
film deposition in the industry. 
The experimental investigation methods of these materials are also quite well 
developed. Transmission electron microscopy (TEM), which was first developed 
in the 1930's allows one to investigate and control the magnetic properties of novel 
artificial structures, films, multilayers and small particles. The analytical TEM 
on cross sections is one of the most suitable methods for the characterization of 
the structure and composition of nanoscale multilayers [14] 
In several cases the exchange interaction between moments in one layer is much 
stronger than between moments in different layer. In these cases all moments in 
one particular layer have the same orientation. Therefore the layer behave like a 
single domain, so we can treat the system as a one dimensional spin-chain with 
magnetization vector M(") of the n-th layer. The interlayer coupling through a 
nonmagnetic spacer also exists and it can have a very interesting nature. Accord- 
ing to neutron scattering experiments both ferromagnetic and antiferromagnetic 
coupling can be observed [15]. We give an explanation of this in the followings. 
The Ruderman-Kittel-Kasuya-Yosida interaction 
Direct exchange is a short-range interaction, but indirect exchange couples mo- 
ments over relatively large distances. It is the dominant exchange interaction in 
metals where there is little or no direct overlap between neighbouring magnetic 
atoms. It therefore acts through an intermediary which in metals are the con- 
duction electrons (itinerant electrons). Consider a magnetic moment at site Ri 
in a piece of metal which interact via an exchange interaction with the spins of 
the conduction electrons in its vicinity and so spin-polarization is created in the 
medium. A second moment at site Rj also interact with the conduction elec- 
tron spins and therefore feels this polarization. This type of exchange was first 
proposed by Ruderman and Kittel [16] and later extended by Kasuya [17] and 
Yosida [18] and now it is generally know as the Ruderman-Kittel-Kasuya-Yosida 
(RKKY) interaction. Usually the spin-orbit interaction in the conduction band 
is negligible and in this case the RKKY interaction has the form similar to one 
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of the direct exchange-interaction: 
ERKKY ý -2J(R)Si - Sj, (1.8) 
where Si and Si are the spins of the moments and R= Rj - Ri is the distance- 
vector between them. The interaction is characterised by a coupling coefficient 
J(R), which depends on for example the radius of the conduction electron Fermi 
surface and the Fermi energy. The RKKY exchange coefficient J oscillates from 
positive to negative as the separation of the ions changes and has a damped oscil- 
latory form. According to the calculations of Yafet [19], in a magnetic multilayer- 
system the coefficient of the interaction between different layers behaves as the 
function 
sin(z) 
Z2 
(1.9) 
for large z. This function is shown in Figure 1.2. 
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Figure 1.2: The indirect exchange coupling constant in the neighbourhood of a 
point magnetic moment at the origin for magnetic multilayers. 
Therefore, depending upon the distance between a pair of ions their RKKY 
magnetic coupling can be ferromagnetic or antiferromagnetic. For example in 
rare-earth metals, whose magnetic electrons in the 4f shell are shielded by the 
5s and 5p electrons, direct exchange is rather weak and insignificant and indi- 
rect exchange via the conduction electrons gives rise to magnetic order in these 
materials [20]. 
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1.4.2 Present and future applications of magnetic multi- 
layers 
Magnetic recording media 
Magnetic materials which have two stable direction of magnetization - the posi- 
tive and negative saturated states stabilized by the coercivity - are widely used 
for information recording, storage and retrieval. Higher data-density and faster 
access to the data can be achieved by reducing the size of individual bits, for 
example by changing the parameters of the used materials. In standard audio or 
video tape-systems as well as in hard-disk drives the individual bits of information 
are written as small areas of reversed magnetization, while the magnetization is 
lying in the plane of the tape or disk material. This method is called longitudinal 
reco, rding. The recording medium can consist of only one magnetically active thin 
film sandwiched between carrier and protective layers. The size of the bits are in- 
herently limited by the demagnetizing effects and wide transition region between 
individual bits. 
The requirements toward a longitudinal recording medium include the follow- 
ings: high saturation M,,,,,,, high remanent magnetization M, high squareness 
factor S= MIM,,,,, ý in order to get a clear signal 
(in commercial media it is 
about 0.5 or 0.8), low crystalline anisotropy to reduce the temperature sensitiv- 
ity, high shape anisotropy to stabilize the direction of the magnetization, high 
enough coercivity to stabilize the recorded magnetic state but low enough to be 
possible to overwrite or delete the information by the magnetic field of the head. 
The stability of recorded data against thermal decay has become an important 
factor, because the increasing densities involve that thermal effects can rapidly 
shrink the magnetic amplitude of the individual bits (cf. the superparamagnetic 
effect in Subsection 1.5.1). 
In the case of perpendicular recording, the magnetization is orthogonal to the 
medium surface, which means the width of the transition region between the 
bits can be smaller and therefore data-density can be larger. For perpendicular 
recording the above mentioned parameters of the material should be the same, 
moreover, the easy axis of magnetization is required to be oriented normal to the 
surface of the media. 
Magneto-optical recording is an alternative and widespread method of data- 
recording and storage. Polarized lights interact with magnetic materials and in 
this interaction the plane of the polarization of the incoming light is rotated 
in opposite directions by oppositely magnetized domains. After reflection the 
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difference in the polarization detected, so this method based on the magneto- 
optical Kerr effect. The information is recorded thermo-magneto-opticaly. In the 
practice laser light is used both for reading and writing. The requirements toward 
a magneto-optical material is similar to that of perpendicular recording medium, 
but additionally high magneto-optical activity, i. e. large Kerr rotation angle is 
demanded. 
Magnetic multilayers originally were proposed for magneto-optic recording 
because of their enhanced Kerr effect. They have additional useful properties 
like inherent oxidation- corrosion resistance, chemical and environmental stabil- 
ity. Moreover, they might be good for traditional recording purposes, either 
longitudinal or perpendicular. As it was already mentioned, both ferromagnetic 
and antiferromagnetic coupling is possible between the magnetic layers. Although 
the candidates for recording applications had been only layers with ferromagnetic 
coupling for decades, nowadays antiferromagnetic coupling is also important. 
For example IMB and Fujitsu in 2000 independently developed the AF coupled 
(AFC) recording media, which consist of two magnetic Co-alloy layers, which are 
antiferromagnetically coupled through a nonmagnetic Ru layer with a thickness 
about 0.6 nm. Usually the upper layer is thicker. According to the measurements 
of the IBM, the signal amplitude loss after 10 years in conventional AFC media 
is much smaller than in single-layer media. Moreover, the AF alignment of the 
layers reduces the effective magnetic thickness of the structure, allowing data to 
be stored at higher densities [21,22,23]. 
The media noise is becoming a more and more important limit of applications 
with increasing recording density. Using magnetic multilayers instead of a single 
layer of thin film has the advantage that detached layers can significantly reduce 
media-noise. For example in the case of CoNiCr thin film media with Cr inter- 
layers electron microscopy shows that the CoNiCr grains are more isolated in the 
multilayer than in the single thin film, thus the Cr layers reduce both interlayer 
and intergrain coupling, which leads to the improvement of the signal-noise ratio 
[24]. 
However, the magnetization of the magnetic multilayers depends on several 
factors, among which we mention only a few here. The thickness and the elec- 
tronic structure is important, but not only for the magnetic but for the non- 
magnetic component as well. In general the prediction of the behaviour of the 
multilayer-device can be hard. For Ni the proximity of noble metal reduces the 
magnetization [25] while calculations predict large ferromagnetic moments for 
monolayers of Cr on Au, V and Fe on Ag and reduction of the Cr magnetic mo- 
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ment when sandwiched between Au layers. [26]. The stress at the interface also 
affect magnetization by the change of interatomic distance due to lattice misfit, 
which can lead to a decrease or an increase in exchange energy and therefore 
weaken or strengthen the ferromagnetic state. 
Neutron scattering: monochromators, polarizers, supermirrors 
Neutrons have a magnetic dipole moment and therefore they interact with mag- 
netic fields and magnetic materials and can help to explore the internal magnetic 
structure and dynamics of condensed matter systems. Diffraction of neutrons, like 
in the case of the light, happens at the boundary of two media with different re- 
fractive indices. The diffraction condition is given by the familiar Bragg-formula: 
A= 2DsinO (1.10) 
where D is the sickness of bilayers. A multilayer with a single D spacing can 
reflect a broad range of wavelengths. As each wavelength is reflected over a 
limited angular range, it is possible to create a magnetic multilayer system with a 
distribution of bilayer thicknesses to extract a given wavelength from a collimated 
beam of a 2-30 min angular range. The conclusion is that the magnetic multilayers 
can be used as monochromators, which was first proposed by Schoenborn et al. 
[27]. In practice multilayers are used for this purpose in the wavelength range 
over 4 A. 
The magnetic properties of materials can be investigated by polarized neutron 
beams. However, traditional neutron polarizers require very expensive large single 
crystals. Polarizing multilayer monochromators were proposed by Lynn at al. 
[28]. The principle of polarizing monochromators is based on the diffraction from 
a sequence of ferromagnetic and nonmagnetic layers where the ferromagnetic 
component is saturated in a magnetic field applied along the momentum transfer 
vector of the neutrons. If the scattering lengths and densities of the materials 
of the multilayer- structure are properly chosen, the neutron in one spin-state see 
a uniform refract ion-index and have zero reflected intensity, while for the other 
polarization state the index of refraction is modulated by the Bragg-condition 
and the reflectivity is far from zero. By this method 98% polarization efficiency 
can be reached in practice. 
Magnetic multilayers can also be used as supermirrors for neutron beams. 
Multilayers with a certain sequence of bilayer thicknesses extend the range of 
the total reflection beyond the critical angle of the traditional mirrors. These 
supermirrors are also good polarizers at the same time. For neutron- scattering 
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devices, Fe is the most widely used element because it has high density and 
magnetic moment. 
Magnet oresist ive detectors 
The magnetic field interact with moving electrons in metals and semiconductors 
and thus the electrical resistivity of the conductors is affected. This change of re- 
sistivity can be measured and used to detect magnetic fields. For magnet oresistive 
sensor application, the differential magnet oresist ance AR/(RAH) required to be 
large. As metallic magnetic multilayers exhibit giant magnetoresistance (GMR) 
effects, this coefficient can be improved with one or two orders of magnitude by 
them in comparison with the usual magnet oresistive alloys. This phenomena of- 
fers a great possibility for information technology. The two states, corresponding 
to logical I and 0 could be the low and high resistance state of the memory cell. 
Magnetoresistive random access memory (MRAM) has two advantages over the 
traditional semiconductor dynamic random access memory (DRAM): radiation 
hardness and nonvolatility. Magnetoresistive heads made of magnetic multilayers 
have higher signal-to-noise ratio and better overall performance for high density 
recording than traditional inductive heads [29]. 
An other rapidly growing area of application of magnetoresistive devices is 
the nondestructive testing and evaluation of metallic materials and devices. The 
magnet oresistive element is moved in the proximity of the surface of the sample 
and thus detects a variety of defects, like cracks, inclusions or other inhomo- 
geneties in terms of local variations of the magnetic stray field. If the sample 
is nonmagnetic, the magnet oresistive detection is combined with the excitation 
of eddy currents in the metallic material and the field created by these currents 
are affected by the defects. Nondestructive testing will much benefit from the 
devices with increased field sensitivity and reduced sensor dimensions. Thus the 
development of new GMR-multilayer devices can have a strong influence on the 
future development in this field [30]. 
1.5 Magnetic particles 
Over recent years the investigation of the behaviour of various ferromagnetic 
elements has become more advanced due to improvements in numerical micro- 
magnetic methods and high accuracy fabrication methods. The size of these new 
elements can be so small -a few nanometer in all directions - that sometimes 
these systems are called zero-dimensional. 
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One of the most widespread methods is the electron beam lithography, by 
which one can obtain nanoparticles and other nanostructures in a highly repro- 
ducible way [31]. Methods, which were mentioned in connection with multilayers 
in Section 1.4, for example MBE also can be applied for this purpose [32]. 
Several laboratories developed recently the technology to deposit mass-selected 
clusters with sizes in the range of 15nm [33]. These kind of clust er- assembly of 
materials offer a high degree of control over their properties. The volume and 
size of the embedded particles can be varied independently and even their shape 
can be adjusted. 
However, the oldest and probably the easiest method for the preparation of 
metal nanoparticles is the chemical reduction of transition metal salts, which is 
still widely used. As far as magnetic metals are concerned, the most widespread 
reducing agents are borohydride derivatives. This method provides an easy way 
to nanoparticles of Fe, Co and Ni as well as to alloys like Fe/Pd- The drawback 
of the method is the incorporation of boron into the particles which can lead to 
a modification of the magnetic properties of the particles. For example, cobalt 
particles can be prepared with this method and the average particle size can be 
varied from 1.8 to 4.4 nm. TEM studies showed that the particles are quite 
uniform and well isolated [34]. 
1.5.1 Features of magnetic nanoparticles 
The theory of fine-particle magnets is based on the theorem proved by Brown [35] 
that the state of lowest free energy of a ferromagnetic particle is one of uniform 
magnetization for particles of less than a certain critical size (determined by the 
exchange and anisotropy constants and the spontaneous magnetization) and one 
of nonuniform magnetization for larger particles. 
Experimental [36] studies also show that the internal magnetic structure of suf- 
ficiently small particles can be regarded as a ferromagnetic monodomain. In fact, 
for NiZn ferrite particles, analysis by vibrating sample magnetometry indicated 
a critical particle diameter for the transition from monodomain to multidomain 
behavior close to 40 nm [37]. Cowburn et al. showed experimentally [38] that 
circular nanomagnets made from Supermalloy behaves like single domains if their 
diameter is less than 100nm and their thickness is not more than 10nm. 
These magnetic particles display many unusual features. The simplest is 
maybe that ferromagnetic particles with diameters typically about 10 nm can 
have an enhanced coercivity, which is a consequence of the reduced crystal sym- 
metry near the surface originating from the finite size and possible existence of 
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surface disorder [39,40]. However, this coercivity strongly depends on the tem- 
perature. Experiments show that the coercivity of isolated MnBi nanoparticles 
of average diameter 10nm, embedded in a Bi matrix dramatically decreases with 
temperature at about 90K [41]. 
An other typical property of nanosize magnetic particles is the superparam- 
agnetism. This is a phenomenon by which ferromagnetic or antiferromagnetic 
materials exhibit a behavior similar to paramagnetism at temperatures below 
their Curie or the Neel temperature. Their magnetic susceptibility is usually 
between that of ferromagnetic and paramagnetic materials. 
Normally, coupling forces in ferromagnetic materials cause the magnetic mo- 
ments of neighboring atoms to align, resulting in very large internal magnetic 
fields. At temperatures above the Curie temperature (or the Neel temperature 
for antiferromagnetic materials), the thermal energy is sufficient to overcome the 
coupling forces, causing the atomic magnetic moments to fluctuate randomly. Be- 
cause there is no longer any magnetic order, the internal magnetic field no longer 
exists and the material exhibits paramagnetic behavior. 
Superparamagnetism occurs when the material is composed of very small crys- 
tallites. In this case even though the temperature is below the Curie or Neel tem- 
perature and the thermal fluctuations are not sufficient to overcome the coupling 
forces between neighboring atoms, the thermal energy is sufficient to change the 
direction of magnetization of the entire crystallite. The resulting fluctuations in 
the direction of magnetization cause the magnetic field to average to zero. The 
material behaves in a manner similar to paramagnetism, except that instead of 
each individual atom being independently influenced by an external magnetic 
field, the magnetic moment of the entire crystallite tends to align with the mag- 
netic field. The temperature at which the material becomes superparamagnetic 
depends on the anisotropy as well. 
Not only a system consisting of several nanoparticles can have interesting 
behaviour, but one single particle as well. For example, Alvarez et al. [42] studied 
the dynamics of an individual magnetic moment through the Landau-Lifshitz 
equation with anisotropy and dissipation. They applied a constant external field 
parallel to the direction of the anisotropy and an additional periodic driving field. 
At intermediate values of the external field they have found quasiperiodic bands 
alternating with periodic motion. At even larger values of the field a chaotic 
regime is found. In Sections 3.2 and 4.3 we report that a whole sequence of 
bifurcation series and even 'trifurcations' exist in similar circumstances. 
For a macroscopic sample the formation of domains can not be controlled, but 
CHAPTER 1. INTRODUCTION 24 
with decreasing sample size this situation changes. As we mentioned before, a 
very small ferromagnetic nanoparticle of a few nanometre size is typically domain 
free. In these single-domain particles, magnetization reversal can occur only by 
magnetization rotation as opposed to the combination of domain wall motion 
and magnetization rotation in a multi-domain particle. Since the magnetization 
rotation requires work to be done against the strong anisotropy forces, single- 
domain particle needs higher field to switch its magnetization and hence has a 
higher H, 
1.5.2 Applications of magnetic nanoparticles 
Nanosized magnetic particles have a wide range of applications in many different 
areas in which the particles are used in a variety of forms, for example as ferroflu- 
ids for audio speakers, powder compacts for power-generation and particle-arrays 
in magnetic storage media [43]. 
In the last few years investigations on the possible applications of magnetic 
nanoparticles in biological and medical sciences proliferated. It is believed that 
monodispersed FePt nanoparticles are promising candidates for biomedical appli- 
cations with an average particle diameter of 6.9 nm [44]. Brownian relaxation of 
magnetic nanoparticles can be used for the detection of biomolecules [45]. Bio- 
compatible magnetic fluids, consisting of ferrite-based magnetic nanoparticles 
dispersed as stable colloids in physiological medium, may induce a local hyper- 
thermia therapy (HPT) of biological tissues when exposed to an AC magnetic 
field. These materials will allow early stage cancer detection, but they also mean 
a promising alternative approach to treat cancer patients [461. 
Although chemotherapy is an effective treatment of cancer, its side effects 
can be devastating. Now magnetic nanoparticles are proposed for the delivery of 
anticancer drugs into the affected area. The drug is absorbed to the particles and 
after they are inside the human body, external magnetic field can keep them in 
close proximity of the cancer cells, which allows higher concentration of the drug 
with less side effects [43]. 
Fe/polymer composites containing iron particles embedded in a silicon poly- 
mer rubber can be used as electromagnetic wave absorbers at quasimicrowave 
bands (1-3 GHz), which are increasingly in demand at present to cope with the 
current, rapid increase in frequency for telecommunication and data processing 
[47]. 
Decoherence seems to be a major obstacle of attempts to make solid-state 
qubits in quantum- computation. Recently special nanomagnets have been pro- 
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posed to this purpose in which electronic decoherence can be completely absent 
[48]. 
However, for us the most interesting application of nanosized magnetic par- 
ticles is in the field of high density data storage. This field requires a precise 
understanding of the hysteresis of the systems consisting of magnetic particles 
and the magnetic switching behaviour, which is extensively studied nowadays 
[38,40,49,50,51,52,53,54,55]. We hope that we have contributed significantly 
to this research area, see the Sections 3.4 and 3.5. 
1.5.3 Magnetic RAMs 
Worledge recently investigated two coupled magnetic monodomain particles [51] 
analytically and numerically. Such system can be physically realized for example 
by two magnetic layers separated by a thin nonmagnetic layer, if each behaves 
like a single domain. Through the RKKY interaction these layers or particles can 
be coupled both ferromagnetically and antiferromagnetically. This system was 
proposed to use as an element in magnetic random access memory (MRAM). 
In the model of Worledge a strong shape anisotropy was used to constrain 
the moments in the x-y plane. In addition to this a much weaker easy x and 
y-axis shape anisotropy was also taken into account. An additional easy x-axis 
intrinsic anisotropy was also included and external magnetic field was applied in 
the x direction. His analysis was quasistatic, so the system was always in a local 
energy-minimum and only when this minimum changed to a saddle point then 
the system immediately jumped into an adjacent available minimum. However, 
in the reality the jumps need some characteristic time to happen depending of the 
physical properties of the system. Therefore the system is not always in a local 
minimum and the dynamics can be important. For example, the reading and 
writing speed of MRAMs has immense importance. The speed of these processes 
depend on the characteristic time during which the particles change the direction 
of their magnetization, i. e. the time-scale of the magnetization reversal. In order 
to write the information into the memory one needs to change the orientation of 
the magnetic moments, i. e. a magnetization reversal. This can be performed by 
the application of a pulsed magnetic field or by microwave field. In all of these 
cases the dynamical behaviour of the magnetic moment of the single-domain 
particle is very nontrivial. An additional crucial factor in such a magnetization 
reversal process is the dissipation of energy. Without dissipation the system will 
never be thermalized to any energy-minimum. Thus we have to determine the 
optimal conditions for the reading and writing in MRAMs. These conditions 
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include the optimal frequency-range and the dissipation. For this purpose we 
consider a very similar system to that studied by Worledge and investigate the 
dynamics by numerical simulation in Subsection 3.5.1. 
1.5.4 Magnetic quantum cellular automata 
The fundamental principle of the cellular automata architecture is that the status 
of a cell is determined by the status of its neighboring cells. The most familiar 
example of cellular automata is Conways 'Game of Life' [56]. The game consists 
of a square grid, with each square able to adopt one of two states: 'alive' (1) or 
'dead' (0). The status of one cell is determined by how many of its surrounding 
cells are alive. 
One possible method of realizing a cellular automata system has been sug- 
gested by Cowburn [57], which he called magnetic quantum cellular automata 
(MQCA). This MQCA network is built up of magnetic dots, which are made of 
a common magnetic alloy on a silicon substrate. The diameter of the dot in the 
MQCA is about 110 nm and their thickness is 10 nm thick with a pitch of 135 
nm. It has been found that the MQCA can work at room temperature [57,58]. 
Cowburn et al have manufactured various linear chains where the particles were 
ferromagnetically and antiferromagnetically coupled. The first particle of the 
chain is usually different from the other particles, because it has a distinguished 
ellipsoidal or cigar shape and larger size. This ensures that the orientation of the 
magnetization of the whole chain can be controlled by the first particle. The logic 
state can be set by applying a single magnetic pulse to the first (input) dot. It is 
believed that the magnetic QCA has a serious potential to meet the requirements 
of digital processing in the future. 
1.5.5 Breathers 
The phenomena that nonlinearity and discreteness in lattices can lead to spatially 
localized stable modes was discovered quite a few years ago. These modes were 
named breathers and rotobreathers. In this thesis we speak about a 
breather 
when the energy (usually the anisotropy energy) of one particle is significantly 
greater (sometimes with orders of magnitude) than the energy of its neighbours. 
There have been some intensive investigations of discrete breathers [59], es- 
pecially in spin lattices [11,60]. The existence of discrete breathers 
in an under- 
damped Josephson-i unction array under a range of dc current biases and temper- 
atures were experimentally detected by measuring 
dc voltages [61]. 
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In micromechanical systems discrete breathers were not only found but suc- 
cessfully manipulated via either attractive or repulsive interactions [62]. Two- 
dimensional discrete solitons were observed in optically induced nonlinear pho- 
tonic lattices [63]. In ID antiferromagnets with on-site easy axis anisotropy, spin 
discrete breathers were shown and internal localized eigenmodes of the linearized 
, equation around these breathers were investigated [64]. 
However, there are still many open questions about breathers both theoretical 
and experimental. For example we do not know much about how to create and 
how to destroy them. 
1.6 The system we studied 
In this thesis superscripts in round brackets are the number of particles, the time 
in numerical timestep-units is denoted by t and in physical units it will be 7-. 
To describe the system we use the following Hamiltonian: 
bNN 
E=E +Eb+EH=-J E M(n)M(n+l) __ 
E(Mýn))2 
_ M(n)H 
(n ki. 11) 12E 
n=1 n=1 n=1 
where N is the number of particles, J is the exchange-energy term, b is the 
anisotropy coefficient and H (n) is the external field applied to the n-th particle. 
The origin of the energy terms has been described in Section 1.2.2. 
With one exception in Subsection 4.3.4 we use open boundary conditions, 
which means M(O) =0 and M(N+l) = 0. Physically the initial conditions can be 
set by the application of a strong magnetic field pulse. The pulse duration is very 
short in comparison with precession times of the magnetization reversal during 
which the magnetization vector moves into a well defined state. The idea to use 
the result of the short pulses as initial conditions for a simulation of Landau- 
Lifshiz equations has been used in a few previous papers, i. e. for studies of the 
magnetization precession of a single magnetic particle, see, for example, [65,541. 
In order to derive the equations of motion we use the Landau-Lifshitz equa- 
tions, introduced in Section 1.3. For the Hamiltonian system of particles they 
have the form 
dM(n) 
= 7M(n) x h,, ff dT 
where 
heff dE 
dM(n) 
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and -y = 9AB = 1.76 . 1078-loe-1 is a constant (g is the gyromagnetic ratio, AB 
is the Bohr magneton). 
We need to note that the time 7- we will use is not the real time in seconds) 
what we used in eqnarray 1.12, the difference is a multiplicative constant. Simi- 
larly, the coupling coefficient J, the anisotropy constant b and the external field 
H used here and later is in direct proportion with the physical external field 
introduced in 1.11. In other words, we change the unit system now and apply di- 
mensionless variables. We demonstrate it with two variables, t and H, so suppose 
we take heff =H and omit the indices of the particles: 
M= -YM xH d-r (1.14) 
where -F is measured in seconds, H is in Oersted. But we want to use a dimen- 
sionless equation 
d 
M=Mxft 
d-T 
(1.15) 
where -7 and fl are dimensionless variables introduced only for this short argu- 
ment, later we will denote them by the usual t and H- as M is present in both 
side of the equation, we do not need to care about it at this stage. The relations 
to the old variables are 
T[s] = c[s] .; r- , H[s] = k[s] - 
fl. (1.16) 
Substituting this to the original equation 1.14 we must get an equation which is 
equivalent with 1.15 : 
d 
d-T 
M= -ykcM xH (1.17) 
Equations 1.15 and 1.17 is the same if and only if -yck = 1. Thus if we fix that 
using external field H=I in the dimensionless equation means the external field 
is 100e then k= 100e and therefore 
C 6.10-9s. 
-yk 
(1.18) 
This means that -r -I in the dimensionless unit-system is equivalent to 6ns. 
From the H=0 version of energy-formula 1.11 and using the Landau-Lifshitz 
equations we obtain: 
dM(n) 
= jM(n) X 
(M(n+l) + M(n-1) bM (n) x e7, 
(M(n)e, ) 
d-r 
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which has the form for two particles: 
(1) Mz(2) 
_ Mz(l) MY(2) ) 
i (MY, + bMy(l) (1) 
d 
M(l) j(Mz(l)M(2) 
mzl 
_ M(1)M(2)) M(I)M(l) -b xz d-F xz 
r(l)M(2) M(1)M(2)) J(mx 
yyx 
and 
k(2)MZ(I) 
_ 
M, (2)M(l)) M(2)M(2) 
y+byz d 
J( y 
M(2) 
ý(2)M(l) 
_ M(2)M(l) M(2) 
(2) 
dT 
i (Mzk xxzbx mz (1.20) 
r(2)M(l) M(2)M(l)) J(mx 
yyX 
We introduce a polar coordinate system, where 
MM = M(i) 
coso(')sino(') 
sino(')siiiO(') 
coso(i) 
and assume that the magnitude of the magnetic vectors constant: M(') =M=1. 
For two particles we get the following system of differential equations: 
dO(') 
JsinO (2) sin(o(l) _ 0(2)) dT 
dO (2) 
JsinO(l)sin (0(2) _ o(l)) dT 
dO(') 
- J[cosO(')sinO 
(2) 
cos(o(l) _ 
0(2) )/sino(l) _ COSO(2)] - bcosO(l) dT 
dO (2) 
- 
j[COSO(2) sinO(')cos(o(') _ 0(2) )/sino 
(2) 
- cosO(l)] - bcosO 
(2)(1 
. 22) dT 
We note here that the anisotropy term is missing from the first two equation. 
The energy of a configuration described by the angles 0M, 0(1), 0(2)1 0(2) is 
o(l) 
7 
0(2)1 0(2)) 
= -J[sinO(l)sinO 
(2) 
cos(o(l) _ 
0(2)) + COSO(I)COSO(2) I 
b 
_ 
(COS2 (0(1) + COS2 (0(2)) 
2 
1.6.1 External magnetic field 
If we want to introduce an external magnetic field, we have to add H to h,, ff. 
With this new term the general dynamical equation for the n-th particle will be 
the following: 
dO (n) 
= j[Sino(n- 1) sin 
(O(n) 
_ 
o(n-1)) + sinO 
(n+l) 
sin 
(O(n) 
d-F 
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+H(n) sino 
(n) 
-H 
(n)COSO(n) 
xy 
30 
do(n) 
d-r -= 
i[COSO(n) (sinO (n-l)COS(O(n) _ o(n-1)) + sinO 
(n+l)COS(O(n) 
_ o(n+l)))/Sino(n) 
- 
(COSO(n-1) + COSO(n+l) + bcosO 
(n) 
-H(n) 
+(HY(n)Si, lo(n) +Hx(n)COSO(n))COSO(n) /sinO (n) (1.24) 
r(n) (n (n where hx ) Hy 
) and Hz ) are the components of the applied external magnetic 
field H (n) applied to the n-th particle. 
In the following chapters we apply constant and time-dependent fields as well. 
Usually the field is spatially homogenous, but sometimes it can be different for 
(n) 
= 0)) different particles. The external field is always in the x-y plane, (H, ' 
moreover in the Chapter 2 Hx(n) = -2 . 
H(n). In Chapter 3 and 4 we often use Y 
a magnetic field, which amplitude is changing sinusoidally and its direction is 
constant: 
Hsin(f - -F), Hy (-F) = 0, H, (-r) =0 (1.25) 
where T is the time. 
Usually we fix the dimensionless frequency f= !ý and examine the system in 2 
case of different values of H. If we use convention (1.18) here, then f in the 2 
numerical experiment means that the frequency is about 30OMHz. For it with 
the notations of (1.15) the following condition must hold for all T: 
sin(f - -r) = sin(f - -T) (1.26) 
where f is the frequency measured in Hertz and f is the dimensionless frequency. 
Rom T= c- -T we obtain that f 1.76 - 
108 . 
7r 
.1= 276.46 - 
106 Hz 
Cý -S 
1.6.2 On the code and on the methods of analysis 
For the numerical solution of the dynamical differential equation-system (for ex- 
ample 1.22) the Runge-Kutta method is used with adaptive stepsize control, writ- 
ten in programming language C. This means that inside one visible numerical 
timestep there are actually indefinite number of tiny timesteps. If we have an 
initial time-interval, the program calculates the value of the variables with fourth 
and fifth order Runge-Kutta method as well, independently, and if the difference 
of the two sets of values is greater than a pre-determined constant (which we 
choose 5- 10-'), the stepsize will be decreased, if the difference is smaller, it will 
be increased to minimize computational effort [66]. For example, in Figure 2.5 
the variable y is changing with a significant amount in one timestep t, but in this 
CHAPTER 1. INTRODUCTION 31 
time there can be a large number of tiny timesteps to reach accuracy determined 
by us. 
Except for Section 2.2 the anisotropy is high (b = ±100), therefore the main 
energy term is 
2bI: Cos 
20(n) (1.27) 
n 
so we often concentrate on cosO('). 
We will examine a specific phase-portrait (the cosO - LO function), and if the d-r 
external field is periodic, the stroboscopic map. Stroboscopic map here means we 
draw the (cosO, LO) point-pairs periodically, more concretely two point-pairs in d-r 
every 2- time-intervall, i. e. one in every half-period of the external driving field. f 
We use the following indicator to study chaotic transients: we change OW 
with a small number (and denote it by P)), than calculate the logarithm of the 
deviation of the modified OW from the original value of OW divided by the initial 
deviation 
d(t) := In(I 
0 (t) p) (t) 
0(i)(0) ý(i)(O) 
(1.28) 
then examine the first few values (i. e. at the first few numerical timesteps) of 
this function d. This instability indicator will be called Lyapunov exponent. 
1.6.3 Dissipation 
In the first few chapter we examine a Hamiltonian system, but later we make it 
more realistic with energy- dissipation. If we want to include dissipation, we have 
to add a new term to the original equation of the motion, see also Section 1.3 
d 
M(n) = 7M(n) x h,,, ff _ gM(n) X (M(n) x h,, ff), dT 
where g is a small constant, for example in Section 3.2 it is 0.01. 
So we have to add the following term to do(n) d7- 
gýj[COSO(n)COS(O(n) _ o(n-1))sinO(n-1) + COSO(n)COS(O(n) _ o(n+l))sinO(n+l) 
_Sino(n)(COSO(n-1) + 
o(n+l) )] - bsinO 
(n)COSO(n) 
_H z 
Sillo(n) +H x COSO(n)COSO(n) + Hycoso 
(n)COSO(n) I 
and to 
dO (n) 
d-r 
9 j[Sin(o(n) _ o(n-1) 
) Sino(n-1) + sin (O(n) _ o(n+l))Sino(n+l)] 
sinO(n) 
+H., sino 
(n) 
_H y COSO(n) 
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1.6.4 Energy-pumping 
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In the reality the physical systems do not always evolve towards the minima of 
energy, because of for example rising temperature or receiving some energy from 
outside of the system, Thus in Chapter 4 we would like to consider the case when 
besides the dissipation some energy is pumped into the system persistently. The 
question is how this pumping appears in the equations of motion. We have the 
following possibilities: 
1. irregular random field added to the applied (and therefore to the effective) 
field, 
2. irregular random modification of the orientation of the magnetic moments, 
i. e. the angles OW and 0('), 
3. irregular random modification of the time derivatives of the magnetic 
moments, i. e. ý10-(i) and dO(') d7- d-r 
4. Changing the sign of the dissipation. 
Possibilities 1., 2. and 3. make the variables OW and OW stochastic processes. 
The case 1. is in fact applied in Subsection 4.3.3. If we applied any of these 
modifications, then the motion of the magnetic moment would become irregular, 
but we could not distinguish irregularity caused by this modification and by other 
effects, e. g. the external field or the interaction between the particles. We note 
that the cases 1. and 3. are effectively very similar. In the case of 4. the 
behaviour of the system would be very similar to that of the case of dissipation, 
but instead of energy minimum the system would evolve to energy maximum. 
Therefore we choose to change not the sign of the whole dissipation term but 
only the sign of one part of it. 
We use the following modified form of the Landau- Lifshitz- Gilbert (LLG) 
equations: 
dM(n) 
=, ýM(n) X (h eff +h eff +h eff) _ gM(n) X (M(n) x (h eff +h eff d7- ibHiH 
+gM(n) X (M(n) eff x hb ) (1.30) 
whereT is the time, y and g are constants. The different kinds of effective field 
is defined as: 
h eff 
dEj 
h eff 
dEb 
and h 
eff_ 
_ 
dEH 
j dM(n) b dM(n) 'H dM(n)' 
The second term in the right hand side of equation (1-30) is the dissipation while 
the third term is the energy-pumping. The damping and pumping parameter g 
is always very small compared to the anisotropy constant. 
Chapter 2 
The Hamiltonian system 
In this chapter there is no dissipation nor energy-pumping so the energy of the 
system is conserved. In this chapter the anisotropy is b= ±100 unless otherwise 
indicated, like in Section 2.2. Subscript ini means initial, fin means final, for 
example H(jý is the x component of the external field applied for the j-th particle ins, x 
at time t=0. 
2.1 One particle (J=O) 
If we examine only one particle, it means that we ignore the term with J, therefore 
the dynamical equations become: 
dO 
= H,, sinO - H,, cosO d-F 
do 
= -bcosO - H, + (Hysino + H., coso)cosO/sinO d-r 
2.1.1 Zero or constant external field applied to the parti- 
cle 
Consider a system consisting of one particle only. If the external field and the 
coupling is zero, the energy of the system is the sum of the anisotropy energy of 
the particles: 
bN 
E -- 
E(M(n))2. 
2z 
n=l 
(2.2) 
Moreover, for H=0 eq. (2.1) can be analytically solved and one obtain that 0 
is constant while 0 is changing uniformly, i. e. the magnetization vector is simply 
rotating uniformly around the anisotropy axis z. We have checked it numerically 
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and we obtained a one-frequency spectra for coso. The Lyapunov exponent d 
introduced in eq. (1.28) is clearly not positive. 
Both analytical and numerical calculations show that if the external field 
has only nonzero z component, the behaviour will be a very similar to uniform 
rotation, so hereinafter we will take Hz = 0. 
Let us examine the non-dissipative one-particle system with the presence of 
x-component external field only. The energy of this system is conserved and it is 
equal to 
Eb M2 _ HMx. 2z 
In Figure 2.1 we can see a 3D diagram on the energy-surface in the case of easy- 
z-axis anisotropy and H =- 20. 
20 
0 
-21 
-4 
6U 
Figure 2-1: The dependence of the energy of one particle on the angles 0 and 0 
for H= 20 and easy-z-axis anisotropy. 
We have solved the LL equation to find fixed points, where the magnetization 
vector M can stop. The solutions of equation for the fixed point are perfectly 
agreed with the equations dEldM =0 and has the following form: The first pair 
is arising at M= (±I, 0,0) and the associated energy is equal to energy E= ±H, 
from which one of them is an extreme point, the other is a saddle point, depending 
on the sign of the anisotropy. The second pair (exists only for IHI < 
Ibl) is at 
M- (HI b, 0, ± Vý-I- - 
-H21b2) and the energy is E= -b/2 -H 2/ (2b). The points 
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M= (0,0, ±1) are not fixed points for H =ý 0 but as H -4 0 the second pair 
tends to the (0,0, ±1) points. On the other hand, if H ---+ JbI the second pair 
continuously tends to the saddle point of the fixed points (±I, 0,0) and to each 
other as well. Consequently for H> JbI there are only two fixed points. Indeed, 
as we see, the positions of the fixed points do not depend on the dissipation and, 
as we expected, each of them is related to the value of the appropriate critical 
point of the energy surface. It is obvious that for easy z-axis anisotropy and 
H>0 the fixed point (-1,0,0) corresponds to the absolute maximum, while the 
second pair corresponds to the absolute minimum. At the field H> JbI there 
is only one single maximum with energy E=H and one single minimum with 
E= -H. 
In Figure 2.2 one can see the projection of the energy-surface to the (0,0) plane 
for b= ±100 and H= 40. If we perform the coordinate transformation 0 --ý 0+7 
in one of the cases then the two pictures are the complements of each other. As 
the energy is a constant of the motion, only the constant-energy trajectories has 
importance, and from this point of view the two cases are equivalent. The fixed 
points also can be visualised with the help of Figure 2.2. The (1,0,0) point is a 
saddle point in subfigure (a), and the common centre of the concentrical ellipses 
in subfigure b), while for the (-1,0,0) the opposite is true. The second pair can 
be seen better in the (b) part of the figure, they are in the middle of the white 
region, at (7T, 0.41) and (7r, 2.73) 
In Figure 2.3 one can see how the energy of one particle depends on angle 0 
for H= 10 and H= 60 if 0=0, i. e. My = 0. The big hump is the first fixed 
point, the small one is the second, while the two valleys are the third and the 
fourth fixed points. As we can see from the figure as well, if we increase H, the 
height of the smaller hump decreases and the two valleys are getting closer to 
each other. 
Suppose that the field is constant and examine this system numerically. Our 
results show that the magnetic moment is moving periodically, the Fourier spectra 
contains only one peak. The amplitude of the oscillation of cosine of the angle 0 
is strongly depends on the strength of the field and also on the initial conditions, 
especially on Oi,, i. This is because the strength of the field determines the energy- 
landscape while the initial conditions determine the initial energy, i. e. from which 
point of the energy-landscape the motion starts. In the lack of dissipation the 
system moves on the constant-energy trajectories of the energy-surface. 
For JHJ < JbI if the moment initially close to the z axis, the amplitudes of 
cosO are much smaller. In other words the particles with cosO close to ±1 are very 
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Figure 2.2: The dependence of the energy of one particle on the angles 0 and 
for H= 40. Darker colour means lower energy. 
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0123456 
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Figure 2.3: The dependence of the energy of one particle on the angle 0 at 0. 
The thin line is for H -- 10 and the thick line in for H- 60 
stable. It means that a given field cause oscillation with much greater amplitude 
if the magnetization vector is close to the x-y plane and far from the fixed points 
than if it is close to the z axis. For example, the field H=2 caused oscillation 
with amplitude 0.2 for Oj, j 7F/2, for Ojj = 0.001 causes periodic oscillation with 
amplitude 0.001 only. We can destroy these blocks only by applying strong field 
to them, which makes them to oscillate. The stronger the applied field is, the 
higher the amplitude (and the frequency) of the oscillation is. The cause of these 
phenomena is that if the field tends to zero, the fixed points of the second pair 
tends to the z axis. This means that not the z axis is important, but the fixed 
-2 0246 
- I, - 
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points. Closer the moments to these fixed points, less amplitude their oscillation 
have. 
However, the members of the first pair of fixed points are qualitatively differ- 
ent. One of them - surrounded by concentrical ellipses Figure 2.2 - is an extreme 
point with similar stable-block behaviour than the previous fixed points. The 
other one is a saddle-point from which long constant-energy trajectories run out 
and this cause large-amplitude oscillations. In the following section we will create 
breathers from these stable high-energy blocks. 
2.1.2 Changing external field applied to the particle 
If the external field is changing then the energy-surface is changing as well, there- 
fore the simple calculations we made in the previous subsection do not help too 
much. 
In this subsection the external field is constant before the time reach 100 
(T == 0.5) and changing the field means it is changing after this time. 
If we first apply constant field Hi,, i (Hi, i,., = 100, Hi,, i, y = -50, H, = 0), and 
when cosO is about I we suddenly reduce the field to zero, this configuration is 
frozen, i. e. cosO is about I for a long time. It is a general truth in this chapter 
(in the J=0, g=0 chapter) that if the final field is zero, the amplitude of the 
oscillation of cosO also tends to zero and finally 0 become constant 1. For an 
explanation see the previous subsection. 
If we reduce the field continuously to 0 in a way can be seen in Figure 2.4, 
we can observe different kind of behaviours for different initial conditions (Figure 
2-5). 
After t2 the field is zero, therefore the angle 0 can not change, the magnetiza- 
tion vector rotating around the axis, as we described it in the previous subsection. 
The questions are how the moment behaves when the field is changing and what 
the possible final states. The dependence of the final 0 from the initial conditions 
is rather complicated. 
(I) is a quite typical behaviour, we can find similar in case of wide range of 
initial conditions, but not the case (II) and (III). We will examine the special (11) 
and (III) types here and the general (1) type in the next subsection. 
In the (II) case the t=0 initial angles Oj, j = 1.522314)Oini =-0.3573936 
and after the timet2 the magnetization vector M is very close to the hard z axis: 
COSOfin is 0.99949. In table 1. the dependence of the final cosO on the initial field 
'But we will see in Figure 2.11 that the converse is not true, i. e. if the field is strong, it does 
not imply that the amplitude is large. 
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Figure 2.4: t is the time, H= VH: 2, ý + 
H, 2+ H,, 2 is the absolute value of the 
external field. H changes only between tj andt2, here tj = 100 andt2= 200. 
with different rates of change of the field can be seen. 
Hini, 
x cosO if fast cosO if normal cosO if slow 
50 0.9994 -0-9931 0.9913 
49 -0-98589 -0.9790 -0.9923 
45 -0-9627 0.9892 0.9713 
40 -0.9644 -0.9737 0.9861 
35 0.8956 -0-9377 0.9409 
20 0.7903 0.7852 0.7808 
where fast means t2 - tl= 100, medium: t2 - tl= 300, SlOW: t2 - tl = 
1000 
In the (III) case Oi, i = -1.47389) 
Oini 
vector M tends to reach the x-y plane. 
-0.33449319 and the magnetization 
In section 2.3.6 we will see that combining types (II) and (M) in a system of 
interacting particles we can create breathers (local excitations)- 
Critical points 
We can understand the behaviour in b) (type I) better if we examine it with a 
slower change of external field. In Figure 2.6 one can see that at about t= 600 
the amplitude of the oscillation suddenly decreases and then tends to zero. Before 
this time only the amplitude of the oscillation shows remarkable decreasing. 
The dependence of cosO on the initial angle of the magnetization vector is 
quite interesting. The sign of cosO can change very suddenly. For fixed H(t) we 
could divide the two dimensional initial space (0,0) into two disjoint domains 
with sharp boundaries, one domain results positive, the other negative cos0fi". 
For example if (0,0) is (0.541823 - ! ý, 0.2) then cosO i,, is about -0.7, and if 2f 
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Figure 2.5: Different behaviours of y= cosO for the external field can be seen in 
Figure 2.4. In subfigure (b) the magnetization vector becomes almost perpendic- 
ular, in subfigure (c) almost paralell to the x-y plane. 
(0,0) -- (0.541822 - ýý! , 0.2), cos0fi, = 0.67. 2 
We can consider it as a kind of memory, because although the field changes 
in the same way, the final state depends on the initial one. However, if there is 
no field, this behaviour is also can be observed, so it is a 'static memory'. We 
remind the reader that there is no dissipation and this is why we can observe this 
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rate of change 
Figure 2.6: 
behaviour. 
If the initial field is different, we get similar behaviour, of course the final 
direction of the magnetization, i. e. the constant-energy trajectory the system 
reach depends on the initial field, too. 
If the final value of the external field Hfi, is greater than zero but less than 
the initial field was (for example Hfi, = 0.4. Hi, j), the magnetization after H 
reaching Hfi, is not constant but oscillates with smaller frequency, as in Figure 
2.6 before t P-ý 600. Moreover, if Hfi, is even less (for example Hfi, = 0.2 - Hj, j)ý 
it oscillates also with a smaller amplitude, like in Figure 2.6 between t --ý 600 and 
t2 - 800. Thus for a fixed set of initial conditions there is a critical point here: if 
Hfin 0.3604178 * Hini, the amplitude of cosO drops, if 
Hfin 
== 0.360418 - 
Hini 
i 
it 
does not drop (Figure 2.7). 
The local Lyapunov exponent can be positive when H reach the critical point 
(Figure 2.8). NVe note that for constant field the motion is always periodic and 
positive Lyapunov exponent can not be found. 
We examine the dependence of the critical field on initial conditions, initial 
field and rate of change of the field. Let us start with the last one: in the following 
table Hi, i,., - 50, Oini 1.51 Oini -1.3, in the first column one can see the time- 
intervall t2 - tj, H(tj) Hj, j was fixed, the field changed only between tj and t2 
linearly. In the second column we can see the critical field for a fixedt2 - t1, i. e. 
if H(t2) < H,, it we can observe the drop of amplitude, if H(t2) > H,, it we can 
not observe that. 
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(a) A symbolic picture of the external field, 
Hfin 0.36 at the case of continuous line, and 
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(b) Different behaviour of y= cosO, but not exactly 
for the field above: Hf =: 0.3604178. Hi (continuous 
line) and Hf = 0.360418. Hi (dotted line), however, 
these two values are graphically indistinguishable, but 
they result remarkably and qualitatively different be- 
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Figure 2.7: Extremely sharp boundary between two different kind of behaviour 
t2 - tl 
/ T-T Hcrit / 1-1 i 
100 0.35115 
300 0.36042 
500 0.37862 
1000 0.35338 
1900 0.34982 
When we tried to find the dependence of the critical field on the initial field, 
we found a very unexpected phenomena: There can be not only one critical 
field, but many, i. e. changing the final field for a fixed initial field we can find 
regions with high and low amplitude of the final cosO, alternately. The boundaries 
between these regions are very sharp, for example if the initial conditions are 
. 
ii " 
IIIIlIIfrlIIIIlIIlIII 1T'JI IT4! II . 
IT ". 1' : 
S 
I 
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Figure 2.8: Lyapunov exponent d (introduced in eqn. (1.28)) seems positive. 
The time units is taken in numerical timesteps, time 0 was 399 in Fig 2.7, on the 
vertical axis the indicator d introduced above. 
Oini :`1.5, Oini -1.3, 
t2 - tl - 300, than the final amplitude is close to one 
for Hfi, < 19.8866 but almost one for 19.8867 < Hfin< 20.4422, less than 1/2 
again for 20-4423 < Hfin < 21.4178 and almost one again for Hfin > 21.4179. 
If we examine it in case of higher initial field, we can find more regions. In 
Diagram 1. one little line means that if the initial field is the given Hi then if 
we reduce the field to a value a little bit greater than the H,, it coordinate of the 
line, the amplitude is close to one but if we decrease it slightly below the H,, it, 
the amplitude drops close to 1/2. 
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magnetization depends on the history of the system. If the initial field applied to 
the first particle is different, we can obtain different final behaviour even if the 
final field is the same. 
In the first case the initial field was Hi like in the previous cases, in the second 
case it was 0.4 - Hi, and the final field (after time 400) was 0.2. Hi in both cases. 
We can observe qualitative differences between the induced motion. It's also a 
kind of memory, because although every circumstances in the final state is the 
same, the behaviour is different. But this memory is different than the previous, 
we could call it 'dynamical memory' 
Increasing field 
We can observe similar phenomena when we increase the field, the dynamics and 
the final behaviour of the magnetization vector depends not only on the final 
15 50 100 220 500 Hini 
In figure 2.9 we can observe that the dynamics and the final behaviour of the 
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Figure 2.9: Different final behaviour for different initial fields 
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field, but on the initial position of the vector M and the history of the external 
field. 
If the initial field Hj, j = 0, the final field Hfi, is strong, like in the previ- 
ous example Hj, j was, the behaviour of the magnetization vector is different for 
different initial O-s- In Figure 2.10 we can observe three different cases. 
Maybe the most demonstrative manifestation of this phenomena is when we 
destroy a high energy block. In figure 2.11 we set the following initial conditions: 
cos0i is very close to one (Oi = 0.0001 . 7r/2), Hj, j -0 while Hfi, is very strong 
(Hf in, x : --- 200, 
Hfin, 
y -IOOiHf in, z : -:::::: 0) and the rate of change of the external 
field is not really great 
(t2= 800). In spite of the strong field, the amplitude of 
oscillation is quite small. 
If the final field is not so strong, it does not destroy the breather completely, 
as we can see in Figure 2.12. 
As we mentioned earlier, it is not a surprise that the final behaviour depends 
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Figure 2.10: Different kind of behaviours of cosO for different initial conditions. 
on the initial field when we increase the field, too. The conservation of energy 
is at the heart of this fact, but the particular dynamics can not be understood 
from static calculations. Figure 2.13 shows a comparison between the cases of 
decreasing and increasing field. 
It was not hard to find a positive Lyapunov exponent here, at t= 304 we found 
that the d(t) function is very similar than at Figure 2.8. In spite of this positive 
Lyapunov exponent at t= 304, after t2= 400 the motion is purely periodic and 
the Fourier spectra is clearly a one-main-peak spectra - for an explanation see 
the previous subsection. Therefore we can conclude that there is a short chaotic 
transient and after it the motion is periodic. It can be regarded as a kind of 
dynamical memory, because although every circumstances in the final state is 
the same, the behaviour is different. 
luu 200 300 400 500 600 
t 
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(b) Behaviour of y= cosO 
Figure 2.11: Effect of the strong external field to the high-energy block 
2.2 Two particles - Fixed points 
In this section we examine the fixed points of the dynamical equations of a two- 
particle system (N = 2) without external field and dissipation. We find the fixed 
points and than characterize them for example by describing the behaviour of 
the system around them. In this section the parameter b is not fixed. If b=0, 
then the equations of motion are very simple, for the first magnetic moment it is 
dM(')IdT = jM(1) X M(2) . 
The two vectors periodically rotate around the point 
half way between them with a frequency proportional to the coupling constant J 
and the sine of the angle between them. The path of the vectors is fixed by the 
initial geometry and thus J has no effect to it. 
For nonzero b and J the equation system (1.22) has several fixed points. Some 
of them are trivial in the sense that they do not depend on the parameter b ý4 0, 
some of them are nontrivial 2. In the absence of external field, the variable 0 has 
no physical importance, only the difference qý = 0(1) _ 0(2) has, thus we examine 
200 
150 
100. 
50 
0 
0 200 400 600 800 1000 
t 
(a) Strong external field 
J=0.0, b=-100 
1 
0.8- 
0.6- 
0.4 
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2We will see that 'trivial' fixed point does not mean that the description of it is easier than 
that of nontrivial ones. 
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Figure 2.12: The weaker the external field, the smaller the effect it has to the 
energy- excitation 
only this difference ýý apart from the angles OM and 0('). 
As in the equations of motion there are only two parameters J and b, changing 
the sign of both of them is equivalent to a time-reversal which does not affect the 
physical quantities in the lack of dissipation. Thus we concentrate on bIJ in our 
analysis. 
Let us first concentrate on the trivial fixed points. In the next table we 
enumerate them but omit the points which are only formally different. 
type 0 (1) 0(2) o(l) _ 0(2) E 
O/a 0 0 0 -b-J 
O/b 7 0 0 -b+J 
E 2 E 2 0 -1 
E 
2 
E 
2 7T 
The '0' type fixed points can be obtained from the H == 0 fixed points of Section 
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(b) Behaviour of y= cosO for the external fields above 
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Figure 2.13: In the initial conditions there are differences only in the value of 
external field. Although this difference reach zero at t= 400, the behaviour of 
the magnetization vector remains different. 
2.1.1. The time- derivatives dM(')IdT are zero, because each of the moments are 
in one of these fixed points and therefore the cross-product M(l) X M(2) is zero. 
However, in our polar coordinate-system the values of derivatives are not well 
defined at these fixed points, they have the form like 0/0. Nevertheless if we 
choose an initial point close to one of them, they behave like stable fixed points. 
If b<0 and J>0, then the first fixed point, and if b<0 and J<0, then the 
second fixed point is the global minimum of the energy, so they must be stable, 
but not attractive, as the energy is constant. 
The first - O/a - point is always stable with a quite wide region of stability 
in phase-space for all values of parameters b and J. Other fixed points can be 
also unstable or metastable. However, as the time-derivatives depend not on the 
angles OM and OP) itself but the difference 4ý, if the starting point is close to one 
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of the first two fixed points, the angles can go to infinity together with almost 
constant (b, (but it have not any importance if OM and 0(2) is very close to 0 or 
-F). This can occur in the case of the other fixed points, if the initial deviations 
are small enough. 
2.2.1 Fixed point of type O/b 
If I bj tends to the infinity, this fixed point is stable, but if 0, we get some 
nontrivial phenomena. In the latter case the Fourier spectra tends to the one- 
frequency spectra with decreasing 1-ýJ, but if bIJ is positive, in a much noisier i 
way, as Figures 2.14 - 2.16 shows, where b is between 0.1 and -0.1. 
J=l I 
8 
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0 
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f 
Figure 2.14: Fourier spectra for two particles and bIJ -0.1 
J=1, b=O. 1 
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Figure 2.15: The Fourier spectra for bIJ = 0.1 
In figure 2.17 - 2.18 we can see that if -jb > 0, the Lyapunov exponent can be 
positive. 
If bIJ <0 and the initial conditions are close to the a fixed point, the angles 
0(1) and 0(') are changing remarkably, in fact there are continuous transitions 
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Figure 2.16: The Fourier spectra for bIJ = 0.002 
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Figure 2.17: Lyapunov exponent for bIJ = -0.2, t is the time in numerical 
timesteps, d is the instability indicator introduced in eq. 1.28. 
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Figure 2.18: Lyapunov exponent for bIJ = -0-1. 
between the states 0(1) = 0,0(1) = 7T and OM = -F, 0(1) = 0, two symmetrical fixed 
point. Figure 2.19 shows that the system stays quite a long time close to them 
and then goes to the other fixed point, which is physically equivalent to the first 
one. 
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Figure 2.19: The comparison of the behaviour of the two magnetization vector 
close to fixed point O/b. The time is in the horizontal axis, and the angle 0(1) is 
the continuous line, 0(2) is dotted line. 
During most of the motion the magnetic moments has opposite directions, 
the angle between them is 7r. But in the jumping process the cosine of this angle 
is growing from -1 to bIJ - 1, as we can see in Figure 2.20. We note that the 
magnitude of the vectors is constant. 
J=10.0. b=-0.3, 
-O. 9 
-0.97! 
-0.9ý 
-0.98! 
-0.95 
-0.99! 
-117- 
1600 
Figure 2.20: The time- development of normalized scalar product of the magneti- 
zation vectors. The time is in the horizontal axis, d- M(1)M(2). 
In the fixed point the energy of the system is b+J. In the jumping process 
the system leaves the fixpoint and when the moments cross the x-y plane, 
the anisotropy energy becomes zero. As the total energy of the system must be 
conserved, the coupling energy has to compensate the loss in anisotropy energy, 
that is why the angle between the moments changes. Indeed, the coupling energy 
_jM(1)M(2) is decreasing with maximum b and exactly when the jump occurs. 
From this we can conclude that this jumping behaviour is possible only when 
the coupling is strong enough compared to the anisotropy, because otherwise 
the interaction could not pull out the moments from the extreme point of the 
1800 2000 2200 2400 
t 
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energy-surface. 
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In Figure 2.21 we can see that the motion is pericodic, but its frequency is 
very low. 
J=10.0, b=-0.3, 
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Figure 2.21: Fourier sPectra of the motion can be seen in Figure 2.19. 
2.2.2 Fixed points of type I-Il 
In case of type I fixed points, if J=1, and b>- 2 (or J= -1, and b< 2), the 
behaviour seems to be an ordinary one-frequency oscillation like in the previous 
subsection, the frequency is increasing with increasing Ibl. But if the starting 
point is close to one of the first two fixed points, the angles OM and OP) can 
go to infinity together with almost constant difference (P. More precisely, the 
Fourier specta show us that 0(l), 0(2) and (D oscillating with small amplitude and 
with the same frequency, depending on the initial deviations. If b< -2 (or, for 
J= -1 if b> 2), the system has a much more complicated behavior, the stability 
of the fixed point disappear, with positive Lyapunov exponent and sophisticated 
Fourier spectra. As b --ý -2 from below, the Fourier spectra tends to a Ilf noise 
or maybe to a simple one-peak spectra as one can see in Figure 2.22 - 2.24. 
In case of a type-II fixed point the critical b is 0 instead of 2 or - 2, but 
otherwise the motion is the same. In Figure 2.25(a) and 2.25(b) we can see the 
behaviour of Lyapunov exponent. 
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Figure 2.22: Fourier spectra for b= -2.5 
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Figure 2.23: Fourier spectra for b= -2.05 
J=l, b=-2.001 
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Figure 2.24: Fourier spectra for b= -2.001. We expect that if b tends to -2 
from below, the Fourier spectra tends to the 11f noise which can be seen in the 
following figure (when b= -2). 
2.2.3 Nontrivial fixed points 
If IbIJI < 2, nontrivial fixed points are complex with nonzero imaginary part, 
thus physically they exist only when JbIJI > 2. There are two cases, the first one 
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Figure 2.25: Behaviour of Lyapunov exponent for the type-II fixed point, J=1, 
b=0.01 and for J= 1) b= -2.1 
is when bIJ > 2. We summarize some data about this case in the following table. 
OM o(2) 0 (1) _0 
(2) E 
E _Z +E 2 
0 b 
2 
7r -E -! ýý -E 
b 
2 
where cosEsinE = ±!. The second case, when bIJ < -2, the nontrivial fixed b 
points can be seen in the following table: 
OM o(2) o(1) _ o(2) 
2 
0 
7r -E 
1 
2 
0 
Figure 2.26 can help the reader to visualize the geometry of the system in these 
fixed points. 
t 
. -ww --ww -www www- t 
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Figure 2.26: Schematic diagram to the position of the magnetic moments in a 
nontrivial fixed point for the bIJ < -2 case. The magnitude of the shaded angle 
is ýý. 
As can be seen from the tables and from Figure 2.26, the magnetic moments 
in these fixed points are orthogonal to each other, thus the system has only 
anisotropy energy. When the system is close to one of these fixed points, the 
motion of the moments are essentially periodical. If JbIJI > 2, than there is only 
one main peak in the Fourier spectra and the frequency of this main peak goes 
to zero as JbIJI ----> 2. 
If bIJ is very large, like 100 or 1000, and the initial deviations regarding the 
angle 0 for the two particles are remarkably different, the interaction between the 
moments is not enough to modify the angles OW and thus the anisotropy energy. 
2.3 Arbitrary number of particles without dis- 
sipation 
Now we start to investigate a multiparticle- system, the number of particles N is 
between 3 and 10. If the anisotropy is huge, (e. g. I jb I ýý 100), then the main term 
in the energy density is the anisotropy energy. 
In the following sections y is cosO as in earlier sections. The anisotropy b is 
-100 and the value of the coupling J can change, 
(but of course never in one 
numerical experiment). Here and after the z component of the field is zero, as 
we mentioned earlier. 
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2.3.1 Zero external field: energy barriers and energy lo- 
calization 
First we examine the case of J=0.1. If we set initial conditions where the 
moments are almost parallel in the x-y plane and far from the fixed points 
of the one-particle system, the moments remain near the plane, but rotate, and 
cosO(j) vibrates irregularly with amplitude 0.15 for all If cos0i(, j, )i tends to one ni I 
this amplitude tends to zero. If Oi(nj)i is different for different j, we can observe in ni 
Figure 2.27 that particles initially close to the z-axis (for example Oini= 0.05) do 
not like to interact particles with lowerCOSOini - We can say that the particle, which 
originally was close to the axis forms a stable block and prevent the exchange of 
energy between other particles. 
J=0.1, b=-100 
1 
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t 
Figure 2.27: Behaviour of the magnetizations in a system of coupled particles. 
The thin line with value y -ý' 0.9 is cosOM, the thick line around I is COSO(2) (it is 
very close to the z-axis during the motion), the medium-thick line oscillating is 
cosOP) and the thin line oscillating is cosO('). One can observe that the magneti- 
zation of the first particle can not oscillate because the second particle functions 
as an energy barrier. 
But if we do the same calculation with stronger coupling, for example J=1.0, 
the curves do intersect and mix after a few hundred or thousand timesteps and 
later we can not distinguish them according to their origin. We can observe 
that axis-close moments are very stable but strong coupling can move them away 
from the axis. Of course more close the particle to the axis, stronger coupling 
and longer time is necessary to destroy this stable block and to force the moment 
far from the axis. As the main energy term is the anisotropy, it means that 
CHAPTER 2. THE HAMILTONIAN SYSTEM 57 
energy is localized in this stable block. We found that this blocking behaviour is 
independent of the sign of the anisotropy. 
If the magnetization vectors are not close to the axis, they can fluctuate quite 
freely as one can see in Figure 2.28. Stronger the coupling is, larger the amplitude 
of the oscillation is. 
J=1.0, b=-100 
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Figure 2.28: If the coupling is not very small, the magnetization vector can 
fluctuate without external field as well. Here H =- 0, the thin continuous line is 
cosO(1), while the thick line is COSO(2). 
The Fourier-spectra of this motion is chaotic for N>3, which is a fundamen- 
tal difference with the cases N-2. Obviously, stronger the coupling compared 
to the anisotropy, higher the amplitude of the chaotic oscillation. 
2.3.2 Constant external field applied only to the first par- 
ticle, energy barriers and energy localization 
Now constant nonzero external field is applied to the first particle, while zero 
field to the other particles, so the field is inhomogeneous in space but not in time. 
First we set the following initial conditions: all M is close to the x-y plane, 
h 
almost parallel and J=0.1. If the field is weak (e. g. y= 10), the cosine of the 
angle 0(1) changing with amplitude 0.3, but if the field is growing, this amplitude 
is also growing, cosO(1) can change between -1 and 1. If the coupling is stronger 
(j =: 2.0), we obtain a similar phenomena but the second and other particles also 
oscillate with a smaller amplitude, but this is a very irregular vibration, similar 
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to the zero-field case (Figure 2.29). 
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Figure 2.29: Behaviour of the system if we apply external field only to the first 
particle. In the figure the continuous thin line is the third particle COSO(3) , the 
other is the fourth particle COSO(4)1 while cosOM seems to oscillate periodically 
with amplitude close to I like in the single particle-case. 
The conclusion is that if we give energy to a particle in the multiparticle 
system, the coupling helps to propagate this energy to the other particles. If the 
coupling is even stronger (J = 10), the oscillation of the magnetization of the 
first particle also became unregular (Figure 2.30) and COSO(2) changing between 
± 1. 
The Fourier spectra of the motion of the particles are very noisy here, which 
indicates chaotic behaviour. In Figure 2.31 one can see the spectra of the second 
particle for H- 20, but for other values of the field and other particles it is very 
similar. 
Now we set different initial conditions: for one or more particles cosO is set 
close to one. We can observe that the state of these particles are very stable, even 
high amplitude oscillation of their neighbours can not affect them. They behave 
like energy barriers. To demonstrate it, suppose that we have only four particles. 
We apply strong field to the first one in order to create high amplitude oscillation, 
while we set COSO(2) and COSO(3) extremly close to one. Under these circumstances ini ini 
cosO(') is oscillating with a very small amplitude compared to the first particle, 
even if the coupling is quite strong, for example J-5. Figure 2.29 and 2.30 show 
that without the energy-barrier the amplitude belongs to the second particle is 
similar to the first one. This is true for the third and fourth particle as well. 
Therefore the low amplitude of the fourth particle is clearly due to the energy 
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Figure 2.30: For stronger coupling the behaviour of the first particle (the con- 
tinuous line is cosO(')) also become irregular and the amplitude of other particles 
(the dotted line is COSO(2)) is larger. 
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04 
f 
Figure 2.31: The Fourier spectra of the second particle indicates chaotic behaviour 
barrier. This means two types of localization in one system: the first particle 
has local dynamics, the second and third particle have locally high energy (for 
easy-axis anisotropy it is low energy). We can destroy the energy-barriers only by 
very strong coupling or by applying field to them. The stronger the applied field 
is, the higher the amplitude of the oscillation is. We will show some interesting 
phenomena about it in 2.3.6 subsection. 
2.3.3 Constant external field applied to the all particles 
If we apply the same field to all particles and the coupling is weak (J < 1), we can 
observe similar oscillation than in subsection 2.1.1 for one particle. However, the 
LVV 4vv Jvv It uu -) vv 
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oscillation is not perfectly periodic. In Figure 2.32 the Fourier spectra for J=0.1 
can be seen for two particles. The main peaks are around f= 307,613) 919. For 
J=0 these main peaks are almost the same (f - 310ý 620,930) but there is no 
other peak. 
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Figure 2.32: The Fourier spectra for weak coupling and N=2 
For J=0.3 the original main peaks are still observable, but the spectra is 
very noisy. For J-0.4 the Fourier spectra shows complete chaos. The behaviour 
and noisiness of the spectra depends on the initial conditions as well. However, 
for weak coupling, greater numbers of particles behaves similarly. 
2.3.4 Changing external field applied only to the first par- 
ticle 
If the coupling is very weak, (J < 1), then the behaviour of the system is similar 
than in the case of one particle, explained in Subsection 2.1.2. But if the coupling 
is stronger, it can destroy the final stable configuration and can cause chaotic 
oscillation like in Subsection 2.3.1 where the field was zero. For an example set 
J-I and apply the same field as in Figure 2.4 for the first particle (so the final 
field is zero for all particles). Then one can observe in Figure 2.33 that cosO(1) 
has a small vibration (because it is closer to 1), while COSO(2) and COSO(3) changing 
remarkably although no external field was applied except for the first particle. 
If J= 10.0, cosO(') does not fluctuate close to one number any more, but 
changes continuously in the whole range just like cosO('), even if the final field 
is zero as in Figure 2.34. One can observe some periods while cosO(') has small 
amplitude. Later we will see similar but stronger damping phenomena. 
The fact that there is a strong chaotic oscillation without external field, how- 
ever, is not unexpected, because if the coupling is strong enough, direction of 
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Figure 2.33: Behaviour of the particles if the final field is zero and the coupling 
has medium strength. The thin line is cosOM , the thick 
is COSO(2) and the medium- 
thick is COSO(3). 
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Figure 2.34: Strong coupling cause large fluctuations. The continuous line is 
cosO(1), the dotted is COSO(2) . The 
field for the first particle is the same as in Fig. 
2.4 and zero for the others. 
magnetizations can fluctuate even without external field, as we have seen in Fig- 
ure 2.28 in Subsection 2.3.1. The initial changing field has the role only to set 
the initial conditions. 
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2.3.5 Changing and constant external field applied to dif- 
ferent particles 
Now we keep the field to the Ist particles constant and increasing the field to the 
other particles gradually. More precisely Hj('j'j) =0 and Hf('i, ) - H, (, li) Hf(j'), for ni ini n 
all 3. >1. The field changes only between time 100 and 400 linearly, like H(') in 
Figure 2.37 (a). We can observe that the final amplitudes are different, in case of 
the second particle COSO(2) the amplitude was 0.6 instead of 1, like in Figure 2.35. 
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Figure 2.35: Different final amplitude of y= cosO caused by different initial field. 
The continuous line is cosOM and the dotted is COSO(2). 
It was hard to find a positive Lyapunov exponent here, at t=147 we found, 
as one can see in Figure 2.36. 
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Figure 2.36: Positive Lyapunov exponent for the motion can be seen in Fig. 2.35. 
If the coupling is stronger, the amplitudes usually are closer to each other. 
However, for special initial conditions there are exceptions. For example if J=5, 
the oscillation Of COSO(2) can be damped, while cosO(') and cosO(') has normal 
behaviour. Let us now set the number of particles only 3 for the sake of symplicity. 
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In Figure 2.37 we can see that the amplitude Of COSO(2) is much smaller than 
the amplitude of the cos0(1) and COSO(3) , and it is small for a very long time, so 
this damping a stable phenomena although the coupling is not very small. 
The short time Fourier-spectra of the second particle is not really noisy here, 
instead has discrete frequencies. In Figure 2.38 one can observe that two of the 
three main peak of the Fourier spectra of the second particle comes from other 
particles, more concretely the peak at 28 from the first particle, the peak at 43 
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(a) The inhornogeneous external field, the dotted line is HM, the 
continuous one is H MI i>1. 
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(b) Behaviour of y= cosO. The continuous line is cosO(1), the thick-dotted is 
COSO(2) and the thin-dotted 
is COSO(3) 
Figure 2.37: Damping of the oscillation of the second particle. The initial condi- 
tions was: 00) =- 1.480 + 0.005 -j and 00) = 0.1722 + 0.0005 -i where j is the 
number of the particle. 
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from the third particle. 
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This behaviour is very stable, even the peaks in the Fourier spectra are the 
same after a few hundred-thousand timesteps. We can destroy this damped state 
e. g. by changing the external field to the second and third particle. Figure 2.39 
shows the case when the external field was started to decrease continuously when 
the second particle magnetization vector was already in the damped area. 
In the case of the behaviour in Figure 2.39 we could indicate positive Lyapunov 
exponents in the following time-intervalls t: 3-12,26-36,51-59,77-84,90-124) 
1594-16011 1698-1720,1741-1742) 1755-1758,1771. One can see that non of them 
are in the damped area. This and the Fourier spectra indicates that this damped 
behaviour is not chaotic, although chaos is almost omnipresent for interacting 
particles, as we could see in the previous subsections, for example 2.3.3. 
However, if we change J for 4.9 or 5.1, we can not observe this phenomena 
(at these initial conditions), or it is damped only for a very short time and after 
this time COSO(2) increases to a value 1. The phenomena is also extremly sensitive 
to the initial conditions and exist only a very narrow domain of the initial state- 
phase, if we change the initial angles by 0.001, we get a completely different 
behaviour. 
2.3.6 Changing external field applied to all particles 
Let us investigate the behaviour of the system when J=I and N=3. 
We see now that combining types (II) and (III) from Section 2.1.2 (Figure 2.5) 
we can create breathers (local excitations). According to the notations of Figure 
2.5 type JI) behaviour means that the moment tends to be orthogonal to the 
x-y plane, type (III) means it tends to be very close to this plane. For easy-plane 
anisotropy these arrangements correspond to high and low energy, respectively. 
Now we set the the following initial conditions: the first and the third particle 
have the same as in the (III) case and the middle particle has the same as in the 
(II) case, (Figure 2.40(b)) or vice versa (Figure 2.40(c)). 
In this section from here Hj, j and Hfi,, means the external 
field before time 
tj = 100 and after the time t2 = 400, respectively, like in the previous subsections. 
Before tj and after t2 field are constant and it changes linearly between these two 
moment. 
First we apply the same increasing field to all three particles. For several 
initial conditions and values of J the results are not really interesting, but we 
found special conditions to get damping phenomena again, as one can see in 
Figure 2.41. 
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(a) Fourier spectra of the second (the damped) particle. The peaks 
are at 28,43 and ý65-66. 
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(b) First particle Fourier spectra, the peaks are at 28 and 81 
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(c) Third particle Fourier spectra, the peaks are at 43 and 126 
Figure 2.38: Fourier spectra with ten times higher sampling rate than usual. 
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(b) Behaviour of the first two particles. The continuous line is cosO('), the 
thick dotted line was COSO(2) 
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(b) High energy in the middle particle 
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(c) Low energy in the middle particle 
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IS. COSO(2) Figure 2.40: Creating breathers by setting special initial conditiol , is the 
continuous line, the third particle (large dots) is the same as the first one (small 
dots), the external field is homogeneous in space. 
This damping is remarkably different, because the magnetization vector of the 
second particle has quite high energy, higher at least an order of magnitude than 
the other particles here or the damped particle in the previous chapter in Figure 
2.37. If we get samples for a short time Fourier spectra of the second particle 
after time 400, the result is not very noisy (Figure 2.42). 
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(a) The external field which was applied for all particles 
J=5.0, b=-100 
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(b) The continuous line is cosO('), the thick-dotted is COSO(2) and the 
thin-dotted is cosO('). The initial conditions were OU) = 1.50018 + 
0.12000006 - j, 00) = 0.4 + 0.0035 -j 
Figure 2.41: High-energy damping in the second particle 
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The spectra of the first and third particle are even more clear with peaks at 
22 and 36. We can see these common frequencies in Figure 2.43. 
During this part of the motion 0(2) is continuously growing, so coso (2) iS 
oscillating between -1 and 1, while 0(l) and 0P) are localized onto a quite wide 
domain around -7r and -F, respectively, therefore coso(') and COSO(3) are less than 
one, and they are changing paralell with the respective 0-s as one can observe in 
Figure 2.44. 
The phenomenon is extremly sensitive to the initial conditions, if we change 
one of them with 0.001, the behaviour will be completely different. But under 
the appropriate circumstances the damping which can be seen in Figure 2.41 is 
quite stable in time, the highest level Of COSO(2) is under -0-65 for millions of 
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Figure 2.42: The short-time Fourier spectra when the field is already constant, 
the peaks are at frequency 7,15,22,29,36,56. 
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Figure 2.43: The continuous line in the lower part of the figure (aroud about -0.8) 
is COSO(2) , the other continuous line is cosOM and the dotted line is COSO(3). 
timesteps after once going down. Lyapunov exponent can be positive before the 
damping appears, like at t= 225, but, according to our investigations, never in 
the damped area. 
If the set J=1.0 again, the final field Hf(j) = 0.8. H(1) for all J, we can observe 
something more interesting than in the case of one particle. In figure 2.45 one 
can observe a stable low-frequency wave in the amplitude Of COSO(2). 
The short-range Fourier spectra shows few main peak and some additional 
noise in Figure 2.46. 
This type of behaviour goes on for a very long time, but the long-range Fourier- 
spectra is quite noisy. If we examine this with lover Hf, the long-time waving 
Of COSO(2) become more and more irregular and at about Hf = 0.4 - Hi it is 
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Figure 2.44: Behaviour of cosOM (continuous line) and cosON (dotted line). 
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Figure 2.45: Low-frequency waves in the second particle. The continuous thin 
line is cosOM, the other is COSO(2). 
unrecognizable, while the low-frequency part of the Fourier spectra emerging and 
becomes noisier, in case of Hf(ý) = 0.1 - HP) for all j, only this low-frequency part 
of the Fourier spectra is dominant. 
If J is greater and Hfi,, = 0.1 - Hi, i, amplitude of cosOý') increases to I soon. 
For example if the coupling J-5, we get much more difficult behaviour. In 
Figure 2.47 we can observe short-time damped regions and large sudden jumps, 
generally together in the particles. 
There are similar but not the same (short-time) damping phenomena when 
J is different but large enough. It's hard to find a positive Lyapunov exponent 
here, we show one in Figure 2.48. 
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t 
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Figure 2.46: Short-time Fourier-spectra of the second particle, the sampling rate 
was ten times higher than usual. 
Now we apply decreasing field to the first particle and increasing to the others 
until it becomes equal at t,,, and then decrease them together until they reach 
zero at t2 = 600, as one can see in Figure 2.49. 
If J-1.0, we get an interesting behaviour. In Figure 2.50 one can observe 
that the drop of the amplitude in the first particle has a remarkable effect to the 
J=5. Orb=-100 
0.5 
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t 
Figure 2.47: Behaviour of the first two particles, the continuous thin line is coso(l), 
the other is COSO(2)1 
Hfin ý 0-1 'Hini 
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Figure 2.48: Lyapunov exponent for the motion in Fig. 2.47, Hf = 0.1 - Hi 
Ht 
Figure 2.49: The external field 
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second particle because of energy-transfer between particles. If J is much less 
than one, similar patterns have not been found. 
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Figure 2.50: Energy-transfer between particles. The continuous line is coso(l), 
the thick dotted one is COSO(2) 
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In Figure 2.51 we can check the behaviour of the third particle during this 
process. 
J=1.0, b=-100 
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Figure 2.51: Behaviour of the second and third particle (the thick dotted line is 
COSO(2) like above but the continuous line is COSO(3)) 
And if the field is changing slowly (i. e. t, = 200, t2 =: 1200), we can observe 
more hupple after the amplitude-drop of the first particle. 
We can destroy breathers in this way: If we have a system of three Particles 
and cosO(') is very close to one, we can apply field to the first particle, it will not 
destroy the breather if the coupling is around J=1.0. After time tj = 200 we 
changed the field to all particles, the first particle field like the continuous line, 
the others like the dotted line in Figure 2.52(a). Rom Figure 2.52 (b) and (c) 
we can conclude that not the external field alone, but the field and the effect of 
the first particle amplitude drop forced the magnetization vector of the second 
particle to leave the vicinity of the z axis. 
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(a) The external field which was applied for all particles 
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(b) The behaviour of the first and second particle. The dotted line 
is cosO(1), the continuous line is cosO(') 
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(c) The continuous line is COSO(2), the dotted line is cosO(') 
Figure 2.52: There is a sudden jump of COSO(2), although the field is decreasing 
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We can easily find positive Lyapunov exponent for the second particle (Figure 
2.53): 
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Figure 2.53: Lyapunov exponent for the second particle. Time 0 here means 
t= 1110 in Figure 2.52. 
In Figure 2.55 we can see a very usual, in Figure 2.56 and 2.57 a special 
behaviour of a three particle system for slightly different initial conditions (the 
M vectors initially is close to the plane for both cases) and the external field can 
be seen in Figure 2.54 was applied : 
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Figure 2.54: The external field 
In Figure 2.56 and 2.57 for a three-particle system we can observe that the 
amplitude of cosO(1), and COSO(3) is much less than it should be at this field and 
it was in Figure 2.55. 
This is an other kind of localization: the middle particle oscillating with high 
amplitude but the two neighbours only with low amplitude. To create it we need 
special initial conditions. 
In the 0<t< 200 region we found many positive second particle Lyapunov 
exponent about d=0.002, after t= 200 a few about d=0.004 and some about 
d=0.002, but not between 300 and 1300. It seems to be a tipical phenomena: 
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Figure 2.55: Behaviour of the system for initial conditions Oi(, j, )i = 1.57 + 0.05 ni 
COSO(2) 0j, j = 1.35 + 0.9 The continuous line is cos0(1), the dotted is and the , ni 
behaviour Of COSO(3) is very similar. 
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Figure 2.56: Behaviour of the first and second particle for initial conditions 00) = 
1.55 + 0.005 00) = 0.35 + 0.5 j. The continuous line is cosO(1), thick dotted 
line is COSO(2) 
if the magnetization vector is forced to make low amplitude (damped) oscillation 
by the combined effect of the external field and the other vectors, then the 
Lya- 
punov exponent is not positive. This is not obvious because the whole 
damping 
phenomena is sensitive to the initial conditions. 
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Figure 2.57: Behaviour of the second and third particle for initial conditions given 
in Figure 2.56. The thick dotted line is COSO(2) , the continuous 
line is cosO('). 
2.4 Summary and conclusions 
In Chapter 2 the Hamiltonian system was under investigation, i. e. the dissipation 
was zero. In Section 2.1 we studied one magnetic particle in various external 
magnetic fields without dissipation. First we have explicitly given the fixed points 
of the equations of motion for constant field. In this case the particle stays in 
the fixed points or it has constant-energy trajectories, usually around the fixed 
points. If the external field is changing between two constant values linearly, the 
final trajectory is extremly sensitive to the initial conditions. A sudden jump 
in the amplitude of the motion of the magnetic moment is often observable. We 
think that in these cases the trajectory drastically changes. For example, initially 
the trajectory of the system was around a high-energy fixed point and during the 
period of changing field the system jumps to another trajectory around a low- 
energy fixed point. This jump between qualitatively different trajectories can 
have chaotic properties characterised by a positive Lyapunov exponent. 
In Section 2.2 we concentrated on the fixed points of a two-particle system 
without external field and dissipation. We have found two types of fixed points, 
dependent and independent of the parameters of the Hamiltonian (the anisotropy 
and the coupling). In the first case, we have explicitly given the form of the 
dependence. In both cases we performed simulations starting from the vicinity of 
the fixed points and found periodic and chaotic behaviour. It is worth to mention 
that a bistable system was found, i. e. there are two fixed points and the system 
periodically leaves one of them to reach the other and vice versa. 
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In Section 2.3 we have examined magnetic particles with nonzero coupling, 
large anisotropy and applied constant or changing, homogenious or inhomoge- 
nious external field to them. We observed sudden energy-transfers between par- 
ticles during chaotic transients. However, we found that if the number of particles 
is greater than two, the chaotic behaviour is quite prevalent in arbitrary external 
field and not confined to short transients only. Maybe the only exception is the 
case when the oscillations of the magnetic moment of one particle is damped, i. e. 
it has much smaller amplitude than the other moments. Nevertheless these damp- 
ing phenomena arise for very specific initial conditions, therefore the probability 
of their appearance in the reality is low. 
Our numerical experiments also show that magnetic moments initially very 
close to an extreme-energy fixed point constitute stable blocks. It means that 
these moments do not like exchanging energy with their neighbours via the 
exchange-interaction, thus they have an extremly long lifetime without exter- 
nal field applied to them. The high or low energy is localised in them and they 
function as energy barriers in the system by preventing the propagation of energy. 
One could say that the system is decoupled by these blocks: the behaviour on 
one side of the block has no effect to the behaviour on the other side. 
If the coupling is nonzero but weak, there can exist a special type of ele- 
mentary excitations (breathers), which also correspond to some inhomogeneity 
in the energy distribution. These excitations can be produced by setting slightly 
different initial conditions for different particles. 
Chapter 3 
Dissipation 
In this chapter we use the following Hamiltonian: 
NbNN 
M(n)M(n+l) + E(M(n))2 _E M(n 
(n) E= -JE 2z 
)H 
n=l n=l n=l 
where H is the external magnetic field, oriented in the x-direction. The dissipa- 
tion (introduced in Subsection 1.6.3) is weak but its effect is significant. 
3.1 Constant external field 
Suppose now that the field is constant. In this case the behaviour is trivial, the 
system goes to one of the minimal-energy fixed points. As one can see in Figure 
3.1, the motion towards the fixed point is a damped oscillation: the amplitude is 
decreasing probably exponentially, the frequency is slightly decrerasing, too. 
For stronger field or stronger dissipation the decrease-rate of the amplitude 
is higher. More generally, if the potential-gradient is larger, the oscillation has 
higher frequency and greater damping. 
We mention here that Crawford et al. experimentally obtained exponentially 
damped sinusoid when measured the dynamics of Ni8jFejq films using magneto- 
optical Kerr effect [55]. 
In the case of more than one particle the system can indefinitely remain in 
a metastable state. For example, if the coupling and the external field is very 
weak compared to the easy-axis anisotropy then some magnetic moments can 
point to one direction of the easy-axis, others to the opposite direction. Because 
the coupling is ferromagnetic, these arrangements of magnetic moments do not 
correspond to the global energy-minimum. For antiferromagnetic coupling the 
behaviour is essentially similar. 
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Figure 3.1: Damped oscillation for H _= 1 and g=0.01 and strong easy-plane 
anisotropy. The time is on the horizontal axis, m= m(t) =M ., 
(t) is the x 
component of the magnetization is on the vertical axis 
3.2 One particle in microwave field 
In this Chapter from this point we use a magnetic field, which amplitude changing 
sinusoidally and its direction is constant: 
Hý, (-r) = Hsin(f - -F), H, (-F) = 0, H, (-r) =0 (3.2) 
whereTis the time. First we consider the simplest possible system, one particle, 
in order to help the understanding of the more sophisticated systems. In this 
section, g=0.01 and f= 7r/2. 
3.2.1 Easy z-axis anisotropy 
In this subsection we examine the behaviour of one particle with strong easy-z- 
axis anisotropy. If the field is weak (H < 98.5), the magnetic moment rotates 
periodically around the z axis. The shape of the path is not a circle, because it is 
highly elongated in the direction of the external field. There are two points on the 
stroboscopic map, the Fourier spectra contains one peak. For fixed amplitude H 
the magnetization M_- is changing linearly with the field so there is no hysteresis 
loop. Moreover, the amplitude of the oscillation of the magnetization changes 
with H linearly. This linearity is true for other values of the dissipation and 
frequency 1- 
'except when the frequency is too high (f > 27), because in this case the time-lag hysteresis 
occurs, described in subsection 1.2.1. The other exception is when the 
dissipation tends to zero, 
because in the lack of dissipation the system fails to evolve towards the direction of the lower 
energy. 
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If the amplitude H of the field is greater (98.5 <H< 99) the behaviour of 
the system is weakly chaotic, see the stroboscopic map in Figure 3.2. 
J=0.0, b=-100, g=0.01, H=98.8. f=ni/9 
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Figure 3.2: Stroboscopic map (introduced in Subsection 1.6.2) for easy z-axis 
anisotropy (b < 0) and H = 98.8. Here and after y= cosO, dteta = dOldt 
In Figure 3.3 we can see the cause of chaos: when the field forces the magnetic 
moment close to the x axis, it has a chance to intersect the x-y plane and continue 
its motion in the other side of the plane, but this event occurs randomly. The 
two half-space above and below the x-y plane are physically equivalent and for 
weak field they constitutes two closed domains, but stronger field destroys this 
structure. 
At H= 99 the motion becomes periodic again, there are 8 point on the stro- 
boscopic map. For further increasing amplitude of the field, periodic and chaotic 
regions alternating. In Figure 3.4 and in Figure 3.5 we present the stroboscopic 
map and the Fourier spectra of chaotic motion for H= 221, respectively, while 
in Figure 3.6 one can see a kind of hysteresis loop. 
The regions of regular behaviour are usually wide, only narrow chaotic regions 
interrupt them. Sometimes we found period triplings instead of period doublings. 
For example, at H= 259.9 the stroboscopic map contains four points while at 
H= 260 it contains 12 points. These triplings and doublings are related to the 
symmetry of the effective field. In the case when the odd harmonics are dominant, 
appearance of the period-triplings can be observed. For even harmonics the route 
to chaos is characterised by period-doublings. 
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Figure 3.3: Behaviour of angle 0 for H= 98-8. t is the time in numerical 
timesteps, t =: 200T 
J=0.0, b=-100, g=0.01, H=221, f=pi/2 
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Figure 3.4: Stroboscopic map for H= 221. y= cosO, dteta = dOldt 
3.2.2 Hard z-axis anisotropy 
For b>0 we examined the behaviour of one magnetic particle with several differ- 
ent values of the control parameter H. We found several regions of qualitatively 
different behaviour, periodic oscillation, ýquasiperiodic and chaotic motion alter- 
nating, at least twenty times. The periodic oscillation forms bifurcation series, 
i. e. a series of period doublings, sometimes period triplings. These series lead 
to chaotic behaviour. But at a few times we were able to find only one bifurca- 
tion, then the behaviour of the system abruptly turned to irregular. Other times 
immediately the period-multipled state was formed from chaos. For example for 
H= 200.998 - 201.02 the stroboscopic map contains six points, but, surpris- 
Lý: rzuuv Lýo4vuu 196UUU 198000 200000 
t 
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Figure 3.5: Fourier spectra for H= 221 
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Figure 3.6: Hysteresis loop for easy z-axis anisotropy and H= 221. In the 
horizontal axis, h= h(-F) - Hý, (-F)IH = sin(f - -F) is the magnitude of the field, 
normalized by one. In the vertical axis m= m(-F) = M., (T) is the x component 
of the magnetization 
ingly, for H= 200-997 the number of points is infinity and the Fourier spectrum 
indicates strong chaos. 
Unlike in the case of easy-axis anisotropy, here the chaotic behaviour is the 
dominant, the regular regions are very narrow. In the following table, we describe 
an example around H= 250. The first column contains the values of the field 
H, the second shows the number of point on the stroboscopic map. 
luu 200 300 400 500 
f 
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H 11. of points notes 
249.7 00 'strong' chaos, 
249.71-249-89 2 one frequency Fourier-spectra 
249.9-249.97 4 
249.98-249.99 8 
250 16 
250.01 00 'weak' chaos 
For H= 250 one can see the stroboscopic map in Figure 3.7. The 16 points 
constitute eight point-pairs where the members of the pairs can be very close 
to each other. The pairs also form pairs of pairs in each quarter of the figure. 
This arrangement indicates bifurcations. We mention that Alvarez et al. also 
reported bifurcation and chaos when they investigated the dynamics of an in- 
dividual magnetic moment through the Landau-Lifshitz equation including the 
Gilbert damping [42]. 
J=0.0, b=100, g=0.01, H=250, f=pi/2 
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Figure 3.7: Stroboscopic map for H= 250, easy x-y plane anisotropy. 
For weak field the behaviour of this system with easy-plane anisotropy 
is in 
sharp contrast with the case of the easy-axis anisotropy, 
because there we found 
no chaos for H< 98.5, while here even the 
H=1 case is chaotic. 
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3.3 Two or more ferromagnetically coupled par- 
ticles with dissipation 
In this section the anisotropy b= ±100, the frequency f= 7/2, and the dissipa- 
tion g=0.01 as before. We use a coupling J= 10 which is quite weak compared 
to b. 
According to our investigations the number of particles is usually not impor- 
tant, the coupling J= 10 does not modify the behaviour significantly. If the 
magnetic moments are initially parallel, they move parallel during the motion 
and behave as one particle. If we set the initial conditions so that the magnetic 
moments are far from each other, then for weak field they become parallel soon, 
but for strong field they can remain unparallel. For a more precise analysis, we 
have to distinguish between the cases of easy-axis and easy-plane anisotropy. 
For easy z-axis anisotropy, the vectors of magnetization usually moves parallel, 
non-parallel behaviour was observed only for very high field (H > 200) and mostly 
for higher numbers of particles. 
For easy x-y plane anisotropy, we have two sharply different cases: if H< 
H,, it the moments always become parallel and behaves in the same way as one 
particle. If H>H,, it, although the moments are often parallel during the motion, 
non-parallel regions reappear regularly as time elapses, especially when the field 
changes rapidly. In this case the behaviour is always chaotic. In the next table 
and in Figure 3.8, one can see the critical fields H('ý) for different particle numbers Crit 
110. 
10 
94.5 1 41.9 1 30.2 1 15.4 1 12.4 1 6.9 1 6.5 1 5.6 1 5.5 
One can observe that the critical field tends to zero with increasing number of 
particles. However, the differences H 
(N) 
-H 
(N+1) do not decrease monotonously, crit crit 
if Z is even, this difference is larger that if i is odd. aom this we can conclude 
that the parity of the number of layers has an effect, namely, even numbers of 
layers prefer moving parallel slightly more than odd number of layers. 
We emphasize here the importance of initial conditions. For example, if we 
have two particles and H= 255, initially parallel magnetic moments behave pe- 
riodically, there are two points on the stroboscopic map. Any difference between 
the initial conditions of the two particle causes chaotic behaviour. 
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Figure 3-8: The critical field C=H, (rýit) for different numbers of particles 
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The general tendency is the same as in the case of one particle: the higher 
the strength of the field, the smaller the probability of finding regular behaviour. 
3.4 Hysteresis loops 
In this section we study how the phenomena of hysteresis and the shape of hys- 
teresis loops depend on the parameters H, g and f. First we investigate the 
case of one particle, which can have only local memory, so we do not expect too 
complicated behaviour. 
3.4.1 Easy-axis anisotropy, no coupling 
If the frequency is very low, the system is in the equilibrium during the motion 
and there is no hysteresis at all, i. e. both the remanence and the coercive field is 
zero. One can see the equilibrium-behaviour in Figure 3.6,3.9 and 3.10. 
If the frequency is higher and/or the dissipation is smaller then non-equilibrium 
oscillations can be observed, see for example Figure 3.11 and Figure 3.12. 
The most significant of these transient oscillations occurs when the field starts 
to decrease from its highest value and the saturated position of the magnetic 
particle is not energetically favoured any more, therefore after a time (ti) the 
magnetic moment leave the x-y plane. This oscillation is damped, i. e. its am- 
plitude decreases. The duration (d), the initial amplitude (A) and the frequency 
(P) of these oscillations depends on the frequency of the driving field and the dis- 
sipation. Increasing dissipation increases tj, decreases d and A, while increasing 
frequency f increases A, tj and d, decreases v. The amplitude of the field has no 
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Figure 3.9: Magnetization curve (without hysteresis) for H= 200, f= 7F/1000 
and g=0.1 - In the horizontal axis, h= h(T) = H,, (, r)IH is the magnitude of the 
field, normalized by one. According to eq. 3.2 h(T) = sin(f - 7-). In the vertical 
axis m= m(-r) = M, (T) is the x component of the magnetization. 
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Figure 3.10: The z component of the magnetization curve of Fig. 3.9 (H - 
200, f= -F11OOO and g=0.1). In the horizontal axis, h= h(T) = H,, (, r)IH is 
the magnitude of the field, normalized by one. In the vertical axis mz - Mz(T) 
is the z component of the magnetization 
direct effect unless it is weaker than 100. It has an indirect effect through the rate 
of change of the field, because if in the expression H, (-F) = Hsin(f - t) we increase 
H without changing f, dH(T)ld-r will increase and this has consequences. 
In spite of the non-eqilibrium phenomena the remanence and the coercive field 
basically still zero in these cases. If we increase the dissipation and the frequency, 
we can obtain 'real' hysteresis loops with large remanence and coercive field. The 
basic reason of this is the time-lag: the magnetic moment need some time to react 
to the changing field and if the frequency has an order of magnitude of 7r, the 
output lags behind the input with a time that is commensurate with the period 
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Figure 3.11: Hysteresis loop for H= 200, f = 7/20 and g=0.01. In the 
horizontal axis, h= h(T) = H, (T)IH is the magnitude of the field, normalized 
by one. In the vertical axis m= m(T) = Mx (T) is the x component of the 
magnetization 
0.8 
0.6 
r4 0.4 
0.2 
0 
J=0.0, b=-100,9=0.01, H=200, 
1F 
f =pi/20 
"Mill 
-1 -0.5 0-C; 1 
h 
Figure 3.12: The z component of the hysteresis loop for H= 200, f= 7T/20 and 
g=0.01. In the horizontal axis, h= h(7-) = H, (T)IH is the magnitude of the 
field, normalized by one. In the vertical axis rnz = M, (7-) is the z component of 
the magnetization 
of the oscillation of the field. 
3.4.2 Easy-plane anisotropy, no coupling 
In Figure 3.14 we applied the same field as in Figure 8 with the same dissipa- 
tion, the only difference is the sign of anisotropy. The conclusion is that if the 
energetically favoured direction is orthogonal to the direction of the field, it helps 
the system to reach the equilibrium and therefore decreases the remanence, the 
coercive field and the area enclosed by the hysteresis loop. 
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Figure 3.13: Hysteresis loop for H= 250, f -7r/2 and g-0.1. In the horizontal 
axis, h= h(T) - H,, (T)IH is the magnitude of the field, normalized by one. In 
the vertical axis m= m(T) = Mx (T) is the x component of the magnetization. 
We note that the remanence is equal to the saturation magnetization and the 
coercivity is also very large. One can notice the transient oscillations during the 
magnetization reversal. 
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Figure 3.14: Hysteresis loop for easy-plane anisotropy, H- 200, f= 7T/20 and 
g=0.01. In the horizontal axis, h= h(-F) = Hý, (7)IH is the magnitude of 
the field, normalized by one. In the vertical axis m= m(T) = Mý, 
(-F) is the x 
component of the magnetization 
If we increase the dissipation and/or decrease the frequency, the area enclosed 
by the loop decreases, i. e. we are getting closer to the equilibrium system, see 
Figure 3.15 and Figure 3.16 
The remanence is still very high in this case, but the coercive field can be 
reduced close to zero. 
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Figure 3.15: Hysteresis loop for easy-plane anisotropy, H= 200, f= 7/200 and 
g-0.05. In the horizontal axis, h- h(7) = H, ý 
(7)/H is the magnitude of 
the field, normalized by one. In the vertical axis m= m(T) = M, ' 
(7) is the x 
component of the magnetization 
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Figure 3.16: The z component of the hysteresis loop for easy-plane anisotropy, 
H= 200, f= 7/200 and g=0.05. In the horizontal axis, h= h(T) = H, (-r)IH 
is the magnitude of the field, normalized by one. In the vertical axis mz Mz (-r) 
is the z component of the magnetization 
3.4.3 More coupled particles 
If the coupling J is ferromagnetic or weak antiferromagnetic, the moments are 
generally parallel, especially for easy-axis anisotropy, therefore the behaviour is 
not affected significantly by the coupling. Even if they not parallel, the be- 
haviour of the different moments are basically the same, there are only minor, 
non-qualitative differences between them. The main difference can be observed 
during the jump from one side of the x axis to the other. Coupling can cause 
more irregular jumps with noisier Fourier spectra. 
As strong antiferromagnetic coupling J< -1 has significant effects, we con- 
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centrate onto this case in the followings. The first and simplest consequence is 
that the system does not reach saturation, as in the case of easy-axis anisotropy 
(Figure 3.17) or reach it only for strong field, as in the case of easy-plane anisotropy 
(Figure 3.18). In these figures one can also observe that the sudden jumps com- 
pletely disappeared, the transition from the m= state to the m= rn, i, 
state is smooth. This is completely different from that we observed in Figure 3.15 
for similar parameters but without antiferromagnetic coupling. 
J=-50.0, b=-100, g=0.05, H=200, f=pi/200 
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Figure 3.17: Magnetization curve (without hysteresis) for N=8, J= -507 
easy-axis anisotropy, H= 200, f = 7r/100 and g=0.05. In the horizontal 
axis, h= h(, T) = H., (7)/H is the magnitude of the field, normalized by one. 
(, T) 
N In the vertical axis m=m j=1 M--(') (-F) is the x component of the total 
magnetization of the system. The shape of the 'loop' is similar for any value of 
N>1. We note here that the system does not reach saturation even for as strong 
field as H= 200 if N>2. 
In Figure 3.19 one can see the how the x component of the individual magnetic 
moments MW changes as time elapses for easy-plane anisotropy. We note that x 
M(2) does not change monotonously with the field. x 
In the cases of eight particles, the z component of the total magnetization 
almost completely disappears: 
mz(i) (3.3) 
but the reason of this depends on the particular system. For b= 100 it is because 
the vectors are close to the x-y plane, i. e. 0 r1_1 7/2 during the motion due to 
the strong easy-plane unisotropy. For easy-axis anisotropy the vectors can go far 
from the x-Y plane, only the sum of their z component is zero, which means 
that (3.3) holds because of symmetry reasons. 
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Figure 3.18: Magnetization curve (without hysteresis) for N=8, J= -50, 
easy-plane anisotropy. For other parameters and notations, see Figure Caption 
3.17. For the individual behaviour of the particles, see Figure 3.19. This kind of 
behaviour can be observed if N>2 is even. 
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Figure 3.19: Behaviour of M(') for N=81= -50, easy-plane anisotropy, x 
H- 200, f= -F/200 and g-0.05. The line consist of big dots is the first 
particle, small dots is the second particle while the thin continuous 
line is the 
third particle, t is the time in numerical timesteps. 
In the case of easy-z-axis anisotropy the shape of the hysteresis 'loop' is similar 
to that in Figure 3.17 for any value of N>1. In the case of easy-plane anisotropy 
this is true only if the numbers of particles is even and greater than two. If the 
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number of particles is odd, the hysteresis loop can be more complicated, see Figure 
3.20 for three particles. Although the high-field region (h -, ±1) is similar to that 
in Figure 3.11, for weak field we can observe horizontal lines, which indicate new 
equilibrium arrangement of the moments. 
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Figure 3.20: Hysteresis loop for N=3, J- -50, easy-plane anisotropy, H= 
200, f= 7r/10 and g == 0.05. In the horizontal axis, h= h(-r) = H., (T)IH is 
the magnitude of the field, normalized by one. In the vertical axisM -m (T) 
EN 
j=1 M,, 
(') (-r) is the x component of the total magnetization of the system. 
Figure 3.21 shows the structure and development of this new state. The left 
side of the figure starts from saturated state, all moments point to the x direction. 
When the magnitude of the external field significantly decreases (t 5600), 
the moments start to move away from the x axis, but - because the strong 
antiferromagnetic interaction - the first and the third moments do not follow 
the second one and go back to the x direction. The second moment reach the 
opposite side of the axis (direction -x) and an antiferromagnetic order appears 
with two domain walls, m= 1/3. This configuration is stable for small field. 
When the field is increasing again but points to the -x, the position of the 
moments suddenly exchange, the first and third ones point to the x direction, the 
middle one to the -x. Then this second moment gradually moves towards the 
-x direction with increasing field and finally the system reach saturation again, 
but in the -x direction. 
We observed this antiferromagnetic ordering also for larger systems (see Figure 
3.22 for nine particles), but only if the number of particles is odd. If the external 
field is parallel to the normalized net magnetic moment of the system, which has 
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Figure 3.21: Behaviour of M, (') for N- 37 J= -50, easy-plane anisotropy, 
H= 200, f= 7r/10 and g=0.05. On the horizontal axis t is the time in 
numerical timesteps. On the vertical axis, big dots indicate the first particle, 
small dots correspond to the second particle while the thin continuous line is the 
third particle. The thin line is often covered by the big dots because the first and 
the third moments move parallel during the motion. 
N 
magnitude m= Ej=j M-, 
(') (7) = 11N, then this antiferromagnetic state is the 
ground state. We note that for zero field the ground state is infinitely degenerate 
because the equivalence of directions x and y. The external field abolish this 
equivalence and at the same time cause splitting between directions x and -x. 
3.5 New hard-y-axis anisotropy term 
We introduce a new anisotropy term a into the Hamiltonian: 
NNNN 
E _j 
E M(n)M(n+l)+ 
aE(M(n))2+ bE (M(n)) 2_E M(n (n) 
n=1 
2 
n=1 
Y2 
n=1 
z 
n=1 
)H (3.4) 
We examine only the a>0 case, when the new term is a hard-y-axis anisotropy. 
This means that if b is also positive, the positive and the negative side of the x 
axis are the only energetically favourable directions with an energy-barrier 
be- 
tween them. In other words an effective easy x-axis anisotropy arises. Figure 3.23 
illustrates the energy- landscape of one particle for b= 100, a= 50 and H= 25. 
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Figure 3.22: Hysteresis loop for N= 9) J= -50, easy-plane anisotropy, H= 
200, f- 7/10 and g=0.05. In the horizontal axis, h= h(T) = H,, (T)IH is 
the magnitude of the field, normalized by one. In the vertical axis m =Tn(-F) 
_, j 
N (T) is the x component of the total magnetization of the system. 
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Figure 3.23: The dependence of the energy of one particle on the angles 0 and 0 
for b= 100, a= 50 and H= 25. Darker colour means lower energy. 
Because the definite potential-valley at the ±x directions for zero or weak field 
we can expect that the antiferromagnetic order becomes more stable and more 
dominant for J<0. 
3.5.1 Two particles 
The obtained schematic phase diagram for two coupled particles can be seen in 
Figure 3.24. In this phase diagram there are four different phases, denoted by P, 
AP, AF, and AF2- In the phase P (Parallel) and AP (AntiParallel) the hysteresis 
loops are identical and very simple, it looks the same as the loop we obtained 
-J. V '* 
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in the case of one particle, see Figure 3.16. For ferromagnetic effective coupling, 
two magnetic moments associated with the two particles are always parallel, the 
moments attached to each other and jump together to the energy-minimum. The 
system can be in phase AP only for antiferromagnetic effective coupling. In 
this case the two magnetic moments try to diverge and during the period of the 
reversal they are moving into the opposite direction and become antiparallel. 
Because of this repulsion the saturated state is less stable so the switching field 
is smaller. Obviously, in the saturation position the moments are always parallel. 
However, if the coupling J is small compared to the anisotropy coefficient a the 
system does not always obey this rule. This means that parallel motion of the 
magnetic moments during the reversal can happen for weak antiferromagnetic 
coupling as well. 
ýv 
Figure 3.24: Schematic phase diagram for two particles. In phase P and AP the 
hysteresis loop is very similar to the one in Figure 3.16, the difference is that 
in P the two moments move parallel while in AP they move into the opposite 
direction during the magnetization reversal. In phases AF, and AF2 there is a 
stable antifferromagnetic state for weak field. The hysteresis 
loops belong to these 
phases can be seen in Figures 3.26 and 3.25, respecively. 
For high frequencies of 
the field the form of this phase diagram changes, see later in this subsection. 
In the phase AF, and AF2 the motion of the magnetic moments is more com- 
plicated. Figure 3.25 shows a hysteresis loop for phase 
AF2. Figure 3.27 describes 
what is actually happening when the applied 
field is changing periodically. The 
M(2). 
dots denote the values of M. 
(1) and the thin continuous line is x In phase 
AF, the shape of the hysteresis loop is similar to one in phase 
AF2 (see Figure 
3.26), but the absolute value of Hc is greater than HA, because the potential well 
0J 
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Figure 3.25: Hysteresis loop in phase AFI. N=2, J- -50, a= 10) b= 100, 
H= 200, f- 7/200 and g=0.05. In the horizontal axis, h= h(7-) = H, ý 
(T)IH 
is the magnitude of the field, normalized by one. In the vertical axis m= m(T) - 
EN 
j=1 ., ý 
T) is the x component of the total magnetization of the system. 
caused by anisotropy is deeper. 
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Figure 3.26: Hysteresis loop in phase AF2. J- -45, a 30, b= 100, H= 
200, f= 7r/400 and g=0.05. In the horizontal axis, h h(T) = H, (-F)IH is 
the magnitude of the field, normalized by one. In the vertical axis m= m(T) 
N 
., i=l 
Mý, (') (T) is the x component of the total magnetization of the system. 
We describe the behaviour of the system in the AF, phase starting from the 
saturation state (top-right of the Figure 3.25 and top left of Figure 3.27). If 
we decrease the field quasistatically from the saturation field, at HD the two 
moments leave the x axis in opposite direction and move symmetrically towards 
the y and -y direction as a scissor. The angle between the first moment and the 
x axis is O(H(, r)) while the angle between the second moment and the x axis is 
-0.5 0 0.5 
h 
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Figure 3.27: Behaviour of M_, (') for N = 2) J= -50, a= 10) b = 100, H= 
200, f = 7r/200 and g= 0.05. On the horizontal axis t is the time in numerical 
timesteps. On the vertical axis, dots indicate the first particle, while the thin 
continuous line is the second particle. The line is covered by the dots where the 
two particles have the same M ,,, 
but this does not always mean they are parallel. 
-O(H(T)). At any finite value of the frequency f the magnetic moments need 
a finite reaction-time to leave the x axis. So normally the system jumps to the 
(0, -0) state only at point A. The distance between points A and D increasing 
both with increasing frequency f and dissipation g. After the jump eventuates 
in point A the angle 0 is increasing with decreasing field. At the critical field 
HB the system suddenly jumps to an antiferromagnetic state in which one of the 
moments has the direction x and the other one has the direction -x. We can say 
that there is a domain wall between them. At point C the moments flip again to 
the previous (0, -0) state and the system continues its development as if no flips 
had happened, only the argument of the O(H(-F)) function would have changed. 
Finally both magnetic moments reach the -x direction at the point D' and the 
saturation occurs. 
At the flip-point B there is a symmetry breaking and the system is very 
sensitive to changes of the positions of the moments. Slight changes can cause 
the permutation of the role of the two particles. In Figure 3.27 the jumps seem 
to be instantaneous events, but this is, of course, not true. Figure 3.28 shows the 
dependence of M. (') on the time in the vicinity of the point B (see Figure 3.27). 
When the magnetic moment reaches the x axis after the jump, it oscillates in 
a damped way, as it can be seen in Figure 3.28 between about t= 38690 and 
40000 60000 80000 100000 
t 
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t= 38780. If g is greater, the damping of the oscillation is stronger. 
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Figure 3.28: The details of the first magnetization reversal of Figure 3.27 at the 
point B. 
Let us estimate the characteristic time of this magnetization reversal. With 
the fixing of the unit-system in Section 1.6 we have fixed one time-step to about 
0.03ns. Thus from Figure 3.28 one can see that the characteristic time-scale of 
the jumps is about 2ns, but the main part of the reversal happens only during 
0.5-0.6ns. This is in good agreement with the experimental results of Crawford 
et al. [55]. 
Let us now discuss the influence of the dissipation on the phases AF, and AF2. 
For strong dissipation g the shape of the hysteresis loop completely changes and 
usually the antiferromagnetic state does not appear. In this case the phases AF, 
and AF2 effectively disappear. This distortion of hysteresis loops occurs because 
the system reacts to the changing external field more slowly. This effect becomes 
dominant for relatively large values of g, but it depends on other parameters, 
most importantly on the frequency f, but on J and a as well. For example if 
f= 7/200 then at about g=0.08 the critical field HA is often smaller than HB 
or sometimes it has negative value. On the other hand, for small g the values 
of the critical fields do not change, but the motion is noisier. For example at 
g 1--' 0.001 the characteristic shape of 
the loop is indiscernible due to the large 
amplitude of the transient oscillations of the magnetic moments. 
The increasing of the frequency f leads to a similar distorting effect. For 
example if g=0.05 then at about f= 7T/40 regular hysteresis 
loops like in Figure 
3.25 are rather rare. At the higher frequency f= 7r/10 we have never 
found any 
antiferromagnetic state. In some cases of high 
frequency the transient oscillations 
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of the magnetic moments also become robust. If we decrease the dissipation, we 
may prevent the disappearance of the antiferromagnetic state, but the price we 
have to pay is the appearance of stronger chaotic transient oscillations. Low 
frequency of the field does not cause similar distortions, but this is not really 
interesting from the point of view of applications, because we need to increase 
the speed of the devices, not to decrease it. 
According to our investigations of the behaviour of more than two particles, 
for ferromagnetic coupling we have the same P phase and simple hysteresis loop, 
but for antiferromagnetic coupling the behaviour of the multiparticle system can 
be highly complicated and will be discussed in next publications. 
3.5.2 More than two particles 
The horizontal lines at m == ±1/3 which indicate antiferromagnetic states are 
longer in Figure 3.29 than they were in Figure 3.21. In connection with this, 
the transition between ferromagnetic (m = ±1) and antiferromagnetic states are 
more abrupt. 
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Figure 3.29: Hysteresis loops for N=3, J= -50, a 25, b= 100, H= 200, f= 
-7r/10 and g=0.05. In the horizontal axis, h= h(-r) H--(T)IH is the magnitude 
= EN 1 M(i) 
(7-) is of the field, normalized by one. In the vertical axis Tn = m(T) i= x 
the x component of the total magnetization of the system. 
If the coupling-term is smaller and the anisotropy is larger, the transition to 
the antiferromagnetic states become harder and therefore they are 
formed only 
when the field is very close to zero, as one can see in 
Figure 3.30 
For a>0 one can observe antiferromagnetic-type ordering for even number 
x-x of particles as well. The most typical is the total order Tn = 
0, M(') - -M('+') 
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Figure 3.30: Hysteresis loops for N=3, J- -30, a= 50) b= 150) H= 200, f 
-F/20 and g=0.05. For h and m see the previous figure caption. 
because this is the ground state for weak field. In Figure 3.31 one can see that 
when the magnitude of the field is decreasing, the system reaches the antiferro- 
magnetic state m=0 only at H ý-, 0, but then this state persists for field as 
strong as H 111-1 100. 
J=-50.0, a=40, b=100, g=0.05, H=200, f=pi/10 
1F ,.., I. 
1--' -7'Vw- -II 
0.5 
1ý 
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-1 
-0.5 0 0.5 
h 
Figure 3.31: Hysteresis loop for N=4, J= -50, a 40, b= 100, H= 200, f= 
7/10 and g=0.05. In the horizontal axis, h= h(T) H.,, (T)IH is the magnitude 
EN 
1 
IV4(i) (, r) is of the field, normalized by one. In the vertical axis m= m(7-) = i= X 
the x component of the total magnetization of the system. 
If the anisotropy is stronger, i. e. the energy barrier is higher, the excited 
states becomes more stable and therefore more frequent. Figure 3.32 shows that 
the hysteresis loops for N= 14 particles are very complicated and the value of 
m for fixed N is unpredictable. 
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Figure 3.32: Hysteresis loops for N= 14, J= -20, a= 100, b- 200, 
H= 200, f= ? T/20 and g=0.05. In the horizontal axis, h= h(r) = H,, (7-)IH is 
the magnitude of the field, normalized by one. In the vertical axis m= m(T) 
N 
j=1 M--(') 
(T) is the x component of the total magnetization of the system. The 
horizontal lines indicates stable states in which there are oppositely directed mag- 
netic moments if m =ý4 ±1 
In Figure 3.32 N of the possible N+ I values of m can be detected as horizontal 
lines with the exception of m=0: 
2-N 4-N -4 -2 24N-2 
N'N" N' N'N'N''*'' N )1 
(3.5) 
However, for fixed N and m there are generally still more than one possible con- 
figurations. First, if we have m= -L where N>k>0 then the number of N 
domain walls contained in the array of magnetic moments can change between 
one and N-k, because we apply open boundary conditions. As there is an 
antiferromagnetic coupling between the moments, more domain walls are ener- 
getically preferred. According to our investigations the number of domain walls 
is generally the possible maximum for fixed N and m =/- 0. It means that for 
example if m>0 then the moments pointing to the -x direction try not to be 
nearest neighbours and they try to avoid positions at the edge of the system, 
which is not always successful, especially for large systems and small 
IMI. Thus 
for fixed N and m =ý 0 there are several possible states with different energy, only 
few of them is actually realized by the system. 
From Figure 3.32 one can draw the obvious conclusion that this multiparticle- 
system has nonlocal memory. 
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Fixing the number of domain walls obviously does not mean that the confi- 
guration is unique because there is an other source of degeneracy: the concrete 
position of domain walls and particles with different moments. Because the cou- 
pling between the moments has only nearest-neighbour effect, the different distri- 
bution of the domain walls have the same energy but they can not be considered 
equivalent from other points of view. For example the systems 
(3-6) 
and 
+-++++- ++ (3.7) 
can interact with the outside world quite differently, because the distribution of 
the moments pointing to the positive and the negative direction (+ and - signs, 
respectively) are qualitatively different. 
V- F or Tn =0 and weak field the minimum energy configuration is the perfect 
antiferromagnetic order, which means that + and - follows each other, strictly 
alternating. However, for larger systems (N > 6) consisting of even number of 
particles this is not always the case and lack of domain walls are often observed. 
For N< 16 typically there is one 'defect' around the middle of the system 
(i r-ý N12). For example 
+-+-+--+-+ -+ (3-8) 
so there are two particles with identical magnetization next to each other, al- 
though this is not the possible minimum of the energy. For larger N more defects 
can be observed. The reason of this is probably similar to that of the crystal- 
domain formation in solids when they cooled down rapidly. In fact the state in 
(3.8) can be considered like we have two different antiferromagnetic 'domains' 
and there is a so-called antiphase domain boundary between them. 
3.5.3 Microwave and constant field 
In addition to the sinusoidal field we apply a constant field, which has the same 
direction: 
Hý, (-r) =- H, ý Hsin 
(f - -r) , 
Hy (-r) =0, H, (r) =0 (3-9) 
where -F is the time. 
We repeated the numerical experiment with the same parameters as in 
Figure 
3.32 but with H, = 70 and H= 150. The obtained hysteresis loops can 
be seen in 
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Figure 3.33: Hysteresis loops for N= 14, J= -20, a= 1007 b= 200, H, 
70, H- 150, f= 7r/20 and g=0.05. In the horizontal axis, h= h(T) 
H,, (-r) I (H + H, ) is the magnitude of the field, normalized by one. In the vertical 
(T) 
= 
EN axis m=m j=1 M-, 
(') (-r) is the x component of the total magnetization of 
the system. 
Figure 3.33. The actual configurations of the magnetic moments are very diverse. 
In case of m<0, the moments pointing to the x direction can often be found in 
the edge of the system like in the following case: 
-------------- (3-10) 
or they can be neighbours like in this case: 
-------------- (3-11) 
The system does not minimize the _jj: 
N M(n)M(n+l) term i. e. the interaction n=1 
energy. Thus for fixed N and m =ý 0 the several possible states with different 
energy are realized by the system unlike in the previous section without constant 
field. For N --+ oc the energy levels form a fractal. 
3.6 Summary and conclusions 
In Chapter 3a realistic weak dissipation forced the system to evolve towards 
the (sometimes local) minimum of the energy. The external magnetic field had 
always x direction. 
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In Section 3.2 we have described the behaviour of one magnetic particle in 
various magnetic field with dissipation. For microwave field there are several 
period-doubling and a few period-tripling, these form bifurcation series. The 
cases of easy-axis and easy-plane anisotropy is qualitatively different, because in 
the latter chaotic behaviour was dominant. In Section 3.3 we have studied how 
the presence of chaos depends on the number of particles and the amplitude of 
the microwave field in a system of ferromagnetically coupled particles. 
Section 3.4 is devoted to hysteresis. First we have investigated the dependence 
of the shape of the hysteresis loop on the parameters of the Hamiltonian and the 
dissipation in the case of one particle. We found that the remanence and the 
coercive field can be increased by increased dissipation and increased frequency, 
or changing the easy-z-axis anisotropy to hard-z-axis anisotropy. The presence of 
a ferromagnetic coupling has no significant effect to the hysteresis phenomenon. 
For antiferromagnetic coupling the parity of the number of particles is crucially 
important. For even particles the area of the hysteresis loop is usually reduced 
to zero. For odd number of particles interesting antiferromagnetic states can 
appear when the magnetic field tends to zero. The difference between the cases 
of odd and even number of particles can be related to the presence of an un- 
compensated magnetic moment for the system with odd number of particles and 
antiferromagnetic interaction. 
In Section 3.5 a hard-y-axis anisotropy term has been introduced and strong 
hard-z-axis anisotropy has been taken into account. These anisotropy terms not 
only stabilised the above mentioned antiferromagnetic states but several new 
types of antiferromagnetic states appeared. We analysed the dynamics of a two- 
particle system which was proposed to use as an element in magnetic random 
access memory (MRAM). A very similar system have been studied 
by Worledge 
quasistatically. We have reproduced some of his results and examined the mag- 
netization reversal in this system. The characteristic time of reversal we 
have 
obtained is in good agreement with measurements in the literature. 
For more 
than two particles, we have revealed that the energy spectrum and the mag- 
netization of the system show fractal characteristics 
for increasing numbers of 
particles. These fractal structures are due to the 
increasing number of locally 
stable minima in a highly complex energy landscape. 
Chapter 4 
Dissipation and energy pumping 
In this chapter the pumping of energy into the system is described with the use 
of the LL equation having an opposite sign in one of the dissipation terms in a 
way explained in Subsection 1.6.4. The energy-formula is the following: 
NbNN 
_j 
E M(n)M(n+l) +_ E(M(n))2 _E M(n 
n=l 
2 
n=l n=l 
First we continue the investigation that we started in Section 3.1 in the case of 
constant field but with combined dissipation and pumping. Unlike that case, 
here we find that the evolution of the system is very nontrivial and depend on 
the value of magnetic field and sometimes on the initial conditions. 
I One particle in constant field 
First we consider the simplest possible system in constant field oriented in the 
x-direction in order to understand the more sophisticated ones. 
If the external field is zero, then cosO tends to zero, so the magnetization 
vector goes into the high-energy x-y plane, even if g is as small as 0.0001 (so ý 9 
is about 106). We can explain it easily because if we have only one term in the 
energy formula, namely the anisotropy, then the system with easy-axis anisotropy 
and energy pumping is equivalent to a system with hard-axis anisotropy and dis- 
sipation. In this case 0 also tends to a constant so the magnetization vector stops 
moving. Of course, if the dissipation/ energy-pumping is stronger, the decreasing 
of the absolute value of cosO is faster. However, in the case of zero field we couldn't 
find any sign of damped oscillation, the decreasing of jcosO, j was monotonous for 
every value of g. In Figure 4.1 we can see how cosO goes to zero. In the first case 
the magnetization vector was initially not far from the plane (thin line), while 
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in the second case it was almost orthogonal to the x-y plane, i. e. Oj, j = 0.01 (thick line). 
J=0.0, b=-100,9=0.01, H=0.0 
1 
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0.6 
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0.2 
0 
t 
Figure 4.1: Behaviour of y= cosO when the coupling between particles and the 
magnetic field is zero for Oi,, i = 1.3 (thin line) and for Ojj = 0.01 (thick line). In 
the horizontal axis the time is measured in numerical time-steps. We can observe 
that if the magnetization vector is almost perpendicular to the hard x-y plane, 
then it constitute a stable block with finite lifetime. 
If the field is not zero, but constant, the behaviour can be remarkably different. 
Hereinafter we apply he following external magnetic field: 
const., Hy = 0, H, = (4-2) 
In case of weak field we obtain damped harmonic oscillation, the magnetiza- 
tion vector is going to the -x direction, i. e. to the highest-energy fixed point. 
This is because the anisotropy is much greater than the field, therefore the energy 
pumping dominates the dissipation. The frequency of the oscillation is increasing 
with the field and 'damping' is decreasing. For stronger and stronger field the 
amplitude of cosO tends to zero slower and slower, while the frequency of the 
oscillation is higher and higher. For example the behaviour of cosO is presented 
in Figure 4.2 and Figure 4.3 for initial conditions Oi,, i = 1.5, Oj, j :: = 1.0 and for 
different values of magnetic field. 
We note that Crawford et al. also obtained exponentially damped sinusoid 
when measu ed the dynamics of Ni8jFejq films but without energy-pumping [55]. 
According to our numerical simulation, the rate of the amplit ude- decreasing 
depends not only on the external field, but on the initial conditions as well. 
If the initial magnetization vector is almost perpendicular to the x- y plane 
(cosOj,, j r-, -, 1), then the system needs time to dissolve this configuration and the 
0 500 1000 1500 2000 2500 
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Figure 4.2: The behaviour of cosO in field H=0.2 (thick line) and in H=1.0 
(thin line). 
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Figure 4.3: The behaviour of cosO in field H=5.0 (thick line) and in H= 20.0 
(thin line). 
behaviour described above can start when the magnetization vector get close to 
the plane. In Figure 4.4 the external field was H=1.0 and the initial angle 
0j, j = 0.01. This phenomenon is similar to that of the Hamiltonian system 
(see 
e. g. in Subsection 2.3.1), but unlike there, the stable block here has finite lifetime. 
One can observe that for some periods of oscillation the vector does not in- 
tersect the x-y plane and the amplitude of cosO is increasing. This motion 
is asymmetrical to the plane. At some critical time the vector of magnetiza- 
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J=0.0, b=-100, g=0.01, H=1.0 
1 
0.8 
0.6 
0.4 
0.2 
0 
bUO 1000 1500 2000 2500 
t 
Figure 4.4: Behaviour of y= cosO when initially it was close to one. We can 
observe the stable block here. After its decay the motion is similar to the case 
when Oj, j > 0.5 
tion reaches the plane and then its motion becomes symmetrical with respect 
to the plane immediately (apart from amplit ude- decreasing). In Figure 4.4 and 
for stronger field in Figure 4.5 we can observe a critical point. The critical time 
depends on the value of the applied field, on initial conditions for magnetization 
precession as well as on the rate at which the energy is pumping into the system. 
J=0.0, b=-100, g=0.01, H=10.0 
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Figure 4.5: When y= cosO reach zero, its motion becomes symmetrical to the 
x-y plane immediately. 
We can interpret this result using the concept of information: when the mag- 
netization vector is far from the plane, it has the information that on which side 
of the plane it is, but when the vector intersect the plane, it loses the information 
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and become symmetric at this moment. 
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The border of the asymmetric and symmetric behaviour is quite sharp. Figure 
4.6 shows the results for two different Oi,, i close to each other. We can observe 
that the distance between the magnetization vectors become large very soon after 
one of them reach the critical point, i. e. is intersects the plane. 
On the basis of our investigations we must emphasize that in this case finally 
the magnetization vector always settles down in the highest energy fixed point in 
the hard x-y plane and stops moving. This means that not the final state itself 
depends on the initial conditions but only the way how the system reaches this 
final state. 
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Figure 4.6: The dotted line indicates the behaviour of cosO when Oj, j = 1.298 and 
the continuous line when Oi,, i = 1.299. This figure shows clearly that the precise 
shape of the dynamical trajectory strongly depends on the initial conditions. 
Now we determine the physical conditions for which cosOf j, vanishes. For 
initial conditions 0=1.0,0 = 0.14 we get this constant-vector final state if the 
external field H< 41-5. If H> 41.6 the amplitude of cosO does not go to zero but 
remains a constant close to 1. In other words there is a limit Hit., in the field to 
separate these two qualitatively different final states. However, this limit slightly 
depends on the initial angles. We stress that not only the dynamics depends on 
the initial conditions here, but the final behaviour as well. So surprisingly the 
nonzero energy pumping and dissipation does not force the system to forget the 
information which it had at the beginning. 
If we consider the energy-graph (for example in Figure 2-2), we can conclude 
that at about H> 41.6 an other attractor become dominant. This attractor has 
negative and almost constant energy but this is not close to the energy minimum 
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of the system. The investigation of the trajectories in the (0,0) plane shows that 
the system is moving in large closed curves around the energy-maximum peaks 
(white ellipses in Figure 2.2 a). In Figure 4.7 we present how the energy of the 
system depends on the magnetic field. One can observe a huge discontinuity at 
H,, it. l. 
J=0.0, b=-100, g=0.01 
40 
20 
00 
-20 
- 40 
-60 
-80 
-100 
10 io 
00000 
0 
0 20 40 60 80 100 
H 
Figure 4.7: The dots indicate the average energy of one magnetic moment as a 
function of H. The continuous line is the energy E= b/2 +H 2/ (2b) of the lowest 
energy fixed point. 
The motion above the limit H,, it., is regular, seems to be periodic (not si- 
nusoidal). The Fourier spectrum can be seen in Figure 4.8 and shows nearly 
equidistant peaks. We note here that Fourier spectra means the Fourier trans- 
form of the function O(t). According to this spectrum the behaviour is completely 
periodic or maybe quasiperiodic, moreover, this periodicity and the peaks of the 
Fourier spectrum do not depend on the initial conditions. 
In the phase portrait we can see a closed curve, symmetrical to the x-y 
plane. The concrete shape of the curve depends on the strength of the 
field. In 
Figure 4.9 we show two cases close to the limit of this kind of behaviour. The 
thin continuous line shows the phase-portrait for H= 41.6 (H r-la 4160e) and the 
thick dotted line for H= 49.9. 
Between these two values of H the shape of the curve is changing continuously 
with H, i. e. the corners becomes less and 
less rounded and the 'neck' of the curve 
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Figure 4.8: Fourier spectra for H= 46.0 
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Figure 4.9: Phase-portrait for H= 41.6 (thin line) and H= 49.9 (thick dotted 
line) 
(around the origin) become thinner and thinner. At H=H,, it. 2= 50 the width 
of the neck becomes zero and one half of the curve disappears, so the motion 
becomes asymmetrical to the x-y plane. In other words, the amplitude of cosO 
drops below to 1, but the periodicity or quasiperiodicity remains. Figure 4.10 2 
shows that after a few dozens of time-steps the magnetization vector does not 
intersect the plane again and oscillates either only below or only above the plane 
(and maybe rotates around the z axis). The final sign of cosO depends on the 
initial conditions as well. 
The amplitude of this oscillation is nonzero if H<H,, it. 3= 63.3. The Fourier 
spectrum for 
Hit. 2< H< Hit. 3 is similar to the one in Figure 4.8, contains a 
few peaks only. In the phase-portrait there is a simple curve. For weaker field 
(Hcrit. 2 r< 
H) this curve is similar to a triangle and with stronger field the curve 
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Figure 4.10: Behaviour of y 
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continuously becomes more and more rounded. Finally (H ;ýH,, it. 3), we get a 
little bit distorted ellipse. Somehow we can observe the reversal of the above 
process, but only at one side of the x-y plane. The area closed by the curve i. e. 
the amplitude of the oscillation of the magnet izat ion-vect or is decreasing with 
increasing field. 1n Figure 4.11 we present the curve for H= 50.1, which is close 
to H,, it. 2 and for H- 61 where the amplitude of the oscillation is remarkably 
smaller. 
J=0.0, b=-100, g=0.01 
1 
0.8 
0.6 
0.4 
0.2 
0 
2000 2500 3000 
cosO for H= 52 
._.. --. -.. 
-40 -20 0 20 40 
dteta 
Figure 4.11: Phase-portrait for H= 50.1 (thick line) and H= 61 (thin line) 
The energy of the system is very low and almost constant during the motion. 
This constant is greater than the minimum only with a few percent and the 
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difference is decreasing with increasing H. The system is going on a constant 
energy line but instead of around a high- energy- peak (like in the case of H< 
H,, it. 2) it is going around a low-energy valley (black spots in Figure 2.2 a), which 
is a qualitative difference. The border between these two types of behaviour, 
(one with amplitude ý-zj I and the other with amplitude < 1) is totally sharp, it 2 
is exactly at H =- 50. Moreover, we examined it for other values of anisotropy b 
and found that the border of these two states is always at H =: Iý1. However, in 2 
the energy-function in Figure 4.7 nothing indicates this sharp border. 
As we have already mentioned, if we increase the field in the region H 
H,, it. 2 the amplitude of cosO is decreasing. Above H,,, 't. 3= 63.3 it reaches zero, 
while 0 tends to a constant value, i. e. the magnetization vector slowly stops 
moving. In Figure 4.12 we show that cosO has a nonzero amplitude for a field 
weaker that 63.3, but for stronger field, it quickly tends to a constant. 
J=0.0, b=-100, g=0.01 
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Figure 4.12: Behaviour of y= cosO for H- 62.5 (upper part of the figure) and 
H= 75 (lower part of the figure. 
The next table and Figure 4.13 show how the amplitude of cosO is 
decreasing 
in the 50 <H< 63.4 region. Here A means the supremumOf 
ICOSO(tl) 
- COSO(t2)1 
for all possible time moments t1, 
t2 after the system reached its final state. In 
other words, it is two times the amplitude. 
H 50.1 51 55 58 60 61 62 62.5 63 0.1 
0 ig 
-- - 410. ýý (i ýýi . 2, 
ýILO. 12 1 1 0.56 1 0.4 
M. 2 !A 
H 63.1 63.2 63.3 63.4 
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Figure 4.13: The dependence of the final amplitude of cosO on the external mag- 
netic field H. A denotes two times the amplitude. 
In the H> 63.4 region the magnetization vector stops moving and because 
of the strong field, Ofi, 0, i. e. the vector is almost orthogonal to the y axis. 
The final value w= cosOfi,, decreases with increasing field, first very slowly, then 
quickly, and at Hcrit. 4 = 100.0 it reaches zero. In the following table and Figure 
4.14 we can see the dependence of the w= cos0fi, on the field. 
H 64.0 1 70.0 1 80.0 1 90.0 1 95.0 1 98.0 1 99.0 1 99.5 1 100.0 
I 
cos0fi, 11 0.77 1 0.71 
1 0.60 1 0.435 1 0.31 1 0.198 1 0.14 1 0.098 1 0.000 1 
The energy of the system reaches one of the minimum energy fixed point, i. e. 
J=0.0, b=-100.0 
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Figure 4.14: The dependence of the final value of cosO, (denoted by w) on the 
external magnetic field H. 
the bottom of one of the valley in Figure 2.3. If the magnitude of H is greater 
than the absolute value of the anisotropy b, then we have only one single energy 
minimum. The magnetic moment quickly goes to this point, which means 
it 
H 
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becomes parallel to the strong external magnetic field. Therefore it is clear that 
in this parameter-region the energy pumping has no relevance. 
Let us summarise now the results for one particle. Below H,, it., P-110 41.6 the 
energy-pumping completely dominated the dissipation while above Hit. 3 P11.1 63.4 
the pumping was negligible compared to the dissipation (see Figure 4-7). The 
final behaviour of the system was nontrivial in the region H,, it., ; ý, H< Herit. 31 
where the dissipation and the pumping can not suppress the effect of each other. 
It means that in this region the magnetization vector was not forced to stop in 
an extreme point of the energy-function but oscillates with nonzero amplitude. 
4.2 Two or more particles in constant field 
In this section we investigate a system consisting of two, three and four mag- 
netic particles with nonzero interaction between them in a constant external field 
oriented in the x-direction. 
4.2.1 Constant field, two particles 
The phase diagram for two ferromagnetically coupled particles can be seen in 
Figure 4.15 
Let us first examine the case of two particles when the magnetic field is weak 
(H < H,, it., = 41.6). In this region if the coupling J is close to zero (not greater 
than about 2) then the magnetization vectors tend to the hard x-y plane and 
stop. However, the final direction of the magnetic moments depends on the 
parameters. If the coupling J is very weak or very strong, both of the moments 
always reach the -x direction and therefore they are parallel. This behaviour 
was denoted by 1, the energy of the system in this region is -J + 2H. We can 
see that in the case of small J the energy is positive while in case of large J it is 
much below zero, so there is a remarkable difference between them. 
In phase Ib the system is in an other fixed point, where the two vectors 
points to different directions inside the x-y plane. In this case 01 : 7-- -02while 
coso, = -H12J. The energy of fixed point lb is J+H2 
12J. We can see how the 
energy of the fixed points I and Ib depend on J in Figure 4.16 for H=8. 
The 
two curves intersect each other at J=4= H12 and this is true for all values of 
H. But if we take into account that the lb solution does not exist for J< H/2 
because cosOl can not be greater than one, we conclude that the system always 
prefer the highest energy fixed point for weak 
field and weak coupling, i. e. the 
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Figure 4.15: Schematic phase diagram for two particles. The horizontal axis is 
the coupling J and the vertical is the external magnetic field H. The critical 
values of the magnetic field are H,, it., = 41.61 Hcrit. 2 = 50.0) Hcrit. 3 = 63.37 
Hcrit. 4 =100.0. These values are valid precisely for J0 and for J>1. If J 
has the order of one, the critical fields can be slightly modified, which is denoted 
by dots and circles. The critical values of coupling J are Ji,,. o f-ýd 35.5 and 
Jm, ý, ý. o = 49.9 valid only for H=0. In the phases I., Ia and Ib the magnetization 
vectors go to the hard-plane and stops quickly at a fixed point. In case of phase 
Ia. all the moments always point to the direction of the external field while in 
phase 1. generally both of them point to the opposite direction. Ib means the two 
vectors are not parallel, the angle between them depends on the hIJ ratio. The 
border of I and Ib is the J= H12 line. In case of phase II. the vectors stops but 
not in the plane, instead there is a fixed angle between the plane and the final 
vector, determined by the single-particle case. Stars indicate that weak coupling 
can slightly modify this angle. Phase III denotes a non-chaotic oscillation with 
nonzero amplitude. Letter "C" in the phase diagram indicates the possibility of 
chaos, however, for strong coupling chaos has a small probability. 
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Figure 4.16: The thick line is the energy of the system at fixed point I. while the 
thin line is the energy of fixed point Ia. 
energy pumping has much more influence than the dissipation. It is not true 
anymore for the right region of phase I because there the energy is far from both 
the lowest and the highest possible energy. 
Although inside the region I or Ib on the left bottom of phase diagram 4.15, 
the amplitude of the oscillation of the magnetic moments decreases rapidly, if 
we increase J or H, this decrease-rate becomes lower and lower. Finally, when 
we arrive into the region C, the oscillation persists forever. In this sense the 
boundary of these regions is not sharp, that is why it was denoted by a dashed 
line. However, the region C is separated clearly from regions I and Ib by the 
energy, because the energy function has a similar discontinuity as in Figure 4.7. 
In the region denoted by C instead of this trivial behaviour cosO oscillating 
with an amplitude typically greater than 1, often close to 1. More concretely, 2 
for a fixed H these points form an interval or section and we denote the lower 
and the upper end of this section by J,, i,, and J,,,.,, respectively. In other words 
if Jmin '_5 J< Jm,,., then the magnetization vector is oscillating with a nonzero 
amplitude, otherwise it becomes constant soon. 
We found that this interval in J depends on the initial conditions 0ý')- and int 
which is quite surprising. Moreover, after some detailed investigation of the znz 7 
two-particles system for given value of anisotropy b == -100 we can assert that 
only the lower valueJmindepends on the initial conditions. 
The upper limit Jn,,,, 
depends only on the external field. The dependence Of Jrnin on the initial angles 
of the magnetization vectors is so complicated that we can say only that 
it is not 
very strong dependence. More precisely J,,, i,, can 
be changed by I or 2, so maybe 
by 10 or 20 percent of the interval width. 
In the following table we give Jmi,,, for two different sets of initial conditions 
andJmax for some values of H,. In the first case the magnetization vectors were 
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initially close to the z axis, in the second case they were close to the x-y plane. 
Jmin(ini2) Jmax 
35.6 35.5 49.9 
38.9 37.2 50.4 
5 42.0 41.8 52.4 
10 41.5 41.7 54-98 
15 38.8 38.7 57.4 
30 24.1 23.8 64.9 
40 9.0 10.1 65.4 
41 7.0 7.6 68.4 
41.4 5.5 6.5 68.5 
41.5 5.4 6.5 > 300 
For H- 41.5 we could not identify J,,,,, _, and 
for H= 41.6 we could identify 
neither J,,, i,, or J,,,,,. In the case of J,,,,, it means that the magnetization vector 
never stopped. The case of J,, i,, is more difficult because it depends on the 
initial conditions as well. It means that the strong coupling between the magnetic 
particles does not affect the presence of the critical point Hit. 2but weak coupling 
does. We show later that this is true not only for this critical point and for two 
particles. If H< 41.6 and J<J,, i,,, then closer J is to the J,,, i,, slower the 
magnetization vector becomes constant. It became clear for us that the higher the 
constant external field H, is, the wider the non-constant region in J is. However, 
the increase of was monotonous with increasing H, but not the decrease of 
Jmin- 
In the region Jrnin <J< Jmax) H< Hcrit. 1 the behaviour of the system is 
qualitatively the same as in the H,, it., <H<H,, it. 2 region. The magnetization 
vector oscillates with nonzero amplitude and there are two kinds of oscillation, one 
of them is regular, periodic or quasiperiodic, the other one is irregular, chaotic. 
That is why we denoted this region by C. 
If the external field is zero, the behaviour of the system is always regular with 
the phase portrait like in Figure 4.17 and Fourier spectra in Figure 4.18 for the 
first Particle '. The curve in the phase-portrait is closed, symmetrical and never 
intersect itself. 
If the external magnetic field is different from zero, the behaviour of the sys- 
tern is quite unpredictable, can be chaotic, quasiperiodic or periodic, depending 
lIn this subsection the two particles are physically equivalent. 
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Figure 4.17: Phase portrait from the bottom of the phase diagram region C 
for two particles, the magnetic field H is zero. It shows regular, periodic or 
quasiperiodic behaviour. 
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Figure 4.18: The Fourier spectrum of the motion which can be seen in Figure 
4.17. 
on the initial conditions as well. We made several numerical experiment, and ac- 
cording to them chaos has much higher probability for weaker coupling (J < 50). 
However, it was close to impossible for us to Predict from the parameters that the 
behaviour is regular or chaotic. The exception is the case of very strong coupling, 
when the magnetization vectors move identically, so the system of magnetic par- 
ticles behaves like one single domain. In the followings we try to describe both 
regular and chaotic behavior by general features and examples as well. 
In case of regular behaviour the curve in the phase portrait is closed, but 
sometimes not symmetrical and usually intersects itself, like in the Figure 4.19. 
There are a few distinct peaks in the Fourier spectra, see Figure 4.20. 
Suppose for a fixed H we find a value J where the behaviour is as simple as in 
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Figure 4.19: Phase portrait from the lower part of the phase diagram region C 
for two particles, H=5. The behaviour is regular, periodic or quasiperiodic. 
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Figure 4.20: The Fourier spectrum of the motion can be seen in Figure 4.19 
Figure 4.19. Then we can find more complicated curves by changing J smoothly. 
Sometimes period-multiplication occurs: probably any number of lines (not only 
2, but 3,4, etc ... 
) can go almost parallel, occasionally intersect each other. They 
together form a closed, sometimes very sophisticated curve. In Figure 4.21 and 
4.22 we present a case when the numbers of these 'lines' is 11. In Figure 4.23 
we can see that the Fourier spectrum becomes more sophisticated (noisier) with 
several extra small peaks - as we expected. 
However, the basic shape of the curve depends on the external field, the 
coupling between can multiply or distort this curve, or cause irregularity. 
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J=49.0, b=-100,9=0.01, H=15.0 
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Figure 4.21: Phase portrait from the lower part of the phase diagram region C for 
two particles, H= 15. One can see a sophisticated closed curve, so the behaviour 
is regular, periodic or quasiperiodic. The fine-structure of this curve, i. e. the 
zoomed version of a small part of this figure can be seen in Figure 4.22. 
If the behaviour of the system is irregular, there are many points in the phase- 
portrait in a complete disorder. More precisely, the number of points increases 
with time infinitely. The Fourier spectrum is very noisy (Figure 4.24), especially 
in the low-frequency part of it, while the Lyapunov exponent, which was defined in 
the Subsection 1.6.2, can be positive (Figure 4.25). Rom these facts we conclude 
that the motion is chaotic. 
In Figure 4.26 we can observe how irregular behaviour goes into regular one. 
We note that this happens after several numerical time-step. These kinds of 
events also reinforce our opinion that the behaviour in this region is unpredictable. 
For H- 41.8 and J- 50 we found a type of possibly quasiperiodical be- 
haviour shown in Figure 4.27. In Figure 4.28 one can see the details and in 
Figure 4.29 the Fourier spectrum. 
In the region between Hcrit. 2= 50.0 and Hc, it. 3 r,. -, 63.3 
(phase III. in the phase 
diagram) the final behaviour of the system is more predictable, according to our 
investigation, it is never chaotic. For strong coupling (J > 10) the moments are 
parallel. The magnetization vectors are always rotating with nonzero amplitude 
which is usually close to the amplitude we obtained without coupling. 
In the 
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J=49.0, b=-100,9=0.01, H=15.0 
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Figure 4.22: Fine structure of the curve in Figure 4.21. 
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Figure 4.23: Fourier spectrum of the motion from Figure 4.21. 
phase diagram number 
III. denotes this region. For small values of J its upper 
boundary is a dotted line. This indicates that 
H,, it. 3 can be lower than 63.3, 
for example 62.9 for J=2. 
It is important to note that the way in which the 
system develop towards 
its final state shows little regularity, it can contain chaotic 
transients as well. Moreover, if the coupling 
is weak, for example J ý-, 5, then the 
final motion might be quasiperiodic, 
depending on the initial conditions as well. 
-JU 
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Figure 4.24: The Fourier spectrum from the lower part of the phase diagram 
region C for two particles, H= 15. The Lyapunov exponent is shown in Figure 
4.25. 
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Figure 4.25: The Lyapunov exponent for chaotic behaviour for two particles. The 
Fourier spectrum is shown in Figure 4.24. 
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Figure 4.26: Transition between chaotic and (quasi)periodic behaviour for two 
particles in the lower part of 
the phase diagram region C. 
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Figure 4.27: Phase portrait for two particles from the middle part of phase C. 
The magnetic field H =: 41.8 > H,, jt. j. 
N=2, J=50.0, b=-100, g=0.01, H=41.8 
-0.55 
-0.6 
-0.65 
- 0.7 
-0.75 
-0.8 
-0.85 
...... 
4-0.. ..:.. ..., 
»n* wo* *-1. 
>. ' *t . -N .. %.. 
0: . ... 
- ... 
**. 
- -P 
*... 
-.., 
b '. - .. ***. . 
*. »*. -. w»% . 
% 9.4wte . -. 8 -e . ...: 
Ob .a *% . 
.... 
'. .j-: 
-. - .. m «-». j,... 
no. .6%. .. 
%.., 1.. 
*. . .. 
J*-j 
-ý, fe - JA 
8 
. W-1 -. *S. 
M- 
.-. ýp . s. .- 0-. #-- .. - .s.... p... .e tot 
.. t. 
.. 0-0 .. 'd 
M. P. . 
.: -1. ý 
w!. 0% *09--OA ..: % Joi 
-. . ... .:.: 0. e. 
t- *s ý, .% j* ý. %. 0.. .. ý 
14 :. % 0 -. *0. 
%, f. ., 18.: 
.... s ., 0 ... Keß %. .%, 0 
.%,. 0... .: 
%% 
- --. IN. %% % 
. 0- . -. 0 .,. m% 
0- . -8 1.. %** %. . %w ý.. 
%e %. ".. *.. %.: *: 0.: -. 
l"i ^*1. ». %- 
;. *. - 
0. . .. 
0. e 
qb t, --. . ». .. -. p. 
0. . 
-. 0 
01 *. 8 0.. ... 1, 
ý 
Z. O 
.. pAr # 
1. ÜI. 
Ogo 4 ir 
-25 
-40 -20 0 20 40 
dteta 
-20 -15 -lu 
-D U 
dteta 
Figure 4.28: One part of the phase portrait of Figure 4.27 
We can see an example for H= 54 in 
Figure 4.30 and 4.31. 
If the coupling is strong, one can see a simple curve 
in the phase portrait like 
in the single-particle case (Figure 4.11). The 
Fourier spectrum generally contains 
only very few peaks indicating 
frequencies dependent from J and H. Sometimes 
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Figure 4.29: Fourier spectrum of the motion can be seen in Figure 4.27. Surpris- 
ingly it is not really noisy. 
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Figure 4.30: Phase portrait from phase 111. for two particles. 
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Figure 4.31: Fourier spectrum of the motion can be seen in Figure 4.30. According 
to the phase portrait and the Fourier spectrum the motion might 
be quasiperiodic. 
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the spectrum is noisier, like in Figure 4.32. 
N=2, J=200.0, b=-100,9=0.01, H=55.0 
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Figure 4.32: Fourier spectrum from the right hand side of phase III. for two 
particles (the coupling is really strong, J = 200). The phase-portrait is a simple 
curve similar to the curves in Figure 4.11. This type of Fourier spectrum can 
occur in the H,, it. 2 <H<H,, it. 3 region for weaker coupling and for three and four 
coupled particles as well. However, the one-peak spectrum indicates completely 
periodic oscillation is much more typical. 
If the external magnetic field is between H,, it. 3= 63.3 and H,, it. 4 =100.0 then 
the magnetization vectors always stop moving and reach a constant (phase IL in 
the phase diagram). It means that the system has fixed point-type attractors 
only. The development of the system towards that fixed point is quite rapid. We 
observed that for two (or more) particles the dependence of cosO on time is like 
in Figure 4.12 for one particle. The final angle between the vectors and the x-y 
plane is usually the same as in the case of zero coupling. The final 0 
(the angle 
between the vectors and the x axis) is approximately 0. 
However, if the coupling is weak (e. g. j= 2) then the observation of a different 
final state is possible, denoted by stars in the phase diagram. 
In this state the 
magnetization vectors also stop moving, but the moments 
do not become parallel, 
instead 0(l) =7_ 0(2) and 0(l) _0(2) . Moreover, cosO(') is slightly different fin fin fin fin fin 
from the angle we obtained without coupling. For example 
in case of H= 80 and 
J=2, cosO(') can be 0.55259 instead of 0.59986. 
The presence of the difference fin 
depends on the initial conditions. However, the possibility of 
this alternative 
state disappears for stronger coupling. 
Finally if the field is stronger than H,, it. 4 then the magnetization vectors 
quickly go to the x axis and stops moving. 
We denoted this phase by Ia. in 
the phase diagram on the top of Figure 
4.15. The energy of this fixed point is 
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2H. 
4.2.2 Constant field, three particles 
As one can see in Figure 4.33 the phase diagram of three coupled particle is 
similar to the two-particle case, but there are few differences. 
HH la crit. 4 
H 
crit. 31 
Ill. 
H 000 crit. 
A 
Cs 
ýritl 
y1c 
I 
do 000 
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wo 
de 
. OM 
Jmin. o Je 
Jrnax. o 
Figure 4.33: The schematic phase diagram for three particles is very similar to the 
two-particle case. The coupling J is on the horizontal axis, J,, i,. o 25, J, 1-1-1 63.6, 
Jmax. 0 -"::: 170.6 while H,, it. i is the same as 
for two particles (i=1,..., 4). In phase 
Ic, the second magnetic moment points to the x direction while the first and the 
third point to the -x. Phase "e" means that there is a stable 
fixed point where 
the magnetization vectors stop and the dependence of the final orientation of the 
vectors on the coupling J and magnetic field H can 
be described by equation 4.3. 
Let us start with the case of weak field again. For any value of the external 
field H<H,, it., we have critical couplings 
J,,, i,,, and J,,,,,, with the same meaning 
as in the case of two particles. In other words 
if J<J,,, i,, or J>J,,,, -, 
then the 
magnetization vectors of the particles go the 
hard plane and stop moving, while 
if J,, i, <J< Jm,, then we obtain regular or chaotic motion, unpredictably. 
Instead of phase Ib now we have phase Ic where the 
direction of the magnetization 
vectors does not depend on the parameters. 
More concretely, the first and the 
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third vector goes to the -x while the second one to the x. This fixed point has 
energy 2J + H, which is the highest energy fixed point if J> H/2- 
In case of three particles there is a transition phase close to J,,, x denoted by 
))e" . In this phase the magnetization vectors usually tends to constant vectors 
quickly. These three constant vectors show a high degree of symmetry. First, 
all of them is orthogonal to the y axis, OW =0 for all i (i = 1,2,3). Second, 
0(3) 
= 7r - 0(1) and 
0(2) 
= ! ý. It means that M(3) is the image of MM if we reflect fin fin fin 2 
it with respect to the x-y plane, while M(2) is half-way precisely between them, 
pointing to the direction -x. 
N=3. b=-100, H=10.0 
To reaching this attractor is more probable if the coupling is stronger, but the 
constant itself does not depend on the initial conditions, only on J and H. The 
next table and Figure 4.34 shows the absolute value of the final cosO(') (i =I or 3) fin 
for H= 10. 
1 90.0 93 95 98 100 103 105 108 
l coso(l) 1 fin 0.60 0.558 0.526 0.475 0.435 0.367 0.312 0.198 
1 109 109.5 110.0 
l coso(l) 1 fin 0.14 0.098 0.00 
0. ( 
0. f 
0.4 
0. ý: 
0.; 
0.1 
Figure 4.34: Dependence of y= IcosO(l) I from the coupling 
J for H= 10 (the fin 
magnetic field is about 100 Oe) in case of 
three particles. y also depends on H in 
a way can be obtained from the 
function in this figure in the following easy way: 
y(J, H) - y(J - H, H= 0). 
The basic shape of the function is the same 
for other values of magnetic field 
as well, the difference is a shift 
in the variables. We observed that the following 
90 95 100 105 Ilu 
i 
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equation exactly holds in this region: 
coso(i) fin(J, H) = cosO(') (J - H, H= 0), (4-3) fin 
which means that the dependence of the constant on the parameters H and J 
can be described by one equation, that is why we denote it by "e". We note here 
that for H=0 this " e" phase is equivalent to phase I. 
If H> Hit., = 41.6 then we found a similar unpredictable behaviour with 
chaotic and supposedly quasiperiodic trajectories than for two particles. As an 
example, we show a type of the supposed quasiperiodical behaviour shown in 
Figure 4.35 for H= 44 and J= 50. In Figure 4.36 one can see the details and in 
Figure 4.37 the Fourier spectrum of this motion. 
N=3, J=50.0, b=-100,9=0.01, H=44.0 
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Figure 4.35: A phase portrait from the middle of phase C for three particles. One 
can see that it is a closed but sophisticated line. We show its fine structure in 
Figure 4.36. 
In the region between 
H,,, it. 2 = 50.0 and 
Hcrit. 3= 63.3 the final behaviour of 
the system is the same as in the two-particle case, 
for example phase-portraits 
like in Figure 4.30 were found. 
When H> Herit. 3 the behaviour is identical to the two particles case. The 
magnetization vector also reach a constant 
depending on the magnetic field and 
in the case when 
Hcrit. 3 <H< Hcrit-4 and the coupling is small, also on the initial 
conditions. 
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N=3, J=50.0, b=-100,9=0.01, H=44.0 
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Figure 4.36: One part of the phase portrait was shown in Figure 4.35. One can 
count 15 lines. 
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Figure 4.37: A Fourier spectrum in the C. phase for three particles 
4.2.3 Constant field, four particles 
The phase diagram of a system consists of four magnetic particle can bee seen 
in Figure 4.38. We notice that it is very similar to the phase diagram of the 
three-particle case. Let us explain only the differences in details. 
Instead of phase lb and Ic now we have an other phase denoted by Id. Similarly 
to all I-type phases, the magnetization vectors goes to the hard x-y plane and 
stops quickly, but now they point to in 
four different directions. Although we 
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Figure 4.38: Phase diagram for four particles. Here J,, i,,. o ý--' 25, J, 111-1 100, 
J2 123.9, J,,, ý,. o = 170-6. Phase Id means that the magnetic moments stops in 
the hard plane but not parallel to the x axis, instead the direction of them depends 
on the parameters. In phase " e" the dependence of the final orientation of the 
vectors on the coupling J and magnetic field H can be described by equation 4.5. 
Large dots indicates a new phase where the magnetization vectors rotating with 
constant angular velocity. 
could not describe this phase analytically and the dependence of final angles 0(') fin 
is complicated, we found a symmetry feature. This can be described e. g. with 
the next equations: 
7, r _ 
(4) 
_ 7F fin fin 
7r _0 
(3) 0(2) 
_ fin fin (4.4) 
where the differences in the first equation are greater than in the second one and 
depend on the parameters J and H. It means that the order of the vectors is 
like this: M3, Mi, 
M4, M2. Of course the directions y and -y are equivalent in 
the system, so this can be reversed. 
The border of phase I. and Id is the line 
i=0.292H. 
We found a new phase in case of zero field and denoted it by big dots in the 
bottom of the phase diagram. In this phase 
0(') becomes constant (i = 11 4) 
and the values of cosO(') are monotonously 
decreasing or increasing with i. The fin 
angle 0 changing uniformly, so 
the vectors are rotating with a constant angular 
velocity. The rotation 
is inside planes which are parallel to the x-y plane. The 
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border of this phase is J, = 100 and J2 e-,, 123.9. If J tends to J2 from below then 
the frequency of oscillation of 0 tends to zero. Finally when J exceeds J2 then 
0 becomes constant and we arrive again into phase I. (or equivalently phase e). 
However, if the field is greater than zero, the amplitude of cosO(') remains finite, 
but decreasing rapidly with the field. For example, if J= 110 and H=I then 
the amplitude of cosOM is about 0.1 but if H=0.1 then this amplitude is about 
0.001. In other words we can obtain this new phase as a limit H)0 in the 
region J, <J< J2. The values of cosO(') is monotonous: either cosO(') < cosO(j) 
for all i<j, (i, j =: 1, .. -, 4) or cosO(') > cosOW for all i<j. If J is close to 
J, then these four numbers are far from symmetrical. In the following table one 
can see these four numbers for different values of coupling J. In the last line the 
time-derivative of angle 0M is shown, where the time is measured in numerical 
time-steps like in the previous figures . 
J= 105 J= 120 J= 123 J= 123.5 J= 123.9 J= 124 
COSOM -0-892 0.797 0.75 0.735 0.7090 0.7074 
COSO(2) -0.709 0.525 0.44 0.411 0.3646 0.3624 
COSO(3) -0.052 -0.189 -0.284 -0.314 -0.3613 0.3625 
COSO(4) 0.515 -0.617 -0.666 -0.682 -0-7072 0.7074 
dt 0.08 0.04 0.02 0.01 4.10-4 
10-1 
We can see that if J tends to J2 then these numbers become more and more 
symmetrical with respect to zero and at the point J= J2 they become completely 
symmetrical, when the system enters into phase e. This remind us a second-order 
phase transition. 
We have the same phase "e" as in the three particle case, but the equation is 
a little bit more complicated and not so symmetric: 
cosO(') (J, H) = cosO(') (J - aH, H= 0), (4.5) fin fin 
where a 1.7 is a constant. 1n case of three particles a was exactly one. 
4.3 Periodic external field 
In this region the bifurcation precession noticed 
in the Ref [651 can arise, but 
with the difference that here it arises 
in the system with the energy pumping. 
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4.3.1 Periodic external field applied to one particle 
Again, we consider first the simplest possible system (one particle) in order to 
understand the more sophisticated ones. 
For different values of H we found several regions of qualitatively different 
behaviour, regular and irregular alternating, at least 20 times. Regular motion 
means periodical oscillation, but rarely sinusoidal. It seems to be harmonic oscil- 
lation if 0.04 <H<0.05 only. We can see an example for a periodical oscillation 
which is far from harmonic in Figure 4.39 
0.3 
J=0.0, b=-100, g=0.01, f=pi/2, H=18.0 
0.2 
0.1 
>4 
-0.1 
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-0.3 98600 98800 99000 99200 99400 99600 99800 100000 
t 
Figure 4.39: Periodic oscillation of y == cosO for H =- 18 
In regular regions one usually finds bifurcation series, i. e. a series of period 
doublings, sometimes period triplings. At a few times we were able to find only 
one bifurcation, then the behaviour of the system turned to irregular. By irregular 
motion we usually mean chaotic motion, but quasiperiodic behaviour also can be 
included into this term. 
We can see some examples for regular and irregular behaviour in the following 
=L figures. t is the time in numerical timesteps, t =: 200 - -r, dteta 
0 and y =- cosO d, 
like before. 
If the amplitude of the field H is 0.95 then the behaviour is chaotic. We can see 
the phase-portrait of this motion in Figure 4.40, which reminds us to a 
Lorentz- 
attractor. On the stroboscopic map 
(Figure 4.41) there are several points, more 
precisely, the number of points increasing 
infinitely as the time elapses. 
If the microwave field is a little bit stronger, i. e. H-1, the system returns 
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Figure 4.40: Phase portrait for H=0.95 
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Figure 4.41: Stroboscopic map for H=0.95. The number of points increasing 
infinitely with time but not in complete disorder, we can observe that most of 
them follow some lines 
to the periodical behaviour, see Figure 4.42. This can be also seen in the phase- 
portrait which is shown in Figure 4.43. where the curve is closed, so the motion is 
periodic. Moreover, the Fourier spectrum shows much more regularity in Figure 
4.44 and there are only two points on the stroboscopic map. One can see that 
this behaviour is qualitatively different from the previous one. 
If we increase slightly the amplitude of the microwave external field to H 
we can observe a period-doubling in the phase-portrait (Figure 4.45), in the 
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Figure 4.42: Behaviour of cosO for H=1 
J=0.0, b=-100, f=pi 2, H=l 
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Figure 4.43: Phase-portrait for H -- I 
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stroboscopic map (Figure 4.46), and in the Fourier spectra (Figure 4.47), 
At higher field (H = 1.25) the behaviour is chaotic again and there are many 
points on the stroboscopic map in Figure 4.48. However, this region is not too 
wide, there are other bifurcation series above it. We could trace some bifurcation 
series up to 16 points and obtained a stroboscopic map which is very similar to 
the one in Figure 3.7 in Chapter I 
Sometimes the stroboscopic map shows not period-doubing but period-tripling. 
We can see 12 points in Figure 4.49 for H=4.1. With increasing amplitude of the 
microwave field one can observe very complicated transformations from periodic 
and regular behaviour to chaotic one and vice-versa. 
it is interesting to note that these phenomena crucially depend on the peri- 
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Figure 4.44: Fourier spectra for H =: I 
J=0.0, b=-100, f=pi 2, H=1.1 
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Figure 4.45: Phase-portrait for H=1.1 
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odicity of the applied field. If we use constant field H= constant < 30 instead 
of sinusoidal one while other parameters , then the motion of magnetic moment 
would stop very soon in the easy x-y plane so observing various phenomena like 
chaos would be impossible. 
We mention that Alvarez et al. also reported bifurcation and chaos in a similar 
system but without energy-pumping 
[42]. 
We can observe regular behaviour and period multiplication only for mi- 
crowave fields weaker than 
H= 20, which means about 2000e. Above this field 
0 
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Figure 4.46: Stroboscopic map for H=1.1 
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Figure 4.47: Fourier spectra for H=I-1. 
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the magnetic moment always behaved chaotically. For H == 30.0 the time depen- 
dence of cosO can be seen in Figure 4.50. The phase-portrait consists of many 
points (Figure 4.51) It seems that there exists a large ellipse in the (cosO, ý_O-) d-r 
coordinate-system in which the points of the phase-portrait becomes infinitely 
dense if the sampling time tends to the infinity. It means that if we pick a point 
from the interior of this ellipse and give an arbitrary neighbourhood of it, then 
there is a time when (cosO, -ýO-) is in this neighbourhood. The Fourier spectra d'r 
contain a large number of noisy peaks which 
indicate chaotic behaviour. 
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Figure 4.48: Stroboscopic map for H=1.25. 
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Figure 4.49: Stroboscopic map for H=4.1. The number of poins is not a power 
of 2 but dividable by I 
4.3.2 Microwave and constant field together 
It's interesting to investigate the combined effect of the constant and a sinu- 
soidal external magnetic field on one particle. In constant magnetic field the 
magnetizaton vector performs 
(sometimes damped) periodic precession along a 
direction determined by the anisotropy and the external field. When we impose 
the microwave field, there may arise either resonance or other type of interfer- 
ence phenomena. The 
frequency of the external field can be commensurate or 
incommensurate with the frequency of the precession. The former probably lead 
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Figure 4.50: Behaviour of y= cosO for H= 30 
J=0-0, b=-100, f=pi/2, H=30 
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Figure 4.51: Phase-portrait for H= 30 
to regular, the latter may lead to chaotic behaviour. 
First the following external magnetic field was applied: 
H, (-F) = Hsin(f - T), HY(T) = H,. (4.6) 
Now the constant field is perpendicular to the microwave one. We fixed the 
frequency f as in the previous section and the strenght Hc of the constant field 
and changed the amplitude of 
the microwave one as a control parameter. Below 
a threshold 
field Ht the behaviour is completely regular, there are two points in 
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Figure 4.52: The Fourier for H= 30 indicates chaos 
the stroboscopic map and the Fourier spectra shows basically one peak, so the 
magnetization vector oscillates periodically. Above Ht the behaviour is usually 
irregular, chaotic, but there can be some regular areas and bifurcation sets. In 
the following table we can see that the value of Ht depends on H,, but not 
monotonously: 
H, 1 4 10 40 100 
Ht 11.7 39.9 69.7 37.1 > 500 
In the chaotic region the Lyapunov exponent can be positive like in Figure 4.53. 
The Fourier spectrum is very noisy in Figure 4.54, all types of frequency arise. 
, -, ) n ý, --lnn rf=n-nl- f=ni 2. H=39. Hc=40 
z 
1. 
10 
Figure 4.53: Lyapunov exponent for H= 39, H, = 40. 
The reason of the irregularity of the stroboscopic map 
is suddennes/ randomness 
of the rnotion 
in the large time-scale. In Figure 4.55 and 4.56 we can see the dif- 
ference between a periodical and and 
irregular case close to each other in the 
parameter space. 
t 
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Figure 4.54: Fourier spectra for H= 39, H, = 40. 
J=0.0, b=-100, g=0.01, f=pi 2, H=54.05, Hc=40 
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Figure 4.55: Periodical behaviour of y= cosO 
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The final consequence is that if the periodic field is perpendicular to the con- 
stant one, the behaviour can be regular or irregular (chaotic), but an appropriate 
constant field can supress chaos, so we can control chaotic behaviour. 
If the constant field is not orthogonal but parallel to the periodic field, i. e.: 
Hý, (-r) = H, + Hsin (f - -r) , 
Hy (-r) = 0. (4.7) 
the behaviour is very different. There are two main cases, one when H, is low 
(H, < 41.4), and the other when it is high. In the first case if H is not greater than 
H, than the absolute value of cosO becomes very small soon, i. e. the magnetization 
vector is forced to the x-y plane, 
to the energy-minimum. If the amplitude H 
of the sinusoidal 
field is greater, the motion can be periodic or irregular. For 
4vu 600 800 1000 
f 
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Figure 4.56: Irregular behaviour of y= cosO 
example if H, = 40 and H is not greater than 40.194 than cosO goes to zero but 
if H is 40.195 (or greater) than it does not while the amplitude of cosO is high 
and there are several points on the stroboscopic map. 
In the second case (H, > 41.5) it is not true that for H<H, the magnetization 
vector tends to the x-y plane, for example if H, = 41.5 and H<4.2, the value 
of cosO is oscillating between -1 and 1. The oscillation is usually not periodic. 
4.3.3 Microwave and perturbation field together, the in- 
fluence of fluctuations 
In this subsection we apply weak random external magnetic field in addition to 
the constant and periodic field. Experimentally this can be done by application 
of irregular, very short (for example as short as 170 ps or even 6ps [67]) and weak 
pulses of external magnetic field. For an example, see 
[68), where by application 
of the series of periodic pulses the complete magnetization reversal has been 
achieved. 
If we perturb the periodical system under sinusoidal 
field with an irregular 
weak field, it destroys the strict periodicity and 
the motion is quasiperiodic or 
chaotic. A huge constant 
field can supress this irregularity. Let's apply the 
following external field: 
(T) = Hsin(f - -F), 
Hy (7-) = H, + Hp -r (7-) (4.8) 
where H, and 
Hp is constant, r(-r) is irregular but continuous function of time7 
with absolute value 
I. We chose H= 2.24 so that with H, = 0 and Hp =0 the 
CHAPTER 4. DISSIPATION AND ENERGY PUMPING 144 
behaviour is periodic. If H, is still 0 but Hp > 0.001, than on the stroboscopic 
map in Figure 4.57 we can see smeared spots or lines instead of single points, while 
the Fourier spectra is much noisier. It is very hard to supress the irregularity with 
huge H, even if H, = 100 = 1000 - Hp. 
J=0.0, b=-100, f=pi 2f H=2.24, Hc=100. Hn=O-l 
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Figure 4.57: Stroboscopic map for irregular field 
But if H, = 150, it suppress the irregularity almost completely, the Fourier 
spectra is close to the one-peak periodic one. 
4.3.4 Microwave field, more particles: the parity effect 
In this section the anisotropy b= -100 the frequency f= 7/2 and the dissipation 
g=0.01 as before. We used a coupling J= 10 which is not very large compared 
with b but has a significant effect as we have seen for example in Section 2.3. 
Let examine first the behaviour of two particles. If the external magnetic field 
is weak (H < 19) the behaviour of the system is completely regular, there are 
four points on the stroboscopic map. Before conclude that in case of weak field 
the interaction between particles supress chaos and cause periodicity we need to 
examine the case of more particles. 
If the field is stronger (H > 19), the motion of the magnetization vector is 
often irregular with small regular regions. 
But between the periodic and chaotic 
regions sometimes we could not 
find any trace of bifurcation series, the transition 
into chaos was abrupt. For example if 
H= 25-262 there are four points on the 
stroboscopic map, 
but if H -- 25.263 the number of points 
is infinity. Generally, 
the higher the strength of the field, the smaller 
the probability of finding regular 
behaviour. 
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After investigating two coupled particles in microwave field, we try to find how 
the observed phenomena depend on the number of particles. In the next table 
we can see the number of points on the stroboscopic map for different numbers 
of particles (N) and for different values of external field (H). 
HIN lEýý 2 EI 3 ,[ iý 5 ý i 
in E 11 : 91 
0.5 4 4 4 oe 4 oe 4 8 4 8 
4 2 4 8 4 4 4 4 4 oo 
1.5 4 oo 4 2 4 oo 4 4 4 4 
2 4 4 4 4 4 oo 4 oo 4 4 
3 4 2 4 4 4 2 4 2 4 4 
4 4 oo 4 4 4 2 4 2 4 4 
5 4 4 4 4 4 4 4 00 4 00 
6 4 4 4 2 4 4 4 16 4 00 
7 4 2 4 4 4 00 4 0.0 4 4 
8 4 2 4 oo 4 4 4 oo 4 4 
9 4 8 4 oo 4 C>o 4 4 4 4 
10 4 4 4 C)c 4 00 1 
4 00 1 
4 4 
12 4 4 4 oc 4 4 4 4 4 co 
15 4 oo 4 4 4 4 4 42 4 00 
20 oo oo 4 4 4 4 4 C)c 4 oo 
27 00 00 4 C>c 4 oo 4 C)c 4 c>O 
30 4 00 4 C>o 4 00 4 c>O C>o 00 
32 oo oe 4 oo 4 00 4 0<) 4 00 
Do 00 00 C)c C)c 00 c>O C>o 00 
00 ý c>O OC) 00 .: t 4 CO C>o Do 
Hereafter the symbol oo means that the number of points on the stroboscopic map 
is increasing infinitely with time. When the number of points on the stroboscopic 
map do(')) is finite, the motion of all vectors are periodic. 
When it is (COSO(l) 
I dr 
infinite, than the behaviour of 0,0 is irregular for each particle. The stroboscopic 
map for three particles and for H=4.0 can 
be seen in Figure 4.58 and the Fourier 
spectra in Figure 4.59. From these figures we think 
that the motion is weakly 
chaotic. Sometimes, like in the case of 
N=7, H=9 we obtain stroboscopic map 
and Fourier spectrum like in Figure 
4.51 and 4.52 respectively. In these cases the 
chaos is stronger. 
We can observe a very interesting phenomena here. If the field is weak, there is 
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Figure 4.58: Stroboscopic map for irregular behaviour for three particles and for 
H=4.0 
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Figure 4.59: Fourier spectrum of the irregular behaviour for three particles and 
for H=4.0 
a drastic difference between systems consisting of odd and even particles. Namely, 
in the former case there are bifurcation series and chaotic regions, while in the 
later case the behaviour is completely regular. 
if the field is stronger than the critical one, the behaviour is mostly irregular. 
In the case of odd particles the regularity disappears much sooner than in the 
case of even particles. 
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If we look at the columns of the table, then for odd numbers of particles 
we can see many oo symbols. It means that the probability of the appearance of 
chaos in the system with odd numbers of particles is larger than for even numbers 
of particles. We made 200 numerical experiments, 20 for all N, so 100 for odd 
and 100 for even particles. We can compare the numbers how many times we 
obtained irregular behaviour: 
- odd particles: 52 irregular from 100 
- even particles: 12 irregular from 100 
We can see that the difference is remarkable. So the conclusion is that the 
parity of the number of particles has the decisive effect on the periodicity, pre- 
sumably because of symmetry effects. The probability of chaos is increasing with 
increasing field and this phenomena can be observed not only in the case of two 
particles, but in the case of arbitrary particles as well. Of course the concrete 
probabilities are remarkably different for different N. We can summarise it in the 
following symbolic table: 
1 11 
odd particle I even particle 
I 
low field mixed regul 
high field irregular mixed 
where mixed means there are regular and irregular regions as well. 
Weaker dissipation 
Now we study this parity effect with different values of parameters. First we 
change the dissipation from g=0.01 to g=0.001. Other parameters remains 
unchanged: J= 10, f= 21. We present the number of points on the stroboscopic 2 
map in the following table. 
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Ü-1-Nfl 11 21 3 4 5 6.1 7 
0.1 j 8 4 4 4 2 4 2 
0.2 oo 4 oo 4 oo 4 4 
0.5 C)c 4 24 4 4 8 00, 
1 C)c 4 4 4 00 12 4 
1.5 4 4 8 4 2 4 00 
2 oo 4 oo 12 8 12 2 
5 c)c oo 4 4 4 4 4 
7 oo 4 2 4 oo oo oo 
10 oo 12 4 oo oo 4 oo 
15 Oo 4 oo 4 oo oo oo 
20 CK) 00 00 OC) 00 00 00 
In case of one particle, the probability of finding irregular behaviour is higher 
than for stronger dissipation, so we examined also for lower values of the field like 
H=0.1. If N>I we have got the following results: 
- odd particles 16 irregular from 33 
- even particles: 7 irregular from 33. 
We can notice again the significant difference between even and odd particles, 
although here the difference is less pronounced than in the previous case. 
Weaker coupling 
It is very interesting to investigate what happens with this complex behaviour 
if the coupling decreases. The results of our numerical experiment are presented 
in table for J=5. The other parameters are the same as in the first case, i. e. 
7r 0.011 f 2 
73] :: 4 4 5= 6 7 
0.5 4 -4-ý 4 oc 4 
T 
oo 
1 4 oo 4 4 4 4 
2 4 00 4 2 4 4 
5 4 4 4 4 4 
-4 
10 2 00 4 8 4 4 
15 2 00 4 00 4 
- 
00 
20 00 oo 4 00 00 00 
odd particles: 11 irregular 
from 21 
- even particles: 
2 irregular from 21. 
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The proportion of irregular behaviour for the system with even numbers of 
particles is far lower than in the case of odd particles, similarly to the J == 10 case. 
Higher frequency 
Now we increase the frequency of the external field, it is ten times higher than the 
original, while the coupling and the amplitude of the field remained unchanged (J = 10, g-0.01 
f= 10 
. 
7r 
2 
=IN ý3 -4ý 6 7 
0 4 0 4 4 4 4 
2 2 4 0 4 4 4 4 
5 4 4 14 4 2 4 4 
8 00 00 2 00 2 00 oo 
10 4 00 2 00 2 00 (X) 
12 4 4 4 OC) 00 00 00 
15 4 Oc 00 00 00 00 oc 
20 4 00 00 00 00 00 00 
In this table notation 0 means cosO tends to the 0 very quickly with time while 0 
tends to a constant angle, so the motion of the magnetization vector stopped. The 
parity effect is not present if H<5 or H> 12. If the magnitude of H is between 
these two values, then opposite phenomena arises. The periodic behaviour is 
more typical for systems consisting of odd particles and very often it is regular 
for even particles. However, at this moment we have not enough data to assert 
anything except that the parity effect depends remarkably on the frequency of 
the external field. 
Periodic boundary conditions 
We investigate the presence of the parity effect for periodic boundary conditions. 
It means that in equation (4.1) we change M('+') =0 to M(N+l) = M('). The 
other parameters are the same as in the first case, J= 10ý -9 = 
0*011 1= li' 
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I 
HIN ýIN 
_2 4 
3 
4 
4 
-4-- 
15 
4 
16 
4 
1 -ý-] 
4 
2 4 4 4 4 4 4 
5 4 4 4 4 4 4 
10 4 oo 4 10 4 4 
15 4 00 4 oo 4 oc 
20 4 00 4 oo 4 oo 
25 4 00 4 oo 4 oo 
30 4 oc 4 oc 4 oo 
40 2 oo 2 oo 2 oo 
In this case the parity effect is even more unambiguous than with open boundary 
conditions. Interesting to note that when the numbers of the particles N= 2k 
where k is an integer, the type of the behaviour is independent from k, i. e. if 
we fix the amplitude of the field (and other parameters are already fixed), the 
number of points on the stroboscopic map is the same for 2,4 and 6 particles. 
Thus our opinion is that the periodic boundary conditions strongly stabilize the 
behaviour of the even-particle system. 
4.4 Summary and conclusions 
In this chapter the behaviour of the system of magnetic particles with weak 
dissipation and energy-pumping has been investigated. With the pumping of 
energy the most natural final position of magnetization should correspond to 
the absolute energy maximum. And this is indeed the case of weak magnetic 
field H< -b. On the other hand, in case of strong field (and therefore strong 
dissipation) the dissipation dominates the energy pumping and, according to our 
numerical experiments, the system quickly move to the energy minimum. At 
intermediate values of magnetic field both the dissipation and the pumping are 
relevant and there is a competition between them. 
In Section 4.1 a single particle subjected to constant magnetic field in the x 
direction has been studied. The behaviour of the magnetic moment of the par- 
ticle is highly nontrivial, a few qualitatively different types of behaviour can be 
observed depending on the strength of the applied 
field. We found five different re- 
gions separated by critical fields Hcrit. 1 ... 
Hcrit. 4. Below Hit., the magnetization 
vector was always forced into the high-energy x-y plane, and 
if the magnetic 
field is nonzero, to the x axis. Before this final state, there are two types of 
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damped oscillations: symmetrical and asymmetrical with respect to the x- 'Y 
plane. With the increasing field the frequency of oscillations increases. At very 
weak dissipation and energy pumping rate -- 0.01 and at moderately large field, 
Herit. 1 4100e, the damped character of these oscillations always disappears. If 
the field is stronger than Hrit. li the magnetic moment oscillates endlessly, the 
oscillation is periodic or quasiperiodic with large amplitude. In the motion the 
moment vector intersects the plane frequently, the oscillation is symmetrical to 
the x-y plane. The value of Hrit., depends slightly on the initial position of 
the magnetic moment. If the field reaches HHt. 2 then the amplitude suddenly 
drops and the magnetization vector never intersect the plane again. In the region 
Hcrit. 2 <H< Hcrit. 3 the behaviour remains regular, but the amplitude is gradu- 
ally decreasing with increasing H. We noticed that Hit. 2 -":::: -b/2, independently 
of the value b of the anisotropy coefficient. At H= Hcrit. 3 the amplitude of the 
oscillation reaches zero and remains zero for arbitrary fields stronger than Hcrit. 3- 
Between Hcrit. 3 and Hcrit. 4 the final orientation of the magnetization vector is out- 
side the plane but continuously approaching to it with increasing field. Finally if 
H is at least Hcrit. 4 ý JbI the magnetization vector is forced to the x axis inside 
the plane and stops, like in the H< Hcrit., region. 
In Section 4.2 we have applied magnetic field to systems of coupled particles. 
We produced a phase diagram for two, three and four particles. There are only 
smaller differences between them. Our conclusion is that the critical fields Hit. i, 
(i = 11 .... 4) plays a crucial role 
for coupled particles as well, although the values 
of H,,, it. i can be slightly modified by weak coupling 
(i depending also on 
the initial conditions. 
In case of magnetic field H< Hcrit. 1 we found that the behaviour of the 
system strongly depends on the coupling J. For a fixed value of H there is an 
interval in J denoted by [jrai,,, J,,,,, xl inside which the magnetization vector 
does 
not go to the plane but oscillates or rotates regularly or chaotically. 
The value of 
J? nin depends on the 
initial conditions. Moreover, if the system consists of more 
than two particles, there is a transition phase, where the vectors stops moving, 
but not inside the plane. 
In the region Hcit. i <H<H,, it. 2 there 
is a possibility of chaos, but it is typ- 
ical only when the coupling J has the order of magnitude 
I or 10. Different kinds 
of quasiperiodic or periodic motions are also 
were observed in this region and 
period multiplication occurs as a route 
to chaos. If Hcrit. 2< H< Hit. 3 then the 
behaviour of the system is similar to the case of 
the single particle. The magneti- 
zation vectors oscillates with nonzero amplitude 
periodically or quasiperiodically. 
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We observed sophisticated curves in the phase-portrait for weak coupling. If 
H>H,, it. 3 then the magnetization vectors usually reach the constant vector 
determined by the single-particle case and stops moving. 
For all values of external field if the coupling is very strong, the magnetization 
vectors moving identically, so the system of magnetic particles behaves like one 
single domain. This is true for all sets of initial conditions. This observation 
confirms our basic assumption that inside one magnetic particle the elementary 
moments are parallel, so the particle can be treated like one single magnetic 
moment. 
In Section 4.3 we have investigated the dynamics of the system of magnetic 
particles with strong easy-plane anisotropy and weak dissipation in microwave 
external magnetic field. We found that the behaviour is essentially similar than 
in the case without energy-pumping. Several period-doublings and a few period- 
triplings have been found. Above H= 20 the behaviour is always chaotic. 
If microwave field is applied to the system of coupled magnetic particles, a 
very interesting phenomenon arises: the parity effect. It means the formation 
of chaotic behaviour and associated noise strongly depends on the number of 
particles of which the system consist. More concretely, if the number of particles is 
odd, the probability of irregular behaviour is much higher than for even number of 
particles. This effect is even more clear if we apply periodic boundary conditions. 
Summary and general conclusions 
In this thesis we studied the dynamics of various systems consisting of small mag- 
netic particles. For this purpose we performed analytical and, mostly, numerical 
solutions of the Landau-Lifshitz or Landau-Lifshitz- Gilbert equations in the pres- 
ence of constant and varying applied magnetic field. Usually strong anisotropy 
of different types was taken into account. The exchange coupling between the 
magnetic moments has been considered to be either ferromagnetic or antiferro- 
magnetic. If the coupling is antiferromagnetic, chaotic behaviour is often ob- 
servable, especially for large number of particles and for external field which is 
not constant. For ferromagnetic coupling the behaviour and the hysteresis are 
generally simpler, but also can be nontrivial. The results are applicable not only 
for magnetic particles, but to multilayers and other magnetic systems such as 
magnetic nanowires. 
In Chapter 2 the Hamiltonian system was under investigation, i. e. the dis- 
sipation was zero. First we studied one magnetic particle in various external 
fields. We found nontrivial phenomena like chaotic transients between different 
states, strong sensitivity from the initial conditions and series of bifurcations. 
Then we concentrated on the fixed points of a two particle system without ex- 
ternal field. We found a bistable system which means that there are two fixed 
points and the system periodically leaves one of them to reach the other and 
vice versa. After this we applied changing inhomogenious external field to a 
system of magnetic particles with nonzero coupling between them. 
We found 
that if the number of particles is greater than two, chaotic 
behaviour is quite 
typical. We observed sudden energy-transfers between particles around chaotic 
transients, damping-phenomena, energy-barriers and 
localizations. If the coup- 
ling is nonzero but weak, we can produce local energy excitations 
(breathers) 
and other kind of localization 
by setting special initial conditions in an otherwise 
hornogeneous system. 
in Chapter 3a realistic weak dissipation forced the system to evolve towards 
the minimum of the energy. For one magnetic particle 
in microwave field there are 
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several period-doubling and a few period-tripling, these form bifurcation series. We also studied how the presence of chaos depends on the number of particles 
and the parameters of the Hamiltonian in a system of ferromagnetically coupled 
particles. 
We have investigated the phenomenon of hysteresis in the cases of one and 
more particles and found that the presence of a ferromagnetic coupling has no 
significant effect on this. In the case of antiferromagnetic coupling the parity of 
the number of particles is crucially important. For even number of particles the 
area of the hysteresis loop is often reduced to zero. For odd number of particles 
interesting antiferromagnetic states can appear when the magnetic field tends to 
zero. The difference between the cases of odd and even number of particles can 
be related to the presence of an uncompensated magnetic moment for the system 
with odd number of particles and antiferromagnetic interaction. 
We analysed the dynamics of a two-particle system which was proposed to use 
as an element in magnetic random access memory (MRAM). A special attention 
was focused on the magnetization reversal in this system. The obtained charac- 
teristic times of the reversal are in a good agreement with measurements reported 
in the literature. For more than two particles, we found that the energy Spec- 
trum shows fractal characteristics for increasing numbers of particles due to the 
increasing number of locally stable minima in a very complex energy landscape. 
In Chapter 4 the behaviour of the system with weak dissipation and energy- 
pumping have been investigated. For constant field we produced a phase dia- 
gram for one, two, three and four particles. With the pumping of energy the 
most natural final position of magnetization should correspond to the absolute 
energy rnaximum. And this is indeed the case for a weak magnetic field. On 
the other hand, in the case of strong field (and therefore strong dissipation) the 
dissipation dominates over the energy pumping and, according to our numerical 
experiments, the system quickly moves to the energy minimum. 
At intermediate 
values of magnetic field both the dissipation and the pumping 
is relevant and 
there is a competition between them. We found the most nontrivial 
kinds of 
behaviour in these regions. In Section 4.3 we have investigated the dynamics of 
the system of magnetic particles with strong easy-plane anisotropy and weak 
dis- 
sipation in microwave external magnetic 
field. For one particle the behaviour is 
essentially similar to that without energy-PurnPing- 
Several period-doublings and 
a few period-triplings have 
been found. For more coupled magnetic particles, an 
unusual phenomenon arises: the chaotic 
behaviour is significantly more probable 
if the number of particles in the system is odd 
than if it is even. 
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