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Abstract
Let A1, . . . , Am be nonsingular n × n matrices over F = R or C, and let 1  pj ∞
for j = 1, . . . , m. We characterize the linear isometries for the norm N on Fn defined by
N(x) = max{lpj (Aj x) : 1  j  m},
where lp(y) denotes the lp-norm of y ∈ Fn. As an application we study the conditions on
matrices A1, . . . , Am for which N is absolute or a symmetric gauge function.
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1. Introduction
Let Fn be the real or complex vector space of column vectors x = (x1, . . . , xn)t,
and let Fm,n be the space of all m × n matrices over F, where F = R or C. The
standard basis of Fn is denoted by {e1, . . . , en}. The space Fn is endowed with the
standard inner product (x, y) → y∗x, where y∗ is the conjugate transpose of y, and
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with the standard vector space topology. The symbols |x| and sgn(x), x ∈ Fn, are
interpreted componentwise, the Hadamard (or componentwise) product of x, y ∈ Fn
is denoted by x ◦ y.
In Section 2 we study linear local preservation of lp-norms on Fn defined by
lp(y) =


(
n∑
i=1
|yi |p
)1/p
if 1  p < ∞,
max{|yi | : 1  i  n} if p = ∞.
In particular, we show that a linear local preservation of lp-norm, 1 < p < ∞, im-
plies the global preservation. The result generalizes the well known fact that the
linear isometries for the lp-norm on Fn are unitary matrices in the case p = 2, and
generalized permutation matrices in the case p /= 2 (see for example [1]). Recall
that a matrix is called a generalized permutation matrix if it is unitary and each of
its columns (and rows) contains exactly one nonzero term. The groups of all n × n
unitary and all generalized permutation matrices over F will be denoted by Un(F)
and GPn(F), respectively.
Given nonsingular matrices Aj ∈ Fn,n, j = 1, . . . , m, one can define a norm on
Fn by
N(x) = max{lpj (Ajx) : 1  j  m},
where 1  pj ∞ for each j. In Section 3 we characterize the linear isometries for
the norm N, that is, the matrices S ∈ Fn,n satisfying N(Sx) = N(x) for all x ∈ Fn.
The results are based on Section 2 and generalize Theorem 2.2 of [6]. Isometries
for some similar classes of norms are studied in [1,5]. In Section 4 the results of
Section 3 are applied to study the G-invariance of the norm N for a given subgroup
G of the general linear group GLn(F). Recall that a norm r on Fn is G-invariant if
r(Sx) = r(x) for all S ∈ G and x ∈ Fn. The concept of G-invariant norm specializes
to many particular cases of wide research interest (see [8–10]). We are concerned
here about the following two of them.
A norm r on Fn is absolute if r(|x|) = r(x) for all x ∈ Fn, or equivalently, if it
is n(F)-invariant, where n(F) is the group of all diagonal unitary matrices from
Fn,n. A symmetric gauge function on Fn is a norm r that satisfies r((x1, . . . , xn)t) =
r((λ1xπ(1), . . . λnxπ(n))
t) for every permutation π of order n and for every λ1, . . . ,
λn ∈ F satisfying |λi | = 1 for all i, or equivalently, if r is GPn(F)-invariant. At the
end of Section 4 the matrices Ai are characterized for which the norm N is absolute
or a symmetric gauge function, thus generalizing Theorem 4(a) in [7], where the
absoluteness of a maximum of inner product norms is investigated. Similar problems
are considered in [3,4].
The proof of the main result of Section 2 is based on geometry and techniques of
mathematical analysis, so we recall some additional definitions and notations.
Let r be a seminorm on Fn and let x ∈ Fn. If there exists a v ∈ Fn such that
lim
y→0
r(x + y) − r(x) − Re(v∗y)
r(y)
= 0,
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then r is said to be R-differentiable at x, and v is called the R-differential of r at x,
denoted by r(x). It can be shown that r(x) = v if and only if the subdifferential
of r at x equals the one-point set {v}. For the proof see for example [11], and use the
standard identification of Cn with R2n as it is explained in [2].
It is well known that the lp-norm, 1 < p < ∞, isR-differentiable at each nonzero
x ∈ Fn, and that
lp(x) = lp(x)1−psgn(x) ◦ |x|p−1,
where (|x|p−1)j = |xj |p−1 for j = 1, . . . , n. The l1-norm isR-differentiable at each
x ∈ Fn satisfying xj /= 0 for all j. Its R-differential equals l1(x) = sgn(x), thus the
above formula for lp(x) holds also in the case p = 1.
For any fixed y ∈ Fn define a seminorm ry on Fn by ry(x) = |y∗x|. It is not hard
to verify that ry is R-differentiable at each x ∈ Fn satisfying y∗x /= 0, and that its
R-differential equals ry(x) = sgn(y∗x)y.
2. lp-norms
It is well known that a matrix A ∈ Fn,n is an isometry for the lp-norm on Fn if and
only if A ∈ Un(F) in the case p = 2, and A ∈ GPn(F) in the case p /= 2. Another
well-known fact is that if n > 1, p, q ∈ (1,∞) and p /= q, then there is no linear
isometry from the space Fn with the lq -norm on the space Fn with the lp-norm. In
this section we generalize both results showing that they hold under much milder
conditions. The generalization is used in the next section to prove a characterization
of the isometries for the maximum norm N defined in the introduction.
Theorem 2.1. Let A ∈ Fn,n and let p, q ∈ [1,∞). Suppose that there exists a non-
empty open set V ⊆ Fn such that
lp(Ax) = lq(x) for all x ∈ V. (1)
If F = C or if F = R and q > 1, then q = p, and A ∈ GPn(F) for p /= 2, while
A ∈ Un(F) for p = 2, that is, A is an isometry for the lp-norm.
Proof. To prove that A is nonsingular suppose that Ay = 0 for some y ∈ Fn, and
take a nonzero x ∈ V . Since V is open, there exists a δ > 0 such that x + y ∈ V for
all  ∈ F satisfying || < δ. It follows from (1) that
lq(x) = lp(A(x + y)) = lq(x + y)
for all  ∈ F such that || < δ. For q > 1 the strict convexity of the norm lq implies
easily that y = 0. Thus if p  1 and q > 1, then A is nonsingular.
Consider now the case F = C, q = 1. The above equality shows that
l1(x + y) + l1(x − y) = 2l1(x)
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and therefore by triangle inequality
|xj + yj | + |xj − yj | = 2|xj |
for j = 1, . . . , n and all  ∈ C satisfying || < δ. It can be easily verified that this
implies yj = 0 for all j, hence y = 0. Thus, also in this case A is nonsingular.
Let again p, q ∈ [1,∞). Put W = {x ∈ Fn : xj /= 0, j = 1, . . . n}, and note that
W is open and dense in Fn. Since V is a nonempty open set and A is nonsingular, also
V ∩ W ∩ A−1W is nonempty and open. It follows that we can assume without loss
of generality (replacing V if necessary by V ∩ W ∩ A−1W ) that all components of
elements from V ∪ AV are nonzero.
Let for a moment r be the lp or the lq -norm and let rA(x) = r(Ax) for all x ∈ Fn.
Using the facts that the R-differential r of r is defined locally and that rA(x) =
A∗r(Ax) for all x we see that (1) implies
A∗lp(Ax) = lq(x) for all x ∈ V. (2)
Now the formula for r and the fact that all components of elements from V ∪ AV
are nonzero gives
A∗
(
sgn(Ax) ◦ |Ax|p−1
)
= lq(x)p−qsgn(x) ◦ |x|q−1 for all x ∈ V. (3)
If p = q = 2 then (3) implies A∗Ax = x for all x ∈ V . It follows easily that A∗A =
I and hence A ∈ Un(F). Since (1) is equivalent to lq(A−1x) = lp(x) for all x ∈ AV
we can suppose in the sequel that q /= 2. Because the theorem obviously holds for
n = 1 we suppose also n > 1.
Fix m ∈ {1, . . . , n} and denote by a and b the mth rows of A and B = (A∗)−1,
respectively. Then (3) yields
lq(x)
q−psgn(ax)|ax|p−1 = b
(
sgn(x) ◦ |x|q−1
)
for all x ∈ V. (4)
From now on we deal separately with complex and real field F.
Case 1: F = C. It follows from (4) that
axb
(
sgn(x) ◦ |x|q−1
)
∈ R for all x ∈ V.
For each j let rj = |xj |, sgn(xj ) = eiϕj , ϕj ∈ R, and denote
cjk = Im
(
akbj e
i(ϕj−ϕk)
)
.
Then
n∑
j,k=1
cjkr
q−1
j rk = 0 (5)
for all (r1, . . . , rn) and all (ϕ1, . . . , ϕn) from some nonempty open subsets of Rn.
Fix for a moment any different j, k ∈ {1, . . . , n} and note that 2cjk/ϕjϕk =
cjk . It follows from (5) that
cjkr
q−1
j rk + ckj rj rq−1k = 0
B. Lavricˇ / Linear Algebra and its Applications 405 (2005) 249–263 253
for all rj , rk , ϕj , ϕk from some nonempty open intervals. Since 1  q /= 2, this
yields cjk = ckj = 0 for all ϕj , ϕk from some nonempty open intervals, and therefore
Im(aj bkeiϕ) = 0 for all ϕ from some nonempty open interval. It follows easily that
ajbk = 0 for all different j, k. If a has at least two different nonzero components,
this implies that b = 0. Because B is nonsingular, b /= 0, hence there exists a k such
that ak /= 0 and aj = bj = 0 for all j /= k. It follows from (4) that
lq(x)
q−psgn(ak)|ak|p−1 = bk|xk|q−p for all x ∈ V. (6)
If p /= q, (6) implies that lq(|xk|−1x) is constant on V. A straightforward calcu-
lation shows that this is impossible for n > 1, hence p = q and therefore by (6)
bk = sgn(ak)|ak|p−1. Since BA∗ = I and hence ba∗ = 1, we get |ak| = 1. It follows
that A ∈ GPn(C).
Case 2: F = R and q > 1. Suppose that n  3 and take any j ∈ {1, . . . , n}. Partial
differentiation of (4) with respect to xj and multiplication the result by lq(x)p give
|ax|p−2[(q − p)axsgn(xj )|xj |q−1 + (p − 1)aj lq(x)q ]
= (q − 1)bj |xj |q−2lq(x)p for all x ∈ V. (7)
Fix some z ∈ V and put r = zj , s = az,
Hr,s = {x ∈ Rn : xj = r, ax = s}.
Then z ∈ Vr,s = V ∩ Hr,s , therefore Vr,s is a nonempty relatively open subset of the
affine subspace Hr,s ⊆ Rn. Since the dimension of Hr,s is at least n − 2  1, the set
Vr,s contains a nondegenerate segment. Because q > 1, the norm lq is strictly con-
vex, and therefore nonconstant on Vr,s . It follows that the set {lq(x) : x ∈ Vr,s} con-
tains a nonempty open interval (t1, t2). Since r and s are the components of elements
from V ∪ AV , both are nonzero. Put
λ = (q − p)sgn(r)|r|q−1s|s|p−2,
µ = (p − 1)aj |s|p−2,
ν = (q − 1)bj |r|q−2
and note that (7) implies
λ + µtq = νtp for all t ∈ (t1, t2).
If p /= q, then λ /= 0, hence the functions t −→ tτ , τ ∈ {0, p, q}, are linearly depen-
dent on (t1, t2). Because this is not the case, p = q, therefore (7) and q > 1 implies
aj |ax|p−2 = bj |xj |p−2 for all x ∈ V
and for all j ∈ {1, . . . , n}. The nonsingularity of A implies a /= 0, hence ak /= 0 for
some k. It follows that bk /= 0, and since p = q /= 2, we get
|ax| = (a−1k bk)
1
p−2 |xk| for all x ∈ V.
This implies easily that ak is the only nonzero component of a and that bk =
ak|ak|p−2. Using the fact that ba∗ = 1 we get |ak| = 1. It follows that A ∈ GPn(F).
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Now suppose that n = 2. We assume without loss of generality that x1 > 0 and
x2 > 0 for all x ∈ V . Denote the entries of A = [aij ]i,j=1,2 by
α = a11, β = a12, γ = a21, δ = a22
and notice that by (1)
|αx1 + βx2|p + |γ x1 + δx2|p =
(
x
q
1 + xq2
) p
q (8)
for all x ∈ V . Put
u = |αx1 + βx2|p−2, v = |γ x1 + δx2|p−2, w =
(
x
q
1 + xq2
) p
q
−2
.
Computing partial derivatives x1 and

x2
of the expressions in (8) we get
α(αx1 + βx2)u + γ (γ x1 + δx2)v =
(
x
2q−1
1 + xq−11 xq2
)
w, (9)
β(αx1 + βx2)u + δ(γ x1 + δx2)v =
(
x
q
1 x
q−1
2 + x2q−12
)
w. (10)
Partial differentiation of (9) with respect to x2 gives
(p − 1)(αβu + γ δv) = (p − q)xq−11 xq−12 w. (11)
If p = 1, (11) yields xq−11 xq−12 w = 0. This contradicts the assumption x1 > 0, x2 >
0, hence p > 1. Eliminating u, v, and w from (9)–(11) and setting t = x1/x2 gives
(p − 1)αγ t + (q − 1)βδtq−1 + (q − p)(αδ + βγ )tq
+(q − 1)αγ tq+1 + (p − 1)βδt2q−1 = 0 (12)
for all t from some nonempty open interval (t1, t2). By assumption 1 < q /= 2, there-
fore the functions t −→ tτ , τ ∈ {1, q − 1, q, q + 1, 2q − 1}, are linearly indepen-
dent on (t1, t2). It follows that
αγ = βδ = 0, (p − q)(αδ + βγ ) = 0.
Since A is nonsingular, this implies p = q and α = δ = 0 or β = γ = 0. It follows
from (8) that |β| = |γ | = 1 or |α| = |δ| = 1, hence A ∈ GP2(R). 
Remark 1. When F = R the results of Theorem 2.1 do not hold for q = 1. Indeed,
if A ∈ Rn,n is defined by
Ax =
(
n∑
i=1
xi
)
ek,
where ek ∈ Rn is from the standard basis, then
lp(Ax) = l1(x) for all x ∈ (0,∞)n
and each p  1. It is clear that for n > 1 A is singular and hence also nonisometric. If
a matrix A ∈ Rn,n is nonsingular and satisfies (1) with q = 1, we can use Theorem
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2.1 (passing from A to A−1) to see that p = 1. In this case a column stohastic A
satisfies
l1(Ax) = l1(x) for all x ∈ (0,∞)n,
even though A is not necessary an isometry for the l1-norm.
Remark 2. Theorem 2.1 cannot be extended to the case when p and q are allowed to
be ∞. Indeed, take any α ∈ F such that |α| < 1, put A = diag(1, α, . . . , α) ∈ Fn,n,
n > 1, and denote by V the open ball of radius 12 centered at e1. Then
l∞(Ax) = l∞(x) for all x ∈ V,
but A is not an isometry for the l∞-norm.
Let us mention also some facts concerning the condition (1) of Theorem 2.1, when
exactly one of the indices p and q equals ∞.
If p = ∞, q < ∞, and A ∈ Fn,n satisfies (1), then q = 1. In this case A can be
an isometry only if n = 1 or if F = R and n = 2. However, for each α ∈ (−1, 1) the
matrix
A =
[
α −α
1 1
]
∈ R2,2
satisfies (1) where V is the open ball of radius 12 centered at e1 + e2, but A is not an
isometry.
If p < ∞, q = ∞, then there exist singular matrices A ∈ Fn,n satisfying (1),
while for nonsingular A the condition (1) implies that p = 1. In this case A can
be an isometry only if n = 1 or if F = R and n = 2. However, for each α ∈ (−1, 1)
the matrix
A = 1
2
[
1 α
−1 α
]
∈ R2,2
satisfies (1) where V is the open ball of radius 12 centered at e1, even though A is not
an isometry.
3. Isometries
In the sequel we need the following result about the structure of isometries of a
maximum norm.
Lemma 3.1. Let Nj , j = 1, . . . , m, be given seminorms on Fn, let N be the norm
defined by N(x) = max{Nj(x) : 1  j  m}, x ∈ Fn, and let J be a minimal subset
of {1, . . . , m} for which N = max{Nj : j ∈ J }. Then for every isometry S for the
norm N there exist nonempty open sets Vj ⊆ Fn, j ∈ J, such that for every j ∈ J
there is a k ∈ J satisfying Nj(Sx) = Nk(x) for all x ∈ Vj .
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Proof. First, let us prove that for each j ∈ J the set
Fj = {x ∈ Fn : N(x) = Nj(x)}
has a nonempty interior Uj = Int(Fj ). Suppose that Uj = ∅ for some j ∈ J . Then
Fn \ Fj is dense in Fn. Since
N(x) = max{Ni(x) : i ∈ J \ {j}} for all x ∈ Fn \ Fj ,
a continuity argument shows that the same equality holds for all x ∈ Fn. This con-
tradicts the minimality of J, hence Uj is nonempty.
The continuity of the seminorms Nj ensures that each Fj is closed, hence the
obvious equality
⋃
j∈J Fj = Fn implies that
⋃
j∈J Uj is dense in Fn. It follows that
for each j ∈ J there exists a k ∈ J such that Vj = S−1(Uj ) ∩ Uk is nonempty. It is
clear that Nj(Sx) = N(Sx) = N(x) = Nk(x) for all x ∈ Vj . 
Theorem 3.2. Let pj ∈ (1,∞) for j = 1, . . . , m,
N(x) = max{lpj (Ajx) : 1  j  m}, x ∈ Fn
and let J be a minimal subset of {1, . . . , m} for which N(x) = max{lpj (Ajx) : j ∈
J } for all x ∈ Fn.
Then S ∈ Fn,n is an isometry for the norm N if and only if there exists a permuta-
tion π of J such that for each j ∈ J we have pπ(j) = pj and
AjSA
−1
π(j) ∈ Un(F) if pj = 2,
AjSA
−1
π(j) ∈ GPn(F) if pj /= 2.
When F = C the result holds for all pj ∈ [1,∞).
Proof. Suppose that S ∈ Fn,n is an isometry for the norm N. It follows from Lemma
3.1 that for each j ∈ J there exists a nonempty open set Vj ⊆ Fn and a k ∈ J such
that
lpj (AjSx) = lpk (Akx) for all x ∈ Vj . (13)
Let us prove that k is uniquely determined by j. By Theorem 2.1 (13) implies that
pk = pj and that AjSA−1k is an isometry for the lpj -norm. If the indices k = k1
and k = k2 from J satisfy (13), then pk1 = pk2 = pj and Ak2A−1k1 = (AjSA−1k2 )−1 ×
AjSA
−1
k1
is an isometry for the lpj -norm. This implies lpk1 (Ak1x) = lpk2 (Ak2x) for
all x ∈ Fn, hence the minimality of J ensures that k1 = k2. Thus, we have defined
a mapping π : J −→ J , π(j) = k, satisfying pπ(j) = pj for each j ∈ J . Using
the minimality of J again it can be seen similarly that π is injective and hence a
permutation of J.
To prove the converse suppose that S satisfies the conditions of the theorem.
Then
B. Lavricˇ / Linear Algebra and its Applications 405 (2005) 249–263 257
N(Sx) = max{lpj ((AjSA−1π(j))Aπ(j)x) : j ∈ J }
= max{lpj (Aπ(j)x) : j ∈ J }
= max{lpπ(j) (Aπ(j)x) : j ∈ J } = N(x)
for all x ∈ Fn, hence S is an isometry. 
Corollary 3.3. Let N and J be as in Theorem 3.2, letS be the group of all permuta-
tions π : J −→ J for which pπ(j) = pj for each j ∈ J, and let
Fπ =


⋂
j∈J
A−1j Un(F)Aπ(j) if pj = 2, j ∈ J,⋂
j∈J
A−1j GPn(F)Aπ(j) if pj /= 2, j ∈ J
for each π ∈S. Then the isometric group GN for the norm N equals
GN =
⋃
π∈S
Fπ ,
where the subsetsFπ of GN are mutually disjoint.
Proof. According to Theorem 3.2 we have to show only that Fπ and Fρ are dis-
joint if π, ρ ∈S are different. To this end suppose that S ∈Fπ ∩Fρ , π, ρ ∈S,
and take any j ∈ J . Then there exist T1, T2 ∈ G, where G = Un(F) if pj = 2 and
G = GPn(F) if pj /= 2, such that
S = A−1j T1Aπ(j) = A−1j T2Aρ(j).
It follows that T1Aπ(j) = T2Aρ(j), hence Aπ(j)A−1ρ(j) ∈ G and therefore
lpπ(j) (Aπ(j)x) = lpj (Aπ(j)x) = lpj (Aρ(j)x) = lpρ(j) (Aρ(j)x)
for all x ∈ Fn. Since J is minimal, this implies π(j) = ρ(j), hence π = ρ follows.

Remark 3. Let us show that if the norms x −→ Nj(x) = lpj (Ajx) from the The-
orem 3.2 are different for j = 1, . . . , m, then there exists a unique minimal subset
J ⊆ {1, . . . , m} for which N = max{Nj : j ∈ J }.
Since the existence is clear, we suppose that the subsets J and K of {1, . . . , m} are
minimal for N. By symmetry it suffices to show that J ⊆ K . Suppose by contradic-
tion that j ∈ J \ K . If we take K instead of J in the last part of the proof of Lemma
3.1 and use the result for the isometry S = In, we see that there is a k ∈ K and an
open Vj ⊆ Fn such that
lpj (Ajx) = lpk (Akx) for all x ∈ Vj .
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Theorem 2.1 implies that pj = pk and that AjA−1k is an isometry for the lpj -norm.
It follows that Nj = Nk , and hence (by assumption) j = k ∈ K . This is a contradic-
tion, hence the claim follows.
In the sequel we need the following result.
Lemma 3.4. Let y ∈ Fn \ {0}, n > 1, and let 1  p < ∞. If there exists a nonempty
open set V ⊆ Fn such that lp(x) = |y∗x| holds for all x ∈ V, then F = R and p = 1.
Proof. We assume without loss of generality that for each x ∈ V we have y∗x /= 0
and xj /= 0, j = 1, . . . , m. Recall that the R-differential of the seminorm x −→
|y∗x| at x ∈ V equals sgn(y∗x)y and use the formula for lp to obtain
lp(x)
1−p(sgn(x) ◦ |x|p−1) = sgn(y∗x)y for all x ∈ V.
It follows that the set {sgn(x) ◦ |x|p−1 : x ∈ V } is contained in a one-dimensional
space Fy. It can be seen easily that this cannot be true for p > 1, hence p = 1 and
therefore
sgn(x) = sgn(y∗x)y for all x ∈ V.
This implies that for each j, k ∈ {1, . . . , n} we have
yj
yk
= sgn(xj )
sgn(xk)
for all x ∈ V.
It is evident that in the case F = C this is impossible, thus F = R. 
Our next goal is to characterize the isometries for a more general norm
N(x) = max{lpj (Ajx) : 1  j  m}, 1  pj ∞
in which also the norms l1 and l∞ are involved. In order to facilitate the text suppose
that 1  p1  · · ·  pm ∞, and let
m0 = max{j ∈ N : j  m,pj = 1}, m1 = max{j ∈ N : j  m,pj < ∞},
where we adopt max ∅ = 0. The difficulty is that Theorem 2.1 cannot be used for
indices j > m1 (for which pj = ∞) and in the case F = R also for indices j  m0
(for which pj = 1). The main idea to solve the problem is to notice that in both
cases the norm x −→ lpj (Ajx) can be written as a maximum of the appropriate
seminorms of the form x −→ |y∗x|, and then use Lemma 3.4 instead of Theorem
2.1. More precisely, we use the fact that
l∞(Ax) = max{|A(k)x| : 1  k  n}
for each A ∈ Fn,n and x ∈ Fn, where A(k) is the kth row of A, and
l1(Ax) = max
{
n∑
k=1
δkA
(k)x : δk ∈ {1,−1}
}
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for each A ∈ Rn,n and x ∈ Rn. Thus, the suitable elements y∗ are the rows consisting
the set
R∞ =
{
A
(k)
j : 1  k  n,m1 < j  m
}
to express the l∞-norms, and in the case F = R also the rows consisting the set
R1 =
{
n∑
k=1
δkA
(k)
j : δk ∈ {1,−1}, 1  j  m0
}
to express the l1-norms. Put
m2 = m1 + |R∞|, m3 = m2 + |R1|,
where |M| is the number of elements of M, and denote the elements of R∞ and R1
by vj so that
R∞ = {vj : m1 < j  m2}, R1 = {vj : m2 < j  m3}.
Then define
Nj(x) =
{
lpj (Ajx) if 1  j  m1,
|vjx| if m1 < j  m3
and note that in order to express N in the case F = C we use norms Nj with 1 
j  m2, while in the case F = R we use the norms Nj with m0 < j  m3. More
precisely, if
JF =
{{j ∈ N : 1  j  m2} when F = C,
{j ∈ N : m0 < j  m3} when F = R,
then
N(x) = max{Nj(x) : j ∈ JF} for all x ∈ Fn.
For every subset J ⊆ JF denote
J0 = {j ∈ J : j  m1} and J∞ = {j ∈ J : j > m1}.
Now we are in a position to state the main result in which we use the above notation.
Theorem 3.5. Let 1  p1  · · ·  pm ∞, let N be the norm on Fn defined by
N(x) = max{lpj (Ajx) : 1  j  m},
and let J be a minimal subset of JF for which N = max{Nj : j ∈ J }.
Then S ∈ Fn,n is an isometry for N if and only if there exists a permutation π of J
such that the following conditions are satisfied:
(a) π(J0) = J0 and pπ(j) = pj for each j ∈ J0;
(b) AjSA−1π(j) ∈ Un(F) for each j ∈ J0 such that pj = 2;
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(c) AjSA−1π(j) ∈ GPn(F) for each j ∈ J0 such that pj /= 2;
(d) vjS = λjvπ(j), |λj | = 1 for each j ∈ J∞.
Proof. Suppose that S ∈ Fn,n is an isometry for the norm N. It follows from Lemma
3.1 that for each j ∈ J there exists an open set Vj ⊆ Fn and a k ∈ J such that
Nj(Sx) = Nk(x) for all x ∈ Vj . If j ∈ J0 and k ∈ J∞, then
lpj (AjSx) = |vkx| for all x ∈ Vj ,
hence by Lemma 3.4 we get F = R and pj = 1. This implies j > m0 and j  m0,
which is impossible. Thus, j ∈ J0 implies that k ∈ J0. We can show similarly that
j ∈ J∞ implies k ∈ J∞. Moreover, in the same way as in the proof of Theorem
3.2 we conclude that k is uniquely determined by j whenever j ∈ J0. Using Lemma
2.1 from [6] we conclude that k is uniquely determined by j also for each j ∈ J∞.
Likewise we get the injectivity of the mapping π : j → k, thus showing that π is
a permutation of J satisfying π(J0) = J0 and π(J∞) = J∞. Theorem 2.1 implies
that pπ(j) = pj for all j ∈ J0, hence π satisfies (a). The conditions (b) and (c) also
follows from Theorem 2.1 To show (d) take the restriction of π on J∞ and use the
proof of Theorem 2.2 from [6] to obtain a generalized permutation matrix P ∈ Fn,n
such that AS = PA. This yields (d).
To prove the converse suppose that S satisfies the conditions of the theorem. Then
Nj(Sx) = Nπ(j)(x) for all x ∈ Fn and each j ∈ J (see the proof of Theorem 3.2),
thus
N(Sx) = max{Nj(Sx) : j ∈ J }
= max{Nπ(j)(x) : j ∈ J } = N(x)
for all x ∈ Fn, and hence S is an isometry. 
Remark 4. If the seminorms Nj , j ∈ JF, are different, then there exists a unique
minimal subset J ⊆ JF such that N = max{Nj : j ∈ J }. The proof is similar to the
proof of Remark 3.
Remark 5. A minimal subset J ⊆ JF for N can be obtained as follows. Let ∼ be
an equivalence relation on JF given by j ∼ k if Nj = Nk . It can be easily veri-
fied that j ∼ k if and only if j, k  m1, pj = pk and AjA−1k is an lpj -isometry,
or j, k > m1 and vj = λvk for some λ ∈ F, |λ| = 1. Take an arbitrary subset J∗ of
JF that contains exactly one element from each equivalence class of ∼. Applying
Remark 4 we get the uniqueness of the minimal subset J ⊆ J∗. It follows that the
equality N = max{Ni : i ∈ J∗ \ {j}}, j ∈ J∗, holds exactly for indices j /∈ J . There-
fore a minimal subset J ⊆ JF consists of all indices j ∈ J∗ satisfying the following
condition:
There exists an x ∈ Fn such that Nj(x) > Ni(x) for each i ∈ J∗ \ {j}.
The isometries for N can be characterized without using permutations of J (from
Theorem 3.5). To formulate the result let us fix some notation. For each row vector
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v ∈ F1,n, we define the normalization v∗ of v to be the scalar multiple λv, where λ ∈
F is of absolute value 1 and such that the first nonzero component of λv is positive
in the case v /= 0, and 0∗ = 0.
For each A ∈ Fm,n denote by R(A) the set of rows of A, and by R∗(A) the set of
all its normalizations v∗, v ∈ R(A). Then put
F = {A∗jAj : j ∈ J0, pj = 2},
Rp = {R∗(Aj ) : j ∈ J0, pj = p},
R∞ = {(vj )∗ : j ∈ J∞}.
Theorem 3.6. Let 1  p1  · · ·  pm ∞, let N be the norm on Fn defined by
N(x) = max{lpj (Ajx) : 1  j  m}
and let J be a minimal subset of JF for which N = max{Nj : j ∈ J }. Then S ∈ Fn,n
is an isometry for N if and only if the following conditions are satisfied:
(a) S∗A∗jAjS ∈F for each j ∈ J0 such that pj = 2;
(b) R∗(AjS) ∈ Rp for each j ∈ J0 such that pj = p /= 2;
(c) (vjS)∗ ∈ R∞ for each j ∈ J∞.
Proof. It can be seen easily that the left-hand sides of the conditions (b)–(d) of
Theorem 3.5 are equivalent to S∗A∗jAjS = A∗π(j)Aπ(j),R∗(AjS) = R∗(Aπ(j)) and
R∗(vjS) = R∗(vπ(j)) respectively, hence the conditions (a)–(c) are necessary for S
to be an isometry.
The proof of Theorem 3.5 shows that (a)–(c) imply the existence of a permutation
π of J satisfying the conditions of Theorem 3.5, hence these conditions are also
sufficient for S to be an isometry. 
4. G-invariance
Let G be a subgroup of the general linear group GLn(F), and recall that a norm
r on Fn is G-invariant if r(Sx) = r(x) for all S ∈ G and x ∈ Fn, that is, if each
S ∈ G is an isometry for r. Applying Theorem 3.6 we get the following result on
G-invariance.
Theorem 4.1. Let G be a subgroup of GLn(F), let
N(x) = max{lpj (Ajx) : 1  j  m}, 1  p1  · · ·  pm ∞,
and let J be a minimal subset of JF (defined in Section 3) for which N = max{Nj :
j ∈ J }.
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Then N is G-invariant if and only if every S ∈ G satisfies the conditions (a)–(c) of
Theorem 3.6.
Suppose that the norm N from Theorem 4.1 is G-invariant. Then F is a union
of pairwise disjoint subsets of the form FA = {S∗A∗AS : S ∈ G}, Rp is a union
of pairwise disjoint subsets of the form Rp,A = {R∗(AS) : S ∈ G}, and R∞ is a
union of pairwise disjoint subsets of the form R∞,v = {(vS)∗ : S ∈ G}. Moreover,
it can be shown that if the setsF,Rp,A andR∞,v are finite then N is a maximum of
(G-invariant) norms of the form
NA,p = max{lp(ASx) : S ∈ G}, 1 < p < ∞
and (G-invariant) seminorms of the form
Nv,∞ = max{|vSx| : S ∈ G}.
In particular this is the case if F = R and G = n(R) or GPn(R), that is, if the norm
N on Rn is absolute or a symmetric gauge function.
For F = C the situation is somewhat different. The details follow.
Theorem 4.2. The norm N on Cn is absolute if and only if the following conditions
are satisfied:
(a) If j ∈ J0 and pj = 2, then A∗jAj is diagonal;
(b) If j ∈ J0 and pj /= 2, then Aj has exactly one nonzero entry in each row and
each column;
(c) If j ∈ J∞, then vj is a nonzero multiple of some standard basis vector.
Proof. Let N be absolute. To prove (a) suppose A∗jAj is not diagonal for some j ∈ J0
satisfying pj = 2. Take a nonzero entry bkl of B = A∗jAj , k /= l, and a sequence
(δi)
∞
i=1 of different complex numbers of absolute value 1. For each i let Di be the
diagonal matrix obtained from the identity matrix In by replacing its lth diagonal
entry by δi . Then Di ∈ n(C) and (D∗i A∗jAjDi)kl = δibkl for each i ∈ N, hence
FAj contains an infinite subset {D∗i A∗jAjDi : i ∈ N}. A contradiction with Theo-
rem 4.1, thus (a) follows.
To prove (b) suppose there exists a j ∈ J0 such that pj /= 2 and some w ∈ R(Aj )
has nonzero entries wk , wl , k /= l. Then the set {R∗(AjDi) : i ∈ N} is infinite. This
contradicts Theorem 4.1, hence (b) follows. The proof of (c) is similar.
To show the converse assume (a)–(c), and take any D ∈ n(C). Then (a) im-
plies D∗A∗jAjD = A∗jAj for each j ∈ J0 such that pj = 2, (b) impliesR∗(AjD) =
R∗(Aj ) for each j ∈ J0 such that pj /= 2, and (c) implies (vjD)∗ = (vj )∗ for each
j ∈ J∞, therefore N is absolute by Theorem 4.1. 
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Theorem 4.3. The norm N on Cn is a symmetric gauge function if and only if the
following conditions are satisfied:
(a) If j ∈ J0 and pj = 2, then A∗jAj = diag(α1, . . . , αn) for some nonzero
α1, . . . , αn ∈ F and diag(απ(1), . . . , απ(n)) ∈F for each permutation π of
order n;
(b) If j ∈ J0 and pj = p /= 2, then R∗(Aj ) = {α1et1, . . . αnetn} for some positive
α1, . . . , αn ∈ F and {απ(1)et1, . . . , απ(n)etn} ∈ Rp for each permutation π of
order n;
(c) If j ∈ J∞, then (vj )∗ = λetk for some λ > 0 and k ∈ {1, . . . , n}, and λetl ∈
R∞ for each l ∈ {1, . . . , n}.
Proof. Let N be a symmetric gauge function. Then N is absolute, hence the condi-
tions (a)–(c) of Theorem 4.2 are satisfied. Thus, if j ∈ J0 and pj = 2, then A∗jAj =
diag(α1, . . . , αn) for some (nonzero) α1, . . . , αn ∈ F. Since N is also permutation
invariant, Theorem 3.6 implies that P ∗A∗jAjP ∈F for every n × n permutation
matrix P, hence (a) follows.
The proof of (b) and (c) is similar, and therefore omitted.
To show the converse assume (a)–(c) and use Theorems 4.2 and 3.6 to see that N
is absolute and permutation invariant, therefore a symmetric gauge function. 
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