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Abstract
In this paper, we propose an image splicing detecting method using the characteristic function moments for the
inter-scale co-occurrence matrix in the wavelet domain. We construct the co-occurrence matrices by using a pair of
wavelet difference values across inter-scale wavelet subbands. In this process, we do not adopt the thresholding
operation to prevent information loss. We extract the high-order characteristic function moments of the two-dimensional
joint density function generated by the inter-scale co-concurrent matrices in order to detect image splicing forgery. Our
method can be applied regardless of the color or gray image dataset using only luminance component of an image. By
performing experimental simulations, we demonstrate that the proposed method achieves good performance in splicing
detection. Our results show that the detection accuracy was greater than 95 % on average with well-known four splicing
detection image datasets.
Keywords: Image splicing, Forgery detection, Co-occurrence matrix, Characteristic function moments, Wavelet transform,
Joint distribution function
1 Introduction
In recent years, with the increasing popularity and usage
of digital cameras, together with the development of
image editing technologies, it has become much easier
for people with minimal expertise to edit image data.
Image tampering or manipulation is often carried out as
simple entertainment or as the initial step of a photo-
montage, which is popular in the field of image editing.
However, the use of manipulated images for malicious
purposes can have adverse consequences on human so-
ciety because it is difficult to detect tempered images
with the human eyes [1]. Therefore, the development of
reliable image forgery detection methods is important to
enable us to determine the authenticity of the images.
Recently, various kinds of image forgery detection ap-
proaches have been proposed [2, 3].
Image splicing, which involves combining two or more
images into a new image, is one of the most common
types of image tempering. The majority of research into
splicing detection is based on the fact that the image
splicing process can cause discontinuities along edges
and corners. These abnormal transitions are an import-
ant clue in the verification of image’s authenticity. Early
attempts to detect spliced images focused on changes of
the global statistical characteristics caused by abrupt dis-
continuities in the spliced images [4–7]. However, the
statistical moment-based splicing detection methods are
limited in that the statistical moments for an entire image
do not efficiently reflect the local discontinuities caused
by a splicing operation. Splicing detection algorithms that
are capable of extracting local transitions caused by
spliced image region have been presented. One of these
approaches is the run-length-based splicing detection
method [8–10]. Using this method, we can extract abnor-
mal local transitions caused by splicing forgery. Run-
length-based splicing detection methods have achieved
notable detection performances with a small number of
features. However, the detection rates of these algorithms
are not ideal because the final features are extracted from
the moments of various run-length matrices.
Other promising splicing detection techniques that ex-
ploit local transition features are Markov model-based
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approaches. Markov model-based features are reasonably
useful for the detection of forged images that have been
spliced. In 2012, He et al. [11] introduce a Markov model
in both discrete cosine transform (DCT) and discrete
wavelet transform (DWT) domains, and they detect image
splicing according to the cross-domain Markov features.
This method achieved a detection rate of 93.55 % on
Colombia gray image dataset [12]. However, this scheme
required up to 7290 features. Therefore, a dimension re-
duction algorithm such as recursive feature elimination
(REF) was necessary. An enhanced Markov state selection
method [13] was reported as a means of reducing the
number of features. This approach analyzes the distribu-
tion characteristic of transform domain coefficients and
maps a large number of coefficients with limited states
that have coefficients based on various presupposed func-
tion models. However, to reduce the number of features,
this method sacrificed the detection performance. El-Alfy
et al. proposed a blind detection method of image splicing
using Markov features in both spatial and DCT domains
[14]. They also used principal component analysis (PCA)
to select the most relevant features. They achieved a de-
tection rate of 98.82 % with an easier testing condition
(they used tenfold cross-validation, while the majority used
sixfold cross-validation). In 2015, an image splicing detec-
tion technique [15] using a two-dimensional (2D) non-
causal Markov model was introduced. In this method, a 2D
Markov model was applied in the DCT domain and the
discrete Meyer wavelet transform domain, and the cross-
domain features were considered as the final discriminative
features for classification purposes. This scheme achieved a
detection rate of 93.36 % on Colombia gray image dataset;
however, up to 14,240 features were required.
Recently, splicing direction methods applicable to
color datasets are presented [16–19]. An image splicing
detection algorithm using the run-length run-number
and kernel PCA was presented [16]. This algorithm
achieves a good detection accuracy with small number
of features. However, splicing detection methods for
color images should test for three color channels, and
then, select one color channel which has the best detec-
tion accuracy. Muhammad et al. proposed an imposing
image forgery detection method based on a steerable
pyramid transform and local binary pattern with feature
reduction [17]. This method demonstrated the best per-
formance to rate of 97.33 % on CASIA2 dataset [20].
However, this scheme requires an enormous of features
and additional feature selection techniques to reduce the
number of features. An image splicing detection method
using multi-scale Weber local descriptors [18] was pre-
sented. This algorithm achieves high detection accur-
acies on three color image datasets for splicing forgery
detection. However, this method also requires feature di-
mension reduction as well as color channel selection. In
2016, an image slicing detection algorithm [19] using
inter-scale joint characteristic function moments in the
wavelet domain. This algorithm showed that the dis-
criminability for slicing detection increased through the
maximization process, and threshold expansion reduces
the information loss caused by the coefficient threshold-
ing that is used to restrict the number of Markov fea-
tures. To compensate the increased number of features
due to the threshold expansion, this method introduced
even-odd Markov state decomposition algorithm. The
detection accuracy of this method was 98.50 % for
CASIA1 and 94.87 % for CASIA2 image dataset. How-
ever, this scheme is not applicable to gray images.
In summary, Markov model-based approaches suffer
from information loss because of the required threshold-
ing operation to reduce the number of states. While a
large threshold value can reduce the information loss,
the number of features becomes high. Furthermore, a
larger number of features can result in an over-fitting
problem, which degrades detection performance. There-
fore, the choice of threshold becomes a trade-off be-
tween the detection performance and computational
cost. In this paper, we propose an efficient image splicing
detection algorithm by using both local and global statis-
tical features in the wavelet domain. First, we construct
co-occurrence matrices that can extract local statistical
features by using the wavelet coefficient differences
across inter-scale wavelet subbands at the same location.
In this process, the information is not discarded by the
thresholding operation. However, the inter-scale co-
concurrent matrices have many features that enable us
to detect spliced images. Therefore, the high-order char-
acteristic function (CF) moments of the inter-scale co-
concurrent matrices, which are the global statistical
features, are exploited when detecting splicing forgery.
The characteristic function is defined as the Fourier trans-
form of the probability density function, and its moments
are widely used in steganalysis techniques [21, 22]. We
use the high-order CF moments as the global feature for
the inter-scale co-concurrent matrices in the wavelet sub-
bands. The number of feature used in this paper for spli-
cing detection was 144. The proposed features can be
further reduced up to 100 by using the principal compo-
nent analysis (PCA) without performance degradation.
The proposed algorithm can achieve good detection per-
formance with a small number of features.
This paper organized as follows. In Section 2, we briefly
review the splicing detection methods based on local statis-
tical features. The proposed splicing detection method
using the characteristic function moments of the inter-scale
co-occurrence matrices is discussed in Section 3. In Sec-
tion 4, we present the experimental results obtained using
the proposed approach, and Section 5 draws conclusions
from this paper.
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2 Splicing detection methods based on local
statistical features
2.1 Local statistical features for splicing detection
To detect splicing forgery, the local statistical features, such
as Markov transition probabilities, are extracted in various
domains including spatial [14], DCT [11, 13–15, 19], and
DWT [11, 13] domain. For a given image with a size of
N ×M, let B(x, y) be a b × b image block with a spatial loca-
tion in the block (x, y)(1 ≤ x, y ≤ b), where b ≤min(N,
M).B(x, y) can be transformed as follows.
R u; vð Þ ¼ trsf B x; yð Þð Þ; ð1Þ
where R(u, v) is a transformed block for B(x, y), (u, v)(1 ≤
u, v ≤ b) is a location in the transform domain, and trsf{z}
is a specific transform such as DWT or DCT on z. In
general, the truncated difference value in the transform
domain is used to calculate a local statistical feature for
image splicing detection. Let Ddw u; vð Þ be the inter-block
or intra-block difference value with direction d and
w ∈ {inter, intra}. d is denoted by a superscript
d ∈ {←,→, ↑, ↓, ↖, ↘, ↙, ↗} indicating the direction of the
difference calculation. For example, for the horizontal
direction left-to-right, the intra-block difference is repre-
sented asD→intra u; vð Þ ¼ R u; vð Þ−R u; vþ 1ð Þ , and for the
vertical direction top-to-bottom, the inter-block differ-
ence is represented as D↓inter u; vð Þ ¼ R u; vð Þ−R uþ b; vð Þ .
All possible intra-block or inter-block differences can be
easily obtained. Figure 1 shows examples of how to de-
termine the difference values for inter-block and intra-
block cases.
Because of the wide dynamic range between the dif-
ference values in the transform domain, the number
of the local features becomes extremely large. There-
fore, there is a need for a process that truncates the
difference values. The truncated difference value Fdw
u; vð Þ is defined by
Fdw u; vð Þ ¼ Th Ddw u; vð Þ
  
; ð2Þ
where [] is a round operator and
Th zf g ¼ z; zj j≤T
sign zð ÞT ; otherwise

: ð3Þ
In (3), sign(z) indicates the sign of integer z, and T is
an integer threshold that limits the range of difference
values. The local statistical features using Fdw u; vð Þ are
extracted in various ways. The most commonly exploited
local statistical features for image splicing detection is
the first-order Markov transition probability. This is de-
fined as follows.
Mdw s; tð Þ ¼ Pr Fdw u; vð Þ ¼ sjFdw u0; v0ð Þ ¼ t
 
; ð4Þ
where Mdw s; tð Þ is the Markov transition probability with
the difference direction d, (u ', v ') is a transform domain
index according to d and w, and s, t ∈ {−T,⋯,T}.
In [11], four intra-block Markov transition probability
matrices are used to detect spliced images, and four inter-
block Markov features are exploited to detect forged
images in a similar manner. Consequently, 8(2T + 1)2 Mar-
kov features in the DCT domain are used in [11]. El-Alfy
et al. [14] exploit M→w s; tð Þ , M↓w s; tð Þ , M↘w s; tð Þ , and M↖w
s; tð Þ as Markov features in both the DCT and spatial do-
main. A 2D non-causal Markov model [15] can also
be described by the combination of (4). The majority
of the Markov feature selection methods reported in
the literatures can be obtained using the various com-
bination of Mdw s; tð Þ:
Fig. 1 Examples showing how to determine difference values in the transform domain. Left: intra-block difference, right: inter-block difference
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2.2 Effect of truncated coefficients by thresholding
operation
In general, the difference values in several domains
are truncated by the thresholding operation to obtain
state transition probabilities as indicated in (4). The
threshold T in (3) determines the size of the Markov
feature vector. If the value of T is small, and the
number of features is small. However, this leads to in-
formation loss, and the Markov transition probability
matrices may be insufficient to distinguish authentic
and forged images. A large value of T can reduce in-
formation loss; however, the number of features be-
comes high. Furthermore, a larger number of features
can generate an over-fitting problem, which degrades
detection performance. Therefore, the choice of T be-
comes a trade-off between detection performance and
computational cost.
In this paper, we investigated the distribution of the dif-
ference values in the DCT domain from the perspective of
T. Table 1 presents the percentages of the inter-block co-
efficient difference values with direction d equal to or less
than T % Fdinter u; vð Þ≤T
  
. We use the Columbia gray
image dataset [12] to calculate % Fdinter u; vð Þ≤T
 
. Ap-
proximately 32 % of the coefficient difference values
are over the threshold T = 3, as indicated in Table 1.
When T = 4, the percentage of coefficient difference
values greater than the threshold is reduced by ap-
proximately 4 %. In total, more than 32 or 28 % of the
difference values may be lost during the thresholding
process. These results indicate that the conventional local
statistical feature-based splicing detection methods, in-
cluding the Markov transition probability, do not use suf-
ficient information when constructing local features to
detect splicing forgery.
3 Proposed splicing detection method
3.1 Construction of co-occurrence matrices in wavelet
domain
Splicing forgery causes discontinuities of edges and cor-
ners in an image, and these discontinuities may exist in
all wavelet subbands. Therefore, the wavelet transform
can be used to detect splicing forgery because the local
changes of an image are well described by the wavelet
transform domain. However, it has been reported that
the splicing detection performance realized using local
statistical features such as Markov transition probability in
the wavelet domain is low compared to other methods
[11, 13]. This is because the information loss realized by
the thresholding operation in the wavelet domain is
greater than that of the DCT domain. Figure 2 illustrates
an example of the spliced image in the wavelet domain.
As shown in Fig. 2, the discontinuities caused by the spli-
cing forgery are clearly observed across all wavelet sub-
bands. The vertical edges generated by the splicing forgery
are significant across all wavelet subbands. Using the pro-
posed method, we aim to exploit the inter-scale co-
occurrence matrix in the wavelet domain.
In this paper, we introduce an efficient feature extrac-
tion method that preserves sufficient information by
using inter-scale co-occurrence matrices and their charac-
teristic function moments. For a suspicious image I(x, y)
with size N ×M, we perform the wavelet transform by
using j(=0, 1, 2,⋯, J) decomposition level as follows.
Wojþ1 x; yð Þf g ¼ DWT WjLL x; yð Þ
	 

; o∈ LL; LH ;HL;HHf g;
ð5Þ
where Wojþ1 x; yð Þgf is the set of four wavelet subbands in
the j + 1-th level, DWT(z) is the DWT on z, and o
indicates the direction of the wavelet subband (LL: low-
frequency subband, LH: horizontal direction, HL: verti-
cal direction, and HH: diagonal direction). A suspicious
image I(x, y) is represented as I x; yð Þ ¼ W 0LL x; yð Þ:
Like other splicing detection methods that employ local
statistical features, we also take the difference values in
the wavelet domain. Because the wavelet subband has dir-
ectional information, the difference direction is deter-
mined according to the direction of the wavelet subband.
Let DWjo x; yð Þ be the rounded difference value between
wavelet coefficients with scale j and subband direction o.
The difference values are defined differently according to
the direction of the wavelet subband as follows.
DWjLH x; yð Þ ¼ WjLH x; yð Þ−WjLH xþ 1; yð Þ
h i
; ð6Þ




j x; yð Þ ¼ WjHH x; yð Þ−WjHH xþ 1; yþ 1ð Þ
h i
: ð8Þ
Because the LL subband has no directional informa-
tion, we obtain the rounded maximum difference value
as follows.
DWLL





where DWj;→LL x; yð Þ ¼ WjLL x; yð Þ−WjLL x; yþ 1ð Þ
h i
, DWj;↓LL x; yð Þ ¼
WjLL x; yð Þ−WjLL xþ 1; yð Þ
h i
, and DWj;↘LL x; yð Þ ¼ WjLL x; yð Þ−WjLL
h
xþ 1; yþ 1ð Þ:
Table 1 Distributions of DCT coefficient difference values
according to T (%)
Threshold % F→inter u; vð Þ≤T
 
% F↓inter u; vð Þ≤T
n o
% F↘inter u; vð Þ≤T
 
T = 3 68.8 68.3 67.5
T = 4 72.3 71.8 71.0
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The co-occurrence matrix is a matrix that is defined
over an image to be the distribution of co-occurring
values at a given offset. In the wavelet domain, the co-
occurrence matrix between the scale j + 1 and j for
orientation o is defined as









where p and q are the rounded wavelet coefficient
values, and Ujo p; qð Þ is the inter-scale co-occurrence
matrix in the wavelet subband. In (10), δ(·) = 1 if and
only if its arguments are satisfied, otherwise, δ(·) = 0.
Figure 3 shows the construction method of the inter-
scale co-occurrence matrix. From (10), the probability of
the co-occurrence between the parent and child sub-
bands in the wavelet domain, Cjo p; qð Þ is calculated by
Cjo p; qð Þ ¼
Ujo p; qð Þ
M  N ¼ Pr DWo




Cjo p; qð Þ is related to the Markov transition probability as
Cjo p; qð Þ ¼ Mjo p; qð ÞPr DWjo x; yð Þ ¼ q
 
, where Mjo p; qð Þ
is a Markov transition probability of the inter-scale wavelet
subbands. While the Markov transition probability is the
joint probability conditioned on Pr DWjo x; yð Þ ¼ q
 
, the
probability of the co-occurrence matrix is a simple 2D joint
probability.
3.2 Feature extraction method using characteristic
function moments
Steganography is the art of hiding information within a
cover medium without providing any visual indication of
its presence [23]. As the counterpart of steganography,
steganalysis aims to detect the presence of secret messages
within suspicious images [24]. The moment-based features
are commonly used in steganalysis, which aims to detect
the presence of secrete messages within suspicious images.
Theoretical studies have investigated the use of statistical
moments in steganalysis [21, 22]. In these studies, the CF
moments that is the Fourier transform version of the
probability distribution function (PDF) moments are more
effective than PDF moments to detect hidden messages.
The image splicing operation and inserting secrete
message both cause discontinuities in an image. The
steganography inserts a secrete message in an image at a
random locations. On the other hand, the image splicing
forgery causes abrupt discontinuities in the form of edge.
Because the statistical moment-based approach only
Fig. 2 Example of the spliced image in the undecimated wavelet domain
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exploits a global statistical nature by abrupt discontinu-
ities, the CF moment-based splicing detection approach
can be an effective solution to extract features for spli-
cing detection. As shown in (10), there is no information
loss when constructing Cjo p; qð Þ because we do not use
the threshold operation. However, using Cjo p; qð Þ as a fea-
ture vector is practically impossible because the number
of the probabilities is extremely large. Therefore, we
introduce the (k, l)-th characteristic function moments
for Cjo p; qð Þ as a feature vector in this paper.
Let Hjo u; vð Þ be the Fourier transform for Cjo p; qð Þ, which
is Hjo u; vð Þ ¼ DFT Cjo p; qð Þ
 
, where DFT(z) is the discrete
Fourier transform on z. Figure 4 depicts the magnitude
comparison of H1o u; vð Þ between the authentic image and
the spliced image. As shown in Fig. 4, the authentic and
spliced images have distinguished shapes in the Fourier
transform domain. To extract the differentiated features
from Hjo u; vð Þ , we use the (k, l)-th joint characteristic
function moment, mjo k; lð Þ as follows.











Hjo u; vð Þ
 
; ð12Þ
where Hjo u; vð Þ
  is the magnitude of the Fourier transform
for Cjo p; qð Þ, and P and Q are the number of co-occurrence
value p and q, respectively. The number of feature vector is
determined by the maximum wavelet decomposition level
and the order of the characteristic function moment. In
this paper, we use the first three characteristic function
moments and the five wavelet decomposition levels. There-
fore, the number of the features for splicing detection is
Fig. 3 Construction method of the inter-scale co-occurrence matrix in the wavelet domain
Fig. 4 Comparison between the authentic image and the spliced image from the view of the magnitude of H1o u; vð Þ
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144. Figure 5 shows the overall process of the proposed
feature vector extraction method.
4 Simulation results
4.1 Datasets and classifier
To verify the performance of the proposed splicing detec-
tion method, we first used the Columbia Image Splicing
Detection Evaluation Data Set (DVMM) [12]. This gray
dataset consists of 933 authentic images and 912 spliced
images, and it covers a variety of contents such as smooth,
textured, arbitrary object boundary, and straight boundary.
All of the images in this dataset are in BMP format with a
size of 128 × 128. The spliced images are created from the
authentic ones in the dataset by crop-and-paste operation
along object boundaries or crop-and-paste operation of
the horizontal or vertical strips.
To detect the splicing forgery, we employed a support
vector machine (SVM) classifier with a radial basis function
(RBF) kernel [25]. The important parameters of the RBF
kernel SVM are “complexity” and “shape.” These parame-
ters were set by grid search processing. We used sixfold
cross-validation to evaluate the SVM model parameters. In
sixfold cross-validation, we randomly divided each of the
authentic images and the spliced images into six equal
groups. In each iteration, we used five groups each from
the authentic images and the forged images for training,
while the remaining was used for testing. Therefore, at the
end of six iterations, all the six groups had been tested.
There was no overlapping between the training set and the
testing set in an iteration. As with other studies, we con-
structed independent experiments 50 times and used the
average results to reduce the stochastic impact.
Our splicing detection scheme was implemented in
MATLAB R2013a. Tests were performed on a desktop
running 64-bit Windows 7 with 19.0 GB RAM and
Intel(R) Core(TM) i5-3570 3.40 GHz CPU. The detection
time for an image was composed of two parts; feature ex-
traction time and verification time. We selected a 128 ×
128 image randomly of Columbia gray DVMM dataset
and performed detection process 10 times. The average
feature extraction time was 0.13 s. The verification time
was approximately 0.02 s. In total, the splicing detection
time takes approximately 0.15 s as much as possible.
4.2 Detection performance
To evaluate the performance, we calculate the true posi-
tive rate (TPR), the true negative rate (TNR), and the
Fig. 5 The overall process of the proposed feature vector extraction method for image splicing detection
Table 2 Detection accuracies of the proposed method
according to the number of features for the Columbia gray
dataset (unit: %)
Number of features TPR TNR ACC
144 95.3 95.2 95.3
120 94.3 97.5 95.8
100 95.5 97.0 96.2
80 95.3 96.7 96.0
70 94.5 94.4 94.5
50 93.6 93.5 93.5
The italicized data present the maximum detection accuracy
Table 3 Detection accuracies for the comparison between the
proposed approach and other methods for the Columbia gray
dataset (unit: %)
Method Number of features TPR TNR ACC
Proposed 144 96.3 94.4 95.4
Proposed 100 95.5 97.0 96.2
Proposed 50 93.6 93.5 93.5
[8] 30 82.3 78.9 80.6
[11] 150 93.0 94.0 93.5
[11] 100 93.3 93.8 93.5
[11] 50 92.3 93.1 92.6
[13] 64 87.5 87.6 87.5
[15] 14,240 93.0 93.8 93.4
The italicized data present the maximum detection accuracy
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accuracy (ACC). The TPR is the rate of accurately iden-
tified authentic images, and the TNR is the rate of cor-
rectly identified spliced images. The ACC represents the
detection rate, which is the average of the TPR and TNR
values. Table 2 shows the performance of the proposed
method on the Columbia gray DVMM dataset. As shown
in Table 2, we achieve 95.3 % of detection accuracy when
the number of features was 144. We exploited the PCA
[26] to reduce the number of features. The accuracy in-
creased to 96.2 % when the number of features is 100. The
detection accuracy was 93.6 % when the number of the fea-
tures becomes 50 by using the dimension reduction.
We compared the proposed algorithm and other state-
of-the-art image splicing detection methods for the
Columbia gray DVMM dataset. The method in [8] used
the approximated run-length, and the Markov features
in the DCT and DWT domain were exploited to detect
splicing forgery in [11]. The enhance Markov state selec-
tion algorithm was introduced in [13] to reduce the
number of features, and the 2D non-causal Markov
model was used to detect splicing forgery in [15]. Table 3
shows the comparisons used in our experiments. The
results of the other methods were taken from the corre-
sponding literatures, and the best detection accuracies
were presented. As shown in Table 3, our proposed spli-
cing detection approach exhibits superior accuracy com-
pared to the conventional algorithms.
We compared the performance of our proposed
method with that of conventional methods by using the
error probability, which is another performance mea-




pFP þ pFNð Þ; ð13Þ
where pFP and pFN are the probability of obtaining errone-
ously detected authentic image and spliced images, re-
spectively. Figure 6 shows the error probabilities of the
conventional methods and the proposed method. As
shown in Fig. 6, the proposed splicing detection algorithm
achieves the smallest error probability. In conclusion, the
proposed splicing detection scheme demonstrates reason-
able performance in a relatively small number of features.
4.3 Detection results for color datasets
For detecting color image splicing, we selected three
datasets such as Columbia color DVMM [12], CASIA1,
and CASIA2 [20]. The Columbia color image dataset
consists of 183 authentic and 180 spliced images in TIFF
format. The image size is 1152 × 768 and no post-
processing was applied to the forged image. All the
forged images are spliced images. The CASIA1 dataset
contains 800 authentic and 921 forged color images. Dif-
ferent geometric transforms such as scaling and rotation
have been applied on the forged images. All the images
have a size of 384 × 256 pixels in JPEG format. The
CASIA2 dataset is an extension of the CASIA1 dataset.
This dataset consists of 7491 authentic and 5123 forged
color images in JPEG, BMP, and TIFF format, where
image sizes vary from 240 × 160 to 900 × 600 pixels.
In the proposed method, we used the luminance com-
ponent of suspicious color image. Table 4 shows detec-
tion results on the comparison between the proposed
approach and other methods using Columbia color
DVMM, CASIA1, and CASIA2 datasets. The results of
Fig. 6 The error probabilities of the conventional methods and the
proposed method
Table 4 Detection results on the comparison between the proposed approach and other methods for the color image datasets.
(unit: %)
Method Color DVMM CASIA1 CASIA2
Number of features Accuracy Number of features Accuracy Number of features Accuracy
Proposed 144 94.8 144 95.4 144 95.6
Proposed 100 94.5 100 95.4 100 95.3
[11] 100 – – – 100 89.8
[16] – – 100 93.8 – –
[17] 359 96.4 475 94.9 3584 97.3
[18] 316 94.2 770 94.2 359 96.5
[19] 98 92.0 85 97.9 98 94.5
The italicized data present the maximum detection accuracy
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the other methods were taken from the corresponding lit-
eratures and the best detection accuracies are presented.
The method in [17] indicates marginally greater accuracies
for the Columbia color and CASIA2 datasets than those
of the proposed method. However, the number of features
is greater than that for the proposed algorithm, and the
features are varied according to the image datasets. Con-
versely, the proposed method has a fixed number of fea-
tures regardless of the image datasets. The method of [19]
demonstrates superior accuracy compared to the pro-
posed algorithm for the CAISA1 dataset. However, the de-
tection accuracies of the proposed method for the
Columbia color and CAISA2 datasets have larger accur-
acies than those of [19]. Splicing detection approaches
that use color information are hardly applied to gray
image sets. Moreover, detection algorithms using only lu-
minance information demonstrate poor detection rates for
color image sets. However, the proposed method could be
applicable to color image dataset in the same fashion to
the form used for a gray image dataset.
5 Conclusions
In this paper, we described an image splicing detection
technique using the 2D joint characteristic function mo-
ments of the inter-scale co-occurrence matrices in the
wavelet domain. We constructed the inter-scale co-
occurrence matrices by using the pair of the wavelet differ-
ence values across the inter-scale subbands. As the features
for splicing detection, we extracted the first third-order
characteristic function moments of the 2D joint probability
density function generated by the co-occurrence matrices.
By performing experimental simulations, we verified that
the proposed method achieves high performance in spli-
cing detection. The best detection accuracy was 96.2 % for
the Columbia image splicing detection evaluation dataset.
In addition, our algorithm generates reasonable detection
performance for color splicing detection datasets.
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