Abstract. Let p be an odd prime number, D p be the dihedral group of order 2p, h p and h + p be the class numbers of É(ζ p ) and É(ζ p + ζ −1 p ) respectively. Theorem. h + p = 1 if and only if, for any field k admitting a D p -extension, all the algebraic D p -tori over k are stably rational. A similar result for h p = 1 and C p -tori is valid also.
§1. Introduction
The initial goal of our investigation was to understand some rationality problem of algebraic tori defined over a non-closed field. Unexpectedly, we arrived at a result which related the rationality problem to a criterion of h + p = 1 where h + p is the second factor of the class number h p . According to [Wa, page 420] , it is notoriously difficult to determine h where h − n is a positive integer. The integers h − n and h + n are called the first factor and the second factor of h n respectively.
In the sequel we denote by C n and D n the cyclic group of order n and the dihedral group of order 2n respectively. Theorem 1.3 ([Vo, page 64]) (1) Let k be a field admitting a C p -extension where p is a prime number with h p = 1. Then all the C p -tori defined over k are k-rational.
(2) Let k be a field admitting a C 4 -extension. Then all the C 4 -tori over k are krational.
Theorem 1.4 (1) (Kunyavskii [Ku1] ) Let G = C 2 × C 2 , the Klein four group, and k be a field admitting a G-extension. Then a G-tori over k is stably k-rational if and only if it is k-rational.
(2) (Kunyavskii [Ku2] ) Let S 3 be the symmetric group of degree 3, and k be a field admitting an S 3 -extension. Then all the S 3 -tori over k are k-rational.
The main results of this paper are about the stable rationality of D p -tori. Theorem 1.6 Let p be a prime number, and k be a field admitting a C p -extension. Then h p = 1 if and only if all the C p -tori over k are k-rational (resp. stably k-rational).
The main idea of our proof is to reduce the rationality problem of a G-torus over a field k to that of its function field. If M is the character module of T , i.e. M = Hom(T ⊗ k K, m,K ) , then the function field of T is K(M)
G where K/k is a Galois extension with Gal(K/k) ≃ G and M is a G-lattice from its definition (see [Sw3, page 36] ). On the other hand, by Theorem 2.4, the fixed field K(M) G is stably rational over k if and only if the flabby class of M, [M] f l , is a permutation lattice. Thus it suffices to study which flabby lattices are stably permutation. The proof consists of two ingredients: the classification of integral representations of D p and the Steinitz class of an integral representation of C p .
Theorem 3.4 and Theorem 3.5 show that the Krull-Schmidt-Azumaya Theorem fails in the case of integral representations [CR1, page 128] . The failure is not so desperate at first sight; on the contrary, it becomes a crucial step in proving some D p -lattices are stably permutation. Such a phenomenon was observed for the case p = 3 and p = 5 when we studied lower-rank lattices [HY] . By painstaking computer experiments, we are led to the most general case, which is recorded in Theorem 3.4, Theorem 3.5 and Theorem 3.7. The final result is summarized in Theorem 4.11.
On the other hand, we use the Steinitz class to detect whether a flabby lattice is stably permutation or not, when we regard a D p -lattice as a C p -lattice by restriction (for the Steinitz class, see Definition 5.2). Thus the proof of Theorem 1.5 is finished.
After a preprint of this article was posted in arXiv, Shizuo Endo kindly informed us that he had another proof of Theoem 1.5 by applying Theoem 3.3 of his joint paper with Miyata [EM2] , which is included in the appendix of this paper. This paper is organized as follows. Section 2 contains the preliminaries of G-lattices and the flabby class monoid of G-lattices. In Section 3 we construct six D n -lattices where n is an odd integer. Then we show that the rank n + 1 lattices are stably permutation. When n = p is an odd prime number, these lattices play an important role in Section 4. Section 4 begins with the classification of indecomposable In the last section Theorem 1.6 is proved.
Terminology and notations. In this paper, C n and D n denote the cyclic group of order n and the dihedral group of order 2n respectively. ζ n denotes a primitive n-th root of unity. h n and h + n denote the class numbers of the n-th cyclotomic field É(ζ n ) and its real subfield É(ζ n + ζ −1 n ) respectively. If R is a Dedekind domain, recall the definition of the (ideal) class group C(R). Let Div(R) denote the set of all non-zero fraction ideals of R, which is a group under the multiplication of ideals; let P rin(R) be the subgroup of Div(R) consisting of principal ideals. The class group C(R) is the quotient group Div(R)/P rin(R); if I is a fractional ideal, [I] denotes the image of I in C(R). §2. Preliminaries of G-lattices Throughout this section, k is a field. Let Γ k = Gal(k sep /k). A Γ k -lattice M is a free abelian group of finite rank on which Γ k acts continuously. It is known that the category of algebraic tori defined over k is anti-equivalent to the category of Γ k -lattices [Vo, page 27; Sw2, page 36]. If T is a torus, the Γ k -lattice corresponding to T is its character module M := Hom(T, m,ksep ). Let Γ 0 be an open subgroup of Γ k such that Γ 0 acts trivially on M. Consider M as a G-lattice where G = Γ k /Γ 0 is a finite group. Thus we are led to the following formulation.
Let G be a finite group. Recall that a finitely generated [G]-module M is called a G-lattice if it is torsion-free as an abelian group. We define rank M = n if M is a free abelian group of rank n.
A G-lattice M is called a permutation lattice if M has a -basis permuted by G. A G-lattice M is called stably permutation if M ⊕ P is a permutation lattice where P is some permutation lattice. M is called an invertible lattice if it is a direct summand of some permutation lattice. A G-lattice M is called a flabby lattice if H −1 (S, M) = 0 for any subgroup S of G; it is called coflabby if H 1 (S, M) = 0 for any subgroup S of G. For details, see [CTS; Sw3; Lo] .
Let G be a finite group. Two G-lattices M 1 and M 2 are similar, denoted by M 1 ∼ M 2 , if M 1 ⊕ P 1 ≃ M 2 ⊕ P 2 for some permutation G-lattices P 1 and P 2 . The flabby class monoid F G is the class of all flabby G-lattices under the similarity relation. In particular, if M is a flabby lattice, [M] ∈ F G denotes the equivalence class containing M; we define
Definition 2.1 Let G be a finite group, M be any G-lattice. Then M has a flabby resolution, i.e. there is an exact sequence of G-lattices: 0 → M → P → E → 0 where P is a permutation lattice and E is a flabby lattice. Definition 2.2 Let K/k be a finite Galois field extension with G = Gal(K/k). Let M = 1≤i≤n · e i be a G-lattice. We define an action of G on K(M) = K(x 1 , . . . , x n ), the rational function field of n variables over K, by σ · x j = 1≤i≤n x a ij i if σ · e j = 1≤i≤n a ij e i ∈ M, for any σ ∈ G (note that G acts on K also). The fixed field is denoted by K(M) G .
If T is an algebraic torus over k satisfying T × Spec(k) Spec(K) ≃ n m,K where m,K is the one-dimensional multiplicative group over K, then M := Hom(T, m,K ) is a G-lattice and the function field of T over k is isomorphic to K(M)
G by Galois descent [Sw3, page 36] . Thus the stable rationality of T over k is equivalent to that of K(M)
G . Such a torus T is called a G-torus over k (see Definition 1.1).
· e i be a G-lattice, k ′ /k be a finite Galois extension field such that there is a surjection G → Gal(k ′ /k). Thus G acts naturally on k ′ by k-automorphisms. We define an action of
. . , x n ) in a similar way as K(M). The fixed field is denoted by
is called a purely quasi-monomial action in [HKK, Definition 1.1]; it is possible that G acts faithfully on k ′ (the case k
Theorem 2.4 Let K/k be a finite Galois extension field, G = Gal(K/k) and M be a G-lattice.
(1) ( 
We will construct six G-lattices which will become indecomposable G-lattices if n = p is an odd prime number (to be proved in Section 4). 
respectively (note that u and u ′ are the generators of and − as abelian groups). By choosing a -basis for M + corresponding to σ i u ∈ Ind G H (where 0 ≤ i ≤ n − 1), the actions of σ and τ on M + are given by the n × n integral matrices
Similarly, for a -basis for M − corresponding to σ i u ′ , the actions of σ and τ are given by Using the G-lattices M + and M − in Definition 3.1, define
. By choosing a -basis for N + corresponding to σ i u where 1 ≤ i ≤ n−1, the actions of σ and τ on N + are given by the (n−1)×(n−1) integral matrices
Similarly, the actions of σ and τ on N − are given by
Definition 3.3 We will use the G-lattices M + and M − in Definition 3.1 to construct G-lattices M + and M − which are of rank n + 1 satisfying the short exact sequences of G-lattices
where the -lattice structures of M + and M − will be described below and = · w,
Let {w i : 0 ≤ i ≤ n − 1} be the -basis of M + in Definition 3.1. As a free abelian group, M + = ( 0≤i≤n−1 · w i ) ⊕ · w. Define the actions of σ and τ on M + by the (n + 1) × (n + 1) integral matrices
Similarly, let {w i : 0 ≤ i ≤ n − 1} be the -basis of M − in Definition 3.1, and
Define the actions of σ and τ on M − by
In the remaining part of this section, we will show that M + and M − are stably permutation G-lattices, and M + ⊕ M − is a permutation G-lattice.
Then it is routine to verify that
by checking the actions of σ and τ on lattices in both sides. Now we will show that σ(x), σ
Write the determinant of these n + 2 elements with respect to the -basis u 0 , u 1 , v 0 , v 1 , . . . , v n−1 . We get the coefficient matrix T as
The determinant of T may be calculated as follows: Subtract the last column from each of the first n columns. Also subtract n−1 2 times of the last column from the (n + 1)-th column. Then it is easy to see det(T ) = 1.
Proof. The idea of the proof is similar to that of Theorem 3.4.
. The actions of σ and τ are given by
where the index of u i or v j is understood modulo n.
We claim that
Write the coefficient matrix of these elements with respect to thebasis u 0 , u 1 , . . . , u n−1 , v 0 , v 1 , . . . , v n−1 , t. We get det(T n ) where T n is a (2n+1)×(2n+1) integral matrix. For example, 
For any n, we evaluate det(T n ) by adding the i-th row to (i + n)-th row of T n for 1 ≤ i ≤ n. We find that det(T n ) = ± det(T ′ ) where T ′ is an (n + 1) × (n + 1) integral matrix. Note that all the entries of the i-th row of T ′ (where 1 ≤ i ≤ n) are one except one position, because of the definition of z (and those of σ i (z) for 1 ≤ i ≤ n − 1). Subtract the last row from the i-th row where 1 ≤ i ≤ n. We find det(T ′ ) = ±1.
Before proving Theorem 3.7, we define the following matrix first. Let
Lemma 3.6 Let n ≥ 3 be an odd integer.
(1) det(Circ(
(2) det(Circ(
is a cyclotomic unit with
(2) follows from det(Circ(
is a unit with
where the index of u i or v j is understood modulo n. Let t 0 , t 1 be the -basis of
It is easy to verify that
It remains to show that σ n−3
2 (z), y 1 with respect to the -basis u 0 , u 1 , . . . , u n−1 , v 0 , v 1 , . . . , v n−1 , t 0 , t 1 . The matrix Q is defined as 
We will show that det(Q) = −1. For a given matrix, we denote by (Ci) its i-th column. When we say that, apply (Ci) + (C1) on the i-th column, we mean the column operation by adding the 1-st column to the i-th column.
On the (2n + 2)-th column, apply C(2n + 2) + C(n + 1). On the (n + 1)-th column, apply C(n + 1) + n−1 2 (C(2n + 2)). On the (n + 1)-th column, apply C(n + 1) − (C1) − · · · − (Cn). Then all the entries of the (n + 1)-th column are zero except for the last (2n + 2)-th entry, which is −1. Hence it is enough to show det(Q 0 ) = 1 where Q 0 is a (2n + 1) × (2n + 1) matrix defined by
On the (n+i)-th column, apply C(n+i)−C(2n+1) for i = 1, . . . , n. On the (2n+1)-th column, apply C(2n + 1) − 2 n−1 {(C1) + · · · + (Cn)}. Thus we get det(Q 0 ) = det(Q 1 ) where
Because of Lemma 3.6 and det(Circ(0,
we find det(Q 1 ) = 1. Proof. Since all the Sylow subgroups of G are cyclic, the flabby G-lattices are invertible by Theorem 2.5. For a G-torus over k, its function field is
f l is invertible, we may apply Theorem 2.4. §4. Integral representations of D p
Denote ζ p a primitive p-th root of unity,
+ p the class number of R 0 , P = 1 − ζ p the unique maximal ideal of R lying over p ⊂ . We may regard R as a G-lattice by defining, for any α ∈ R, σ · α = ζ p α, τ · α =ᾱ the complex conjugate of α. Note that R is a G-lattice of rank p − 1; it is even a lattice
• H, the twisted group ring defined in Definition 3.2.
If I ⊂ R is an ideal with σ(I) ⊂ I, τ (I) ⊂ I, then I may be regarded as a G-lattice also. In particular, if A ⊂ R 0 is an ideal, then RA, P A are G-lattices of rank p − 1.
A complete list of non-isomorphic indecomposable G-lattices was proved by Myrna Pike Lee [Le] . In the following we adopt the reformulation of Lee's Theorem in [CR1, page 752, Theorem (34.51)]. In the following theorem − is the G-lattice on which σ acts trivially, and τ acts as multiplication by −1. 
and the non-split extensions
Remark. In the above theorem, the words "the non-split extensions 0 → P A → V A → → 0, ....." means that, if M is an indecomposable G-lattice satisfying that 0 → P A → M → → 0, then M ≃ V A as G-lattices, i.e. there is essentially a unique indecomposable lattice arising from an extension of by P A. See [CR1, pages 711-730] and the proof in Lee's paper [Le] .
Definition 4.2 In Theorem 4.1, when A is a principal ideal in R 0 , we will write the corresponding G-lattices by R, P , 0
If l is a prime number of , denote by l = {m/n : m, n ∈ , l ∤ n} the localization of at the prime ideal l . Since
p ] is a semi-local principal ideal domain, we find that A l is a principal ideal in (R 0 ) l for any prime number l.
It follows that, if A is any ideal in R 0 , then R and RA, P and P A, V and (V ) A , X and X A , ... belong to the same genus, i.e. they become isomorphic after localization at any prime ideal l of (see [CR1, page 642] ).
We will show that M + , M − , N + , N − , M + , M − defined in Section 3 are isomorphic to V , X, R, P , Y 0 , Y 1 when n = p is an odd prime number. 
where n is an odd integer. Then there are non-split exact sequences of G-
where the index is understood modulo n.
It follows that 0≤i≤n−1 u i = 0 and {u 1 , u 2 , . . . , u n−1 , t} is a -basis of M + with σ and τ acting by
This sequence doesn't split. Otherwise, there is some element s ∈ M + such that σ(s) = τ (s) = s, and {u 1 , u 2 , . . . , u n−1 , s} is a -basis of M + .
Write s = 1≤i≤n−1 a i · u i + b · t where a i , b ∈ . Because {u 1 , . . . , u n−1 , s} is a -basis of M + , we find that b = ±1.
Consider the case b = −1 (the situation b = 1 can be discussed similarly). Since τ ( 1≤i≤n−1 a i u i − t) = 1≤i≤n−1 a i u i − t, we find that a i − 1 = a n−i and a n−i − 1 = a i for all 1 ≤ i ≤ n − 1. This is impossible. Now assume that n = p is an odd prime number. We will show that M + ≃ V . By Lemma 4.3, N − ≃ P . Thus we have a non-split extension 0 → P → M + → → 0. Then apply the remark after Theorem 4.1. More precisely, it is proved in [Le, page 221] that, up to G-lattice isomorphisms, there is precisely one indecomposable G-lattice arising from extensions of by P , although Ext The proof is similar to Case 1. Choose a -basis {x i : 0 ≤ i ≤ n − 1} of M − with σ :
The proof of M − ≃ X when n = p is a prime number is the same.
Lemma 4.5 Let
N + , N − , M + , M − be G-lattices with G = σ, τ : σ n = τ 2 = 1, τ στ −1 = σ −1 ≃ D n
where n is an odd integer. Then there are non-split exact sequences of G-
Proof. Case 1. M + . We adopt the same notations x 0 , x 1 , . . . , x n−1 , u 1 , . . . , u n−1 in the proof of Lemma 4.4. Write M + = ( 0≤i≤n−1 · x i ) ⊕ · w with
where the index is understood modulo n. Note that {u 1 , . . . , u n−1 , t, w} is a -basis of M + and 
We will show that this exact sequence doesn't split. Suppose not. Then there exists s ∈ M + such that σ(s) = s and {u 1 , . . . , u n−1 , s, τ (s)} is a -basis of M + .
Write We consider the situation (b 0 , b 1 ) = (1, 0) (the other situations may be discussed similarly). Write s = 1≤i≤n−1 a i u i + w 0 as before. Since σ(s) = s, we find an identity of the ordered (n − 1)-tuples : (a 1 , a 2 , . . . , a n−1 ) = (0, a 1 , a 2 , . . . , a n−2 ) − a n−1 (1, 1, . . . , 1) − n−1 2
(1, 1, . . . , 1). Solve a 1 , a 2 , . . . , a n−1 inductively in terms of a n−1 . We find a 1 = −(a n−1 + n−1 2 ), a 2 = −2(a n−1 + n−1 2 ), . . ., a n−1 = −(n − 1)(a n−1 + n−1 2
). Hence na n−1 = −(n − 1) 2 /2. But gcd{n, n − 1} = 1. Thus we find a contradiction.
When n = p is an odd prime number, we get a non-split extension 0
It is proved by Lee (see the last paragraph of [Le, page 221] ) that the non-split extensions of [G/ σ ] by P give rise to precisely one indecomposable Glattice, although Ext
The proof is similar. We adopt the notations x 0 , x 1 , . . . , x n−1 , u 1 , . . . , u n−1 in the proof of Case 1. Write
where 0 ≤ i ≤ n − 1 and the index is understood modulo n.
. . , u n−1 , t, w} is a -basis of M − and
− w. We find that
The remaining proof is similar and is omitted.
where n is an odd integer. Then there are non-split exact sequences of G-lattices
Proof. This lemma was proved by Lee for the case when n = p is an odd prime number in (i) of Case 1 of [Le, . There was also a remark in the first paragraph of [Le, page 229, Section 4].
Here is a proof when n is an odd integer. Once the first part is proved, we may deduce the second part when n = p is an odd prime number because N + ≃ R, N − ≃ P (by Lemma 4.3) and there is a unique indecomposable G-lattice arising from non-split extensions of [G/ τ ] by R ⊕ P (see [Le, page 222] 
Now we start to prove the first part with G = σ, τ :
where n is an odd integer.
From now on till the end of the proof, denote ζ = ζ n a primitive n-th root of unity,
Step 1. Let
Step 2 Define x i = u i + v i , y i = u i−1 − v i+1 where 0 ≤ i ≤ n − 1. Clearly 0≤i≤n−1 x i = 0≤i≤n−1 y i = 0. We claim that {x i , y i : 1 ≤ i ≤ n − 1} is a -basis of M. Assume the above claim. Define M 1 = ⊕ 1≤i≤n−1 · x i , M 2 = ⊕ 1≤i≤n−1 · y i . It is easy to verify that M 1 ≃ N + and M 2 ≃ N − . Hence the proof that M ≃ N + ⊕ N − is finished.
Step 3 We will prove that {x i , y i : 1 ≤ i ≤ n − 1} is a -basis of M. Let Q be the coefficient matrix of x 1 , x 2 , . . . , x n−1 , y 1 , . . . , y n−1 with respect to thebasis u 1 , u 2 , . . . , u n−1 , v 1 , . . . , v n−1 . For the sake of visual convenience, we will consider the matrix P which is the transpose of Q. We will show that det(P ) = 1.
The matrix P is defined as
For examples, when n = 3, 5, it is of the form 
In the case n = 3, 5, it is routine to show that det(P ) = 1. When n ≥ 7, we will apply column operations on the matrix P and then expand the determinant along a row. Thus we are reduced to matrices of smaller size.
For a given matrix, we denote by (Ci) its i-th column. When we say that, apply (Ci) + (C1) on the i-th column, we mean the column operation by adding the 1-st column to the i-th column.
Step 4 We will prove det(P ) = 1 where P is the (2n − 2) × (2n − 2) integral matrix defined in Step 3. Suppose n ≥ 7.
Apply column operations on the matrix P . On the (n + i)-th column where 0 ≤ i ≤ n − 2, apply C(n + i) − C(i + 1).
Thus all the entries of the right upper part of the resulting matrix vanish. We get det(P ) = det(P 0 ) where P 0 is an (n − 1) × (n − 1) integral matrix defined as
Step 5 Apply column operations on P 0 . On the 3rd column, apply (C3) − (C1). Then, on the 4th column, apply (C4) − (C2).
In the resulting matrix, each of the 2nd row and the 3rd row have only one non-zero entry.
Thus det(P 0 ) = det(P 1 ) where P 1 is an (n − 3) × (n − 3) integral matrix defined as
Step 6 Apply column operations on P 1 . On the 3rd column, apply (C3) − (C1). On the 4th column, apply (C4) − (C2).
Then expand the determinant along the 2nd row and the 3rd row. We get det(P 1 ) = det(P 2 ) where P 2 is an (n − 5) × (n − 5) integral matrix defined as
But the matrix P 2 looks the same as P 0 except the size. Done. Proof. For any subgroup S of G, H −1 (S, M i ) is a finite abelian group. If H −1 (S, M 1 ) = 0 for some subgroup S, then there is some prime number l such that H −1 (S,
. Hence the result. 
. M + and [G] are permutation lattices. Hence they are flabby. As to M − and M + . Applying Theorem 3.4 and Theorem 3.5, we find that they are stably permutation. Thus they are flabby also. Now we turn to the non-flabby cases. Since G = D p , a flabby lattices is necessarily an invertible lattice by Theorem 2.5; thus it is also coflabby. In summary, if we want to show that a G-lattice M is not flabby, we may show that it is not coflabby or it is not invertible.
For R, if R is a flabby G-lattice, then it is invertible. Restricted to the subgroup S = σ , R become an invertible S-lattice. For X, we know that X ≃ M − by Lemma 4.3. Let S = τ . Regard M as an S-lattice. By Definition 3.1, as an S-lattice, M − ≃ N ⊕ where N is isomorphic to Choose any exact sequence of G-lattices 0 → M → Q → E → 0 where Q is a permutation G-lattice and E is a flabby G-lattice. Write E as a direct sum of indecomposable G-lattices E = 1≤i≤m E i where each E i is indecomposable. It is necessary that each E i is flabby. Apply the result in (1), we find that E is stably permutation, i.e. there is an permutation G-lattice Q ′ such that E ⊕Q ′ is a permutation G-lattice. Thus we get an exact sequence 0
G is stably k-rational.
Proof. Follow the proof of (2) of Theorem 4.9. Recall the integral representations of cyclic groups of prime order. Proof. Following the presentation of [Sw2, page 78], we get the fibre product dia- 
f l is not permutation. . We will show that N is not stably permutation. Suppose not. There is a permutation G-lattice Q 1 such that N ⊕Q 1 is a permutation G-lattice. Write Q 2 := N ⊕ Q 1 . Then 0 → N → Q 2 → Q 1 → 0 is exact.
Let S = σ be the subgroup of G. By restricting to the subgroup S, we may regard the exact sequences of G-lattices 0 → M → Q → N → 0, 0 → N → Q 2 → Q 1 → 0 as exact sequences of S-lattices. We will find a contradiction by evaluating the Steinitz classes of these S-lattices.
Step 2. Recall R = [ζ p ]. If Q 0 is a permutation S-lattices, we will show that cl(Q 0 ) = [R].
Since |S| = p is a prime number, any permutation S-lattice is a direct sum of and [S] . In particular, Q 0 = (s) ⊕ ( [S]) (t) for some non-negative integers s and t. Note that cl( ) = [R]. We will show that cl(
Step 3. From the exact sequence 0
On the other hand, from the exact sequence 0
. We will show that cl(M) = [R] is impossible. Thus a contradiction is obtained.
Step 
f l is not permutation by Theorem 5.4. Let T be the G-torus defined over k with character module M. By Theorem 2.4 T is not stably k-rational (but T is retract k-rational by Proposition 3.8). §6. Some related rationality problems By Theorem 4.9, if h + p = 1, M is any D p -lattice and K/k is a Galois extension with
Dp is stably k-rational. In this section we will estimate the number of variables m (which depends on M and its decomposition; see Lemma 6.4) such that K(M) Dp (x 1 , . . . , x m ) is k-rational. The key idea of our method is the notion of anisotropic lattices exploited by Voskresenskii and his school (see [Ku1; Ku2] ). Before the proof, we recall two known rationality criteria. 
where
. . , z m ).
Proposition 6.2 Let G be a finite group, M be a G-lattice. Let k ′ /k be a finite Galois extension such that there is a surjection G → Gal(k ′ /k). Suppose that there is an exact sequence of G-lattices 0 → M 0 → M → Q → 0 where Q is a permutation G-lattice. If G is faithful on the field k ′ (M 0 ), then k ′ (M) = k ′ (M 0 )(x 1 , . . . , x m ) for some elements x 1 , x 2 , . . . , x m satisfying m = rank Q, σ(x j ) = x j for any σ ∈ G, any 1 ≤ j ≤ m.
Proof. Note that the action of G on k ′ (M) is the purely quasi-monomial action in Definition 2.1.
Write M 0 = 1≤i≤n · u i , Q = 1≤j≤m · v j . Choose elements w 1 , . . . , w m ∈ M such that w j is a preimage of v j for 1 ≤ j ≤ m. It follows that {u 1 , . . . , u n , w 1 , . . . , w m } is a -basis of M.
For each σ ∈ G, since Q is permutation, σ(w j ) − w l ∈ M 0 for some w l (depending on j). In the field k ′ (M), if we write k ′ (M) = k(u 1 , . . . , u n , w 1 , . . . , w m ) as the rational function field in m+n variables over k ′ , then σ(w j ) = α j (σ)w l for some α j (σ) ∈ k ′ (M 0 ). Since G is faithful on k ′ (M 0 ), apply Theorem 6.1. Remark. Part (1) of the above theorem is just a special case of a more general result. Let k be a field admitting a C n -extension and T be a C n -torus over k. Thanks to the works of Endo and Miyata, Voskresenskii, Chistov, Bashmakov and Klyachko (see [Vo, pages 62-63, 69-71]), if n = p a q b where p, q are prime numbers and a, b are non-negative integers, then a C n -torus T is stably k-rational if and if it is k-rational.
The proof of Theorem 6.6 may be adapted to solve another rationality problem.
Definition 6.7 Let G be any finite group, k be any field. Let k(x g : g ∈ G) be the rational function field in |G| variables over k with a G-action via k-automorphism defined by h · x g = x hg for any h, g ∈ G. Define k(G) := k(x g : g ∈ G)
G the fixed field. Noether's problem asks whether k(G) is k-rational. 
