Design a Hybrid Algorithm Based on Tabu Search and Misuse Detection for Intrusion Dataset (KDD99 10%) by Ibrahim, Yahya Ismail et al.
Journal of University of Babylon for Pure and Applied Sciences, Vol. (27), No. (5): 2019 
 
© Journal of University of Babylon for Pure and Applied Sciences (JUBPAS) by University of Babylon is licensed under a Creative 
Commons Attribution 4. 0 International License, 2019. 
 
337 
 
Design a Hybrid Algorithm Based on Tabu 
Search and Misuse Detection for Intrusion 
Dataset (KDD99 10%) 
 
Yahya Ismail Ibrahim 
Department of Computer Science, College of Education for Pure Sciences, University 
of Al Mosul, Ninava, Iraq 
yahyaismail4@yahoo.com  
Fawzia Mahmoud Remo 
Department of Computer Science, College of Computer Science and Mathematics,  
University of Al Mosul, Ninava, Iraq 
fawziyaramo@uomosul.edu.iq 
Younis Samir Younis 
Department of Computer Science, College of Computer Science and Mathematics, 
Ministry of Education Directorate of Education Nineveh, Ninava, Iraq 
fajirnet1@yahoo.com  
 
 
 
 
 
Abstract 
The growth and development of the Internet has led to the rapid expansion of Local network 
systems and World Wide Web, has reflected a very large increase in Internet users. Data and computer 
hardware are becoming more relevant to the global network, making it more vulnerable to attackers. so 
there is an urgent need to further protect the Devices and data users of attacks or unauthorized access. 
Including the detection and classification of data transmitted over the World Wide Web, especially that 
connect users' devices to prevent illegal access. In this sense, the research was based on the use of one of 
the smart algorithms of meta heuristic algorithm (Tabu) to find the most efficient rules in the detection 
process and use the best ways to neglect the repeated rules, which helps to reduce the storage space and 
reduce the time addition. Algorithm was hybridized with the artificial intelligence (Fuzzy Logic) Which 
in turn can reduce the rules required to hybridize in order to obtain new rules. Experiments were 
conducted on dataset (KDD99 10%) for detection and determination through algorithm if dataset is 
normal or attacks, Thus, this algorithm gave the results of a Detection Rate of 87.7%, a Detection 
accuracy of 96.36%, and the time taken for the results obtained was 13 minutes and 26 seconds. 
Keywords: - Tabu algorithm, Misuse Detection, Detection Accuracy, Data Normalization, stochastic, 
Anomaly Detection. 
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 ةصلاخلا
 
وانعكس على  العالمية،الى سرعة التوسع في انظمة الشبكات المحلية وشبكة الويب  الانترنت،ادى النمو والتطور في شبكة 
المرتبطة بالشبكة العالمية التي  أكبرالحاسوب ذات اهمية  البيانات واجهزةزيادة كبيرة جدا لمستخدمي شبكة الانترنت، وبهذا اصبحت 
عرضة للمهاجمين، لهذا فهنالك حاجة ملحة لزيادة حماية اجهزة وبيانات المستخدمين من الهجمات. ومنها كشف وتصنيف  أكثرجعلتها 
التي تصل اجهزة المستخدمين لمنع الوصول غير المشروع. ومن هذا المنطلق استند هذا  وبالأخصنات المنقولة عبر الشبكة العالمية للبيا
القواعد الاكثر كفاءة في عملية الكشف  لإيجادالحدسية (تابو)  دما بعالبحث على استخدام احدى الخوارزميات الذكائية المتمثلة بخوارزمية 
القواعد المتكررة مما يساعد على تقليل مساحات الخزن وتقليل الوقت مضاف الى ذلك تم تهجينها مع  لإهمالفضل الطرق واستخدام ا
مكن من اختزال القواعد المطلوبة للقيام بتهجينها من اجل الحصول على قواعد تمثل بالمنطق المضبب الذي بدوره الذكاء الصناعي الم
عمليات الكشف وتحديد من خلال الخوارزمية فيما لو كانت البيانات  لإجراء %01 99DDKبيانات  جديدة ، وتم اجراء التجارب على
 noitceteDودقة كشف ( )%7.78( هما مقدار  )etaR noitceteD(، وبهذا أعطت هذه الخوارزمية نتائج معدل كشف طبيعية ام هجمات
 .ثانية 62دقيقة و  31والوقت المستغرق للنتائج التي تم الحصول عليها   )%63.69( ه) ما مقدار ycarucca
 
 كشف الشذوذ العشوائية، البيانات،تطبيع  الكشف،دقة  الاستخدام،اساءة  تابو،خوارزمية  -: ةلادالالكلمات 
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 المقدمة-1
وارد المعلومات ع الكبير في شبكة الحاسبات ومنظوماتها وزيادة اهميتها واهمية مان التقدم الحاصل والتوس
السبب الرئيسي لتكون شبكة الحواسيب عرضة لجرائم الحاسوب المتزايدة اكثر واكثر،  منهاالتي تملكها، جعلت 
ولما يعتمده مستخدم الانترنت على شبكة الحواسيب بشكل كبير لجميع المجالات المتمثلة بالمصارف والاتصالات 
يا والتي تحتاج الى عمليات انتقال الداخلية والخارجية المغلقة والاسواق التجارية من شبكة الانترنت بشكل دوري يوم
امينة ضمن الشبكة الحاسوبية والتي تحتاج لوصول امين عن طريق كلمات المرور التي تحمي المواقع والحسابات 
الشخصية. وبهذه الزيادة من عمليات التنقل خلال شبكة الانترنت بشكل شامل سوف تكون البيانات المهمة معرضة 
 . نظام كشف التطفل يتكون من صنفين رئيسيين]1[للهجمات وصولا للتدمير 
تعمل على نماذج تدخلات معلومة ويتم الكشف عن  :)noitceteD esusiM(كشف إساءة الاستخدام  -أ 
ريق المطابقة وبهذا يكتشف الهجوم، حيث ان كشف الاساءة الاستخدام يتم بمطابقة البيانات الاختراقات عن ط
بهذه الحالة الهجمات المعروفة مباشرة تكتشف بعد حدوثها مع المراقبة مع معلومات التطفل المخزونة سابقا، 
   .]1[,]2[ )mralA eslaF(وجود نسب قليلة جدا من الانذارات الكاذبة 
 مألوفةبهذه الطريقة من الكشف يتم متابعة التغيرات الكبيرة والغير  ):noitceteD ylamonA(كشف الشذوذ  -ب 
من انظمة التشغيل. ليتم بعدها  مأخوذةمقاييس يمتلك  لاتصال، ليتكون ملف للتعريف العاديفي نماذج ا
اكتشاف اي تغييرات في الانماط  لآجلمع الملفات التعريفية واجراء المقارنة  للاتصالاتمراقبة النظام 
، في هذا ذوذ لتمييز انواع التطفل الجديدة. بحيث هنالك قدرة لكشف الش]1[,]2[المستخدمة وسلوك النظام 
تكون عملية الكشف محددة  النوع من الانظمة يتم اختبار او الكشف عن حزم البيانات المشوهة او المشبوه ولا
 .]1[,]3[ولكن مجرد تحذر من انها حزمة غريبة 
 
 الدراسات السابقة -2
الخوارزمية على بيانات  بها خوارزمية النمل واستند بهذهاستخدم ) محمود صبحي محموداعتمد الباحث ( 1102في عام 
 .]3[,]2[% 24.29نتائج معدل كشف  تواظهر 99DDK %01
 ,REEHSAB .T NAJUD ,MIHARBI .M BEEHALالباحثون (اعتمد  3102في عام 
-fleS   خوارزمية  مبتكرا لنظام كشف التطفل استخدم ) نموذجاDOMHAM .S DOMHAM
وبهذا اظهرت نتائج معدل كشف  99DDK %01واستخدم بذلك بيانات )MOS(pam noitazinagro
 .]4[ % 77.5كشف خاطئ  ومعدل %73.29
 
 
           mhtiroglA hcraeS ubaT   الممنوعخوارزمية البحث -3
الحدسية هي خوارزمية البحث الممنوع والتي ساعدت  دما بععليها  من احدى الخوارزميات التي يطلق        
على معالجة المسائل ذات الاهمية العملية. وامتدت او توسعت تطبيقات خوارزمية البحث الممنوع الى عدت 
توزيع الطاقة ومجالات مختلفة اخرى في  المصادر،الاقتصاد، الاتصالات، تخطيط  امثلتها تحليلمجالات ومن 
 .]1[,]5[الاشياء المخيفة او المقدسة التي لا يجوز الاقتراب منها  ubaTكلمة تعني حالية. و حياتنا اليومية ال
قيامها ببحث محلي متقدم لاستكشاف نطاق الحلول حتى يتم الوصول  يكون على طريقة عمل هذه الخوارزمية     
عند البحث بنطاق الحلول بشكل اقتصادي وبفعالية. للحل الامثل. تعتمد خوارزمية البحث الممنوع بحل المشاكل 
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التي تحتاج لتحسين الحل. ممكن تمثيل المشاكل بالشكل المشاكل جميع انواع لوممكن تطبيق البحث الممنوع مباشرة 
                                                    تكبير:) يعني تقليل او ezimitpoحيث (التالي، 
 X∈ x    erehw           )x( f ezimitpO 
عبارة عن متجه يمثل  X المتغير ،)citsahcots(عشوائية  أو خطية،غير  خطية،تكون  أنممكن  )x(fدالة   
  .]6[ ezimitpoالتي يتم اختبارها باستخدام معادلة  x قيملمجموعة متغيرات 
 
 cigoL yzzuF   المنطق المضبب-4
، ]0,1[ منطقية بينالمنطق المضبب يعمل بشكل مشابه لعمل العقل البشري مع التطبيقات اي انه يمتلك قيم      
من المعروف لدى علماء الحاسوب الوصف يكون مات من التقييم او المقاييس. حيث انه يعمل على استقبال المعلو 
عندما صح او خطا. وتعمل الانظمة الخبيرة وتطبيقات الذكاء الاصطناعي على المنطق المضبب،  أي 1و 0بـ 
يمكن التعامل مع مختلف الاشكال  انه لا لبيانات، وعندما لاحظمعالجة الطرق افضل  لإيجادكان هناك حاجة 
للمشاكل التي تحدث حاليا عندما يكون هناك حالات ممكن اعتبارها صحيحة  وبالأخص ]0,1[المنطقية بحالة 
وان أي تغيير بقيم الادخال وان كان صغير يؤدي  ،واحيان اخرى خاطئة او تمتلك نسبة صحة مختلفة عن الاخرى
الدالة وهي   noitcnuF pihsrebmeMالى زيادة بالتغيير ولكن ليس تغيير تام ، ويستخدم بذلك دالة العضوية 
وبسبب التطور والحاجة لتطبيقات المنطق المضبب صنعت . ]1[,]7[التي تمثل نسبة انتماء العنصر للمجموعة 
حيث استخدمت بعديد من المنتجات كالات التصوير والتي تعمل  pihC cigoL yzzuFشريحة المنطق المضبب 
الذكاء  منظومات مع بيانات غير دقيقة، لهذا المنطق المضبب يعتبر العنصر الاساسي الذي تعمل عليه
 .]8[الاصطناعي والانظمة الخبيرة 
 
 مقاييس تقييم أداء أنظمة كشف التطفل -5
 كفاءةتعتمد عليها انظمة كشف التطفل المختلفة لتقييم  )RD( etaR noitceteDنسبة كشف التطفل           
نظام الكشف، والمتمثل بتحديد او اكتشاف مرور الحزم الاعتيادية من الهجوم، وايضا نسبة الانذارات الكاذبة 
) 1(التي تمثل مرور الحزم الاعتيادية والاشتباه بانها هجوم) يوضح الجدول ( etaR mralA eslaF)RAF(
 ].41[,]9[,]1[كشف التطفل  كفاءةمقياس تقييم 
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  ) مقاييس تقييم أداء أنظمة كشف التطفل1الجدول (
 
 المعايير القياسية
  للاتصال المتنبئالصنف 
 هجوم اعتيادي
 
 الصنف الفعلي للاتصال
 )PF( )NT( اعتيادي
 )PT( )NF( هجوم
  أن:إذ 
 .عدد الحزم الاعتيادية مكتشفة بشكل صحيح : يمثل)evitageN eurT( NT 
 .على أنها هجوم مكتشفةالاعتيادية  لحزمعدد ايمثل  :)evitisoP eslaF( PF 
 .بشكل صحيح مكتشفةالهجوم  حزمعدد يمثل  :)evitisoP eurT( PT 
 .على أنها اتصالات اعتيادية مكتشفةالهجوم  حزمعدد يمثل  :)evitageN eslaF( NF 
  :[10],[11], [1]التطفللقياس أداء نظام كشف  المستخدمة معادلاتال *
PT+NT  %  … ()RD( etaR noitceteD) كشفلنسبة ا
العد د الكلي لبيانات الاختبار
 )1( =
PF  نسبة الإنذار الكاذب الايجابي=
 NT+PF
 )2(...%  
NF  =السلبينسبة الإنذار الكاذب 
PT+NF
  (3)…  %
𝑷𝑻 =الغير طبيعية المكتشفة لاتاصنسبة الات
العد د الكلي لسجلات الهجوم في بيانات الاختبار
  (4 %… )
𝑵𝑻  =الات الطبيعية المكتشفةصنسبة الات
العد د الكلي لسجلات الاعتيادية في بيانات الاختبار
  (5% …)
 )6( ...) %الاتصالات المكتشفة–مجموع الاتصالات الكلي (=  مكتشفة غيرالات الصنسبة الات
 
 
 البحث الممنوع المهجنة خوارزمية  -6
 على )noitceteD esusiM(استخدم لكشف التطفل الشبكي والمستند على كشف اساءة الاستخدام 
وبعدد نماذج  %01 99DDKمدمجة مع المنطق المضبب وطبقت على بيانات خوارزمية البحث الممنوع المبتكرة 
 - التالية:الخوارزمية المبتكرة من مجموعة من الخطوات  تتألف. ]21[,]1[ )050508التدريب والاختبار (
نموذج,  )120494(عددها والتي نماذج التدريب  ستخداموا DDK99  %01إدخال مجموعة بيانات  -أولا 
 )1(في الشكل  مبينميزة كما  14يحتوي كل سجل على و  نموذج )920113(عددها  والتيونماذج الاختبار 
 .]21[
 
 
 
 .… )7(
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  تدريب المدخلة قبل المعالجةال نموذج بيانات نوع البيانات
,80.0,00.0,00.0,00.0,00.0,1,31,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,641,FS,rehto,pdu,0 lamroN
 00.0,00.0,00.0,00.0,00.0,88.0,06.0,00.0,1,552,00.0,51.0
,50.0,00.0,00.0,00.1,00.1,6,321,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0S,etavirp,pct,0 kcattA
 00.0,00.0,00.1,00.1,00.0,00.0,50.0,01.0,62,552,00.0,70.0
 DDK99 %01 ) نموذج بيانات1( شكل
 
 )gnissecorperp ataD(للبيانات  الأوليةالمعالجة  إجراء -ثانيا
 ,locotorpمميزات ( عددية، ويتم علىبيانات  إلى بديلهاوت بيانات حرفية متلكالبيانات التي ت تعالج -أ
الاتصال ثم  سجلات جميع ميزة في عنصر في كل كل تكرار بإيجادالتحويل  يكون ذلكو ) galf ,ecivres
أخذ يتكرار  الأكثر عنصرإذ ال الميزة]،. عدد القيم ضمن .1ضمن المدى [ قيمة لكل عنصر في الميزةتعطى 
   .أخذ عدد مساوي إلى عدد القيم ضمن الميزةيالأقل تكرار  عنصروال 1العدد 
 )noitazilamroN ataDتطبيع البيانات (  -ب
الاعتماد على بتقع ضمن مدى معين ليتم تطبيع البيانات  ،بيانات عددية إلىجميع البيانات الحرفية  بعد تغيير   
 .]8[التالية كما في المعادلة  .]0.0-0.1ضمن المدى [تقع البيانات  حيث xaM-niM   noitazilamroNطريقة
 )7(................... )XniM – XxaM( / )XniM  - X( = nX  
 )2موضح في شكل (ال النموذج على نحصل )7(ق المعادلة يتطببعد 
 نموذج بيانات التدريب بعد عملية التحويل والتطبيع نوع البيانات
,6.0,0,0,1,0,1.0,1.0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1.0,5.0,0 lamroN
 0,0,0,0,0,9.0
,1.0,1.0,1,0,1.0,1.0,0,0,1,1,0,2.0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1.0,0,0,0 kcattA
 0,0,1,1,0,0,1.0
 بعد عملية التحويل والتطبيع DDK99 %01 نموذج بيانات )2( شكل
 
 مرحلة التدريب -ثالثاا 
 -مرحلتين: واعد التصنيف المكتشفة من قائمة قلعملية التدريب  تتألف 
بالمخطط  مبينقواعد التصنيف كما  كتشافعملية التدريب لابخوارزمية البحث الممنوع  عتمادا  - :الولى مرحلةال
 .)3(في الشكل الانسيابي 
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 النسيابي لعملية التدريب باستخدام خوارزمية البحث الممنوع ): المخطط3الشكل (
من  تتألفوبناء قائمة مرشحين التي ) نموذج والمتمثلة بنماذج بيانات التدريب 120494واعتمد بهذا (
انشاء قائمة المنع التي تكون بالبداية فارغة بعدها يضاف  ميزة، ويتم 14وذج وكل نموذج منها يمتلك نم 0003
 نماذج التدريب تصفير عداد
 تصفير عداد التقييم للنموذج
البدا
 ية
 تكوين قائمة المرشحين
 قراءة نموذج من قائمة المرشحين
مقارنة 
النموذج مع 
قائمة المنع
مقارنة النموذج مع 
 بيانات التدريب
 حساب دالة التقييم للنموذج 
هل تم اختبار جميع 
سجلات قائمة 
 المرشحين
النها
 ية
 لا
 نعم
 نعم
 لا
 لا
 نعم
 اضافة النموذج الى قائمة المنع
 )%01 99DDK(ادخال بيانات التدريب 
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قائمة المرشحين، ويفحص النموذج  نموذج منيؤخذ في كل مرة  لها جميع القواعد المكتشفة من قائمة المرشحين.
 مكتشفة سابقا ويجب اختبار جميع ويعتبره قاعدةمع قائمة المنع ان وجد النموذج ضمن قائمة المنع يهمل النموذج 
التالي . في حالة عدم انهاء فحص نماذج قائمة المرشحين يتم استدعاء المرشح ]31[ المرشحينعناصر قائمة 
واختباره مع قائمة المنع وبحالة عدم ايجاده في قائمة المنع يؤكد ذلك ان النموذج لم يكتشف بالسابق ويستخدم 
نات التدريب سوف يهمل ويتم الانتقال للنموذج التالي لاختباره مع بيانات التدريب وبحالة عدم تطابقه مع اي من بيا
والمتمثلة بعد مرات تكرار وبحالة ظهوره سوف يضاف الى قائمة المنع، وتحسب دالة التقييم للنموذج المكتشف 
 .]51[ المرشحينالنموذج ببيانات التدريب، ويتم تكرار هذه العملية حتى تفحص جميع نماذج قائمة 
  -: الثانية مرحلةال
 ).4تستخدم بهذه المرحلة خوارزمية المنع المدمجة مع المنطق المضبب في التدريب وكما مبين بالشكل (
يبين المخطط الانسيابي اختيار القاعدة بالاستناد على دالة اللياقة للنماذج بحيث انها لم تستخدم سابقا. 
) ذات الشكل noitcnuF pihsrebmeMبعدها يطبق المنطق المضبب واعتمدت بهذا النظام دالة العضوية (
), ويتم تخزين افضل قيم الادخال بالاستناد على الاخراج ليتم بعدها مقارنة النتائج المخرجة ralugnairTالمثلثي (
) فاذا كانت قيمه اقل منه نستخدم القاعدة المختارة بانشاء قواعد جديدة التي تمثل قائمة 6.0بحد التعبة (وقيمته =
وبخلاف ذلك يتم استخدام احدى القواعد التي استخدمت في انشاء القواعد بالدورات السابقة وعلى ان المرشحين، 
 .]21[,]1[) وتستمر حتى تحقق شرط التوقف3للقاعدة اقل من ( 2تكون قيمة العتبة
 مجموعة سجلات جديدة لقائمة المرشحين لاكتشاف لإنشاءوبعد اختيار القاعدة التي ستستخدم من خلالها 
جميع سجلاتها بالاستناد على عدد الدورات التي  مرة تفحصقواعد جديدة يستمر تكوين قائمة المرشحين بكل 
 يحددها النظام.
 مرحلة الختبار –رابعاا 
هذه المرحلة بعد اكتشاف القواعد في مرحلة التدريب واختبارها على مجموعة نماذج الاختبار  تبدأ
ويتم ذلك بعد اجراء المعالجة المبدئية (المتمثلة بالتبديل والتطبيع) حتى تصبح النماذج مطابقة  )tesatad gnitseT(
 السلبي،ونسب الانذار  التطفل،مع القواعد المكتشفة. ليتم بعدها التأكد من كفاءة النظام عن طريق ايجاد نسب كشف 
 ة المكتشفة.كل من الاتصالات الطبيعية والغير طبيعي الكاذب، ونسبوالانذار 
 
                                                         التجارب المنجــزة -7
والمتمثلة  tesataD %01 99DDKاجريت تجارب التدريب والاختبار لنظام كشف التطفل المعتمد على 
سجلات بيانات التدريب ) نموذج لبيانات التدريب بمرحلة تدريب النظام، والجدول التالي يبين عدد 120494بـ (
 واصنافها.
 وأصنافها %01 99DDK) عدد السجلات الموجودة في بيانات التدريب 2الجدول (
 سجلات الهجوم السجلات الطبيعية teSataD %01 99DDK
 347693 87279 عدد السجلات
 13.08% 96.91% النسبة المئوية
 
الاختبار  سجلات بياناتعدد  يبين) 3. والجدول () سجل اتصال920113عددها ( بلغ الاختبار،بيانات  في حين
 وأصنافها.
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 خوارزمية البحث الممنوع المهجنة مع المنطق المضببانسيابي يمثل مرحلة التدريب باستخدام  ): مخطط4الشكل (
 قراءة اكبر قيمة لدالة اللياقة 
هل الادخال يحوي أفضل احتمالية 
 للقواعد الممكن كشفها
 حفظ النتائج كأفضل قيم 
 لا
 نعم
 مرحلة            
 ( المضبب قالمنط )
 
 
 ايجاد ادخال الى المنطق المضبب
  ايجاد اخراج المنطق المضبب
 وتحديد ادخال العنوان اختيار عنوان اقل قيمة في اخراج المنطق المضبب
 ياقة استدعاء القاعدة من قائمة المنع التي تمتلك اكبر قيم دالة الل
 اقةخزن قيمة دالة اللياقة في قائمة المنع لدالة اللي
هل القيمة موجودة في 
 قائمة منع دوال اللياقة
 لا
 البداية
 نعم
شرط تحقق 
 التوقف
 النهاية
 ايجاد اعلى قيمة في قائمة منع دالة اللياقة 
مقارنة القيمة 
مع حد 
 استدعاء قيمة العتبة للقيمة المستحصلة  زيادة العداد
 لا
 نعم
 لا نعم
 نعم
 لا
مقارنة الاخراج 
 1مع حد العتبة
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 هاوأصناف %01 99DDK) عدد السجلات الموجودة في بيانات الختبار 3الجدول (
 سجلات الهجوم السجلات الطبيعية tesataD  %0199DDK
 634052 39506 عدد السجلات
 %25.08 84.91%  النسبة المئوي 
 
 التجربة الولى
 .مرحلة التدريب أول:
 المبتكرة بالتجربة الاولى اعتمدت قيم المعاملات بمرحلة التدريب للنظام بالشكل الاتي: باستخدام الخوارزمية        
 0003=  حجم قائمة المرشحين 
 001=  عدد الدورات 
 0007=  التي تحوي القواعد المكتشفة حجم قائمة المنع 
في الجدول مبين كما  المكتشفةلتكون القواعد ) ثانية 31دقيقة و 7( دورات المئةللعملية التدريب  استغرق الوقت
 -): 4(
 
 ) القواعد المتولدة4( الجدول
 نسبة مكتشفة من بيانات التدريب بيانات مكتشفة بالتدريب العدد الوصف
   3222 القواعد العتيادية المكتشفة
   6911 قواعد الهجمات المكتشفة
   9143 اجمالي القواعد المكتشفة
 %4.87 61267 87279 التصالت الطبيعية
 %7.89 896193 347693 التصالت الغير طبيعية
 
  الاختبارمرحلة  ثانيَا:
 تم الحصول على النظام،مرحلة تدريب المكتشفة باعد قو لبيانات الاختبار بالاستناد على اختبار النظام ب
 .)5( الجدولكما في  تائج الاختبارن
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 مرحلة الختبار  نتائج )5الجدول (
 النتائج
 النسبة العدد الوصف
 %7.38 72705 التصالت الطبيعية المكتشفة
 %2.88 287022 التصالت الغير طبيعية المكتشفة 
 %3.78 905172 )RD( نسبة الكشف
 %7.21 02593  التصالت الغير المكتشفة
 %10.0 6  اليجابي الإنذار الكاذب
 %64.4 11301  السلبي الكاذب الإنذار
 %43.69  دقة الكشف
 
 التجربة الثانية
 .مرحلة التدريب أول:
خوارزمية المبتكرة بالتجربة الثانية اعتمدت قيم المعاملات بمرحلة التدريب للنظام بالشكل الباستخدام 
 الاتي:
 0003حجم قائمة المرشحين =  
 002عدد الدورات =  
 0007حجم قائمة المنع التي تحوي القواعد المكتشفة =  
في مبين كما  لتكون القواعد المكتشفةثانية)  62دقيقة و 31( دورات المئتانللاستغرق الوقت لعملية التدريب  
 - ):6(الجدول 
 
 ) القواعد المتولدة6( الجدول
 نسبة مكتشفة من بيانات التدريب بيانات مكتشفة بالتدريب العدد الوصف
   2042 القواعد العتيادية المكتشفة
   4931  الهجمات المكتشفةقواعد 
   6973  اجمالي القواعد المكتشفة  
 %3.97 26177 87279 التصالت الطبيعية
 %99 855293 347693 التصالت الغير طبيعية
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 ثانيَا: مرحلة الختبار 
على تم الحصول  النظام،مرحلة تدريب المكتشفة بقواعد لبيانات الاختبار بالاستناد على اختبار النظام ب
 .)7(تائج الاختبار كما في الجدول ن
 
 مرحلة الختبار ) نتائج7الجدول (
 النتائج
 النسبة العدد الوصف
 %1.48 75905 التصالت الطبيعية المكتشفة
 %5.88 007122 التصالت الغير طبيعية المكتشفة 
 %7.78 756272 )RD( نسبة الكشف
 %3.21 27383 التصالت الغير المكتشفة
 %40.0 02  الإيجابي الإنذار الكاذب
 %4.4 59201  السلبي الكاذب الإنذار
 %63.69  دقة الكشف
 
 -الثالثة: التجربة 
 .مرحلة التدريب أول:
خوارزمية المبتكرة بالتجربة الثالثة اعتمدت قيم المعاملات بمرحلة التدريب للنظام بالشكل الباستخدام 
 الاتي:
 0003حجم قائمة المرشحين =  
 004عدد الدورات =  
 0007حجم قائمة المنع التي تحوي القواعد المكتشفة =  
كما  لتكون القواعد المكتشفةثانية)  22دقيقة و 61( مئة الاربعدورات للاستغرق الوقت لعملية التدريب 
 -): 8(في الجدول مبين 
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 ) القواعد المتولدة8( الجدول
 التدريب بيانات من مكتشفة نسبة بيانات مكتشفة بالتدريب العدد الوصف
   3572 القواعد العتيادية المكتشفة
   4141 قواعد الهجمات المكتشفة
   7614 اجمالي القواعد المكتشفة
 %8.08 57587 87279 التصالت الطبيعية
 %99 555293 347693 التصالت الغير طبيعية
 
  الختبارمرحلة  ثانيَا:
تم الحصول على  النظام،مرحلة تدريب المكتشفة بقواعد لبيانات الاختبار بالاستناد على اختبار النظام ب
 .)9(تائج الاختبار كما في الجدول ن
 نتائج مرحلة الختبار ):9( جدولال
 النتائج
 النسبة العدد الوصف
 %8.48 87315 التصالت الطبيعية المكتشفة
 %5.88 976122 التصالت الغير طبيعية المكتشفة
 %8.78 750372 )RD( نسبة الكشف 
 %2.21 27973 التصالت الغير المكتشفة
 %30.0 51  الإيجابي الإنذار الكاذب
 %5.4 33401  السلبيالكاذب الإنذار 
 %23.69  دقة الكشف
 
 جــة النتائـمناقش -8
النتائج لعدد من الباحثين خوارزمية المبتكرة ومقارنتها مع البعد الحصول على النتائج المستحصلة من 
نفس كمية البيانات بشكل كامل  وايضا %01 99DDK  الذين يعملون بنفس المجال واعتماد نفس نوعية البيانات
قدمت نتائج  ) وجد ان الخوارزمية01في الجدول ( . حيث وضعت النتائجبدون استقطاع او اختزال في البيانات
دورة  004ويضاف الى ذلك ان الاختبار الثالث الذي يشمل كفؤة لكشف التطفل من ناحية الكشف والفترة الزمنية  
من نتائج الاختبار  اضافة الى ذلك ،بعد عدم حصوله على قواعد جديدة مما وفر بالوقت 452ان النظام توقف عند 
ودقة  %3.78دورة نسبة الكشف كانت  001حيث ان في  جدا للتجارب المذكورة تبين ان معدل الكشف متقارب
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ان  توما يثب %23.69ودقة الكشف  %8.78دورة كانت نسبة الكشف  004وعند تحديد  %43.69الكشف 
بعدد  افضل القواعد التي لها القدرة على الكشف على اكبر عدد ممكن من البيانات بإيجادالخوارزمية لها امكانية 
واظهر بزيادة عدد الدورات سوف يتم الحصول على قواعد جديدة ولكنها تؤثر على  دورات قليلة وفترة زمنية قياسية
دورة من ناحية معدل الكشف  002وان افضل النتائج ظهرت عند اختبار النظام على  دقة الكشف بشكل سلبي
 .ودقة الكشف والفترة الزمنية
 مع عدد من الباحثين الخوارزمية المبتكرة) مقارنة نتائج 01(الجدول 
 ledoM tesataD % RD % PF % CCA )S:M:H(emiT
 ]31[ tsoobadA %01 99DDK 88.09 97.1 * *
 ]2[ reniM-tnA %01 99DDK 24.29 * * *
 ]4[ MOS %01 99DDK 73.29 76.4 * 00:53:00
 desoporP %01 99DDK 7.78 30.0 63.69 62:31:00
 
 اتــتنتاجــــالس -9
القواعد اثناء عملية التدريب للبيانات  أفضللتحديد  أفضلطريقة  لإيجادتبين من استخدام خوارزمية تابو  
 من خلال تقليل مساحات الخزن المطلوبة لاختيار القواعد ذات الكفاءة العالية واهمال القواعد التي تم ايجادها سابقا
عمليات التدريب مضاف لذلك ايجاد النتائج اثناء  لإجراءعند الحصول عليها مما ادى بدوره بتقليل الوقت المطلوب 
عمليات الاختبار. تبع بعد ذلك استخدام المنطق المضبب والذي ظهر بشكل واضح من حيث استهداف معالجة 
طى امكانية لاختيار خصائص تمكن من ايجاد بيانات كبيرة ومعقدة منها التي اعتمدت بالبحث، حيث بوجوده اع
نسبة كشف اعلى باتخاذ القرار الصائب بتحديد نوعية القواعد المطلوبة، وبهذا وفرت امكانية تهجين المنطق 
ت بالتدريب والاختبار والذي المضبب مع خوارزمية تابو على زيادة الدقة باختيار القواعد مما يؤدي لتقليل الوق
من تقليل الوقت بالاختبار والتدريب. وبهذا شملت عملية التهجين لما وفرته خوارزمية تابو  لاضاف بذلك وقت اق
الى تقليل باستهلاك المصادر المادية من ناحية المعالجة والخزن ومتبوع بزيادة القواعد التي توفر نسبة كشف اعلى 
د التي تعطي اعلى نسبة كشف. ظهر هذا الامر وقلة القواعد عدد القواعد بالوقت نفسه واخيرا الدقة باختيار القواع
التي اعطت نتائج متميزة على الرغم  %01 99DDKبشكل واضح اثناء عمليات التدريب والاختبار على بيانات 
من الحجم الكبير لهذه البيانات وبهذا نتائج التجارب ممكن ان تساعد الباحثين لمقارنة مختلف نماذج الكشف 
 للبيانات.
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