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This paper deals with two criteria for selection of variables for the discriminant 
analysis in the case of two multivariate normal populations with different means 
and a common covariance matrix. One is based on the estimated error rate of mis- 
classification. The other uses Akaike’s information criterion. The asymptotic dis- 
tributions and error rate risks of the criteria are obtained. The result will prove that 
the two criteria are asymptotically equivalent in the sense of their asymptotic dis- 
tributions and error rate risks being identical. 0 1985 Academic Press, Inc. 
1. INTRODUCTION 
Let x = (x1 ,..., xP)’ be an observation vector consisting of the available 
variables associated with an object which is to be allocated to one of two 
multivariate normal populations Z7,: NP[pR, C], g = 1, 2. The mean vec- 
tors f~ r, p2 and the covariance matrix C of full rank are unknown. Suppose 
that random samples of sizes N, from each population l7, (g = 1,2), are 
available. In many applications, it is desired to find the “best” subset of 
variables for classifying an observation x as coming from IZ, or n2. A 
number of methods have been suggested for selection of variables. For a 
summary of the methods, see, e.g., Eisenbeis and Gilbert (1973), Lachen- 
bruch (1975), Habbema and Hermans (1977), McLachlan (1980), 
Krishnaiah (1982). However, it seems that the theoretical study of the 
methods has been little done. 
This paper is concerned with the methods based on two criteria. One is 
based on the estimated error rate proposed by McLachlan (1976, 1980). 
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The other is based on an application of Akaike’s information criterion 
(Akaika, 1974). The purpose of this paper is to study the statistical 
property of the two criteria. We give the asymptotic distribution of the 
selected subset of variables based on each criterion. Using the asymptotic 
distribution we give the asymptotic error rate risk when the subset of 
variables is selected by each criterion. The result will prove that the two 
criteria are asymptotically equivalent in the sense of their asymptotic dis- 
tributions and error rate risks being identical. 
2. Two CRITERIA FOR SELECTION OF VARIABLES 
We will identify the subvector x(j) = (x,,,..., xjk,,,)’ of x by the 
corresponding subset j = {j, ,..., jkCi)} of the set of subscripts 1,2,..., p. Let J 
be the family of all possible subsets of {l,..., p}. Then the problem of selec- 
tion of variables may be regarded as how to select the best subset of 
variables j from J. If we use only a subset of variables x(j), then we may 
classify a new observation x by means of the classification statistic 
w(i) = (k,(j) - WH’W-‘{x(j) - t(w) + ~*(jN)9 (2.1) 
where Xn and S are the sample means and pooled sample covariance 
matrix, and Z&j) and S(j) denote the R, and S corresponding to x(j). The 
rule is to classify x as coming from 17, if w(j) > 0 and from IZ, if w(j) < 0. 
The expected error rate with equal a priori probabilities is given by 
where L(j) = f(L,(j) + L,(j)} and L,(j) is the conditional error of mis- 
allocation for x coming from n,, i.e., 
L,(j)= CD 
( 
(-1)" (kl(j) - ~2(j))'WF'{k$i) -t@,(J) + X2(j))) 
> {(E,(j) -~2(j)YW-'~(A S(j)-'(X,(j)--2(j))}"2 ' 
(2.3) 
where CD denotes the standard normal distribution function, and k,(j) and 
Z(j) denote the II and C corresponding to x(j). 
One of the natural methods for selection of variables is to select the sub- 
set j which minimizes an estimate of R(j). As an asymptotic unbiased 
estimate McLachlan (1976, 1980) proposed 
MA = @(G(j)), (2.4) 
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where D and D(j) are the sample Mahalanobis distance between I7, and 
II,, n=N-2, N=N,+N,, and 
G(j)= -@(j)+i{k(j)- l}{N;‘+N;‘}/D(j) 
+(32n)-‘D(j){4(4k(j)- 1)-D(j)*). (2.5) 
We denote the selection method based on M(j) by I,,,,, i.e., M(j,+,) = 
MiniEJ M(j). Since @ is a monoton increasing function, j,,,, minimizes also 
G(j), GUM) = Miq, J G(j). 
The other method considered here is based on a model selection 
criterion. We shall define a parametric model Q(j) which leads x(j) to be 
the “best” subsets of variables. As one of such parametric models we adopt 
the no additional information model, defined by 
Q(j); ak = 0 for any k E j and ak=O for any kE j, (2.6) 
where a = (a ,,.,., a,)‘=Z-*(pl - pZ) is the vector of coefficients of linear 
discriminant function for populations ZI,, II,, and jc is the complement of 
j with respect to the entire set { 1,2,..., p). The first condition in (2.6) is the 
same as Rao’s (1973, p. 551) hypothesis that x(f) provides no additional 
information. As a model selection criterion we use Akaike’s (1974) infor- 
mation criterion 
AW.i) = -2 logf(&j)) + 2p(j), (2.7) 
where f(S) is the likelihood function of the initial N observations on x, 
d’(j) is the maximum likelihood estimate of 0 = [RI, RZ, L’] under Q(j), 
and p(j) = p + k( j) + 4p( p + 1) is the dimensionality of 8 under L?(j). By 
the argument similar to the derivation of the likelihood ratio criterion for 
testing “ak = 0 for any k EY” (see, e.q., Rao (1973, Sect. 81~4)) we have 
A(j) =AZC(j)-AZC({ 1,2,..., p}) 
=Nlog(l+(p-k(j))~(J’)I(N-p-l)}+2(k(j)-p), (2.8) 
where 
WI= ((N-P- 1)l(p-k(j))}(~2-~(j)2)/{~(N~‘+N;’)+~(j)2). 
(2.9) 
We select the subset of variables x(j) to minimize A(j) and denote this 
selection by j,. 
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3. A RELATIONSHIP BETWEEN R(j) AND Q(j) 
We will show that the expected error rate R(j) is closely related to the 
no additional information model Q(j). Let j0 be a fixed subset in J. We 
may assume j, = ( l,..., k,} without loss of generality. We call O(j,) true 
model if {pr, pz, Z} satisfies the condition Q(j,) in (2.6). Letting 
J, = (jEJ; jzj,} and J2=JfnJ, (3.1) 
it is known (Fujikoshi, 1983) that sZ(j,) is true if and only if 
A(j)=A for any jEJ, and A(j)<A for any jgJ,, (3.2) 
where A and A(j) are the population Mahalanobis distance between I7, 
and I7, based on x and x(j), respectively. 
THEOREM 1. The model 52( j,) is true if and only if 
(i) co>limN(R(j)-R(j,))>O for jEJ,--{j,}, 
(ii) hm(R(j) - R(j,,)) > 0 for jE J2, 
where “lim” denotes the limit when N, -+ co, N, + co, and N,IN, + p, a 
fixed constant. 
Proof From Corollary 2 in Okamoto (1963) we have 
WA = @(- Q(j)) + 4(- IA(A {W(j) - 1 )/A(j) 
+ A(j)}(N;‘+N;‘)+a(k(j)-l)A(j)/nl+0,, (3.3) 
where 4 denotes the standard normal density function and O2 denotes the 
term of the second order with respect to NC’, N;‘, and n-l. Using this for- 
mula we can see the equivalence of (3.2) and (i), (ii). This completes the 
proof. 
From Theorem 1 we can regard Q(j) as a minimal realization of the 
parametric model such that R(j) is minimum, in the sense of (i), (ii) in 
Theorem 1. 
4. GOODNESS OF CRITERIA AND PRELIMINARY LEMMAS 
Let j, be a selection method, i.e., a mapping from X to J, where X 
denotes the observation matrix based on the samples of sizes N, from each 
population Z7, (g = 1,2). We asseses the goodness of the criterion in terms 
of 
{P~.*(J = Wj, =A je 51, (4.1) 
SELECTION OF VARIABLES 31 
and 
R PI,* = ~xW*)~. (4.2) 
It may be noted that in our problem (4.2) is more appropriate than (4.1). 
Shibata (1976) considered these typed measures of goodness in selection of 
the order of an autoregressive model by Akaike’s information criterion. 
For the derivation of (4.1) and (4.2) we may assume, without loss of 
generality, 
ASSUMPTION 1. The model Q(j,) is true, where 
j, = {l,..., k,}. 
In the following we will give some Lemmas useful in deriving asymptotic 
expressions of (4.1) and (4.2). 
LEMMA 1. For any positive constant b, 
Pr(D(j)2 - d(j)2 > b) 6 O(e-Ab), 
Pr(D(j)‘- d(j)’ < -b) < O(e-Jb). 
(4.3) 
(4.4) 
Proof Using a relationship between D2 and Hotelling’s T2 we can 
express D(j)2 as the ratio of independent X2-variates, 
D(A2= WMW2)) x:(.~)(~~)/x~-~(~)+,, 
where A2 = (N,N,/N) d(J2. Using Chebyshev’s inequality we have, for 
e > 0, 
Pr(D(j)’ - d(j)2 > b) 
= Pr i V(i)‘+ 6) xfL(i)+, < {NWP,)} &,,(A’) 
GE exp 
[ i 
+(i)‘+bhLcjr+, 
Ii ( 
E exp &Xi(j)(") II 
= l+;(d(j)‘+b) 
1 I 
-In-i(iiilii2(l-2~~~-~(j)/2 
-xP [WA’/{ 1 +$$-}I. 
Letting e = J n, we obtain (4.3). Similarly we can prove (4.4). 
6X3 17’1-3 
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LEMMA 2. Under Assumption 1 there exists a p x p matrix B such that 
(i) B=G;; &I, B,,; k,xk, and B,, is a lower triangular matrix, 
(ii) B(pL, -CL>) = (A, 0 ,..., 0)’ = 6, 
(iii) BZB’ = I, = the identity matrix of order p. 
Prooj See Fujikoshi (1983). 
Using the matrix B in Lemma 2 we define y, u, and V by 
Bd=6+(1/~)y,B(ji,-F,)=(l/~)u, (4.5) 
BSB’=r,+(l/J;;) I’, (4.6) 
where d= %, - 2,. Then the limiting distribution of y = ( yr,..., y,)’ is 
NJO, (2 + p + p-‘)Z,], the limiting distribution of u = (ur ,..., up)’ is 
N,[O, (1 + p)Z,], and the limiting distribution of V= [vkr] is normal with 
mean 0 and E{ u&} = 2, E{u~,} = 1, k # 1. Further the +jp( p + 3) elements 
y, and uk, (k < I) are independent in the limiting distribution, For j E Jr, we 
define a (k(j) - k,) x (p-k,) matrix T(j) of zeros and ones and a 
(p-k,)x (p-k,) matrix K(j) by 
x(j) = (xi 3 ; T(j)‘)‘, 
WI = B;; ’ T(j)’ ( T(j) C,,. 1 T(j)’ > ~ ’ T(j) &I, 
where C,,.,=z,,-C,,C,‘C,,, 
(4.7) 
(4.8) 
Z=(;:; ;;I), L’,,;k,xkO. (4.9) 
LEMMA 3. Under Assumption 1 it holds that for j E J, , 
D(j)‘= D(j,)’ +t o’z;K(j) z2 + 0,(K3j2), (4.10) 
where a= {42+2+p+p-‘}‘/2, z=(z,,...,z,,)‘, zk=(yk-dullr)/~, and 
z2 = (Zko + 1 ,..., zp)‘. The limiting distribution of z2 is N,- ko[O, Zp-k,,]. 
Proof: Using (4.7) it is seen that 
D(j)2 = D(j,)’ + (dz - S,, S,l d,)’ 
x W)‘(W) S2,. , T(j)‘)-‘W)(d2- S2,%’ d,h (4.11) 
where d = (a’,, a;)‘, d,: k, x 1 and S,, are the submatrices of S partitioned 
as in (4.9). Expressing the second term of (4.11) in terms of y and V in (4.5) 
and (4.6) we obtain the desired result. 
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5. ASYMPTOTIC DISTRIBUTIONS OF j, AND j, 
We consider the asymptotic distributions of j, and j, under 
Assumption 1 when N, -+ 03, N, --, co, and N,/N2 + p, a positive constant. 
The asymptotic distribution of jA is obtained as a special case of Fujikoshi 
(1983) as follows: Let lim PN,A(j) = pA(j). Then for ~EJ,, 
P,&) = Pr(S’WW - MA) 5 6 W(m) - W) for ~EJ,) (5.1) 
and for jEJz, 
PAA = 0, (5.2) 
where 5 = (5 1 ,..., 5, ~ ,+J’ and lk’s are independent random variables with 
N[O, 11 distributions. In the following we give the asymptotic distribution 
of j, and an improvement for the convergences of pN,,,,(j) and P~,~(]‘) for 
je J,. 
LEMMA 5. Under Assumption 1 it holds that for jc J, and ie,J,, 
Pr(G(i)<G(j))<O(e-Ab) (5.3) 
Pr(A(i) < A(j)) d O(e-hb), (5.4) 
where cI= Min. ,,J,.i,J2{4j) -4i)l >O and b = ha’. 
ProoJ: We can write 
Pr(G(i)<G(j))=Pr(D(i)-D(j)>ih(D(i),D(j))), 
where h(x, y)= {nN/(N,N,)}{(k(i)- 1)/x- (k(j)- 1)/y} +&(4@(i)- 1)x 
- x3 -4(k(j) - 1)~ + y’}. Let Q be the set of (D(i), D(j)) such that 
ID(i)-d(i)1 <$x and ID(j)-d(j)/ c&x. Then from Lemma 1 we have 
Pr(Q”) < O(e-Gb). Further, there exists a positive number n, such that if 
n > no, I( l/n)h(D(i), D( j))l < $x for (D(i), D(j)) E Q. Therefore we have, for 
n>no, 
WG(i) < G(j)) 
<Pr (D(i)-D(j))>jh(D(i),D(j))}nQ)+Pr(QC) 
(i 
< Pr(X(i) -X(j) > ia) + Pr(Q’) 
< Pr(X(i) > $) + Pr(X(j) < -$) + Pr(Q’) 
< O(e-fib), 
where X(j) = D(j) - d(j). This completes the proof. 
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THEOREM 2. The asymptotic distribution of j,,,, is the same as one of jA. 
Under Assumption 1 it holds that 
0) for jEJl, 
lim P~.~(I’) = pM(j) = pA(j) in (5.1), and (5.5) 
(ii) for jE J, and any positive constant h, 
lim Nhp,,,( j) = lim N*pN.A( j) = 0. (5.6) 
Proof Equation (5.6) follows from Lemma 5. From Lemma 5 we 
obtain that for j E J, , 
0 G PN.dj) - PN,,dJ’) G WepJ;;*h 
0 6 PN,AJ’) - PN,AJ’) < We+?, 
(5.7) 
(5.8) 
where p,,,J j) = Pr(G( j) < G(m) for m E J1) and PN,A( j) = Pr(A( j) < A(m) 
for m E J1). From Fujikoshi (1983) or Lemma 4 we obtain that for 
j,mEJ,, 
A(j) - A(m) = z;(K(m) - K(j)) z2 + 2(k(m) -k(j)) + O,(n- “*). (5.9) 
Similarly we obtain that for j, m E J1, 
(4An/a*)(G( j) - G(m)) = the right-hand side of (5.9). (5.10) 
The formulas (5.7b(5.10) imply (5.5). 
We are sometimes interested in selecting the “best” subset from a sub- 
family 3 of J. Let the selection methods obtained by minimizing M(j) and 
A(j) for j E 7 denote by JM and J”A , reprectively. By the same way ‘as in the 
proof of Theorem 2 we obtain. 
THEOREM 3. Let 3 be a subfamily of J such that 5”1 = J, n j # 0. Then 
jM and jA have the same asymptotic distribution, i.e., lim ~N,M(j) = 
lim PN,A( j) = d(j), where pN,* = Pr( j* = j). Further, under Assumption 1 it 
holds that 
0) forje J,, 
d(j)= Pr(S'(K(m)-K(j))5~2(k(m)-k(j))for mEJ1), 
(ii) for Jo Jz = J, n 7 and any positive constant h, 
lim Nhp,,,( j) = lim NhfiN,J j) = 0. 
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As one of the interested subfamilies we consider the family of p subsets 
f= ii, 2 ,..., p}, (5.11) 
where li = {l,..., k}. This is the case when an assessment of the relative 
inportance of individual variables is given a priori and the initial order of 
the variables x, ,..., xp makes sense. Then, since B,, is a lower triangular 
matrix, we have 
k,<k<p. (5.12) 
This implies that for k,, < k < p. 
d@) = s(k - kc,) I( P -k), (5.13) 
where s(k)=Pr(r)f=,(U,>O)), t(k)=Pr(n;=,(U,<O)), s(O)=t(O)=l, 
u[=(w,-2)+ ... + ( W, - 2) and wk’s are independent random variables 
with x: distributions. We note that j?(E) in (5.13) is the same typed one as 
in Shibata (1976). For explicit formulas of s(k) and t(k), see Spitzer (1956) 
and Shibata (1976). 
6. ASYMPTOTIC ERROR RATE RISKS 
For simplicity, instead of (4.1) we evaluate 
r P/,* = &{W*) - Uh)~ (6.1) 
which shows how much the risk increases by applying I*, from the risk 
E,{L(j,)) = R(j,) when j, is known. 
LEMMA 6. It holds that for j E J1, 
L(j)=L(j,)+~z;K(j)z,+ 0,(n-3'2), (6.1) 
where c = g2$( -@)/(44), 4 is the pdf of N[O, 11, and z2 and K(j) are 
defined by Lemma 3 and (4.8), respectively. 
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Proof: By the same way as in the proof of Lemma 3 we have 
W'W-'WI SW' d(j) = KkJ' Wo)p'Wo) S(j&' d(jd 
+ t a2z;K( j) z2 
- a ay;K(j) z2 + O,(n-“‘), (6.2) 
+ i au;K( j) z2 + O,(n p3’2), (6.3) 
W’W-‘(%(A - p2(j)) = d(jo)‘Wo)~‘(~2(jo) - M&J) 
+ d o(u2 - y,)'K(j) z2 + 0,(np3’2), (6.4) 
where y = (y;, y;)‘, yI : k0 x 1 and u = (II;, u;)‘, u, : k0 x 1. Substituting 
(4.10) and (6.2)-(6.4) to (2.3) we obtain (6.1). 
THEOREM 4. The selection methods JIM and j, have the same asymptotic 
increase in risk and under Assumption 1 it is given by 
lim Nr,,, = lim Nr,., = c 1 b(j), (6.5) 
where c = a’#( - Q)/(44), 
b(j) = E{ (S’W) 5) 1 (~‘(Kfm)~K(k))5~2(k(mj~k(J)~form~J1l 1 (6.6) 
and I,., denotes an indicator function of (.). 
Proof: Let j, be j, or j,. Using (5.6) and Lemma 6 we can write 
rN,.= 1 Ex[iL(j)-L(jo)) zu.=j)l 
jsJ 
=- 
;. 1 Ed(zPW Z2) I(/*= j)} + OWY2). (6.7) 
JEJl ~ {ion 
This implies the desired result. 
By the same way as in the proof of Theorem 4 it is easily seen that the 
selection methods JM and JA in Theorem 3 have the same asymptotic 
increase in risk. Let r”N,M and ?N,A be the increases in risk for j,,, and Ja. 
Then lim NT,.,,, = lim NF,,, = the right-hand side of (6.5) replaced J, by 
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J1 = J, n 7. Especially, for the case when 7 is given by (5.11), the result is 
equal to c C,“= kO+ 1 b”(k), where 
and Uk’s are defined in (5.13). Shibata (1976) has given an exact 
expreession of b”(K) only by using tail probabilities of x2 random variables. 
ACKNOWLEDGMENTS 
The author wishes to thank the referee for his valuable comments and suggestions. 
REFERENCES 
[I] AKAIKE, H. (1974). A new look at the statistical model identification. ZEEE Trans. 
Automat. Control. AC-19, 716723. 
[2] EISENBEIS, R. A., GILBERT, G. G., AND AVERY, R. B. (1973). Investigating the relative 
importance of individual variables and variable subsets in discriminant analysis. Comm. 
Statist. 2, 2055219. 
[3] FUJIKOSHI, Y. (1983). A criterion for variable selection in multiple discriminant analysis. 
Hiroshima Math. J. 13, 203-214. 
[4] HABLEMA, J. D. F., AND HERMANS, J. (1977). Selection of variables in discriminant by F- 
statistic and error rate. Technometrics 19, 487-493. 
[S] KRISHNAIAH, P. R. (1982). Selection of variables in discriminant analysis. In Handbook 
of Statistics, Vol. 2: Classification, Pattern Recognition and Reduction of Dimensionality 
(P. R. Krishnaiah and L. N. Kanal, Eds.), pp. 805-820, North-Nolland, Amsterdam. 
[6] LACHENBRUCH, P., AND MICKEY, M. (1968). Estimation of error rates in discriminant 
analysis. Technometrics 10, l-l 1. 
[7] LACHENBRUCH, P. A. (1975). Discriminant Analysis. Hafner, New York. 
[S] MCLACHLAN, G. 3. (1974). An asymptotic unbiased technique for estimating the error 
rates in discriminant analysis. Biometrics 30, 239-249. 
[9] MCLACHLAN, G. J. (1976). A criterion for selecting variables for the linear discriminant 
function. Biometrics 32, 529-534. 
[lo] MCLACHLAN, G. J. (1980). On the relationship between the F test and the overall error 
rate for variable selection in two-group discriminant analysis. Biometrics 36, 501-510. 
[l l] OKAMOTO, M. (1963). An asymptotic expansion for the distribution of the linear dis- 
criminant function. Ann. Math. Statist. 34, 12861301. 
[12] RAO, C. R. (1970). Inference on discriminant function coefficients. In Essays in Prob. 
and Statist. (R. C. Bose, Ed.), pp. 537-602. Univ. of North Carolina Press, Chapel Hill. 
[13] RAO, C. R. (1973). Linear Statistical Inference and Its Applications (2nd ed.). Wiley, 
New York. 
[ 141 SHIBATA, R. (1976). Selection of the order of an autoregressive model by Akaike’s infor- 
mation criterion. Biometrika 63, 117-126. 
[15] SPITZER, F. (1956). A combinatorial lemma and its application to probability theory. 
Trans. Amer. Math. Sot. 82, 323-339. 
