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Abstract
This paper addresses the problem of items exposure rate in computer adaptive testing and its relation with the structure
of an item bank. An item is a structure deﬁned by real and/or virtual components possibly containing text, image, audio
and/or video elements, which are useful to build a context where a question is made about, and of diverse elements or
mechanisms for information acquisition to provide an answer to this question. Every item has an associated diﬃculty
that depends on how easy is to answer the question about the deﬁned context. An item bank is a deposit of this
kind of structures and, in this paper, the item bank structure is deﬁned in terms of statistical indexes arising from the
onedimensional Order Statistics Theory, namely, nearest neighbor index and the standard variate of normal curve; and
another one from the concept of compactness of intervals of real numbers. In this sense, the work talks about items
diﬃculty exposure rate assuming that the item bank is, in fact, deﬁned by a ﬁnite discrete set of items diﬃculties.
Therefore, the emphasis is given on the items diﬃculty and it is assumed that the number of items per diﬃculty in
the item bank is unlimited. The experimental results are obtained through a simulation environment that takes into
account the deﬁnition of the structure of an item bank, the deﬁnition of a testing subject and the deﬁnition of an item
administration context. Therefore, the results are mainly experimental rather than theoretical, although the validation of
the simulation environment is based on theoretical results of other authors in the ﬁeld.
c© 2011 Published by Elsevier Ltd.
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1. Introduction
Some Learning Management Systems (LMS’s) [17] and Web site development systems [22] have a test-
ing component to measure the degree of achievement of their users in speciﬁc knowledge areas (Blackboard,
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Moodle and Hot Potatoe for example). This testing component deﬁnes a completely broad research ﬁeld by
itself, and includes diﬀerent aspects related with the administration of items used in tests.
The item administration becomes rather simple or complex depending on the philosophy of testing at
hand. Relatively simple procedures for item administration based on a philosophy of paper and pencil can
be found but, when this philosophy of testing is based on concepts such as those introduced by Computer
Adaptive Testing (CAT) [15, 19, 20], things become not so simple.
CAT is not just a very promising philosophy of testing but, actually, a reality based on the idea of
adapting the test to the testee, instead of adapting the testee to the test, like in the paper and pencil case.
There are diﬀerent ways of implementing this type of evaluation. One of them is based on the Item Response
Theory (IRT) [20]. Knowledge structure, rule space and factor analysis are other three diﬀerent methods
oriented to implement CAT philosophy, as well [12, 13, 18].
However, within CAT testing philosophy, there are still many problems embracing topics related with
item bank administration, mainly the speciﬁcation of an optimal item selection criterion. Item administra-
tion in real time is one of the main characteristics of an adaptive testing system because of its design and
implementation. Several models of initial ability estimation, item selection, item’s exposure rate control,
and diverse psicometric models, among others, have been proposed.
The problems of item selection and item’s exposure rate control are quite related, and they have a di-
rect interaction with the item bank, which is a repository from where the items are extracted along a test
processing. Given a context of testing, the item selection process consists in applying a map between the
estimated ability of a testee and an item’s diﬃculty, with the main intention of selecting the items with the
best information about the real ability level of the testee. In this sense, if Θ deﬁnes the set of abilities and Δ
is a collection of subsets of item’s diﬁculties, then f : Θ −→ Δ deﬁnes the function f with a not so simple
correspondence rule, as it will be seen later on. The function f behaves almost like an interval map does.
Under ideal circumstances, the item bank should have an adequate amount of items (with an acceptable
distribution of diﬃculties) to avoid item overexposure at any time.
Even though the domain Θ of f is a real interval, this does not happen for the Δ collection which, in
a concrete application, its elements are ﬁnite numerable sets of diﬃculties. This situation is even more
complicated, because the cardinality of these ﬁnite numerable sets can also be variable in some contexts of
selection procedure [3].
If B denotes the item bank, then the ﬁnite cardinality of the repository (total number of diﬀerent diﬃ-
culties values, not the number of items with these diﬃculties!) is |B|. In a real scenario, for every diﬃculty
value μi in the repository there is a number mi of items with this diﬃculty, so that the total number of items
in the repository is given by the expression
∑|B|
k=1 mk.
Hence, metaphorically speaking, every diﬃculty labels a set of mi items in some instant of time t, and the
role of the function f consists in selecting the set of diﬃculties with the highest information about the real
ability of the testee, considering that an estimate of this ability is already known. To simplify the analysis,
hereafter the number of items per diﬃculty is assumed to be unlimited, and future work is addressed toward
the case of a ﬁnite number of items per diﬃculty, considering this problem as an speciﬁc case of queue
theory or stock control. Figure 1 illustrates the case discussed in this paper.
The topic research in this paper is concerned with the problem of studying the behavior of an item
bank as a function of the radius p from the testing neighborhood Bp
(
f
(
θˆ
))
, and the radius s from the
neigborhood of selection Bs (·). Do they have an eﬀect on the size of the diﬃculty exposure rate? Notice
that, because of the context already proposed, instead of questioning about item exposure, the question asks
about diﬃculty exposure. In fact, the contribution of this paper is twofold: to formulate useful criteria,
based on Order Statistics Theory, to categorize the goodness of the structure of an item bank, and to remark
that the characteristics that deﬁne the neighborhood Bs (·) directly aﬀect the evaluation process and the item
administration.
2. Order Statistics Theory and item bank description
The item bank structure has a strong impact on the precision of the estimated ability for a testee. For
example, an item bank containing a small amount of items (diﬃculties) and with high dispersion on the
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Fig. 1. Estimate ability values θˆ are used to select the next diﬃculty inside the item bank B. This selection considers items inside a test
neighborhood Bp
(
f
(
θˆ
))
. The number of diﬃculties inside B is a ﬁnite one, but the number of items per diﬃculty is unlimited. At the
same time, there is a neighborhood Bs (·) whose elements, if any, are estimated abilities that satisfy the pseudo Cauchy criterion for
convergence. The test continues while this stop criterion is not satisﬁed.
diﬃculty values, will almost surely produce estimated abilities beyond the acceptable values. Therefore, it
is reasonable to say that the structure of the item bank is deﬁned by the number of items, the distribution of
their diﬃculties, or the number of items per diﬃculty, the interval of possible values for these diﬃculties,
the type of item, etc.
The method of item (diﬃculty) selection is also aﬀected by the structure of the item bank. It is clear that,
no matter what method of item (diﬃculty) selection is chosen, an item bank with a quite disperse distribution
of item diﬃculties will make that the exposure rate of these diﬃculties will increase quickly.
Some eﬀorts have been made to solve these and many others problems associated with the item bank
administration. For example, the simplest way of item selection suggests to choose the item with the higher
information about the real ability of the testee. For some authors, this is a criterion based on a single value
of the estimated ability [3, 16].
However, if the item bankB is considered as a neighborhood containing the whole set of item diﬃculties,
the criterion of single ability estimate value can be seen as one criterion based on item selection over one
interval or neighborhood. This observation suggests the possible construction of more general methods of
selection based on neighborhoods of diﬃculties rather than just a single point. Indeed, several authors have
studied selection rules with this kind of neighborhood [10]. These proposals are, in fact, critics to the item
selection method based on a single value of the estimated ability .
However, one of the inconveniences of these proposals, even those based on Fisher information, is that
high item (diﬃculties) exposure rates are obtained, or they tend to aﬀect the precision of the estimated
abilities, or they produce both eﬀects at the same time [10]. Furthermore, the precision on the estimated
ability is not just a function of the item bank size, as other authors said [16], but also a function of the
distribution of the item diﬃculties.
With no doubt, the number of items is very important to get an item bank with acceptable performance,
but the speciﬁcation of this valor is not, in any way, a warranty for the item bank to have a suﬃciently
large number of diﬃculties with reasonable distribution, which is a sine qua non condition to obtain good
276   J. Sua´rez et al. /  Procedia Technology  7 ( 2013 )  273 – 281 
precisions of the estimated abilities, and to have an eﬀective policy of item exposure control. For these
reasons, it is very important to talk about number of items per diﬃculty, concept that appears in a natural
way when the distribution of diﬃculties is considered as a clustering problem in the data mining ﬁeld.
This is only one part of the whole story, because other kind of neighborhood must also be considered.
Particularly, the kind of neighborhood associated with the way of ﬁnishing a test. One criterion is based
on the idea of convergence of the estimated abilities, and further enquiry needs to be done in this sense.
There are some interesting results of other authors explaining the ways in which this type of convergence
occurs[9]. In fact, some of these results are used to validate the functioning of the simulator used in this
paper.
There are statistical tools that can also be applied to study the phenomenon of item exposure rate, and
Order Statistics Theory is one of them. There are diﬀerent applications of the Order Statistics Theory in
several branches of science, mainly in biology, geology, etc. [11]. The concept of nearest neighbor is also
presented in this theory, but in a very diﬀerent sense of the previous discussion [21]. Appendix A introduces
in a greater detail some important aspects of Order Statistics Theory and the way this theory relates with the
ﬁeld of item bank analysis.
Therefore, the analysis of diﬃculties distribution might be seen as one dimensional clustering problem
that can be described through very well known indexes in the data mining ﬁeld, speciﬁcally those indexes
deﬁned by the nearest neighborg method. These indexes are useful to describe the degree of clustering of
a set of points, which is precisely the situation in an item bank. Second order properties or local properties
are a complement of ﬁrst order or global properties associated to important patterns of distribution (mean,
variance, mode, etc.) [2, 6, 11, 14] and the indexes are a very useful tool to specify these local properties.
It is quite interesting to search for these kind of indexes and how they can be useful for determining
the goodness of the item bank structure. For example, the type of eﬀects that a very disperse distribution
of diﬃculties has on the estimated ability and the item exposure rate, even though the number of items per
diﬃculty in the structure of the item bank is acceptable. This point of view remarks the important diﬀerence
between the number of items and the distribution of diﬃculties, it makes evident that the problem of item
exposure rate only embraces the control of item presentation for every diﬃculty, and that the problem of
precision in the estimated ability is closely related with the distribution of diﬃculties in the item bank.
3. Algorithms
Algorithm StoppingConvergence implements the satisﬁability of the pseudo Cauchy criterion of conver-
gence and Algorithm 1 describes the part of the main procedure, where the function StoppingConvergence
is called. There are, of course, many other procedures and functions still not mentioned, but with the same
importance for the good functioning of the simulator and the implementation of the ideas already posed in
previous sections of this paper.
The Computer Adaptive Testing process can only stop when one of the following three conditions is
satisﬁed: the evaluation has used the maximum number of permitted items, or the evaluation has lasted for
the maximum permitted time, or the estimated ability does not suﬃciently change within a neighborhood
previously deﬁned. This paper only studies the eﬀects of the third condition on the evaluation process, and
Line 7 of Algorithm 1 makes a call to algorithm StoppingConvergence, looking for the satisﬁability of the
pseudo Cauchy criterion to stop. The pseudo Cauchy criterion is satisﬁed when the neighborhood Bs (·)
reaches the desired cardinality
∣∣∣Bs (·)∣∣∣.
4. Simulation results
The simulation results are supported by a previous validation of the simulator. After validating the
system, some conditions of testing are created to produce some results related with the diﬃculty exposure
rate.
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Algorithm 1 Sketch of main procedure to show the construction of the current set of estimated abilities
(latest |Bs (·)| values of estimated abilities) to test the pseudo Cauchy convergence.
Require: Arguments of simulation
Ensure: Results of simulation
1: procedure Main(Arguments of simulation)
2: ...
3: q← 1
4: Certi f icate← false
5: while Certi f icate is false do
6: Compute componente qth of current set of estimates of ability
7: if current set of abilities has cardinality |Bs (·)| then
8: Certi f icate←StoppingConvergence(current set, s, |Bs (·)|)  Certify current set
9: end if
10: ...
11: if current set of abilities has cardinality |Bs (·)| and Certi f icate is false then
12: q← |Bs (·)| Module |Bs (·)| deﬁnition of indexes of elements current set ability estimates
13: Make left shift on current set abilities, leaving empty rightmost cell to include next estimate
14: else
15: q← q + 1  Current estimated set does not have |Bs (·)| elements, yet. Still being ﬁlled
16: end if
17: ...
18: end while
19: ...
20: end procedure
4.1. Simulation validation
The validation of the simulator has been made considering the convergence behavior of the estimated
abilities, although some other options, or complementary evidence, can be used. For example, the following
theorem provides some useful tools in this sense and has been stated and proved by other authors in the
ﬁeld,
Theorem 1. Let {θˆk} be the sequential estimators speciﬁed by steps 1-3 for the Rasch model. Then, as
n→ ∞, θˆn → θ a.s. and
√
n/4(θˆn − θ)→ N(0, 1). Furthermore, 4In(θˆ)/n→ 1 a.s., where Iθ = ∑ni=1 exp(θ −
bi)/(1 + exp(θ − bi))2 is the observed Fisher information [9].
Figure 2 illustrates the convergence of the estimated ability to the real value of ability for some testing
conditions. Particularly, the estimate is predicted with a precision of 0.25% in relative error. It can be
seen that the estimated abilities, and those diﬃculty values given by the item bank, accumulate around a
bidimensional neighborhood deﬁned by these variables.
4.2. Selection neighborhood and item exposure
On the other hand, Figure 3 illustrates the way the radius of the neighborhood of selection aﬀects the
number of iterations to reach the true ability value. The same experimental conditions are hold for every
experiment, as represented by the total number of iterations as a function of the neighborhood radius.
5. Conclusions and future work
According to the results obtained from the behavior of the item bank administration, when the radius and
cardinality of the neighborhood of selection are included as variables of interest, we can observe that this
behavior is very interesting. The control of these variables has an impact on the values of the item exposure
rate. There is a regular behavior of the item exposure rate as a function of the radius of the neighborhood
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Fig. 2. Ability estimate θˆ (as predicted by the simulation) versus selected item diﬃculty μ ∈ B. The conditions of predictions assume an
unknown real ability with value of 3 logits and an initial ability with value of −1 logits.The predicted ability estimate, after 23 iterations
(ı´tems presentations or, equivalently, a test with 23 ı´tems), has a value of 2.79809 logits, while the last selected item diﬃculty (element
of the data bank B) has the value 2.79107 logits, which gives a relative error of 0.25%. On the other hand the item bank structure and
item administration conditions are, respectively, deﬁned by a neighborhood index of 0.94633 and a density index of 0.98772, a pseudo
Cauchy neighborhood of 0.1 with cardinality 5 and a test neighborhood of 0.01. The distribution of diﬃculties in the item bank is an
acceptable intrinsic characteristic and it is not due to random eﬀects as indicated by the Gaussian index value of −1.134. The item bank
has 300 diﬃculties and the interval and subinterval are given by (−4,+4).
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Fig. 3. Simulation results for total number of iterations before ﬁnishing a test versus the radius s of the neighborhood of selection
Bs (·). Every point in an experiment represents a test under the speciﬁed simulation conditions. For smaller radius s, higher the total
number of iterations and, therefore, higher the possibility of using more frequently the diﬃculties in the item bank. On the other
hand, for higher radius s, smaller the total number of iterations and, therefore, smaller the possibility of using more frequently the
diﬃculties in the item bank. The experimental conditions deﬁne an item bank with 100 diﬃculties, with a nearest neighbor index of
0.8979, random structure of −1.2363, density index of 0.9856, test neighborhood of 0.01, Cauchy cardinality of 5, initial ability of −1
logits and a suppossed real ability of +1 logits. The minimum and maximum points of the interval and subinterval of diﬃculties are
(−4,+4) logits.
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of selection. The item exposure rate is inversely proportional to the radius. Small radius tend to provide
large values on the total number of iterations before ﬁnishing a test. The cardinality of the neighborhood
of selection has also a strong impact on the item exposure. A high value of cardinality increases the total
number of iterations before ﬁnishing a test. The radius and cardinality of the neighborhood of selection
represent, in a certain way and methaporically speaking, the severity of the instructor. The cardinality of the
neighborhood of selection represents the number of sequential items that the testee has rightly, or wrongly,
answered just before the instructor decides to ﬁnish the test and, on the other hand, the radius means the
tolerance that the instructor assigns for the estimated ability to represent the real ability value. At the current
stage of the research presented in this paper, Order Statistics seems to be the natural tool to locally describe
the structure of an item bank. The structure of the item bank is mainly given by the distribution of diﬃculties
and, in a natural way, Order Statistics introduces the concept of item density, which refers to the number of
items per diﬃculty. On the other hand, there are still some other very important research questions that need
to be addressed to the work. Future work should be conducted to study the relation between the structure of
an item bank, represented by the nearest neighbor index, the standard variate of normal curve index and the
density index, and the precision of the estimated ability and the item exposure rate. The problem of item
exposure control in terms of queue theory or stock control needs to be solved.
Furthermore, the description or analysis of the structure of a real item bank, through the diﬀerent indexes
already discussed, has been started by the development of a real Computer Adaptive Testing System called
Ariya [1, 5, 7, 8]. The system is currently oriented to evaluate the testee’s ability to understand diﬀerent
physical concepts inside the topic of kinematic and the subtopic of uniformly accelerated motion. This
development will be used to discuss another important point concerned with the way in which some diﬀerent
exposure rate control techniques (Randomesque, Simpson–Hetter, etc. [4]) behave as a function of the item
bank structure, along with their relations to the characteristics of the neighborhood Bs (·).
Appendix A. Order Statistics and density indexes
Appendix A.1. Density index
The diﬃculty density property of the item bank is characterized by the density index, which is deﬁned
through the concept of average distance between points in a compact interval and the concept of average
distance between a set of discrete points inside the same compact interval. Therefore, in the deﬁnition of
the density index, it is assumed that there is a real open interval (a, b) and that it is required to compute, for
every point x ∈ (a, b), the average distance between this point and the set of points y ∈ (a, b) [2, 6]. This
average distance changes from one point to another and, for a point x ∈ (a, b), it is given by
1
b − a
[
x2 − (a + b)x + 1
2
(a2 + b2)
]
Next, it can be proved that the average of all these distances becomes 13 (b − a). For a discrete ﬁnite set of
diﬃculties, the mean of the average distances is computed as indicated by Deﬁnition Appendix A.1, and
the density index is δ = 3 Dˆb−a .
Deﬁnition Appendix A.1. Let assume a random and one dimensional spatial distribution deﬁned by n
diﬃculties x1, x2, . . . , xn with increasing order (it does not matter the form of the diﬃculties distribution
at this moment). Let Di j the distance between the point i and the point j, which is deﬁned as follows,
Di j =
∣∣∣xi − x j∣∣∣ ,∀i, j ∈ {1, 2, . . . , n} , then the average distance related with the diﬃculty i is given by the
following equation,
Dˆi =
1
n
n∑
j=1
Di j,∀i ∈ {1, 2, . . . , n} and the mean of these averages becomes Dˆ = 1n
n∑
i=1
Dˆi
The index of density of the set of diﬃculties describes how much dense the set becomes when compared
with the density of the compact real interval (a, b). Notice that, in the general case, the set of discrete
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diﬃculties can be strongly grouped inside a subinterval of the interval (a, b), but this fact does not necessarily
imply a high density with respect the interval (a, b). The maximum value of the density index occurs when
there are only two discrete diﬃculties and the value of one of them acquires the value a and the other one
the value b. In this case, the density index has the value 1.5. The minimum value of the density index occurs
when there are just two discrete diﬃculties, but they are close enough to make the average distance equal
to zero, so the density index is equal to zero in this case. A density index close to 1 implies a high density
value for the set of discrete diﬃculties.
Appendix A.2. Order Statistics
Let consider the experiment of randomly and uniformly selecting n diﬃculties x1, x2, . . . , xn from the in-
terval (a, b). Afterwards, these n diﬃculties are ordered in an increasing form xi1 , xi2 , . . . , xin , ik ∈ {1, 2, . . . , n},
where xik represents a possible value of the random variable Xk. The main concern consists in determining
some of the important statistics for every one of the n random variables such as, for example, the mean and
the variance. This is called the order n statistics. In what follows, n ≥ 2 and the analysis is made over
the general interval (a, b) following the methodology from reference [21], where the analysis is only made
over the unitary interval (0, 1). It is relatively easy to obtain the results for order n statistics in the interval
(a, b) by mean of the following change of variable y = x−bb−a , where it is assumed that a < x < b. Therefore,
y ∈ (0, 1) and the results of reference [21] can be applied. The expected value of Xk in the order n statistics
of the interval (0, 1) is E(Yk) = kn+1 , so that the expected value in the interval (a, b) is
E(Yk) = a +
k
n + 1
(b − a),∀k = 1, 2, . . . , n
Similarly, the variance of the order n statistics for the interval (a, b) is
σ2(Yk) =
1
n + 2
k
n + 1
(
1 − k
n + 1
)
(b − a)2,∀k = 1, 2, . . . , n
These results can be used to analyze theoretically the behavior of the average of the distances between
every pair of diﬃculties in the item bank, when only closest neighbors are considered. In this case, the
average is given by the following equation, under the assumption that there are n diﬃculty values in the
interval (a, b),
dˆ =
1
n
⎡⎢⎢⎢⎢⎢⎢⎣abs(x2 − x1) +
n−1∑
i=2
min(xi − xi−1, xi+1 − xi) + abs(xn − xn−1)
⎤⎥⎥⎥⎥⎥⎥⎦
The theoretical mean of these averages is given by the equation
〈
dˆ
〉
= 0.5
(
1 +
1
n + 1
)
1
ρ
,∀n ≥ 2,
where ρ represents the number of items per diﬃculty or the item density. The variance of the averages is
also given by
σ2(dˆ) =
1
n2
2n2 + 17n + 12
12(n + 1)2(n + 2)
(b − a)2,∀n ≥ 2
The statistic tests to determine the level of clustering of the diﬃculties in the interval (a, b) are given by
the nearest neighbor index η and the standard variate of normal curve c, which are respectively deﬁned as
follows [11],
η =
dˆ〈
dˆ
〉 and c = dˆ −
〈
dˆ
〉
σ(dˆ)
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