To illustrate the potential for probabilistic simulation modelling of operator exposure a probabilistic model was constructed using the draft EUROPOEM II database. The model also incorporated actual pesticide use data. Although the EUROPOEM II database is not complete, and the resulting simulation has to be regarded as only provisional, the data were sufficient to illustrate some of the principles involved. The model was constructed using nonparametric empirical input distributions. Associations were observed in the input exposure data and were reflected in the model. The exposure and usage data were all variable and showed highly negatively skewed distributions and the technique avoided concerns about having to define single representative values for point estimates. Increasing the number of iterations improved the stability of the output, but as expected, resulted in higher exposures being predicted due to a combination of rare events. Analysis of the inputs for individual iterations giving high results indicated that, in this example, these were due to unrepresentatively high input values for inhalation exposure. Simulations that excluded these values were more stable and showed lower exposures, illustrating the need to ensure the validity of the input distributions. Crown
INTRODUCTION
The supply and use of pesticides is regulated through official risk assessment based procedures. Risk assessment is a scientifically based process consisting of hazard identification, hazard characterisation, exposure assessment, and risk characterisation (OECD, 1995) . Exposure assessment involves quantification of the frequency, duration, routes and levels of exposure. Generic or surrogate exposure data are often used as the first step in the assessment to quantify the routes and levels of exposure (Henderson et al., 1993) . This is done using various deterministic models that have been described elsewhere (van Hemmen, 1993; Kangas and Sihvonen, 1996) . Within the European Community where the legislative basis for regulation is being harmonised under Directive 91/414/EEC "concerning the placing of plant protection products on the market" (CEC, 1991) , work is underway to produce a single harmonised European predictive operator exposure model, EUROPOEM. A first draft of a deterministic model has been published as the result of a European Commission funded Concerted Action (Anon, 1997) . A second EC Concerted Action (EUROPOEM II) is currently updating the first EUROPOEM action.
An aim of these Concerted Actions is to construct a single database of measurements of exposure of users to pesticides during loading and application. This database will then be used to produce a transparent and validated model to replace the various approaches currently used within different EU Member States.
The project is not yet complete, and even when finished the database will be updated as new data become available. However, sufficient data are already in the database to make it worth considering how to utilise the information. As expected the levels of exposure within the database show significant variation, even when grouped into subsets of data from the same tasks, for example mix/loading liquid products for vehiclemounted sprayers or applying using ground boom S56 P. Y. Hamey sprayers. The core range of any individual subset typically covers two or three orders of magnitude. The data from the different studies are generally harmonious although individual studies generally show slightly smaller ranges than the overall spread.
Traditionally these sort of exposure data have been used to provide exposure models based on point estimates of exposure. Usually some estimate of central tendency, or other statistic, (geometric mean, arithmetic mean, median, or 75th percentile) is taken from each of the normalised observed distributions of inhalation and dermal exposure from mix/loading and application tasks. These central tendency values are then extrapolated using an amount of pesticide, representative of that likely to be applied, to estimate the predicted exposure. This approach obviously ignores variability in both the exposure data and amounts of product likely to be used, and the position of the resulting point estimate in the likely overall distribution of exposures is not clear.
Probabilistic simulation modelling can take account of the underlying variations and because it avoids having to select single representative values resolves some of the issues regarding how representative deterministic estimates are.
In this paper, an example is given to illustrate a possible approach using data from the draft EURO-POEM II database to estimate exposure arising from the use of a pesticide. This will show what can currently be done with proprietary software. The scenario chosen is for a liquid product used in arable situations where applications are made with ground boom sprayers. For this example, the use data for chlorpyrifos discussed by Hamey (2001) is also employed. The objective of using a probabilistic simulation is to predict the distribution of likely levels of exposure.
METHOD
The draft EUROPOEM II database contains 156 replicates where various combinations of dermal and inhalation exposures were measured during loading liquid products using open pour techniques into ground boom (123 replicates) or other tractor drawn sprayers (33 replicates). These data form one continuous set of exposures. The data are summarised as normalised potential dermal and inhalation unit exposures, i.e. exposure per kg of active substance handled or sprayed. Potential dermal exposure is the total amount of pesticide coming into contact with the clothing and skin, so does not account for protection afforded by protective equipment or clothing. The fraction that contacts the skin is referred to as actual dermal exposure. Similarly the draft database contains 130 replicates where exposures were measured during application using vehicle drawn or mounted arable ground boom sprayers. Over 95% of the data were collected using vehicles fitted with cabs.
To estimate exposure using these data in a probabilistic approach the single unit exposures representing each distribution in the deterministic approach are replaced by iteratively sampling from distributions representing each exposure, the overall scheme is shown in Fig. 1 . All these data are negatively skewed, and as might be expected on theoretical grounds may be lognormal distributions. The simulation could be modelled using theoretical distributions, such as lognormal or other appropriate distributions fitted to these data. Alternatively non-parametric empirical distributions based on the data can be used. As the observed potential exposure data are sufficiently extensive it is reasonable to use the observed individual cumulative distribution frequency curves as the basis for sampling the different parameters. This avoids issues associated with fitting parametric distributions to the data and having to decide on the maximum and minimum allowed for each variable, as theoretical distributions are unbounded. In this case, cumulative frequency distributions were selected as the non-parametric input distributions. The use of cumulative distributions also avoids having to select distribution size classes and allows, if necessary, more detail (i.e. data points) to be used to describe parts of the distribution of most interest (in this case the upper tails). The cumulative frequency distributions derived directly from the observed data for inhalation, potential body (i.e. whole body less hands) and hand exposures are shown in Figs 2-4.
The data were examined for any associations between the different exposures. This was done by simple statistical and graphical analysis. Spearman Rank correlation analysis was used, as any association may not be normal, and the significance of the correlation coefficients was subjected to a t-test. Scatter plots of each pairing were also produced.
This procedure indicated positive associations between all exposures during mix/loading and also between all exposures during application. Furthermore, 39 of the operators monitored during mix/loading were also monitored during application, and there were also positive associations between exposures measured in the two stages. The correlations were statistically significant in all but one case (potential hand exposure during mix/loading and potential dermal exposure during spraying) see Table 1 . In all cases graphs confirmed the appropriateness of assuming that the correlation was true, as an example Fig. 5 shows the data for potential body and hand exposures during mix/loading.
These correlations were included in the model so that the input distributions would be correlated, similarly to the observed data. Because of gaps in the observed data, as some potential pairs did not exist, the observed correlation coefficients in Table 1 did not form a consistent matrix. The software used to do the simulation automatically adjusted the matrix so that it was coherent.
The first steps in the model were to simulate the total potential dermal and inhalation exposures using the more extensive parts of the database: at present the data on actual body and actual hand exposures are still being worked on and only limited data are available on these aspects. Unit exposures for potential body exposure, potential hand exposure, and potential inhalation exposure during both mix/loading and application were sampled. These unit exposures where then multiplied by the amount of active substance handled which in turn was the product of values of the dose and area treated.
The dose and daily area treated data values were derived from chlorpyrifos usage data that were taken from the MAFF 1998 Arable Pesticide Usage Survey Database (Dr Miles Thomas, MAFF Central Science Laboratory) as discussed by Hamey (2001) . The data were also analysed for association between area treated and dose applied. As there was no association between the area treated and dose used the model sampled these values independently from the respective cumulative frequency distributions of area treated and dose applied, shown in Figs 6 and 7, respectively. Although 5% of uses appeared to involve application of doses higher than 110% of the maximum recommended for cereals, these were limited to small-scale treatments. Therefore, the model input dose distribution was limited to the maximum recommended.
It is common for respiratory protection not to be required or worn, so potential inhalation exposure is representative of the potential levels to which users may be exposed. Conversely, potential dermal exposure is obviously an overestimate of the levels that operators are actually exposed to. Therefore, an attempt was made to refine the estimates and produce estimates of actual dermal exposure for users wearing gloves and appropriate clothing. Within the EUROPOEM II database, there are currently some actual dermal exposure measurements as well as potential dermal exposure measurements. The data currently available are those for actual body exposure during mix/loading and protected hand exposure during mix/loading and application. Some more data on actual body exposure, particularly during application, will be available when the project finishes, but these data were not accessible for this analysis.
Actual dermal exposure could have been modelled by sampling directly from the relevant distributions. However, at present these data are much less extensive than the potential dermal exposure data. Also it is generally assumed that actual dermal exposures are in some way dependent on the level of potential dermal S59 Operator exposure to pesticides exposure. Spearman rank correlation coefficients and graphs of the data showed that there were significant associations between potential and actual dermal exposures. Therefore the approach taken was to model the actual dermal exposures as being dependent, using trends observed in the EUROPOEM II data. Regression analysis was used to fit linear and curvilinear, power, exponential, and logarithmic, curves to the data. The most appropriate fit, as determined by regression coefficient and graph, was then considered for use to define the central trend of the relationship. Simulation of the variation around the trend line was then achieved by sampling from normal or lognormal distributions, with means equal to the trend line value and standard deviations equal to the standard deviation of the differences between the predicted trend and observed actual exposures. As negative values would not be valid the functions were constrained so that the minimum values were limited to zero or the minimum observed actual exposure level where this was very low. Also as actual exposure cannot exceed potential exposure the maximum value was restricted to the potential exposure value. The selection of either the lognormal or normal function to represent the variation around the trend line was based on two steps. A visual assessment of the distributions of the differences between the predicted and observed actual exposures in the regression analysis was made. In addition, simulations of actual exposures were made using the different options for each of the observed potential exposures and these were compared with the observed actual exposure measurements. Distributions that visually gave simulations that provided the most satisfactory matches to the observed data were then selected for use in the model to estimate actual exposures from the calculated potential exposures. Figures 8-10 show both the observed and simulated actual exposure data for hand exposures and body exposure. As data were not available to determine a relation for actual body exposures during application the relationship for actual body data during mix/loading was used. Spreadsheet models were created using Excel (version 7.0, Microsoft Corp., Redmond, WA) and the @Risk add-in (version 4.0, Palisade Corp., Newfield, NY), see Appendix A for details. To complete this example, and provide an estimate of the absorbed dose 1% of actual dermal exposure was assumed to be absorbed. This assumption was derived from a human volunteer study, with five subjects, where following dermal application of a diluted commercial formulation to the forearm 0.6-1.5% (mean 1%) of the applied dose was absorbed (Griffin et al., 1999) . Although not done here, variability in the absorbed dose could also be modelled. In addition, as no relevant data were available, a conservative assumption that 100% of potential inhalation was absorbed was used. Body weight distribution was taken from a sample of 2197 adults, males and females, included in a British dietary survey (Gregory et al., 1990) . These data showed body weights of 38-144 kg, to be lognormally distributed with a mean of 70 kg and a standard deviation equivalent to 13.6 kg. However, the model input was again sampled from a cumulative frequency distribution based on the observed values. 
RESULTS
Sampled input distributions showed good matches to the original exposure, usage, and bodyweight data. Analysis of the detailed data showed similar correlation coefficients to the adjusted values generated by the software, i.e. about 15% lower than the values shown in Table 1 , and graphs showed similar although more dense distributions demonstrating the reliability of the input sampling.
As expected from a mainly multiplicative model, consisting of negatively skewed inputs the output distributions were also highly negatively skewed. The output distribution of total potential dermal exposure is shown in Fig. 11 . Sensitivity analysis, using Spearman correlation coefficients, showed strongest correlation with the potential hand exposure during mix/loading. Correlations with potential body exposure during mix/loading, potential hand exposure during application and the area treated are all similar. To a lesser degree there was also correlation with the potential body exposure during application (Table 2 ). Figure 11 also shows the distribution of total potential inhalation exposure. This showed strongest correlation with inhalation exposure during application (Table 3) . The total absorbed dose distribution (Fig. 11) , showed a strong correlation with the actual hand exposure during mix/loading (see Table 4 ). The mean level absorbed was estimated at about 3 µg/kg bw. The 95th percentile was about 12 µg/kg bw/day and the maximum was nearly ten-fold higher at 105 µg/kg bw/day. Examination of the individual iterations producing the top 5% of absorbed dose estimates showed a preponderance of higher representative values of at least one input. The most obvious configuration was that about one third of these iterations included the values sampled from the top 5% of inhalation exposures during application or mix/loading.
DISCUSSION AND CONCLUSIONS
The associations observed in the data and reproduced in the model are considered to be reasonable, for example operators with high potential hand exposure during mix/loading are likely also to have high dermal (body) exposure assuming splashing is a mechanism of transfer of product to the hands and clothing or that hand to body contact is another. The associations between inhalation exposure and hand and body exposure may also be due partly to the same mechanism although concerns about a number of the high values discussed below are relevant, so this should be treated more sceptically until further work is done on the database.
The principle of modelling actual dermal exposure dependent on potential exposure requires more work, including the use of quantitative statistical fit statistics to select the best fitting distributions. It is noticeable that the range of potential exposures where actual exposure data are also available is limited. For body exposure during mix/loading the range of potential exposures extends to about 80 times the maximum potential exposures for which concurrent actual exposure measures exist. For hand exposure the equivalent difference is about 1100 times during mix/loading and during application the difference is about 50 times. Without observations extending into the higher ranges the fitted trends and the variation around the trends are extrapolated into areas of uncertainty.
A second concern regarding how representative the data are arises from the fact that the data are derived from studies where new gloves and clothes were worn. It is possible that the protective performance of new items is greater than the levels of protection commonly experienced in the field where used items are reused over.
Validity of using the relationship between potential and actual body exposure observed during mix/loading for simulating actual exposure during application is also unknown and again this should be treated with caution until more information is available from the EUROPOEM database.
Several of the higher inhalation values in the EURO-POEM database are already suspect because although they come from perfectly adequate studies the values appear to be unrealistically high when compared to the rest of the data. Some of the other high values are derived from a combination of no measurable levels and a relatively high limit of detection, these are apparent as the obvious steps in the cumulative distributions shown in Fig. 4 . Furthermore, these high exposures were observed in studies where the amounts handled and areas treated were relatively small. The inclusion of these values in the database is transparent and may be not critical where a central tendency value is used to derive a point estimate. Obviously including these values in the sampled distributions in a probabilistic simulation is different as some iterations may extrapolate from these values, which may bias the outcome of the simulation. Similar conclusions may be reached regarding some of the dermal exposure values.
To provide the data for the detailed analysis, a single simulation of 1000 iterations was performed. This was chosen to limit the amount of data handled when exploring associations in the simulated data. This number of iterations was obviously not sufficient to achieve convergence in the outputs. For example from 20 simulations each of 1000 iterations the mean 95th percentile and maximum absorbed doses were 13.2 and 240 µg/kg bw/day, and the coefficients of variation (CV) were 7 and 55%, respectively. Increasing the number of iterations to 10 000 resulted in the mean 95th percentile of 13.1 and a two-fold higher mean maximum of 483 µg/kg bw/day, with CV of 3 and 30%, respectively. From these results the maximum value is apparently the result of some relatively rare combinations of high input values. The need to take account of such rare combinations will depend on the severity of the risk and the probability of the events.
However, it is likely that these high exposures were due to the possible unrepresentative values in the input data. The effect of excluding the high inhalation values based on non-detectable residues and possible procedural outliers was modelled by restricting the inputs for the potential inhalation exposure during mix/loading to 5 and 32 µg/kg a.s. handled, respectively, and by removing the highest potential hand exposure from the mix/loading sample. In this case when simulations of 1000 iterations were done the mean 95th percentile and maximum absorbed dose were significantly lower at 4.9 and 34.4 µg/kg bw/day, respectively, with CV of 5 and 33%, respectively. At S63 Operator exposure to pesticides 10 000 iterations the mean 95th percentile was 5.2 and the mean maximum was 49.7 µg/kg bw/day, with CV of 3 and 33%, respectively. The model was therefore more stable. Further examination will be done on the EUROPOEM data to consider the adequacy of the input values.
To put the numbers of iterations calculated into context from the 1998 usage survey the number of arable farms in England and Wales estimated to use chlorpyrifos was only 3660-4705.
Another aspect, is how these results compare with the traditional deterministic approach? As EURO-POEM is incomplete a full comparison cannot be done. However, based on 75th percentile exposure values, [this statistic was used in the first EUROPOEM report (Anon, 1997) ], maximum recommended dose, and mean area treated, the predicted point estimates of potential dermal and inhalation exposures are 211 000 and 156 µg/person/day, respectively. These are equivalent to the 81st and 78th percentiles from the probabilistic predictions of the potential dermal and inhalation exposures, respectively. Clearly some iterations predict much higher potential exposures. These might be of importance particularly where risks arising from acute hazards are of concern. Where the hazard one that requires repeated exposure an average level of exposure maybe a more appropriate value. The average of the probabilistic predictions of potential dermal and inhalation values are 170 000 and 190 µg/person/day, respectively. However, a proper consideration requires an analysis of the use patterns of repeat users and modelling of such exposure, which has not been done for this example. Even without this analysis, it is noticeable that the probabilistic approach allows a more informed assessment of the levels of exposure and facilitates the identification and consideration of both reasonable typical and realistic worse cases in the risk assessment.
Finally, the objective here was to produce an example of how probabilistic modelling using suitable exposure data could be achieved. It was not to make a definitive exposure estimate. Despite the above shortcomings, which are mainly the results of working from an incomplete database the principles illustrated are sound and probabilistic modelling can be useful providing valid data are available.
