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a b s t r a c t
We discuss an algebraic method for model checking in the modal
µ-calculus over finite state labelled transition systems that can
be used to provide solutions that are in a sense generic, i.e., in
a formula the quantifiers can be left as unknowns. The resulting
solution can then be used with the method of Gröbner bases to
determine which choices, if any, of quantifiers in a formula (and all
sub-formulae) lead to chosen values for the variables. The ability to
provide generic solutions can be seen as a useful tool for providing
examples either for pedagogical reasons or for case studies. We
show that if polynomials are represented in expanded form then in
the worst case their size is exponential in the size of the input. By
contrast, for the example given, the size is linear if zero suppressed
binary decision diagrams are used. We also discuss counting the
number of possible solutions as quantifiers are varied and show
that this is #P-complete. The use of Gröbner bases is not inherent
to this application, othermethods of deciding the existence of roots
and of elimination can also be used.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The modal µ-calculus was introduced by Kozen (1983) and has been widely studied due to its
ability to express a very wide range of interesting properties of finite state concurrent systems (e.g.,
liveness, safety and fairness). A key question is that of model checking: given a formula Ψ , labelled
transition system T with initial state s, and valuation function V does Ψ hold at s? (We give a
very brief introduction in the next section.) Emerson and Lei (1986) gave an algorithm based on
the Tarski–Knaster fixed point theorem while Emerson et al. (1993) showed that the problem is in
NP ∩ co-NP. Other approaches are based on translating the question to boolean equations combined
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with a fixed points approach, e.g., Andersen (1992) or completely to boolean equations, Mader
(1995, 1997). Stirling (1995) gives an approach based on games while the strategy improvement
algorithm of Jurdzinski and Vöge (2000) can also be used for model checking. In this paper we discuss
a simple algebraic notation for a solution to the problem based on boolean equations. A feature of
this approach is that it can be used to provide solutions that are in a sense generic, i.e., they apply
to a class of formulae in the sense that the quantifiers can be left as unknowns. In fact the solution
we give is essentially the same as that of Mader (1995, 1997) but in algebraic notation (and was
initially produced around the same time). Generic solutions can be used to check if there is a choice
of quantifiers to satisfy certain requirements. This can be seen as a useful tool for providing examples
either for pedagogical reasons or for case studies.
1.1. General background
In this sectionwe give a brief introduction to the basic notions of themodalµ-calculus and boolean
equations. Formore details and associated references, see Emerson (1996), Stirling (1992) or Bradfield
and Stirling (2006).
A labelled transition system is simply a graph whose vertices are labelled by elements of a set of
states S andwhose edges are labelled by the elements of a set of actions A. The vertices receive distinct
labels while different edges can have the same label. We can see such a structure as modelling the
evolution of a system through instances of time. Theunderlying graph canbe finite or infinite, however
in this paper we will assume that it is finite. The modal µ-calculus provides a powerful and compact
logic for expressing properties of such systems.We present one definition of the formulae of this logic
(in fact one useful normal form) together with their semantics. As usual we have a set of constants
and a set of variables together with an interpretation V of them on S giving a set of states for each one.
We use s →a t to indicate that there is an edge labelled a from state s to state t . We also use P (S)
to denote the power set of S and (partially) order subsets by inclusion. A formulaΦ denotes a subset
[[Φ]] of S defined as follows:
• ifΦ is a constant or a variable then [[Φ]] is given by the interpretation on S.
• [[Φ ∨ Ψ ]] = [[Φ]] ∪ [[Ψ ]].
• [[Φ ∧ Ψ ]] = [[Φ]] ∩ [[Ψ ]].
• [[[a]Φ]] = {s ∈ S | t ∈ [[Φ]] for all t s.t. s →a t}.• [[⟨a⟩Φ]] = {s ∈ S | s →a t for some t ∈ [[Φ]]}.• [[µx.Φ]] denotes the least fixed point of Φ viewed as a function P (S) → P (S), where the
interpretation of x is varied over subsets.
• [[νx.Φ]] denotes the greatest fixed point ofΦ .
The existence of the least and greatest fixed points as well as their uniqueness is guaranteed by the
Knaster–Tarski Theorem. The reader is warned that even experts can find it difficult to interpret a
formula. Roughly speaking,µ captures liveness (something happens eventually) and ν captures safety
(something always happens). Given the data above, we say that Φ is true at s if and only if s ∈ [[Φ]].
In applications, the formulaΦ usually has no free variables so that an interpretation is needed only if
the formula has constants.
There are various ways to find the set denoted by a formula. Here we describe one method that
is used in the rest of the paper. The idea is very simple. We represent subsets of S by the bit vector
method. Suppose that S = {s1, s2, . . . , st}. For each logical variable xi we introduce boolean variables
xi1, . . . , xit with the usual intended correspondence that xij is True if and only of sj ∈ [[xi]]. We can
use this idea to replace a formula by a system of boolean equations of a somewhat special nature. We
illustrate this process with an example. Firstly, it is convenient use 0 for False, 1 for True and order
these by 0 < 1, this is used for the rest of the paper. Let Ψ = µx1.⟨a⟩.νx2.(([b]x1 ∨ Q ) ∧ µx3.(x1 ∨
(x3 ∧ x2))), where Q is a constant, and consider the transition system in Fig. 1. First we translate the
formula into the intermediate form
µx1 = ⟨a⟩x2
νx2 = ([b]x1 ∨ Q ) ∧ x3
µx3 = x1 ∨ (x3 ∧ x2).
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Fig. 1. A simple labelled transition system.
The first equation is to be read as stating that x1 is the same set as that denoted by ⟨a⟩x2 and if there
happens to be a choice of possibilities we take the least set. Similar comments apply to the other two
equations.
Now we remove modalities (the ⟨ ⟩ and [ ] quantifiers) by introducing the boolean variables xij,
for 1 ≤ i ≤ 3 and 1 ≤ j ≤ 2, and translating each equation at each state. A constant such as Q is
replaced by 1 (i.e., True) at state sj if sj ∈ V (Q ) and by 0 otherwise. In the following we assume that
V (Q ) = {s2}; the preceding equations become:
µx11 = x21 ∨ x22
µx12 = 0
νx21 = (x11 ∧ x12) ∧ x31
νx22 = x32
µx31 = x11 ∨ (x31 ∧ x21)
µx32 = x12 ∨ (x32 ∧ x22).
The first two equations arise from µx1 = ⟨a⟩x2 as follows (the rest are similar). For convenience we
identify states with the vertices of which they are labels. The state s1 is in the set [[x1]] if and only if
we can carry out an a action and enter a state that belongs to [[x2]]. At state s1 we have the choice
of carrying out an a action that keeps us in state s1 (so we need s1 to be in [[x2]]) or an a action that
takes us to state s2 (so we need s2 to be in [[x2]]). In terms of the boolean variables this is captured by
x11 = x21 ∨ x22. Since x1 is required to be the least set satisfying x1 = ⟨a⟩x2 we prefix the boolean
equation with µ, indicating that if there is a choice we take the least value of x11 (i.e., leave state s1
out if possible). Similarly state s2 is in the set [[x1]] if and only if we can carry out an a action and
enter a state that belongs to [[x2]]. However it is not possible to carry out an a action at s2 and so we
have x12 = 0. We prefix this with µ for the sake of uniformity although it makes no difference. In
general an intermediate equation σ x = Ψ leads to a block of t boolean equations each prefixed by
the same quantifier σ .
Beforemoving on to the general situationwenote that our example formula is quantified overall by
the variable x1 so that it provides a name for the set it denotes. This need not be the case, e.g. a formula
could be of the formµx1.Φ1∧νx2.Φ1.We can easily dealwith this by introducing a new variable x that
denotes the set [[x1]]∩ [[x2]]. Of course this variable does not appear in the formula but it gives rise to t
boolean variables that can be used to form the boolean equations (it does not matter what quantifier
we use to prefix the defining equations for the newvariables since the defining sub-variableswill have
a unique value). Finally, the task of translation is simplified if we ensure that quantified variables are
unique, in other words we do not have formulae in a form such as µx1.Φ1 ∧ νx1.Φ1.
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Given a formula Ψ of the modal µ-calculus, a labelled transition system T and a valuation V we
can translate it to an equivalent system of boolean equations of the form:
σ1 x1 = Φ1(x1, . . . , xn),
σ2 x2 = Φ2(x1, . . . , xn),
...
σn xn = Φn(x1, . . . , xn),
(1)
where each quantifier σi is one of µ, ν and each Φi is a monotonic boolean function of x1, . . . , xn
(i.e., the function can be expressed without using negation). Note that we have dropped the awkward
double indices in the general situation.
A system (1) denotes a unique solution given by:
1. If n = 1 set S = {b | b = Φ1(b)} and note that S is not empty since Φ1 is monotonic. If σ1 = µ
then we choose the least element of S otherwise the greatest.
2. If n > 1 then let (ab2, . . . , abn) be the solution to the system consisting the last n − 1 equations
with b in place of x1 where b = 0, 1. Set S = {(b, ab2, . . . , abn) | b = Φ1(b, ab2, . . . , abn)}. Again S
is nonempty because Φ1 is monotonic. If σ1 = µ then we choose the member of S with the least
first coordinate otherwise the greatest.
This is a direct translation of the semantics for themodalµ-calculus. The order inwhich the equations
are given is important; from now on we will assume that the variables are ordered by x1 < x2 <
· · · < xn which determines the order on the equations. Mader (1997) shows that a system of boolean
equations can be translated back to model checking.
2. Solution by substitutions
It will be convenient to have the following convention for a boolean formula Φ , variable x and
quantifier σ ∈ {µ, ν}:
Φ[σ/x] =

Φ[0/x], if σ = µ;
Φ[1/x], if σ = ν.
Lemma 1. Suppose that Φ(x) is a monotonic boolean formula in the single variable x. Then the solution
of σ x = Φ(x) is given byΦ[σ/x].
Proof. Suppose that σ = µ. The solution toµ x = Φ(x) is 0 if and only ifΦ(0) = 0. Now ifΦ(0) ≠ 0
thenΦ(0) = 1 and, sinceΦ is monotonic,Φ(1) = 1. Thus the solution is given byΦ(0) in any case.
If σ = ν then the same argument applies but with the roles of 0 and 1 interchanged.
Given a system (1) define a sequence of substitutions Sn, Sn−1, . . . , S1 as follows:
1. Sn is given by
xn → Φn[σn/xn].
2. For i = n− 1, n− 2, . . . , 1, the substitution Si is given by
xi → (Si+1Si+2 · · · SnΦi)[σi/xi].
Note that Si only affects xi and keeps all other variables fixed. Substitutions have the following simple
properties:
1. Sixj = xj if i ≠ j.
2. We have SiΦ(x1, . . . , xn) = Φ(x1, . . . , Sixi, . . . , xn) for any formulaΦ(x1, . . . , xn).
3. Let b ∈ {0, 1} and j ≠ i. Then for any formula Φ(x1, . . . , xn) we have (SiΦ)[b/xj] = Si[b/xj]Φ[b/xj],
where Si[b/xj] denotes the substitution that sends xi to (Sixi)[b/xj].
Theorem 1. The solution to (1) is given by
xi = S1S2 · · · Sixi,
for 1 ≤ i ≤ n.
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Proof. We use induction on n. The base case n = 1 follows from Lemma 1. For the induction step
recall that we can solve (1) by taking each b ∈ {0, 1} and solving
σ2 x2 = Φ2(b, x2, . . . , xn),
σ3 x3 = Φ3(b, x2, . . . , xn),
...
σn xn = Φn(b, x2, . . . , xn),
(2)
to produce two solutions (ab2, . . . , abn). After this we choose between the two values of
(b, ab2, . . . , abn) according to the first equation.
For each value of b let Sbn, Sb,n−1, . . . , Sb2 be the substitution sequence given by (2). By induction
the solution to (2) is given by:
x2 = Sb2x2, x3 = Sb2Sb3x3, . . . , xn = Sb2 · · · Sbnxn.
From the simple properties of substitutionswehave Sbi = Si[b/x1], for 1 ≤ i ≤ n, where Sn, Sn−1, . . . , S1
is the sequence of substitutions given by (1). Thus, for 2 ≤ i ≤ n, we have:
Sb2 · · · Sbixi = S2[b/x1] · · · Si[b/x1]xi
= (S2 · · · Si)[b/x1]xi[b/x1]
= (S2 · · · Sixi)[b/x1].
Now in order to choose the appropriate value of bwe look at:
Φ1(b, (S2x2)[b/x1], . . . , (S2 · · · Snxn)[b/x1]) = Φ1(x1, S2x2, . . . , S2 · · · Snxn)[b/x1]
= (S2 · · · SnΦ1)[b/x1].
Thus the appropriate value of b is the solution to:
σ1 x1 = S2 · · · SnΦ1.
Thus, by Lemma 1, b = (S2 · · · SnΦ1)[σ1/x1], i.e., b = S1x1 while the value of xi, for 2 ≤ i ≤ n is given
by:
xi = (S2 · · · Snxi)[b/x1]
= S1S2 · · · Sixi,
and the proof is complete. 
The theorem also shows that we can give a generic solution to system (1); we regard the quantifiers
as unknowns and in building the substitutions we treat σi as an unknown at each stage.
3. Detecting irrelevant quantifiers
In later sections we will rely on algebraic methods. In this section we discuss a suitable encoding
andmake one observation. Let k be a field and X1, X2, . . . , Xn indeterminates over k. We can use awell
knownmethod to encode boolean formulae as polynomials. We keep the encoding of True and False
as 1 and 0, respectively. Each boolean variable xi is encoded as Xi. The formula xi∧ xj is represented by
XiXj while xi ∨ xj is represented by 1− (1− Xi)(1− Xj). These can be extended to more complicated
formulae in the obvious way (recall that we do not need negation).
We treat σ1, σ2, . . . , σn as indeterminates over k. Thus the solution to system (1) can be expressed
in algebraic form by the use of substitutions. We obtain n equations
Xi = Ψi(σ1, . . . , σn), for 1 ≤ i ≤ n. (3)
Thus for any assigned values s1, . . . , sn ∈ {0, 1} of σ1, . . . , σn we obtain a solution ξ1, . . . , ξn for
X1, . . . , Xn. We call a quantifier σi irrelevant if the set of all solutions (ξ1, . . . , ξn) that we obtain (as
each σj is assigned 0 or 1) is not affected by the value of σi.
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Since we are only interested in {0, 1}-values for the σi wemay also add the equations σ 2i − σi = 0
to any system; thus all other polynomials can be simplified so that the exponent of each indeterminate
is either 0 or 1; we say that such a polynomial is in normal form.
Lemma 2. Suppose that each Ψi in (3) is in normal form. Then a quantifier σi is irrelevant if and only if it
does not appear in any of Ψ1, . . . ,Ψn.
Proof. Clearly if σi does not appear in any of the normal forms then it is irrelevant. For the converse
we assume that i = n just to keep the notation simple. First of all we note that each boolean
function {0, 1}n → {0, 1} has a unique normal form: clearly every such function has a normal form.
Uniqueness follows from the fact that there are precisely 22
n
such functions as well as normal forms.
Suppose now that σn is irrelevant and consider Ψj for 1 ≤ j ≤ n. We have Ψj(σ1, . . . , σn) = Ψj1
(σ1, . . . , σn−1)σn + Ψj0(σ1, . . . , σn−1) where Ψj1, Ψj0 are in normal form. Since σn is irrelevant we
have Ψj1(s1, . . . , sn−1) + Ψj0(s1, . . . , sn−1) = Ψj0(s1, . . . , sn−1) for all s1, . . . , sn−1 ∈ {0, 1}. Thus
Ψj1(σ1, . . . , σn−1) is the normal form for the boolean function that is identically 0. However the normal
form of this is the 0 polynomial. Thus σn does not appear in Ψj. 
Naturally there is a corresponding version of the preceding lemma for appropriate boolean normal
forms, i.e., the encoding is not essential.
4. Gröbner bases
Suppose now that we have a system (1) in which the quantifiers are unspecified. The question
we ask is: for a given set of assignments to the boolean variables x1, x2, . . . , xn is there a choice of
quantifiers for which the system holds? We seek an approach that has the potential to avoid the
obvious one of trying all possible choices of quantifiers.
We use the algebraic encoding discussed in the preceding section. Suppose we assign values
ξ1, . . . , ξn to X1, . . . , Xn. Our question amounts to asking if the system
Ψi − ξi = 0, σ 2i − σi = 0, for 1 ≤ i ≤ n, (4)
has a solution. Since solutions are restricted to {0, 1}we may apply the Nullstellensatz (even though
k is not assumed to be algebraically closed). Thus our question is answered (amongst other ways) by
computing a Gröbner basis of the preceding polynomials (see Buchberger, 1965, 1970); the answer is
affirmative if and only if the basis does not contain a non-zero constant.
For greater speed of computation we may take k to be GF(2); this enables the use of specialized
software, e.g., see Brickenstein et al. (2008) (an earlier version is due to Brickenstein andDreyer, 2007).
Another practical consideration is that ourmotivation is to study the formulae of themodalµ-calculus
and the effect of varying the quantifiers within a given formula. The translation of such a formula to a
system of boolean equations yields blocks of equal numbers of equations; each block has t equations
where t is the number of states. Within any given block the quantifiers are identical. Thus we would
not in practice have a separate indeterminate ‘quantifier’ for each equation. It follows that (4), when
amended to have blocks of quantifiers, has a solution for at most 2n/t tuples (ξ1, . . . , ξn).
The translation given has one obvious defect for those methods of Gröbner basis computations
that require polynomials to be expanded. This means that the encoding of x1 ∨ x2 ∨ · · · ∨ xn yields
a polynomial with exponentially many terms. We can avoid this problem as follows. Firstly we may
assume that in (4) eachΦi is either a constant or a conjunction or a disjunction of variables. This can be
ensured by introducing auxiliary variables and extra equations. For exampleµx32 = x12 ∨ (x32 ∧ x22)
is replaced by µx32 = x12 ∨ y, µy = x32 ∧ x22; the quantifier in the second equation has no effect
and could be replaced with ν. Clearly, in general, the size of the new system obtained is bounded in
size by a small polynomial function of the size of the original system. For the encoding we introduce
auxiliary symbols X1, X2, . . . , Xn subject to Xi + X i = 1 for 1 ≤ i ≤ n. Now xi1 ∧ xi2 ∧ · · · ∧ xi1 is
encoded by Xi1Xi2 · · · Xi1 as before while xi1 ∨ xi2 ∨ · · · ∨ xi1 is encoded by 1− X i1X i2 · · · X i1 . Similarly
we may introduce a new indeterminate σ and equation σ + σ = 1 for each quantifier σ though we
have no guarantee that generic solutions can be kept small, this is discussed below in Section 5.
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In Brickenstein and Dreyer (2007) and Brickenstein et al. (2008) the use of zero suppressed binary
decision diagrams is proposed for the boolean case, i.e., the field is GF(2). This has the advantage that
the obvious sources of exponential blow up in size are addressed automatically. We return to this
point in Section 5.
Finally in this section, we note that the use of Gröbner bases here (and below) is not inherent; other
methods can also be used.
4.1. Counting and solving simultaneously
As observed above, system (4), when amended to have blocks of quantifiers, has a solution for at
most 2n/t tuples (ξ1, ξ2, . . . , ξn). In other words for a given generic modal µ-calculus formula there
are at most 2n/t values (i.e., sets) for the variables for which there are choices for the quantifiers (i.e.,
µ or ν) that lead to the sets. In this section we discuss an approach that counts the exact number of
such choices of sets and yields the sets simultaneously. We can rephrase this by defining the meaning
of a formula (for a given labelled transition system and interpretation) to be the sets denoted by its
variables. The method discussed here provides a way to count the number of different meanings a
formula can have as the quantifiers are changed and provides the values of the meanings.
For this section we assume that the field k has characteristic 0 (in practical terms we take it to be
Q). We replace system (4) by
Ψi − Xi, σ 2i − σi, X2i − Xi, for 1 ≤ i ≤ n.
Define the endomorphism α of k[X1, . . . , Xn, σ1, . . . , σn] by α(X1) = X1− 2X2− 22X3− · · · − 2n−1Xn
and fixing all other indeterminates (see Heintz and Morgenstern (1993) or Kalorkoti (2001)). We
use the following result that relies on well known facts about zero-dimensional radical ideals; it is a
slightly generalized version of a result that appears in Kalorkoti (2001). In order to avoid cumbersome
notation we have relabelled the σi by Xn+1, . . . , Xm.
Lemma 3. Let I be an ideal of k[X1, . . . , Xm], where m ≥ 1, that includes X2i − Xi for 1 ≤ i ≤ m and
assume that k has characteristic 0. Suppose n satisfies 1 ≤ n ≤ m and let π be the projection of V(I), the
zeros of I, onto kn given by (ξ1, . . . , ξn, . . . , ξm) → (ξ1, . . . , ξn).
The ideal α(I)∩ k[X1] is non-zero. Furthermore, let p be the non-zero monic element of α(I)∩ k[X1] of
minimal degree d. Then:
1. π(V(I)) has d zeros.
2. p = (X1 − ζ1)(X1 − ζ2) · · · (X1 − ζd) where ζ1, ζ2, . . . , ζd are the X1-coordinates of the elements of
π(V(α(I))).
3. Each (ξ1, ξ2, . . . , ξn) ∈ π(V(I)) corresponds to a root ζ = ξ1 + 2ξ2 + · · · + 2n−1ξn of p.
We omit the proof as it follows standard arguments using the fact that α(I) is a radical ideal as shown
in Kalorkoti (2001).
Thus we can count the number of tuples for which (4) has a solution by finding the degree of p.
Moreover if we have p then its roots give us all the tuples (ξ1, ξ2, . . . , ξn) for which (4) has a solution.
We can find p by computing a Gröbner basis of
Ψi − α(Xi), α(X2i − Xi), σ 2i − σi, for 1 ≤ i ≤ n,
w.r.t. a lexicographic order (or any elimination order) in which X1 is the least indeterminate: a non-
zero constant multiple of pwill appear as a member of any such basis.
As an example we consider again the system introduced in Section 1.1. The generic formula is
σ1x1.⟨a⟩.σ2x2.(([b]x1 ∨ Q ) ∧ σ3x3.(x1 ∨ (x3 ∧ x2))) and the generic solution is
X11 = X22 = X31 = X32 = σ2σ3, X12 = X21 = 0.
Thus there are only two choices of sets for the variables x1, x2, x3 for which there is a formula with
those as values (with the given finite state system and interpretation of Q ). The quantifier σ1 is
irrelevant; of the eight possible formulae two of them (setting σ1 = µ/ν, σ2 = ν, σ3 = ν) lead
to x1 = {s1}, x2 = {s2}, x3 = {s1, s2} while the other six lead to x1 = x2 = x3 = ∅. Define
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α by α(X11) = X11 − 2X12 − 22X21 − 23X22 − 24X31 − 25X32 and fixing all other indeterminates.
Computing an appropriate Gröbner basis we find the member polynomial X11(X11 − 57); the root
0 gives us the solution in which all sets are empty; the root 57 yields the other possibility since
57 = 1+ 0× 2+ 0× 22 + 1× 23 + 1× 24 + 1× 25.
Finally we note that if we wish only to count the number of sets associated with some of the
variables of the logical formula then we simply adjust the definition of α accordingly. Thus if, for
the previous example, we wish only to count the number of sets for x1, x2 then we use α(X11) = X11
− 2X12 − 22X21 − 23X22 and we obtain the polynomial X11(X11 − 9).
4.2. #P-completeness
Herewe show that the general problemof counting the number of solutions to a system is #P-hard,
see Papadimitriou (1994). To be precise we consider the problem #µ-Boolean Eqns defined by:
Input: A systemof boolean equations in the variables x1, . . . , xn with generic quantifiersσ1, . . . , σm
and a subset I of {1, 2, . . . , n}.
Output: The number of solutions to xi for i ∈ I as the quantifiers range over all possible values.
Let y1, . . . , yN be boolean variables and define the problem #Monotone 2-Sat by:
Input: A boolean formula Φ = c1 ∧ c2 ∧ · · · ∧ cs where each ci is of the form yi ∨ yj for some i, j
with 1 ≤ i, j ≤ N .
Output: The number of satisfying assignments to the given formula.
This was shown to be #P-complete by Valiant (1979).
Theorem 2. #µ-Boolean Eqns is #P-complete.
Proof. The associated decision problem is clearly inNP.We reduce#Monotone 2-Sat to our counting
problem as follows. Given an instance of #Monotone 2-Sat build the following system of boolean
equations:
σi xi = yi ∧ Φ(y1, . . . , yN), for 1 ≤ i ≤ N,
σN+i y1 = yi, for 1 ≤ i ≤ N.
We set I = {1, 2, . . . ,N} to obtain an instance of #µ-Boolean Eqns and let S be the number of values
for x1, . . . , xN . The solution to this system is
xi = σN+i ∧ Φ(σN+1, . . . , σ2N), yi = σN+i, for 1 ≤ i ≤ N.
Thus any assignment to σN+1, . . . , σ2N that does not satisfyΦ yields x1 = · · · = xN = 0. On the other
hand any assignment s1, . . . , sN that does satisfy Φ yields xi = si, for 1 ≤ i ≤ N . It follows that the
number of satisfying assignments to Φ is S − 1 (since Φ is monotonic so that setting each σN+i to 0
does not satisfy it). 
See Bernasconi et al. (1997) for another example of using Gröbner bases for counting.
It is worth noting that despite Theorem 2 the method discussed here is still of practical use (aside
from the fact thatmany instances of such problems are easy to solve in any case). Asmentioned above,
even small formulae of themodalµ-calculus can be difficult to understand; by contrast any reasonable
implementation of the method will run to completion in acceptable time.
5. Worst case behaviour and dual systems
We return to the question of finding generic solutions to a given system in relation to the cost. It is
easy to produce systems that lead to very large polynomials (when expanded). Consider the following
system:
σi xi = x1 ∨ x2 ∨ · · · ∨ xn, for 1 ≤ i ≤ n. (5)
The generic solution is clearly xi = σ1∨σ2∨· · ·∨σn, for 1 ≤ i ≤ n. The polynomial corresponding to
the right hand side is 1−∏ni=1(1− σi) which has 2n− 1 terms when expanded. The obvious remedy
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to this is, as discussed above, to introduce auxiliary indeterminates σ i and polynomials σi + σ i − 1
for 1 ≤ i ≤ n. However suppose we are computing a Gröbner basis of the system
σ 1σ 2 · · · σ n, σ 2i − σ i, σ 2i − σi, σi + σ i − 1, for 1 ≤ i ≤ n.
Ifweuse an ordering inwhichσ i > σi for 1 ≤ i ≤ n then the basis includes (1−σ1)(1−σ2) · · · (1−σn).
Thus any method of computing Gröbner bases that uses expanded polynomials would return a
structure that is of exponential size in the size of the input.
An alternative to introducing the extra indeterminates σ i is to use the dual systemwhich is defined
as follows. We define the dual ofΦ by
Φ∗(x1, . . . , xn) = ¬Φ(¬x1, . . . ,¬xn),
i.e., we swap ∨ and ∧ in a monotonic function (with 0 and 1 interchanged in the case of constant
functions). We also define µ∗ = ν and ν∗ = µ. The dual system to (1) is
σi xi = Φ∗i (x1, . . . , xn), for 1 ≤ i ≤ n.
We now have
Lemma 4. Let xi = Ψi(σ1, . . . , σn), for 1 ≤ i ≤ n, be the solution to system (1). Then the solution to the
dual system is xi = ¬Ψi(σ ∗1 , . . . , σ ∗n ), for 1 ≤ i ≤ n.
This follows from Theorem 1. More directly it can be seen at the µ-calculus level using
Φ1 ∧ Φ2 = ¬(¬Φ1 ∨ ¬Φ2), ⟨a⟩Φ = ¬[a]¬Φ, µz.Φ(z) = ¬νz.¬φ(¬z),
and their dual versions.
In some situations using the dual system can avoid exponential blow up due to expansion. This is
clearly the case for the simple system (5). However for system (6) below the dual system does not
help.
We consider now the system En:
σ1 x1 = x1 ∧ x2,
σ2 x2 = x2 ∧ x3,
σ3 x2 = x3 ∨ x4,
σ4 x4 = x4 ∨ x5,
...
σ4n−3 x4n−3 = x4n−3 ∧ x4n−2,
σ4n−2 x4n−2 = x4n−2 ∧ x4n−1,
σ4n−1 x4n−1 = x4n−1 ∨ x4n,
σ4n x4n = x4n.
(6)
For the rest of this section we use GF(2) as the field. The generic solution for X1 (the indeterminate
corresponding to x1) has 22n − 1 terms when expanded. We prove this by induction on n. We claim
that the solution has the form
Fn = f0(σ1, . . . , σ4n−1)+ f1(σ1, . . . , σ4n−1)σ4n,
where f0 has 22n−1 − 1 terms and f1 has 22n−1 terms. In fact
f1(σ1, . . . , σ4n−1) =

σ1σ2(1+ σ3), if n = 1;
σ1σ2(1+ σ3)(1+ σ4)σ5σ6 · · · σ4n−2(1+ σ4n−1), otherwise.
That is, the factors alternate two at a time from being an indeterminate to being an indeterminate
with 1 added (except for the last factor). Also
f0(σ1, . . . , σ4n−1) =

σ1σ2σ3, if n = 1;
f0(σ1, . . . , σ4n−5)+ f1(σ1, . . . , σ4n−5)
(σ4n−4 + (1+ σ4n−4)σ4n−2σ4n−1σ4n−3), otherwise.
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For n = 1 it is easily verified that the solution is:
σ1σ2σ3 + σ1σ2(1+ σ3)σ4.
The system for En+1 is the system En with σ4n x4n = x4n deleted and the equations
σ4n x4n = x4n ∨ x4n+1,
σ4n+1 x4n+1 = x4n+1 ∧ x4n+2,
σ4n+2 x4n+2 = x4n+2 ∧ x4n+3,
σ4n+3 x4n+3 = x4n+3 ∨ x4n+4,
σ4n+4 x4n+4 = x4n+4
added at the end.
Owing to the stratification of the variables, the solution for X1 can be obtained from Fn by replacing
σ4n with the solution for X4n in the preceding system of five new equations. This solution is:
σ4n + σ4n+1σ4n+2σ4n+3 + σ4nσ4n+1σ4n+2σ4n+3 + (1+ σ4n)σ4n+1σ4n+2(1+ σ4n+3)σ4n+4.
The claim now follows.
We make some further observations about the system En. If we express the generic solution to
X1 in terms of σ i = 1 − σi then the number of terms is 22n+1. Thus the solution for X1 for the dual
system has 22n+1 − 1 terms when expanded. By contrast, for any given values for the quantifiers the
solution to the system by substitutions is very efficient since each substitution evaluates to a constant.
We note however that in general it is not known if the size of intermediate substitutions can be kept
small (represented as a circuit, say) in the non-generic case. An affirmative answer would resolve the
open question of whether model checking is in P .
A final relevant observation relates to the methods proposed in Brickenstein and Dreyer (2007)
and Brickenstein et al. (2008). We can represent the generic solution to X1 as a zero suppressed binary
decision diagram whose size is only linear in n. This follows easily from the formulae given above for
f0, f1 and hence Fn. This is further evidence in support of the proposal to use these methods for the
boolean case.
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