Abstract-Gesture Recognition means identification and recognition of gestures originated from any type of bodily motion commonly originated from face or hand. It is a technology with the goal of interpreting human gestures via mathematical algorithms; also referred as perceptual user interface (PUI). Gesture recognition enables humans to interact with the machine (HMI) naturally without any physical contact with the machine. This paper focuses on the Gesture recognition concept and different ways of gesture recognition.
INTRODUCTION
In gesture recognition technology, a camera reads the movements of the human body and communicates the data to a computer that uses the gestures as input to control devices. This technology has changed the way users interact with computers by eliminating input devices such as joysticks, mice and keyboards and allowing the body to give signals to the computer through gestures.
The gestures of the body are read by a camera or sensors attached to a device. In addition to hand and body movement, gesture recognition technology also can be used to read facial, speech expressions (i.e., lip reading), and eye movements.
Gesture recognition is a topic in computer science and language technology with the goal of interpreting human gestures via mathematical algorithms. Current focus in this field includes emotion recognition from the face and hand gesture recognition. Many approaches have been made using cameras and computer vision algorithms to interpret sign language. However, the identification and recognition of posture, proxemics, and human behaviours is also the subject of gesture recognition techniques.
II. GESTURE RECOGNITION 2.1 Block Diagram:

Figure 2:Block Diagram of Gesture Recognition
Gesture recognition system composed of several stages; these stages are varied according to application used, but, however, the unified outline can be settled as shown in figure. A.
Data Acquisition: This step is responsible for collecting the input data which are the hand, face or body gestures and the classifier classifies the input gesture into the feasible classes [1] .
B.
Gesture Modeling: This step employ the fitting and fusing of the input gesture into the model used; this step may require some pre-processing steps to ensure the successful unification of the gesture [1] .
C.
Feature Extraction: After successful modeling of input data/gesture, the feature extraction should be smooth since the fitting is considered the most difficult part; these features can be hand/palm/fingertips location, joint angles, or any emotional expression or body movement. The extracted features might be stored in the system at training stage as template. Which have some limited memory should not be overtaken to remember the training data.
D.
Recognition Stage: This stage is considered to be a final stage for gesture system and the command/meaning of the gesture should be declared [1] .
Ways of Gesture Recognition:
There are different ways of gesture recognition which takes gesture as an input through following ways:
A.
Wired Gloves B.
Stereo Cameras C.
Depth-aware cameras D.
Thermal camera E. Radar
A.
Wired Gloves A data glove is an interactive device, resembling a glove worn on the hand, which facilitates tactile sensing and fine-motion control in robotics. These can provide input to the computer about the position and rotation of the hands using magnetic or inertial tracking devices [6] .
This uses thin fiber optic cables running down the back of each hand, each with a small crack in it. Light is shone down the cable so when the fingers are bent light leaks out through the cracks. Measuring light loss gives an accurate reading of hand pose.
The data Glove captures the position and movement of the fingers and wrist. It has up to 22 sensors, including three bend sensors on each finger, four abduction sensors, plus sensors measuring thumb crossover, palm arch, wrist flexion and wrist abduction. Once hand pose data has been captured by the gloves, gestures can be recognized using a number of different techniques [7] . 
B.
Stereo Cameras A Stereo camera is a camera that has two cameras about the same distance apart as your eyes and takes two pictures at the same time. This allows the camera to simulate human binocular vision, and therefore gives it the ability to capture three-dimensional images, a process known as stereo photography. Stereo cameras may be used for making stereo views and 3D pictures for movies, or for range imaging. 
C.
Depth-aware cameras Using specialized cameras such as time-of-flight cameras, one can generate a depth map of what is being seen through the camera at a short range, and use this data to approximate a 3D representation of what is being seen. These sensors supplement today's monocular RGB images with per-pixel depth information (often derived by projecting a pattern of 3D infrared light into a scene). The technology will enable enhanced object, body, facial, and gesture recognition. 
D.
Thermal Cameras An infrared camera is a device that detects infrared radiation (temperature) from the target object and converts it into an electronic signal to generate a thermal picture on a monitor or to make temperature calculations on it. 
III.
GESTURE RECOGNITION ALGORITHM Algorithm mainly divided in two parts: 1) Appearance based 2) 3D model based
Appearance-based Gesture Recognition
Appearance based approaches are simpler and easier than 3D model based approaches due to the easier extraction of features in 2D image.
In appearance based approaches, the visual appearance of the input hand image is modeled using the feature extracted from the image, which will be compared with the features extracted from stored image. Appearance based hand posture recognition systems aim to detect the hand shape configuration without an explicit knowledge of the hand model [2] .
Most of the appearance based methods use training over a large set of training data so as to find a mapping between their database and the inputs. They classify the hand shape according to similarities in image features [2] .
Appearance-based methods treat the raw image as a single feature in a high-dimensional space. The common detection method used in this approach is to detect skin colored regions in the image; however this method affects with changing illumination conditions and other background objects with skin like color [4] .
At present a lot of study efforts have been grown on approaches that apply invariant features, such as AdaBoost learning algorithm. The use of invariant features enables the identification of regions or points on a particular object, rather than modeling the entire objects. With this method the problem of partial occlusion has been overcome [4] .
The major disadvantage of appearance based methods is their need for collecting large sets of training data. However, it is very difficult to cover all possible configurations of the hand due to its highly joined structure. This makes these methods dependent on specialized devices like the Hand Gloves [2] . 
3D Model-based detection
The common characteristic of model-based methods is that they all try to minimize the difference between a predefined model and the features extracted from the inputs images. In order to measure the change between the pose of the user's hand and the estimated configuration of the model, first the descriptive primitives should be defined. Examples to these primitives are the locations of the fingertips, the difference between contours and the silhouette features.
Model based approaches used 3D model description for modeling and analysing the hand shape. In these approaches search for the kinematic parameters are required by making 2D projection from 3D model of the hand to correspond edges images of the hand, but a lot of hand features might be lost in 2D projection. 3D Model can be classified into volumetric and skeletal models.
Volumetric models deal with 3D visual appearance of human hand and are widely used. The main problem with this modeling technique is that it deals with all the parameters of the hand which are huge dimensionality.
Skeletal models overcome volumetric hand parameters problem by limiting the set of parameters to model the hand shape from 3D structure.
Volumetric
Volumetric approaches have been heavily used in computer animation industry and for computer vision purposes. The models are generally created from complicated 3D surfaces, like NURBS or polygon meshes [6] .
The drawback of this method is that is very computational. For the moment, a more interesting approach would be to map simple primitive objects to the person's most important body parts (for example cylinders for the arms and neck, sphere for the head) and analyze the way these interact with each other. Furthermore, some abstract structures like super-quadrics and generalised cylinders may be even more suitable for approximating the body parts. The exciting thing about this approach is that the parameters for these objects are quite simple [6]. 
Skeletal
Instead of using intensive processing of the 3D models and dealing with a lot of parameters, one can just use a simplified version of joint angle parameters along with lengths.
This is known as a skeletal representation of the body, where a virtual skeleton of the person is computed and parts of the body are mapped to few segments. The analysis here is done using the position and orientation of these segments and the relation between each one of them (for example the angle between the joints and the relative position or orientation) [6].
This three dimensional hand model is based on the 3D kinematic hand model with considerable DOF's (Degree of freedom), and try to estimate the hand parameters by comparison between the input images and the possible 2D appearance projected by the 3D hand model. This approach is ideal for realistic interactions in virtual environments [5] .
A category of approaches utilize 3D hand models for the detection of hands in images. One of the advantages of these methods is that they can achieve view-independent detection.
Advantages of using skeletal models:
• Algorithms are faster because only key parameters are analyzed
• Pattern matching against a template database is possible
• Using key points allows the detection program to focus on the significant parts of the body 
IV. ALGORITHM TECHNIQUES FOR RECOGNIZING HANDPOSTURES AND GESTURES
The raw data collected from a vision-based or glove-based data collection system, must be analyzed to determine if any postures or gestures have been recognized. Various algorithms are as follows.
A.
Template Matching: The simplest methods for recognizing hand postures are through Template matching. The template matching is a method to check whether a given data record can be classified as a member of a set of stored data records. Recognizing hand postures using template matching has two parts [3] . The first is to create the template by collecting data values for each posture in the training data set. The second part is to find the posture template most closely matching the current data record by comparing the current sensor readings with the given set.
B.
Feature Extraction Analysis: The low-level information from the raw data is analysed in order to produce higher-level semantic information and are used to recognize postures and gestures, is defined as Feature Extraction and Analysis. It is a robust way to recognize hand postures and gestures. It can be used to recognize both simple hand postures and gestures and also complex ones as well [3] .
C.
Active Shapes Model: A technique for locating a feature within a still image is called Active shape models or "smart snakes" [3] . A contour on the image that is roughly the shape of the feature to be tracked is used. The manipulation of contour is done by moving it iteratively toward nearby edges that deform the contour to fit the feature. Active shape model is applied to each frame and use the position of the feature in that frame as an initial approximation for the next frame.
D.
Principal Component Analysis : A statistical technique for reducing the dimensionality of a data set in which there are many interrelated variables is called Principal Component Analysis where retaining variation in the dataset. Reduction of data set is by transforming the old data to a new set of variables that are ordered so that the first few variables contain most of the variation present in the original variables [3] .
E.
Linear Fingertip Models: This is a model that assumes most finger movements which are linear and comprise very little rotational movement. The model uses only the fingertips as input data and permits a model that represents each fingertip trajectory through space as a simple vector. Once the fingertips are detected, their trajectories are calculated. The postures themselves are modelled from a small training set by storing a motion code, the gesture name, and direction and magnitude vectors for each of the fingertips. The postures are recognized if all the direction and magnitude vectors match (within some threshold) a gesture record in the training set [3] .
V.
CONCLUSION Hand gestures provide an interesting interaction paradigm in a variety of computer applications. The importance of gesture recognition lies in building efficient human machine interaction. The issues related with these recognition techniques are what technology to use for collecting raw data from the bodily motions. Generally, two types of technologies are available for collecting this raw data. The first one is a glove input device, which measures a number of joint angles in the hand. Accuracy of a glove input device depends on the type of bend sensor technology used; usually, the more accurate the glove is, the more expensive it is. The second way of collecting raw data is to use computer vision. In a vision-based solution, one or more camera's placed in the environment record hand movement. By using a hand posture or gesture-based interface, the user does not want to wear the device and be physically attached to the computer. If vision-based solutions can overcome some of their difficulties and disadvantages, they appear to be the best choice for raw data collection. A number of recognition techniques are available such as template matching, feature extraction ,active shape models.
