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Main conjectures for higher rank nearly ordinary families – I
KÂZIM BÜYÜKBODUK AND TADASHI OCHIAI
Abstract. In this article, we present the first half of our project on the Iwasawa theory of
higher rank Galois deformations over deformations rings of arbitrary dimension. We develop
a theory of Coleman maps for a very general class of coefficient rings, devise a dimension
reduction procedure for locally restricted Euler systems and finally, put these into use in order
to prove a divisibility in a 3-variable main conjecture for nearly ordinary families of Rankin-
Selberg convolutions.
1. Introduction and set up
Our principal goal in this article is to establish a general machinery to approach the Iwasawa
main conjectures for Galois representations of higher rank with coefficients in deformation rings
of higher Krull dimension. This consists of two independent steps.
First, under certain technical hypotheses, we devise an inductive procedure to bound the size
of a Selmer group for a Galois representation of higher rank over regular rings of higher Krull
dimension with the aid of a locally restricted Euler system; see Theorem B below as a sample
of our results, Theorems 3.6 and 3.21 for their most general form (see also Paragraph 1.3 for a
comparison with prior related results).
Secondly, we construct Coleman maps for a very general class of nearly ordinary Galois
deformations, with coefficients in finite extensions of the ring of power series in any number
of variables; see Theorem A below as a sample of our results in this direction. Plugging the
3-variable Beilinson–Flach classes of Kings–Loeffler–Zerbes [KLZ17] in our Coleman map and
relying on results of [KLZ19], we obtain another construction of Hida’s p-adic L-function (along
the same lines as [KLZ17, Theorem B]).
We finally exhibit an application of the theory we have developed here, with the aid of the
Beilinson–Flach Euler system of [KLZ17]. Our result (Theorem C below) is a divisibility in the
statement of a 3-variable main conjecture for the cyclotomic deformation of the Rankin–Selberg
convolution f1 ⊗ f2 of two Hida families f1 and f2, which we prove using our Theorem B with
the 3-variable Beilinson–Flach Euler system. Note that a single-variable version of this result
(concerning cyclotomic deformation of the Rankin–Selberg convolution f1⊗f2 of two eigenforms
f1 and f2) was established in [KLZ17].
1.1. A sample of results in this article. For the sake of the clarity of our exposition in the
introduction, we shall phrase our main results only in the the case of Rankin-Selberg products.
We first introduce our notation (which we will also rely on in the main body of this note); we
refer the reader to Section 4.2.1 and Section 5 for more precise definitions of the objects that
show up in the paragraph below. Fix forever a prime p > 7.
Let f1 =
∑∞
n=1 an(f1)q
n and f2 =
∑∞
n=1 an(f2)q
n denote two primitive Hida families of elliptic
modular cusp forms with respective tame levels N1 and N2 such that p ∤ Ni (i = 1, 2) and
central characters Ψi : (Z/pNiZ)
× −→ Q
×
p (i = 1, 2), which are defined over the respective local
domains Ifi (i = 1, 2), which are both finite flat over the respective one-variable Iwasawa algebra
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Zp[[Γi]], where Γi is the group equipped with an isomorphism χi : Γi
∼
−→ 1 + pZp for i = 1, 2.
We write Ψi = Ψ
(Ni)
i Ψ
(p)
i so that the Dirichlet character Ψ
(Ni)
i has prime-to-p conductor and
Ψ
(p)
i has conductor dividing p.
We let Tfi denote Hida’s big Galois representation that Hida associates to fi. Under mild
hypotheses (which we shall assume throughout) this is a free Ifi-module of rank 2 and its
restriction Tfi |GQp admits a p-ordinary filtration F
+
p Tfi ⊂ Tfi , where F
+
p Tfi is a free direct
summand.
We set Λcyc := Zp[[Γcyc]], where Γcyc is the Galois group of the cyclotomic Zp-extension of Q.
We call Λcyc the cyclotomic Iwasawa algebra. We denote by Λ
♯
cyc (resp. (Λ
♯
cyc)ι) the free Λcyc-
module of rank one on which the absolute Galois group GQ acts via the tautological character
χ˜cyc : GQp ։ Γcyc →֒ Λ
×
cyc (resp. via the inverse tautological character χ˜
−1
cyc : GQp ։ Γcyc
inv
−→
Γcyc →֒ Λ
×
cyc, where inv is the map given by γ 7→ γ
−1). We set Tcyc = Tf1⊗̂ZpTf2⊗̂Zp(Λ
♯
cyc)ι,
which is a free module of rank 4 over Rcyc := If1⊗̂ZpIf2⊗̂ZpΛcyc and we consider the subquotient
F−+Tcyc = Tf1/F
+
p Tf1 ⊗F
+
p Tf2⊗̂Zp(Λ
♯
cyc)ι. Under suitable hypotheses, it is a free Rcyc-module
of rank one.
A continuous homomorphism κ = κ1 ⊗ κ2 ⊗ κcyc ∈ Hom(Rcyc,Qp) is called arithmetic if it
satisfies the following two conditions:
(i) The homomorphism κi : Ifi −→ Qp is an arithmetic specialization of weight wi ≥ 0 on
the ordinary Hida family Ifi , in the sense that κi restricted to a certain open subgroup U
of Γi ⊂ Zp[[Γi]] ⊂ Ifi is equal to χ
wi
i for some non-negative integer wi. By Hida theory,
the specialization of Tfi at each arithmetic specialization κi corresponds to a cuspform
of weight ki = wi + 2 (i = 1, 2).
(ii) The homomorphism κcyc is of the form χ
j
cycφ where χcyc : Γcyc → 1 + pZp is the
cyclotomic character, j is an integer and φ is a character of Γcyc of finite order.
Given an arithmetic specialization κ as above, we write Eκ ⊂ Qp for the finite extension of Qp
generated by the image of κ and define Vκ := Tcyc ⊗κ Eκ (the specialization of Tcyc at κ). The
Galois representation Vκ inherits a filtration from Tcyc in the obvious manner. For i = 1, 2, we
denote by ap(fi(κi)) the Up-eigenvalue on the p-stabilized eigenform fi(κi).
We finally let D(F−+Tcyc) denote the big Dieudonné module associated to the family F
−+Tcyc
of local Galois representations which interpolates the de Rham Dieudonné modules of its spe-
cializations. We shall not provide its explicit form in this introduction but refer the reader to
Definition 4.11.
We are now ready to state a particular case of one of our main results, see Corollary 4.14 for
its most general form.
Theorem A. There exists an Rcyc-linear isomorphism
EXP∗ : H1(Qp, F
−+Tcyc) −→ D(F
−+Tcyc)
which is characterized by the following interpolation property: For every arithmetic specialization
κ = κ1 ⊗ κ2 ⊗ κcyc as above with j > w2 the following diagram commutes:
H1(Qp, F
−+Tcyc)
κ

EXP
∗
// D(F−+Tcyc)
κ

H1(Qp, F
−+Vκ)
e+p × exp∗
// DdR(F
−+Vκ)
Here e+p := (−1)
j−w2(j − w2)! ep and ep = ep(κ) is the p-adic multiplier given by
ep =
(
1−
pj−w2−1
ap(f1(κ1))ap(f2(κ2))−1Ψ
(N2)
2 (p)
)(
1−
ap(f1(κ1))ap(f2(κ2))
−1Ψ
(N2)
2 (p)
pj−w2
)−1
in case F−+Vκ is crystalline, and
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ep =
(
pj−w2−1
ap(f1(κ1))ap(f2(κ2))−1Ψ
(N2)
2 (p)
)n
when F−+Vκ |Ip
∼= Eκ(ω2 + 1− j)(η) with ordp(cond(η)) = n ≥ 1.
Also, for every κ as above with j ≤ w2 we also have the following commutative diagram:
H1(Qp, F
−+Tcyc)
κ

EXP
∗
// D(F−+Tcyc)
κ

H1(Qp, F
−+Vκ)
e−p × log
// DdR(F
−+Vκ)
where e−p :=
ep
(w2 − j)!
.
A similar statement is proved in [KLZ17, Theorem 8.2.8], by reducing to the case where the
p-local Galois representation in consideration is unramified, which the authors of op. cit. handle
in [KLZ17, Theorem 8.2.3]. Our construction here goes through directly without passing to an
unramified twist of F−+Tcyc. Hence it is simpler and the method works in a more general
situation. We also refer the reader to Remark 4.15 who might be curious about absence of
the Gauss sums as compared to [KLZ17, Theorem 8.2.3], in the portions of the interpolation
formulae that concern non-crystalline specializations.
Next, we state a particular consequence of the locally restricted Euler system machinery for
higher dimensional coefficient rings obtained through the theory developed in Section 3. We
note that we do not require any p-ordinary hypothesis in the most general form (Theorem 3.6
below) of our results. In this portion, we shall assume that Rcyc is isomorphic to a power series
ring in three variables O[[X1,X2,X3]], where O is the ring of integers of a finite extension of
Qp. This assumption turns out to be not so restrictive; see [FO12, Lemma 2.7] in this regard.
Recall the subquotient F−+Tcyc = (Tf1/F
+
p Tf1)⊗̂F
+
p Tf2⊗̂Zp(Λ
♯
cyc)ι of Tcyc. We also define
the quotient F−−Tcyc = (Tf1/F
+
p Tf1)⊗̂(Tf2/F
+
p Tf2)⊗̂Zp(Λ
♯
cyc)ι of Tcyc and the submodules
F++Tcyc =
(
Tf1⊗̂F
+
p Tf2 + F
+
p Tf1⊗̂Tf2
)
⊗̂(Λ♯cyc)
ι ⊃ F+p Tf1 ⊗ Tf2⊗̂(Λ
♯
cyc)
ι =: F+Tcyc .
of Tcyc. Notice that we have a natural isomorphism F
++Tcyc/F
+Tcyc
∼
−→ F−+Tcyc.
Theorem B (Theorem 5.12). For all sufficiently large p and under suitable technical hypotheses
(that are made precise in the main text), the following statements hold:
(1) The Greenberg Selmer group H1F∗
Gr
(Q,T∨cyc(1))
∨ attached to Tcyc is torsion,
(2) char
(
H1F∗
Gr
(Q,T∨cyc(1))
∨
)
⊃ char
(
H1(Qp, F
−+
p Tcyc)
/
Rcyc · res+/f
(
BF
f1,f2
1
))
where BFf1,f21 is the generalized Beilinson–Flach element of [KLZ17] associated to the family
f1 ⊗ f2 of Rankin-Selberg convolutions, and the map res+/f is the compositum of the arrows
ker
(
H1(Q,Tcyc)
resp
−→ H1(Qp, F
−−Tcyc)
)
resp
−→ H1(Qp, F
++Tcyc)−→H
1(Qp, F
−+Tcyc) .
The Greenberg Selmer group and other auxiliary Selmer groups that intervene for technical
reasons are defined in Section 2. We note that the (−1)-eigenspace for complex conjugation
acting on Tcyc has rank two; this is the reason why the Euler system machinery that was readily
available prior to our work does not apply directly. In Section 3, we develop a locally restricted
Euler system machinery ; see Theorem 3.6 for our general result in this direction. This is one of
the key technical ingredients in proving Theorem B.
On our way to prove Theorem B, we also prove a big image result for the big Galois represen-
tation associated to a Rankin-Selberg product of two Hida families (Theorem 5.6). We believe
that this result is of independent interest.
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Combining our construction in Theorem A with Theorem B and the reciprocity formulae in
[KLZ19, Theorem 6.5.9] for Beilinson–Flach elements, we have the following result in favour of
the Iwasawa main conjectures for nearly-ordinary families of Rankin-Selberg products.
Theorem C (Corollary 5.21). For all sufficiently large p and under certain hypothesis (see
Corollary 5.21 for a precise statement) we have the following divisibility of integral ideals of
I⊗̂I⊗̂Λcyc :
charI⊗̂I⊗̂Λcyc
(
H1F∗
Gr
(Q,T∨cyc(1))
∨ ⊗Rcyc I⊗̂I⊗̂Λcyc
)
⊃
(
H · LHidap (f1, f2, j)
)
where H ∈ If1 denotes Hida’s congruence divisor associated to f1 and I⊗̂I⊗̂Λcyc is a certain local
domain that is finite flat over Rcyc (see Definition 5.13 where we introduce these objects).
We note that the statement of this theorem involves a minimal amount of correction terms
to relate the algebraic p-adic L-function to the analytic p-adic L-function, thanks to the fact
that our Coleman map EXP∗ is surjective.
1.2. Companion article. In the second part of this project, we shall present a slight extension
of our Theorem 4.14 on the construction of Coleman maps, that will cover arbitrary base fields
that are unramified at all primes above p. Our construction will apply, for example, in the
context of nearly-ordinary families of automorphic representations for GLn over CM fields.
Moreover, as our construction gives rise to a collection of Coleman maps for each subquotient
that appears in the p-ordinary filtration, we will be able to introduce a general “rank reduction
principle" for higher rank Euler systems over very general coefficient rings. We will prove that
this theory is non-vacuous: Building on our work in the current note, we will be able to prove
that the Beilinson–Flach Euler system of [LLZ14, KLZ17] lifts to a three-variable family of rank-
2 Euler systems. This will provide us with the first example of a p-adic family of non-trivial
higher rank Euler system, verifying (an extension of) a conjecture of Perrin-Riou in this context.
1.3. Related results. Before we present a detailed account of our results in full generality, we
first discuss past work related to the contents of this article.
The pioneering construction of Coleman followed by Perrin-Riou’s ground-breaking work
allows one to interpolate the Bloch-Kato exponential maps along the cyclotomic deformations
of Galois representations. In [Och03], the second named author has expanded this construction
to nearly-ordinary deformations of Galois representations that are afforded by Hida families.
This has been subsequently generalized in [LO14] to a treatment of families of Siegel modular
forms. We have two major remarks: First of all, our construction is very direct as we do not
rely on elements of p-adic Hodge theory. Secondly, it comes out as natural consequence of our
rather hands on construction that the Coleman maps we consider are indeed surjective.
Next, we discuss older results that relate to the portion of our work on the general theory
of Euler systems. After Kolyvagin’s celebrated work, Kato, Perrin-Riou and Rubin developed
a general machinery of Euler systems to treat Galois representations of core Selmer rank one
in the sense of Mazur and Rubin [MR04] and with coefficients in a DVR or their deformations
of character type (i.e., for coefficient rings that arise as the universal deformation rings of
characters). The second named author introduced in [Och05] an extension of this theory to
more general coefficient rings (in fact, as general as we may treat here) but still in the case
when the core Selmer rank equals one. In order to handle the cases when the core Selmer
rank is arbitrary, the second named author established what he called a locally restricted Euler
system machinery in [Büy09a, Büy09b, Büy10, Büy14]; however, all these works allowed only
the treatment of deformations of character type. In the current article, we extend all these to
work with a very extensive class of deformation rings. The main difficulty we have to handle
has to do with Tamagawa factors (and their effect on various control theorems), which turns
out to be somewhat more notorious if we do not allow variation in the cyclotomic direction.
We finally note that a single-variable version of Theorem C which allows only the cyclotomic
variable was already proved in [KLZ17, Theorem 11.6.4].
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1.4. General Setup. Let us fix an odd prime p throughout the paper. We fix embeddings of
the algebraic closure of the field of rationals Q into C and Qp simultaneously. We also fix a
system of norm compatible p-power roots of unity {ζpn}. Let R be a complete local Noetherian
Zp-algebra of mixed characteristic and finite residue field k = R/mR, where we denote by mR
the maximal ideal of R. Let K be either a totally real or a CM number field. Let Σ be a set of
places of K that contains all places above p as well as all archimedean places. Let KΣ be the
maximal extension of K unramified outside Σ and set GK,Σ := Gal(KΣ/K). For each place v
of K, we denote by Kv the completion of K at v. We also set Gv := Gal(Kv/Kv). We denote
by Qcyc the cyclotomic Zp-extension of Q. We denote by Kcyc the composite KQcyc. For any
prime p of K above p, we denote by Kp,cyc the composite KpQcyc.
Let T be a free R-module of rank d which is endowed with a continuous action of GK,Σ.
When K is totally real, we shall set
d+ = d+(T) =
∑
v|∞
rankRH
0(Kv,T) = rankRH
0(R, IndKQT)
and we set d+ =
d[K : Q]
2
when K is a CM field. In either case, we set
d− = d−(T) := d[K : Q]− d+ .
Definition 1.1. Let R be a complete local Noetherian Zp-algebra of mixed characteristic and
finite residue field. For a continuous ring homomorphism κ : R −→ Qp , we denote by Eκ the
finite extension Frac (κ(R)) of Qp and by oκ ⊂ Eκ its ring of integers. Let T be a free R-module
of finite rank and let S be a subset of the set Homcont(R,Qp) of continuous ring homomorphisms
R
κ
−→ Qp such that the set {ker κ}κ∈S ⊂ Spec(R) is Zariski dense. Then, we call a pair (T, R,S)
a deformation datum if it satisfies the following three properties (Geo), (Crt) and (Pan) for each
prime p of K above p :
(Geo) The representation Vκ
∣∣
Gp
:= (T⊗κ Eκ)
∣∣
Gp
is de Rham as a Gp-representation.
(Crt) Suppose that (Geo) holds true and write
Vκ
∣∣
Gp
⊗Eκ Cp
∼=
⊕
n∈Z
Cp(n)
mn(p,κ)
as Gp-representation. We then have∑
p
d
(p)
+ [Kp : Qp] = d+(T)
where we have set d
(p)
+ :=
∑
n>0
mn(p, κ).
(Pan) There is a direct summand F+p T ⊂ T (as an R-submodule) of rank d
(p)
+ that is stable
under the Gp-action and we have
F+p Vκ ⊗Eκ Cp
∼=
⊕
n>0
Cp(n)
mn(p,κ),
(Vκ/F
+
p Vκ)⊗Eκ Cp
∼=
⊕
n≤0
Cp(n)
mn(p,κ),
where F+p Vκ is the Gp-stable filtration on Vκ induced by F
+
p T.
Remark 1.2. The condition (Pan) is called the Panchishkin (or sometimes, Dabrowski-
Panchishkin condition) in the literature and it is a generalization of the p-ordinary condition.
Under (Pan), the condition (Crt) amounts to the requirement that for κ ∈ S, the representation
Vκ be the p-adic realization of a critical motive in the sense of Deligne.
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Let Tκ be a fixed GK,Σ - stable lattice inside Vκ and we set T := T⊗Rk and call it the residual
representation of T. We define F+p T := F
+
p T⊗R k. We also set Tκ,cyc := Tκ ⊗ (Λ
♯
cyc)ι which is
equipped with the diagonal action of GK,Σ and refer to it as the cyclotomic deformation of Tκ.
For any topological abelian group A, we denote the Pontrjagin dual Homcont(A,Q/Z) by A
∨.
For a finitely generated R-module M we denote its R-linear dual HomR(M,R) by M
R. We
sometimes use the notation M∗ for the R-linear dual of an R-module. However an R-module
M is naturally a module over any subring of R. Also M might be regarded as a module over
some other rings. Hence we use the notation MR in place of M∗ to avoid the confusion.
1.5. Further Notation and Hypotheses. For a prime λ /∈ Σ, we denote byK(λ) the maximal
p-extension of K contained in the ray class field of K with module λ, by Frλ an arithmetic
Frobenius at λ. Let NΣ be the set of square free products of primes λ /∈ Σ. For η = λ1 · · · λr ∈
NΣ, we write K(η) := K(λ1) · · ·K(λr) for the compositum of the fields K(λi) and define
Km(η) := KmK(η). We define ∆η := Gal(K(η)/K) ∼= ∆λ1 × · · · × ∆λr and set ∆ := lim←−
∆η.
We denote the compositum of all fields K(η) as η runs through NΣ by K. We will consider the
following conditions on the residual representation T of T:
(H.0) For every prime p of K above p, we have H0(Kp, T ) = 0.
(H.0−) For every prime p of K above p, we have H0(Kp, T /F
+
p T ) = 0.
(H.2) For every prime p of K above p, we have H2(Kp, T ) = 0.
(H.2+) For every prime p of K above p, we have H2(Kp, F
+
p T ) = 0.
(H.++) For some prime po of K above p of degree one, there exists an R-module direct summand
F++T of T which is an R-module of rank 1 + d
(po)
+ containing F
+
po T and is stable under
Gpo-action.
(H.2++) Only under the assumption (H.++) and for a prime po specified with the condition
(H.++), we have H2(Kp0 , F
++T ) = 0.
For a finite extension E of Qp, we shall write OE (or simply O, when it is not necessary to
specify E) for its ring of integers.
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2. Selmer structures and locally restricted Euler/Kolyvagin systems
In this section, we will describe a variety of Selmer modules that we shall work with. Our
ultimate goal is to control the Greenberg Selmer modules (which are defined via the Greenberg
Selmer structure FGr introduced below) in terms of what we call locally restricted Euler systems.
The auxiliary Selmer structures we introduce here play a crucial role in our considerations for
this goal.
We suppose in this section that our coefficient ring R is isomorphic to a power series ring in r
variables O[[x1, x2, . . . , xr]] over the ring of integers O of a finite extension of Qp. Let (T,R,S)
denote a deformation datum as above.
Definition 2.1. For every prime λ of K and any subquotient X of Tcyc, let
H1ur(Kλ, Y ) = ker
(
H1(Kλ, Y )→ H
1(Kurλ , Y )
)
denote the collection of unramified cohomology classes, where Y = X or X∨(1).
For any subquotient Y of T, we write Ycyc for its cyclotomic deformation.
Lemma 2.2. Let λ ∤ p be a prime of K. For any subquotient Y of T, H1ur(Kλ, Ycyc) =
H1(Kλ, Ycyc).
Proof. This follows from the proof of Lemma 5.3.1(ii) of [MR04]. 
Proposition 2.3. Let R be a complete local Noetherian Zp-algebra of mixed characteristic with
finite residue field k = R/mR. Assume that R is regular. Let X be a free R-module of finite rank
with a continuous Gp-action satisfying H
0(Kp,X ⊗ k) = H
2(Kp,X ⊗ k) = 0.
Then the R-module H1(Kp,X) is a free R-module of rank dX := [Kp : Qp] rankRX .
Proof. First, the assumption H2(Kp,X ⊗ k) = 0 implies that
(2.1) H2(Kp, Y ) = 0 for every R-quotient Y of X
thanks to Nakayama’s lemma and to the fact that the cohomological dimension of Gp is 2.
Now let us choose and fix a regular sequence r1, . . . , rl in R such that mR is generated by
r1, . . . , rl. Note that for each k satisfying 1 ≤ k ≤ l, we have the exact sequence
0 −→ Xk−1
×rk−−−→ Xk−1 −→ Xk −→ 0
where Xk stands for X/(r1, . . . , rk−1)X. This short exact sequence induces the long exact
sequence of Galois gohomology
(2.2) 0 −→ H0(Kp,Xk−1)
×rk−→ H0(Kp,Xk−1) −→ H
0(Kp,Xk)
−→ H1(Kp,Xk−1)
×rk−→ H1(Kp,Xk−1) −→ H
1(Kp,Xk) −→ 0.
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Here the surjectivity of the final map follows from (2.1). Notice that Xl is nothing but X⊗k. For
every k, our assumption that H0(Kp,X ⊗ k) = 0 implies H
0(Kp,Xk) = 0 (by reverse induction
on k, relying on Nakayama’s lemma), and in turn
(2.3) H1(Kp,Xk−1)[rk] = 0 and
H1(Kp,Xk−1)
rkH1(Kp,Xk−1)
∼= H1(Kp,Xk).
Recall for k = l that H1(Kp,Xl) = H
1(Kp,X ⊗ k) is free of rank dX over k = R/(r1, . . . , rl)
by our running assumptions that H0(Kp,X⊗k) = H
2(Kp,X⊗k) = 0 and by Tate’s local Euler
characteristic formula. By Nakayama’a lemma and the second portion of (2.3), we have
(2.4) (R/(r1, . . . , rk−1))
⊕dX ։ H1(Kp,Xk−1) for k = 1, . . . , l + 1.
On applying the functor (−⊗RR/(r1, . . . , rk)) to (2.4) and using Nakayama’s lemma and (2.3),
we inductively show that the kernel of (2.4) is zero for k = 1, . . . , l + 1, which completes the
proof. 
Definition 2.4. Let T := T (resp.T := Tcyc) be a module over R = R (resp. R = Rcyc). For
every finite abelian p-extension L of K, we define the semi-local cohomology group
H1(Lp, F
±T) :=
⊕
p|p
⊕
q|p
H1(Lq, F
±
p T).
Until the end of Section 2, we will let T denote any one of T or Tcyc and depending on which
one, we shall let R = R or Rcyc denote the corresponding coefficient ring.
Corollary 2.5. Under the same setting as Definition 2.4, if the hypotheses (H.0) and (H.2)
hold true, then the R-module H1(Kp,T) is free of rank d. If in addition (H.2
+) (resp. (H.0−))
holds true, then H1(Kp, F
+T) (resp. H1(Kp, F
−T)) is free of rank d+ (resp. of rank d−).
Remark 2.6. Let I be an ideal of R and setX := T⊗R/I. Then the conclusions of Corollary 2.5
hold verbatim when T is replaced by the R/I-module X.
For every finite abelian p-extension L of K and prime q | p of L, we define the local Greenberg
submodule
(2.5) H1FGr(Lq,T) := im
(
H1(Lq, F
+
p T)→ H
1(Lq,T)
)
as well as the semi-local Greenberg submodule H1FGr(Lp,T) by setting
(2.6) H1FGr(Lp,T) := im
(
H1(Lp, F
+T)→ H1(Lp,T)
)
.
Note that under the hypothesis (H.0−), H1FGr(Lp,Tcyc) is the isomorphic copy of the module
H1(Lp, F
+Tcyc).
Corollary 2.7. If (H.0), (H.2), (H.0−) and (H.2+) hold true, then H1FGr(Kp,T) is a free direct
summand (of rank d+) of the free R-module H
1(Kp,T).
Lemma 2.8. Suppose that the hypotheses (H.0), (H.2), (H.0−) and (H.2+) hold true. For
η ∈ NΣ and for every prime q of K(η) above the prime p of K (see 1.5 for the notation K(η)),
we have
H0(K(η)q, T ) = H
2(K(η)q, T ) = 0 ,
H0(K(η)q, F
+
p T ) = H
0(K(η)q, F
−
p T ) = 0 .
Proof. Write ∆η,q ⊂ ∆η for the decomposition group of q and identify it with the local Ga-
lois group Gal(K(η)q/Kp). Let X be any Gp-module of finite p-power cardinality and such
that H0(Kp,X) = 0. If ∆η,q is trivial, then H
0(K(η)q,X) = H
0(Kp,X) = 0. If ∆η,q
is not trivial, note that ∆η,q a non-trivial p-group by the definition of K(η). Therefore we
have #H0 (K(η)q,X) ≡ #H
0 (K(η)q,X)
∆η,q mod p. By assumption, the group H0 (Kp,X) =
H0 (K(η)q,X)
∆η,q is trivial and thus #H0 (K(η)q,X)
∆η,q = 1. Hence, the cardinality of the set
H0 (K(η)q,X) is a natural number dividing p and congruent to 1 mod p and we conclude that
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H0 (K(η)q,X) = 0. The proof of the lemma follows using this fact with X = T , T
∨
(1), F+p T
and F−p T along with our running hypothesis. 
Proposition 2.9. Suppose that (H.0) and (H.2) hold true. Then for every η, µ ∈ NΣ with
η | µ, the corestriction map
(2.7) H1(K(µ)p,T) −→ H
1(K(η)p,T)
on the semi-local cohomology at p is surjective.
Proof. By Tate local duality theorem, in order to prove the map (2.7) is surjective, it suffices
to prove that restriction map
(2.8) H1(K(η)p,T
∨(1)) −→ H1(K(µ)p,T
∨(1))
is injective. To prove this, it suffices to show that
(2.9) H1(K(η)p,T
∨(1)) −→ H1(K(µ)q,T
∨(1))
is injective for any prime p of K(η) and for any prime q of K(µ) over p. As K(µ)q/K(η)p is a
succession of cyclic p-extensions, it suffices to prove that the map (2.9) is injective assuming that
K(µ)q/K(η)p is a cyclic p-extension. By the inflation-restriction sequence of Galois cohomology,
the kernel of (2.9) is isomorphic to the Gal(K(µ)q/K(η)p)-coinvariants of H
0(K(µ)q,T
∨(1)). It
follows by Lemma 2.8 that the cohomology group H0(K(µ)q,T
∨(1)) vanishes and this completes
the proof. 
Proposition 2.10. In addition to (H.0) and (H.2), suppose that (H.0−) and (H.2+) hold true
as well. Then for every η, µ ∈ NΣ with η | µ, the corestriction map
H1(K(µ)p, F
±T) −→ H1(K(η)p, F
±T)
on the semi-local cohomology at p is surjective.
Proof. The additional hypothesis allows the proof of Proposition 2.9 work verbatim for F±T. 
Proposition 2.11. Let R be a complete local Noetherian Zp-algebra of mixed characteristic with
finite residue field k = R/mR. Assume that R is regular. If (H.0) and (H.2) hold true, then for
every η ∈ NΣ, the semi-local cohomology group H
1(K(η)p,T) is a free R[∆η]-module of rank d.
Proof. By Shapiro’s lemma on Galois cohomology, we have H1(K(η)p,T) ∼= H
1(Kp,T ⊗R
R[∆η]
♯) where R[∆η]
♯ is a free R[∆η]-module of rank 1 on which Gal(K/K) acts tautologi-
cally. By assumption, R[∆η] is a semi-local ring whose local components are all regular. By
Proposition 2.9, the corestriction map H1(K(η)p,T) −→ H
1(Kp,T) is equal to a surjective
map induced by the functor −⊗R[∆η]R. Applying the argument of the proof of Proposition 2.3
componentwise on R[∆η], H
1(K(η)p,T) is a free R-module of rank d · |∆η|. 
Proposition 2.12. In addition to (H.0) and (H.2), suppose that (H.0−) and (H.2+) hold true
as well. Then for every η ∈ NΣ, the R[∆η]-module H
1(K(η)p, F
±T) is free of rank d±.
Proof. The additional hypothesis allows the proof of Proposition 2.11 work verbatim for F+T
and F−T. 
Corollary 2.13. Assuming (H.0) and (H.2) hold, lim
←−
µ∈NΣ
H1(K(µ)p,T) is a free R[[∆]]-module
of rank d and the natural projection map
lim←−
µ∈NΣ
H1(K(µ)p,T) −→ H
1(K(η)p, T )
is surjective for every η ∈ NΣ and quotient T of T.
If (H.2+) (resp. (H.0−)) holds true as well, then lim←−
µ∈NΣ
H1(K(µ)p, F
+T) (resp. the module
lim←−
µ∈NΣ
H1(K(µ)p, F
−T)) is a free R[∆]-module of rank d+ (resp. of rank d−).
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Proof. The first portion is immediate after Propositions 2.9 and 2.11. The second assertion
follows from Propositions 2.10 and 2.12. 
Corollary 2.14. Suppose that the hypotheses (H.0), (H.2), (H.0−) and (H.2+) hold true. Then
the submodule lim←−
µ∈NΣ
H1FGr(K(µ)p,T) ⊂ lim←−
µ∈NΣ
H1(K(µ)p,T) is a free direct summand of rank d+ .
If we assume in addition that (H.++) holds true, there there is a more natural way to define
the auxiliary module H1++(Fp,T). When (H.++) is valid, we shall always stick to this more
natural definition (given as in Definition 2.15 below) without any further warning.
Definition 2.15. Let F/K be a finite subextension in K/K. If the hypotheses (H.0), (H.2),
(H.0−), (H.2+) as well as (H.++) hold true, we set
H1++(Fp,T) :=
(
⊕ p|p
p∤po
H1FGr(Fp,T)
)
⊕
(
⊕p|p◦ im
(
H1(Fp, F
++T)→ H1(Fp,T)
))
and define VF :=
(
⊕p|p◦ im
(
H1(Fp, F
++T)→ H1(Fp,T)
))
.
By the definition of filtrations given before Theorem B and by the definitions (2.5) and (2.6),
we have H1FGr(Fp0 ,T) ⊂ VF .
2.1. Selmer structures and Selmer groups. We now define various Selmer structures at-
tached to the deformation datum (T,R,S) and its cyclotomic deformation (Tcyc,Rcyc,Scyc) and
we shall rely on these structures throughout this article.
Let Σ(p) ⊂ Σ denote the set of places of K that do not lie above p. We retain our convention
from the previous section concerning our use of the symbols T and R. Let L be any finite
extension of K.
Definition 2.16. (1) The canonical Selmer structure Fcan is defined via the local conditions
(i) H1Fcan(Lλ,T) := ker
(
H1(Lλ,T) −→ H
1(Lurλ ,T)
)
at primes λ of L lying above those in
Σ(p),
(ii) H1Fcan(Lp,T) = H
1(Lp,T) at primes above p.
(2) Whenever the hypothesis (Pan) holds, the Greenberg Selmer structure FGr is defined via
the local conditions
(i) H1FGr(Lλ,T) := H
1
Fcan
(Lλ,T) at primes λ of L lying above those in Σ
(p),
(ii) H1FGr(Lp,T) := im
(
H1(Lp, F
+T) −→ H1(Lp,T)
)
at primes above p.
(3) The Selmer structure F+ is defined via the local conditions
(i) H1F+(Lλ,T) := H
1
Fcan
(Lλ,T) at primes λ of L lying above those in Σ
(p),
(ii) H1F+(Kp,T) := H
1
++(Kp,T) at primes above p.
Remark 2.17. Notice in the situation when T = Tcyc, it follows from Lemma 2.2 that
H1FGr(Kλ,Tcyc) = H
1(Kλ,Tcyc) for every λ ∈ Σ
(p).
Definition 2.18. Given a Selmer structure F on T, we may propagate it to a quotient X via
Example 1.1.2 of [MR04]. We define H1F (Kλ,X) to be the image of H
1
F (Kλ,T) ⊂ H
1(Kλ,T)
via H1(Kλ,T) −→ H
1(Kλ,X). Then we define the Selmer group associated to F by setting
H1F (K,X) := ker
(
H1(KΣ/K,X) −→
⊕
λ∈Σ
H1(Kλ,X)
H1F(Kλ,X)
)
We also define the dual Selmer structure F∗ on the dual representation X∨(1) by setting (for
every place λ of K)
H1F∗(Kλ,X
∨(1)) := H1F (Kλ,X)
⊥ ,
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the orthogonal complement of H1F (Kλ,X) under the local Tate pairing, and similarly, the dual
Selmer group H1F∗(K,X
∨(1)) .
2.2. Locally restricted Euler systems and descend to Kolyvagin systems.
2.2.1. Existence of locally restricted Kolyvagin systems. For each prime λ /∈ Σ, we set
Pλ(X) := det
(
1− Fr−1λ X | T
R(1)
)
where TR = Hom(T, R) is the R-linear dual of T.
Definition 2.19. Suppose that we have a pair (Tcyc,K). A collection of elements c :=
{cK(η)}η∈NΣ such that cK(η) ∈ H
1(K(η)Σ/K(η),Tcyc) is called an Euler system if the following
conditions hold:
(ES1) for each ηλ, η ∈ NΣ we have CorK(ηλ)/K(η) cK(ηλ) = Pλ(Fr
−1
λ )cK(η) ,
(ES2) for every λ | η ∈ NΣ we have CorK(ηλ)/K(η) cK(ηλ) = cK(η) .
We denote the collection of Euler systems for the triple (Tcyc,Σ,K) by ES(Tcyc).
Remark 2.20. The Euler polynomials Pλ(X) that appear in the definition of an Euler system
above may be altered to yield equivalent theories; see [Rub00, § IX] for a discussion in this
regard and [LLZ14, Lemma 7.3.4] where this alteration is utilized on the Beilinson–Flach Euler
system.
Definition 2.21. An Euler system c ∈ ES(Tcyc) is called locally restricted if we have
resp (cF ) ∈ H
1
++(Fp,Tcyc)
for every finite extension F of K contained in K. We denote the collection of locally restricted
Euler systems by ES+(Tcyc) .
For an (r + 2)-tuple s = (s0, s1, . . . , sr, sr+1) ∈ (Z
+)
r+2
and a fixed topological generator γ
of Γcyc, we define the ideal
Is := (π
s0
O ,X
s1
1 , . . . ,X
sr
r , (γ − 1)
sr+1) ⊂ Rcyc
and set Ts := Tcyc/IsTcyc. We denote the (r+2)-tuple (1, 1, . . . , 1) by l. We note that Il = mRcyc
is the maximal ideal and Tl = T is the residual representation. For tuples s and s
′ we write
s 4 s′ to mean that si ≤ si+1 for i = 0, 1, . . . , r + 1.
Definition 2.22. We define the set of primes Ps to be the set that consists of primes λ /∈ Σ of
K that satisfy
(K.1) T/(IsT+ (Frλ − 1)T) is a free R/Is -module of rank one,
(K.2) Nλ− 1 ∈ Is.
and such that Ps ⊃ Ps′ whenever s 4 s
′. The collection {Ps} is called the collection of Kolyvagin
primes.
We shall prove (under suitable hypotheses) in Lemma 2.24 that a collection of Kolyvagin
primes exists.
For a Selmer structure F on T and s as above, we may define the module of Kolyvagin systems
on the artinian module Ts. We will not include its precise definition in this note and refer the
reader to [MR04, Büy16]. Given a Selmer structure F on Tcyc, we let KS(Ts,F ,Ps) denote the
module of Kolyvagin systems for the Selmer triple (Ts,F ,Ps) and set
KS(T,F) := lim←−
s
lim−→
j<s
KS(Ts,F ,Pj) .
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Definition 2.23. The collection KS(T,F+) is called the module of locally restricted Kolyvagin
systems.
2.2.2. Existence of Kolyvagin primes. In this section, we explain how to obtain a useful collection
of Kolyvagin primes under suitable hypotheses. These hypotheses are exactly those considered
in [MR04, Section 3.5] and are often satisfied. The properties we will rely on are as follows.
(MR1) T is absolutely irreducible as GK-module.
(MR2) There exists an element τ ∈ GK with the properties that
– T/(τ − 1)T is a free R-module of rank one,
– τ acts trivially on µp∞ .
(MR3) H0(K,T ) = H0(K,T
∨
(1)) = 0 .
(MR4) Either Homk[[GK ]](T , T
∨
(1)) = 0; or else p > 4 .
Note that the hypotheses (H.0) implies the first vanishing condition in (MR3).
Lemma 2.24. Suppose that the hypothesis (MR2) holds true and fix τ ∈ GK satisfying (MR2).
Consider the set of primes
(2.10) Ps := {λ ∈ NΣ : Frλ is conjugate to τ in Gal (K(Ts,µps0 )/K)} .
where K(Ts,µps0 ) is the fixed field of ker (GK,Σ → Aut (Ts ⊕µps0 )) . Then the set Ps verifies
the properties (K.1) and (K.2) above, and furthermore, we have Ps ⊃ Ps′ if s 4 s
′.
Proof. It is clear that the set Ps verifies the properties (K.1) and (K.2). Fix a pair
s = (s0, s1, . . . , sr, sr+1) 4 s
′ = (s′0, s
′
1, . . . , s
′
r, s
′
r+1)
and note that K(Ts′ ,µps
′
0
) ⊃ K(Ts,µps0 ). Then a prime λ ∈ NΣ belongs to Ps′ if and only if
there exists σ ∈ GK such that
σFrλσ
−1 ≡ τ within Gal(K(Ts′ ,µps
′
0
)/K).
Hence, we have σFrλσ
−1 ≡ τ in the quotient Gal(K(Ts,µps0 )/K) of Gal(K(Ts′ ,µps
′
0
)/K) as
well, and hence λ ∈ Ps as claimed. 
We will take the set of primes Ps in (2.10) to be the set of primes Ps that are required in
Definition 2.22.
2.2.3. Euler systems to Kolyvagin systems map. Let Fcan denote the canonical Selmer structure
on Tcyc, obtained from the Selmer structure FGr by relaxing the local conditions at all primes
above p. The following theorem is proved in [MR04, Appendix A] only when the base field
K equals Q and when the coefficient ring is either a discrete valuation ring or the cyclotomic
Iwasawa algebra. The arguments go through for a general coefficient ring and base field to yield
the following result:
Theorem 2.25 (Mazur-Rubin). Assume that the hypotheses (MR1)-(MR4) hold true and sup-
pose for every λ ∈ Pl the homomorphisms {Fr
pk
λ − 1}k∈Z are injective on T. Then there exists
a map
ΨMR : ES(Tcyc) −→ KS(Tcyc,Fcan,Pl)
such that cK ∈ H
1(KΣ/K,Tcyc) coincides with κ1 ∈ H
1(KΣ/K,Tcyc) if the Euler system c =
{cK(η)}η∈NΣ ∈ ES(Tcyc) and c maps to κ = {κη} ∈ KS(Tcyc,Fcan,Pl) where Pl is the set of
Kolyvagin primes from (2.10).
Theorem 2.26. In addition to the hypotheses of Theorem 2.25, assume that the hypotheses
(H.0), (H.2), (H.0−) and (H.2+) hold true. Then the map ΨMR restricted to ES+(Tcyc) ⊂
ES(Tcyc) (see Definition 2.21 for the definition of ES
+(Tcyc)) induces a map
ΨMR : ES+(Tcyc) −→ KS(Tcyc,F+) .
This assertion remains valid if we use the local conditions given by Definition 2.15 assuming the
truth of (H.2++).
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Proof. Suppose c = {cK(η)} ∈ ES
+(Tcyc) and we set
ΨMR(c) = {κη(s)}η∈Ns ∈ KS(Tcyc,Fcan,Pl),
where κη(s) ∈ H
1(KΣ/K,Ts) for every (r + 2)-tuple s. Fix s and η ∈ Ns until the end of this
proof. We content to prove that κη(s) ∈ H
1
F+(η)
(K,Ts), where F+(η) is the Selmer structure
defined as in [MR04, Example 2.1.8]. However, the proof of Theorem 5.3.3 of loc. cit. shows
already that κη(s) ∈ H
1
Fcan(η)
(K,Ts). Since F+ and Fcan determine the same local conditions
away from the primes above p, it suffices to show that
(2.11) resp(κη(s)) ∈ H
1
++(Kp,Ts) .
We recall that H1++(K(η)p,Ts) is by definition the image of H
1
++(K(η)p,Tcyc), which in turn
is isomorphic to H1++(K(η)p,Tcyc)/IsH
1
++(K(η)p,Tcyc). In particular, it is a free Rcyc/Is[∆η]-
module of rank 1+ d+ by Proposition 2.2. We will verify the truth of (2.11) assuming the truth
of (H.++); the verification in general (where the submodule H1++(K(η)p,Tcyc) is defined via
Definition 2.15) is very similar. Let{
κ[K,η,s] ∈ H
1(KΣ/K,Ts)
}
η∈Ns
be the collection of Kolyvagin’s derived classes (given as in [Rub00, Definition 4.4.10]) associated
to the locally restricted Euler system c.
It follows from Equation (33) in [MR04, Appendix A] (which explains how to relate the class
κη(s) to κ[K,η,s]) that (2.11) follows once we verify that
(2.12) resp(κ[K,η,s]) ∈ H
1
++(Kp,Ts) .
We remark that what we denote by κη(s) here corresponds to κ
′
n and κ[K,η,s] to κn in loc. cit.
Let Dη denote the derivative operator of Kolyvagin, as in [Rub00, Definition 4.4.1]. The class
κ[K,η,s] is defined as the inverse image of DηcK(η) (mod Is) under the restriction map (which is
an isomorphism since we assumed (H.3))
H1(KΣ/K,Ts) −→ H
1(KΣ/K(η),Ts)
∆η .
Thence, resp(κ[K,η,s]) maps to resp
(
DηcK(η)
)
(mod Is) under the map (which is also an isomor-
phism thanks to (H.2))
H1(Kp,Ts)
∼
−→ H1(K(η)p,Ts)
∆η .
Under this map, H1++(Kp,Ts) ⊂ H
1(Kp,Ts) is mapped isomorphically onto the moduleH
1
++(K(η)p,Ts)
∆η .
This follows from the following commutative diagram,
H1++(Kp,T)/IsH
1
++(Kp,Tcyc)
∼

∼
// H1++(Kp,Ts)
  //
∼

H1(Kp,Ts)
∼
(
H1++(K(η)p,Tcyc)/IsH
1
++(K(η)p,Tcyc)
)∆η ∼ // H1++(K(η)p,Ts)∆η   // H1(K(η)p,Ts)∆η
where the vertical isomorphism on the left follows from Proposition 2.3, and the isomorphism
in the middle thanks to the one on the left.
Since resp is a ∆η-equivariant map, resp(DηcK(η)) = Dηresp(cK(η)). Furthermore, since c ∈
ES+(Tcyc) is locally restricted, we have resp
(
cK(η)
)
∈ H1++(K(η)p,Tcyc). On the other hand we
know by [Rub00, Lemma 4.4.2] that the derived class DηcK(η) (mod Is) is fixed by ∆η, which
in turn implies that
resp
(
cK(η)
)
(mod Is) ∈
(
H1++(K(η)p,Tcyc)/IsH
1
++(K(η)p,Tcyc)
)∆η
.
This concludes the proof of the containment (2.12) and also the proof of the theorem. 
For some of our main applications, we will utilize the Beilinson–Flach (locally restricted)
Euler system of [LLZ14, KLZ19, KLZ17]). Even in cases where we do not have an Euler system
at our disposal one may still prove the following result, which shows that the method developed
in Section 3 is still non-vacuous for a wide variety of cases of interest.
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We consider the following condition at primes in Σ(p):
(H.Tam) For each non-archimedean place λ ∈ Σ that does not lie above p, we have
H0(Kλ, T ) = H
2(Kλ, T ) = 0.
Remark 2.27. If (H.Tam.) holds true, it follows from the local Euler characteristic formulae
and Nakayama’s Lemma that we have H1(Kλ,X) = 0 for every λ ∈ Σ
(p) and all quotients X of
Tcyc.
Theorem 2.28. Suppose that the hypotheses (MR1) - (MR.4), (H.2) hold true for a free R-
module T with continuous GK-action. We also assume that one of the following conditions is
valid.
(i) The ring R is a discrete valuation ring and H0(Kurλ , T ⊗Qp/Zp) is p-divisible for every
λ ∈ Σ(p) .
(ii) The ring R is isomorphic to a power series ring in n variables Λ
(n)
O and (H.Tam) holds.
Then the Rcyc-module KS(Tcyc,F+) is free of rank one.
For the proof in the situation of (i), see [Büy11, Theorem A]. For the proof in the situation of
(ii), see [Büy16, Theorem A]. See also [Büy14, BL15] for its various incarnations. We remark
again that the results in loc.cit. are stated only for the Selmer structure Fcan and for the base
field Q, but their generalization to our set up is entirely formal.
3. Dimension reduction and locally restricted Euler systems
We retain our convention from Section 2 concerning our use of the symbolsT and R. Through-
out Section 3, we shall assume that R is isomorphic to a power series ring in n variables Λ
(n)
O .
3.1. Generalities. In this subsection, we shall recall basic results from [Och05] that will be
instrumental in our dimension reduction argument.
Definition 3.1. Let n ≥ 1 be an integer.
(1) A linear element l in an n-variable Iwasawa algebra Λ
(n)
O = O[[x1, . . . , xn]] is a polynomial
l = a0 + a1x1 + · · · anxn ∈ Λ
(n)
O with ai ∈ O of degree at most one such that l is not
divisible by πO and is not invertible in Λ
(n)
O . That is to say, l is a polynomial of degree
at most one such that a0 is divisible by πO, but not all ai are divisible by πO.
(2) An ideal of Λ(n) that is generated by a linear element is called a linear ideal. We denote
by
L
(n)
O =
{
(l) ⊂ Λ
(n)
O
∣∣∣ l is a linear element in Λ(n)O } .
the set of all linear ideals of Λ
(n)
O .
(3) Let n ≥ 2. For a torsion Λ
(n)
O -module M , we denote by L
(n)
O (M) a subset of L
(n)
O which
consists of (l) ⊂ L
(n)
O satisfying the following conditions:
(a) The quotient M/(l)M is a torsion Λ
(n)
O /(l)-module.
(b) The image of the characteristic ideal char
Λ
(n)
O
(M) ⊂ Λ
(n)
O in Λ
(n)
O /(l) is equal to the
characteristic ideal char
Λ
(n)
O
/(l)
(M/(l)M) ⊂ Λ
(n)
O /(l).
We have the following proposition which characterizes the characteristic ideal of a given
torsion Λ
(n)
O -module for n ≥ 2:
Proposition 3.2. Let n ≥ 2 be an integer and let M and N be a finitely generated torsion
Λ
(n)
O -modules. Then the following three statements are equivalent.
(1) We have char
Λ
(n)
O
(M) ⊃ char
Λ
(n)
O
(N).
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(2) Let O′ be arbitrary complete discrete valuation ring which is finite flat over O. Then,
for all but finitely many (l) ∈ L
(n)
O′ (MO′) ∩ L
(n)
O′ (NO′), we have the inclusion
char
Λ
(n)
O′
/(l)
(MO′/(l)MO′) ⊃ charΛ(n)
O′
/(l)
(NO′/(l)NO′).
(3) There exists a complete discrete valuation ring O′ which is finite flat over O such that
we have the inclusion
char
Λ
(n)
O′
/(l)
(MO′/(l)MO′) ⊃ charΛ(n)
O′
/(l)
(NO′/(l)NO′)
for all but finitely many (l) ∈ L
(n)
O′ (MO′) ∩ L
(n)
O′ (NO′).
A set of ideals EO = {Im ⊂ ΛO | m ∈ Z≥1} is called Eisenstein type if Im = (Em(x)) where
Em(x) is an Eisenstein polynomial of degree m ≥ 1 in O[x]. The following proposition provides
the initial step of the induction step.
Proposition 3.3. Let M and N be finitely generated torsion O[[x]]-modules.
(1) The following conditions are equivalent:
(a) There exists an integer h ≥ 0 such that charΛO(M) ⊃ (π
h
O)charΛO (N).
(b) Let O′ be arbitrary complete discrete valuation ring which is finite flat over O. Then
there exists a positive integer c depending only on MO′ and NO′ such that
#(MO′/IMO′) ≤ c#(NO′/INO′)
for all but finitely many I ∈ LO′.
(2) Concerning the error term (πhO), the following two statements are equivalent:
(a) Let M(πO) (resp. N(πO)) be the localization of M (resp. N) at the prime ideal (πO).
Then we have length(ΛO)(πO)
(M(πO)) ≤ length(ΛO)(πO)
(N(πO)).
(b) There exist a set of ideals EO = {Im | m ∈ Z≥1} of Eisenstein type and a positive
integer c that depends only on M and N such that
#(M/ImM) ≤ c#(N/ImN)
for all but finitely many Im.
For the proof of Proposition 3.2 (resp. Proposition 3.3), we refer the reader to [Och05, Prop.
3.6] (resp. [Och05, Prop. 3.11]).
3.2. The Euler system bound. Throughout Section 3.2, we assume the hypotheses (MR1)
- (MR4) of Mazur and Rubin (that we have recalled in Section 2.2.2), (H.0), (H.0−), (H.2)
and (H.2+). Recall also our convention from Section 2 that T stands either for T or Tcyc, and
correspondingly, R is either R or Rcyc.
Definition 3.4. Let R be a discrete valuation ring.
(1) We define the Selmer structure FΣ+ on T determined as follows
H1FΣ+(Kv ,T) :=
{
H1F+(Kv,T) if v is above p,
ker
(
H1(Kv,T)→ H
1(Kurv ,T⊗Qp)
)
if v ∈ Σ(p).
(2) We set V := T⊗Qp and define
TamΣ(p)(V) :=
⊕
λ∈Σ(p)
H1FΣ+(Kλ,T)
H1FGr(Kλ,T)
whose order is precisely the p-part of the Tamagawa factors at λ. Notice that since
we have assumed (MR1), GK -stable lattices of V are all isomorphic to T. Thus, our
notation for Tamagawa numbers here is justified.
The second portion of the following theorem is proved in [MR04, Büy09a, Büy10] and its
remaining parts (1) and (3) follows from (2) by Poitou-Tate global duality. It constitutes the
base case for our main result in this section (Theorem 3.6).
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Theorem 3.5. Suppose that R is a discrete valuation ring and c ∈ ES+(Tcyc) is a locally
restricted Euler system. Suppose that (the image of) its initial term cK ∈ H
1(KΣ/K,T) is
non-vanishing. Then, the following statements hold under the running hypotheses of §3.2.
(1) The R-module H1F∗+
(K,T∨(1))∨ is torsion and H1F+(K,T) is free of rank one.
(2) Fitt
(
H1F∗Σ+
(K,T∨(1))∨
)
⊃ Fitt
(
H1FΣ+(K,T)
/
RcK
)
.
(3) Fitt
(
H1F∗+
(K,T∨(1))∨
)
⊃ Fitt
(
H1F+(K,T)
/
RcK
)
Fitt (TamΣ(p)(T)).
In (2) and (3), Fitt stands for the initial Fitting ideal.
Proof. We first explain why (2) holds true, which is readily proved in [Büy10] and that re-
fines the results in [MR04, Büy09a]. All references in this paragraph are to [MR04] unless
otherwise is stated. Under the Euler systems to Kolyvagin systems map (Theorem 3.2.4), the
locally restricted Euler system with initial term cK 6= 0 gives rise to a Kolyvagin system for
the Selmer structure FΣ+, whose initial term is the class cK and in particular non-zero. The
only non-trivial input here (in addition to Theorem 3.2.4) is that the derived classes verify the
appropriate local conditions at the primes above p. This follows from the proof of Theorem 2.26
above. Furthermore, the Selmer structure FΣ+ verifies the hypotheses of Section 5.2 and it is
easy to see that its core Selmer rank χ(T,FΣ+) (in the sense of Definition 4.1.11) equals to one.
Under our running assumptions, Theorem 5.2.2 shows that H1F∗Σ+
(K,T∨(1)) has finite cardinal-
ity and Corollary 5.2.6 shows H1FΣ+(K,T) is of rank one. Under our running assumptions,
Corollary 5.2.13(ii) applies (used with the choices indicated above) and it is a restatement of
the containment in (2), as H1FΣ+(K,T) is a free R-module of rank one.
We will next prove (3) and deduce (1) as a consequence. Consider the Poitou-Tate global
duality sequence
0→ H1F+(K,T) −→ H
1
FΣ+(K,T) −→TamΣ(p)(T)
−→ H1F∗+(K,T
∨(1))∨ −→ H1F∗Σ+(K,T
∨(1))∨ → 0
We therefore conclude that
Fitt
(
H1F+(K,T)/RcK
)
Fitt (TamΣ(p)(T))
Fitt
(
H1F∗+
(K,T∨(1))∨
) = Fitt
(
H1FΣ+(K,T)/RcK
)
Fitt
(
H1F∗Σ+
(K,T∨(1))∨
)
and (3) follows from (2). Moreover, the R-module TamΣ(p)(T) is torsion as explained in
[Rub00, Lemma I.3.5]. As cK ∈ H
1
F+
(K,T) is non-zero and since the R-module H1FΣ+(K,T) ⊃
H1F+(K,T) has rank one by the discussion in the first paragraph of this proof, (1) follows as a
consequence of (3).

Recall our running assumption (besides those we have recorded at the start of Section 3.2)
that R is isomorphic to the power series ring Λ
(n)
O in n variables.
Theorem 3.6. Suppose that the Krull dimension of R is at least two and c ∈ ES+(Tcyc) is a
locally restricted Euler system. Suppose that (the image of) its initial term cK ∈ H
1(KΣ/K,T)
is non-vanishing. Then, the following statements hold under the running hypotheses of §3.2.
(1) H1F∗+
(K,T∨(1))∨ is R-torsion.
(2) When T = Tcyc, the R-module H
1
F+
(K,T) is free of rank one over R. For general T,
the R-module H1F+(K,T) is torsion-free of generic rank one over R.
(3) char
(
H1F∗+
(K,T∨(1))∨
)
⊃ char
(
H1F+(K,T)
/
RcK
)
.
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Remark 3.7. Since we require our Euler system c to extend in the cyclotomic direction, it
follows by a standard argument (see [Rub00, Proposition B.3.4] for details) that resq(cF ) ∈
H1ur(Fq,T) is unramified at every place q of F which lies above a prime of Σ
(p).
The proof of this theorem is rather involved and will occupy the entire Section 3.2.1. Our
argument relies on Lemmas 3.11, 3.13, 3.14, 3.16 and 3.17 below, which are all stated and proved
within Section 3.2.1.
3.2.1. Proof of Theorem 3.6. We will proceed by induction on the Krull dimension of R (that
equals r+1 or r+2, depending on our choice of coefficient rings among R and Rcyc) after prov-
ing the case r = 1 separately. Notice that the base case r = 0 is already settled by Theorem 3.5
above.
Case r = 1. Our proof will closely follow the arguments in [MR04, Section 5.3]. However,
we remark that our coefficient ring R will not necessarily carry a Galois action (unlike the co-
efficient ring Λ considered in op. cit.). Notice that when R = Rcyc is the cyclotomic Iwasawa
algebra, then once we invoke Lemma 3.11 below, we may prove Theorem 3.6 (1) in a manner
identical to [MR04, Theorem 5.3.6] and Theorem 3.6 (3) to [MR04, Theorem 5.3.10(i)]. Before
going into the proof, we set some notation.
We define the modules
Loc+p (T) :=
⊕
v|p
H1(Kv,T)
H1F+(Kv,T)
Loc+Σ(T) :=
⊕
λ∈Σ
H1(Kλ,T)
H1F+(Kλ,T)
= Loc+p (T)⊕
⊕
λ∈Σ(p)
H1(Iλ,T)
Frλ=1.
Remark 3.8. Since Loc+p (T) is a finitely generated torsion-free R-module thanks to our running
hypothesis (H.0−) assumed at the start of Section 3.2, we have
(3.1) Loc+Σ(T)R-tor =
 ⊕
λ∈Σ(p)
H1(Iλ,T)
Frλ=1

R-tor
.
When T = Tcyc, we haveH
1(Iv,Tcyc) = 0 and hence, Loc
+
Σ(T) = Loc
+
p (T) is a finitely generated
torsion-free R-module again due to the hypothesis (H.0−).
Let SR be the set of height-one primes of R. We further define the exceptional set of primes
ER for T to be the subset of SR by setting
(3.2) ER = {πOR} ∪ {P ∈ SR : H
2(KΣ/K,T)[P] is infinite}
∪ {P ∈ SR : ⊕λ∈ΣH
2(Kλ,T)[P] is infinite} ∪ {P ∈ SR : ⊕λ∈Σ(p)H
1(Iλ,T)[P] is infinite}
∪ {P ∈ SR : TamΣ(p)(TP/PTP) 6= 0} .
Here, πO ∈ O is a uniformizing element and TP denotes the localization of T at P for a height-
one prime P of R. We remark that the definition of TamΣ(p)(TP/PTP) makes sense with
Definition 3.4 since TP/PTP is a finite dimensional RP/P-vector space and RP/P is a finite
extension of Qp.
Definition 3.9. When r = 1 and P ∈ SR \{πOR}, we define the degree of P to be the quantity
rankOR/P.
Lemma 3.10. The set ER has finite cardinality.
Proof. Using the fact that cohomology groups H2(KΣ/K,T), H
2(Kλ,T) and H
1(Iλ,T) are
finitely generated over R and the fact that R is of Krull dimension 2 by assumption, we see that
H2(KΣ/K,T)[P], H
2(Kλ,T)[P] and H
1(Iλ,T)[P] are of finite cardinality for all but finitely
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many P ∈ SR. As for the last set {P ∈ SR : TamΣ(p)(TP/PTP) 6= 0}. The finiteness of this
set is precisely the content of [Nek06, 7.6.10.10]. This completes the proof of the lemma. 
We remind the readers that we continue to work under the assumption that r = 1 until we
announce otherwise (on page 22).
Lemma 3.11. (1) For every height one prime P of R, the map T։ T/PT induces a map
prP :
H1F+(K,T)
PH1F+(K,T)
−→ H1F+(K,T/PT).
If we assume that P /∈ ER, the kernel and the cokernel of prP is finite and bounded
independently of P. When T = Tcyc, the map prP is injective.
(2) For every height one prime P /∈ ER, the map T։ T/PT induces an isomorphism
pr∗P : H
1
F∗+
(K,T∨(1)[P])
∼
−→ H1F∗+(K,T
∨(1))[P] .
Proof. For a height one prime P of R, we consider the exact sequence
(3.3) 0 −→ T−→T −→ T/PT −→ 0 ,
where the first map is multiplication by a generator of P. The GK,Σ-cohomology of this sequence
yields an injective map
(3.4)
H1(KΣ/K,T)
PH1(KΣ/K,T)
→֒ H1(KΣ/K,T/PT)
with cokernel isomorphic to H2(KΣ/K,T)[P]. When P 6∈ ER, note that H
2(KΣ/K,T)[P] is
contained in the maximal finite submodule of H2(KΣ/K,T). Therefore, the size of the cokernel
of the map (3.4) is finite and bounded by a constant that depends only on T as P varies away
from ER.
Consider the following diagram with exact rows and cartesian squares,
(3.5) TorR1 (R/P,M
+
Σ )
//
H1F+(K,T)
PH1F+(K,T)
//

✤
✤
✤
H1(KΣ/K,T)
PH1(KΣ/K,T)
resΣ
//
 _

Loc+Σ(T)
P · Loc+Σ(T)
ν

0 // H1F+(K,T/PT)
// H1(KΣ/K,T/PT) // Loc
+
Σ(T/PT)
where M+Σ ⊂ Loc
+
Σ(T) is the image of resΣ : H
1(KΣ/K,T) → Loc
+
Σ(T) and the dotted arrow
(which is our map prP) is induced from the rest of the diagram.
In order to verify our claims concerning the kernel of prP, note that we have
TorR1 (R/P,M
+
Σ ) →֒
 ⊕
λ∈Σ(p)
H1(Iλ,T)
Frλ=1
 [P]
by (3.1). As the R-module
(⊕
λ∈Σ(p) H
1(Iλ,T)
Frλ=1
)
is finitely generated, its maximalP-torsion
submodule has finite order bounded independently as P varies away from ER. The assertion in
the case T = Tcyc also follows since we have H
1(Iλ,Tcyc) = 0.
In order to control the cokernel of prP, it suffices to prove that the kernel of the map
ν :
Loc+Σ(T)
P · Loc+Σ(T)
−→ Loc+Σ(T/PT)
is bounded by a constant which is independent of P (as the same assertion readily holds for the
cokernel of the map in the middle, which is the map (3.4) above). Consider now the following
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commutative diagram with exact rows.⊕
v|p
H1F+(Kv,T)
PH1F+(Kv ,T)
//


⊕
v|p
H1(Kv ,T)
PH1(Kv,T)
//
h

Loc+p (T)
P · Loc+p (T)
//
ν

0
0 //
⊕
v|p
H1F+(Kv,T/PT)
//
⊕
v|p
H1(Kv ,T/PT) // Loc
+
p (T/PT) // 0
Here, the surjectivity of the vertical arrow on the left follows by the definition of induced Selmer
structures. By Snake Lemma, it remains to control the kernel of h, which is evidently injective.
The portion of the lemma concerning prP now follows.
The second portion concerning the map pr∗P is [MR04, Lemma 3.5.3], which applies since we
assume (MR1) and (MR3). 
For P /∈ ER , we let (R/P)
int denote the integral closure of of R/P in its field of fractions
Frac(R/P). We set (T/PT)int := T ⊗R (R/P)
int and since we assume (MR1), observe that it
is the unique GK-stable (R/P)
int-lattice in TP/PTP. Notice that
H1(Kp, (T/PT)
int) ∼= H1(Kp,T/PT)⊗R/P (R/P)
int
and it therefore follows from Proposition 2.3 (used together with the vanishing of H2(Kp,T)
thanks to our running hypotheses) and Corollary 2.5 that H1(Kp, (T/PT)
int) is a free (R/P)int-
module of rank d · [K : Q], spanned by the image of H1(Kp,T/PT) under the tautological
inclusion ιP : R/P →֒ (R/P)
int. We let H1++(Kp, (T/PT)
int) ⊂ H1(Kp, (T/PT)
int) denote
the submodule spanned by the image H1++(Kp,T/PT) under ιP. Then the (R/P)
int-module
H1++(Kp, (T/PT)
int) is a direct summand of the (R/P)int-module H1(Kp, (T/PT)
int) of rank
1 + d+.
Define the Selmer structure FP+ on (T/PT)
int by setting
H1
FP+
(Kλ, (T/PT)
int) := ker(H1(Kλ, (T/PT)
int) −→ H1(Kurλ , (T/PT)
int ⊗Qp))
for λ ∈ Σ(p) and requiring the local conditions
H1
FP+
(Kp, (T/PT)
int) := H1++(Kp, (T/PT)
int)
at p.
Lemma 3.12. For each λ ∈ Σ(p) we have,
H1
FP+
(Kλ, (T/PT)
int) = ker
(
H1(Kλ, (T/PT)
int) −→ H1(Kurλ , (T/PT)
int)
)
In other words, the local condition determined by FP+ on (T/PT)
int agrees with the unramified
condition.
Proof. The containment
H1
FP+
(Kλ, (T/PT)
int) ⊃ ker
(
H1(Kλ, (T/PT)
int) −→ H1(Kurλ , (T/PT)
int)
)
is obvious. The index of this containment is precisely given by the p-part of the Tamagawa
factor for the Galois representation (T/PT)int at λ, which is trivial as P /∈ ER (therefore,
TamΣ(p)(TP/PTP) = 0 by definition). 
Notice that ιP induces maps
ιvP : H
1
F+(Kv ,T/PT) −→ H
1
FP+
(Kv, (T/PT)
int)
and for the cohomology groups on Cartier duals the maps
ιv,∗P : H
1
FP+
(Kv , ((T/PT)
int)∨(1)) −→ H1F∗+(Kv ,T
∨(1)[P]) .
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for every place v ∈ Σ.
Lemma 3.13. Both maps ιvP and ι
v,∗
P have finite kernel and cokernel whose sizes are bounded
by a constant that only depends on T, degree of P and [(R/P)int : R/P] as the height one prime
P varies away from ER.
Proof. The case that concerns the primes v | p is obvious by the discussion above. Let us take
v to be λ ∈ Σ(p). By Lemma 3.12, the map ιvP is identical to the composition ϕ2 ◦ ϕ1 of the
following maps for P /∈ ER:
ϕ1 : H
1
F+(Kλ,T/PT) →֒ H
1
ur(Kλ,T/PT),
ϕ2 : H
1
ur(Kλ,T/PT) −→ H
1
ur(Kλ, (T/PT)
int) ,
where H1ur(Kλ,T/PT) := ker
(
H1(Kλ,T/PT) −→ H
1(Kurλ ,T/PT)
)
. Hence, it suffices to
prove that the kernel and the cokernel of the maps ϕ1 and ϕ2 are bounded only in terms
of T and [(R/P)int : R/P] as P varies away from ER:
The fact that the map ϕ1 is injective follows from the definition of the induced Selmer
structure F+ on T/PT. Consider the following commutative diagram with exact rows:
H1F+(Kλ,T)⊗R/P
//

H1(Kλ,T)⊗R/P // _

H1(Kurλ ,T)⊗R/P
//
 _

0
0 // H1ur(Kλ,T/PT)
// H1(Kλ,T/PT) // H
1(Kurλ ,T/PT)
// 0.
The left vertical map is the composition of the natural surjective map H1F+(Kλ,T) ⊗ R/P ։
H1F+(Kλ,T/PT) (see Definition 2.18) and the map ϕ1. Hence, we have an isomorphism
coker(ϕ1) ∼= H
2(Kλ,T)[P] by Snake Lemma. The cohomology group H
2(Kλ,T) is isomor-
phic to the GKλ-coinvariants T(−1)GKλ of T(−1), which is finitely generated over R by local
Tate duality. Hence, the size of H2(Kλ,T)[P] is bounded when P varies.
Next, we turn our attention to ϕ2, which is nothing but the map obtained by applying the
functor ⊗R/PH
1
ur(Kλ,T/PT) to the injection R/P →֒ (R/P)
int. Hence, the kernel (resp. coker-
nel) of the map ϕ2 is TorR/P
(
(R/P)int
R/P ,H
1
ur(Kλ,T/PT)
)
(resp.
(R/P)int
R/P
⊗R/PH
1
ur(Kλ,T/PT)),
which is bounded in the desired manner. 
Lemma 3.14. For every height one prime P ⊂ R, the composition T։ T/PT →֒ (T/PT)int
induces maps
πP :
H1F+(K,T)
PH1F+(K,T)
−→ H1
FP+
(K, (T/PT)int)
π∗P : H
1
FP,∗+
(K, ((T/PT)int)∨(1)) −→ H1F∗+(K,T
∨(1))[P] .
When P is not exceptional, both maps πP and π
∗
P have finite kernel and cokernel, of size bounded
depending only on T, degree of P and [(R/P)int : R/P]. Furthermore, when T = Tcyc the map
πP is injective.
Proof. When T = Tcyc, this is nothing but [MR04, Proposition 5.3.14]. Here we extend their
arguments to treat the more general set up where T is not necessarily equal to Tcyc. The main
difficulty arises due to Tamagawa factors and their variation in families; we may circumvent this
issue thanks to Lemma 3.10 and Lemma 3.13.
As in the proof of Lemma 3.11, we start with the observation that the size of the cokernel
of the map (3.4) is bounded by a constant that depends only on T as P varies away from ER.
Likewise, the size of the cokernel of the map
(3.6) H1(KΣ/K,T/PT) −→ H
1(KΣ/K, (T/PT)
int)
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is also bounded by a constant depending only on T and [(R/P)int : R/P]. It is also not
difficult to see that the map (3.6) is injective, using the following facts as in the proof of [MR04,
Proposition 5.3.14]:
(i) The R-module (R/P)
int
R/P has a Jordan-Hölder filtration in which all quotients isomorphic
to R/mR,
(ii) Our running assumption that H0(KΣ/K, T ) = 0 combined with [MR04, Lemma 3.5.2]
shows that
H0(KΣ/K, (T/PT)
int
/
(T/PT)) = 0 .
Furthermore, the existence of the map ιvP tells us that the map (3.6) restricts to an injective
map
(3.7) H1F+(K,T/PT) →֒ H
1
FP+
(K, (T/PT)int)
whose cokernel is bounded only in terms of T, degree of P and [(R/P)int : R/P] by our previous
observations concerning the cokernel of the map (3.6) and Lemma 3.13. As the map πP is the
compositum of prP and the map (3.7), the desired properties of ker(πP) and coker (πP) follows
from the observations above and Lemma 3.11.
The bounds on the kernel and cokernel of the map π∗P is obtained in a similar manner, using
the second portion of Lemma 3.11 and 3.13. 
We are now ready to resume with the proof of Theorem 3.6 in the situation when r = 1.
Proof of Theorem 3.6 for r = 1. Since cK ∈ H
1(KΣ/K,T) is non-zero, there are only finitely
many height-one primes Q ⊂ R with cK ∈ QH
1(KΣ/K,T). Pick a prime P 6∈ ER such that
cK 6∈ PH
1(KΣ/K,T). Then the leading term κ
(P)
1 ∈ H
1
FP+
(K, (T/PT)int) of the Kolyvagin sys-
tem κ(P) ∈ KS((T/PT)int,FP+ ) obtained as the specialization mod P of the Kolyvagin system
ΨMR(c) ∈ KS(T,F+) is non-zero. Applying [MR04, Theorem 5.2.2] for κ
(P) with the discrete
valuation ring (R/P)int, it follows that the module H1
FP,∗+
(K, ((T/PT)int)∨(1)) has finite car-
dinality. Thus, by the statement of Lemma 3.14 concerning π∗P, the module H
1
F∗+
(K,T∨(1))[P]
is also finite and hence cotorsion over R/P. By the structure theorem of finitely generated
R-modules, H1F∗+
(K,T∨(1)) must be cotorsion over R and this concludes the proof of (1) when
r = 1.
In order to prove (2), notice that H1F+(K,T) ⊂ H
1(KΣ/K,T) is R-torsion-free as we as-
sume (H.0). Hence, since cK ∈ H
1
F+
(K,T) is non-zero, it follows that the generic R-rank of
H1F+(K,T) is at least one. In the case when T = Tcyc, let us choose a non-exceptional height
one prime P that is generated by a linear element. Note that R/P is a discrete valuation ring
and finite flat over Zp. By applying the second part of Theorem 3.5(1) with T = T/PT, we
see that H1(KΣ/K,T/PT) is free of rank one over R/P. Thanks to the injectivity of πP,
H1(KΣ/K,T)
PH1(KΣ/K,T)
is a non-zero R/P-submodule of H1(KΣ/K,T/PT). Since non-trivial sub-
modules of free modules of rank one over a discrete valuation ring is still free of rank one, we
see that
H1(KΣ/K,T)
PH1(KΣ/K,T)
is free of rank one over R/P in this case. By Nakayama’s lemma, we
conclude that H1(KΣ/K,T) is free of rank one over R when T = Tcyc.
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We now consider the case of general T. As in (3.5), we have the following diagram for each
P generated by a linear element:
(3.8) TorR1 (R/P,M
+
Σ )
fP
//
H1F+(K,T)
PH1F+(K,T)
//
νP

H1(KΣ/K,T)
PH1(KΣ/K,T)
resΣ
//
 _

Loc+Σ(T)
PLoc+Σ(T)

0 // H1F+(K,T/PT)
// H1(KΣ/K,T/PT) // Loc
+
Σ(T/PT)
Suppose on the contrary to our claim that the R-module H1F+(K,T) has rank at least 2. By
Theorem 3.5 (1) and the structure theorem of R-modules, ker(νP) is not R/P-torsion. A simple
diagram chase shows that ker(νP) ⊂ fP
(
TorR1 (R/P,M
+
Σ )
)
. Thus for all but finitely many P
generated by linear elements, the R/P-module TorR1 (R/P,M
+
Σ )
∼= M+Σ [P] is non-torsion as
well. This is only possible when the characteristic ideal of MR-tor is divisible by all but finitely
many P, which is clearly absurd.
For the proof of (3), we make crucial use of Proposition 3.3. By making use of Theorem 3.5(2)
and applying Proposition 3.3(1)(b) and Proposition 3.3(2)(b) to M = H1F∗+
(K,T∨(1))∨ and
N = H1F+(K,T)
/
RcK , we conclude the proof of the desired divisibility. We remark that the
case when T = Tcyc is also the subject of [MR04, Section 5.3] and our assertion is verified as
part of [MR04, Theorem 5.3.10]. 
Case r > 1. Suppose now that R is a regular ring of dimension r+1 > 2 which is isomorphic
to a power series ring with coefficients in O in r variables. Since we assume that cK is non-zero,
we have cK /∈ lH
1(KΣ/K,T) for all but finitely many (l) ∈ L
(n)
O in the sense of Definition 3.1.
The obvious projection maps give rise to a restricted Euler system c(l) ∈ ES+(T/lT) The
initial term c
(l)
K is non-zero and the condition (MR2) for T/lT holds true for all but finitely
many (l) ∈ L
(n)
O . Identifying the ring R/(l) with a power series ring in r − 1 variables (resp. in
r-variables in case T = Tcyc), it follows by induction that
(Ind1) The R/(l)-module H1F∗+,l
(K,T/lT∨(1)) is cotorsion and H1F+,l(K,T/lT) has rank one;
(Ind2) charR/(l)(H
1
F∗+,l
(K, (T/lT)∨(1))∨) ⊃ charR/(l)(H
1
F+,l
(K,T/lT)/(R/(l))c
(l)
K )
for all but finitely many choices of (l) ∈ L
(n)
O . Here, F+,l is the Selmer structure onT/lT which is
given by the local conditions determined by F+ at primes above p and by the unramified local
conditions H1F+,l(Kλ,T/lT) := H
1
ur(Kλ,T/lT) at primes λ ∈ Σ
(p). Let us set the following
module:
(3.9) Q :=
H1(Kp,T)
H1F+(Kp,T) + resp(H
1
Fcan
(K,T))
.
Definition 3.15. We define the exceptional set of linear elements E
(r)
T
as the set of (l) ∈ L
(n)
O
such thatH2(KΣ/K,T) ⊕⊕
v∈Σ
H2(Kv ,T)⊕
⊕
λ∈Σ(p)
H1(Iλ,T)
Frλ=1 ⊕Q⊕H1F∗can(K,T
∨(1))∨
 [l]
is not a pseudo-null R-module. We set
ErrΣ := ⊕v∈ΣH
2(Kv,T)null
where we write Mnull for the maximal pseudo-null submodule of a finitely generated R-module
M .
For each positive integer r, note that the set E
(r)
T
has finite cardinality.
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Lemma 3.16. The module
D+Σ,l :=
⊕
v∈Σ
H1F+,l(Kv,T/lT)
H1F+(Kv ,T/lT)
is isomorphic to a submodule of ErrΣ[l] for all l 6∈ E
(r)
T
.
Proof. We sketch a proof which is based on [Och05, Lemma 4.1] and a simple diagram chase
as in the proof of Lemma 3.11. For v ∤ p, observe that the submodule H1F+(Kv ,T/lT) ⊂
H1F+,l(Kv ,T/lT) may be identified with the image of the map ψ that is given as part of the
commutative diagram below with exact rows:
H1F+(Kv,T)⊗R/(l)
//
 _
ψ

H1(Kv,T)⊗R/(l) // _

H1(Kurv ,T)⊗R/(l) // _

0
0 // H1ur(Kv,T/lT) // H
1(Kv ,T/lT) // H
1(Kurv ,T/lT) // 0.
By Snake Lemma, we have
H1F+,l(Kv,T/lT)
H1F+(Kv ,T/lT)
∼= coker(ψ) ⊂ H2(Kv,T)[l] ⊂ H
2(Kv,T)null.
The final containment follows from the fact that l 6∈ E
(r)
T
. A similar diagram for primes above
p concludes the proof. 
We return back to the proof of Theorem 3.6.
Proof of Theorem 3.6 (1) for r > 1. It follows using Lemma 3.16 together with (Ind1) that the
R/(l)-module H1F∗+
(K, (T/lT)∨(1)) is also cotorsion for all but finitely many (l) ∈ L
(r)
O . Under
the running hypothesises of §3.2, it is not difficult to prove the following control result
H1F∗+(K, (T/lT)
∨(1)) ∼= H1F∗+(K,T
∨(1))[l]
(see [MR04, Lemma 3.5.3]) . This concludes the proof of (1) by using the structure theorem of
finitely generated R-modules. 
Proof of Theorem 3.6 (2) for r > 1. It follows from Lemma 3.16 and (Ind1) that the R/(l)-
module H1F+(K,T/lT) is torsion-free of generic rank one for all but finitely many linear el-
ements l. Furthermore, thanks to our running hypotheses (H.0) and (H.2), one may argue as in
the proof of Proposition 2.3 to show that H1F+(K,T/lT) is R/(l)-torsion free. Notice that we
have an injective homomorphism
(3.10)
H1(KΣ/K,T)
lH1(KΣ/K,T)
→֒ H1(KΣ/K,T/lT) .
We first handle the case whenT = Tcyc andR = Rcyc. Observe that the quotient
H1(Kp,T)
H1F+(Kp,T)
is torsion free by our assumptions and it therefore follows from the exact sequence (which is
deduced from the fact that H1(Kλ,T) = H
1
ur(Kλ,T) for λ ∈ Σ
(p))
0 −→ H1F+(K,T) −→ H
1(K,T) −→
H1(Kp,T)
H1F+(Kp,T)
that the map (3.10) induces an injection
H1F+(K,T)
lH1F+(K,T)
→֒ H1F+(K,T/lT) .
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As H1F+(K,T/lT) is a torsion-free R/(l)-module of rank one for all but finitely many l, it fol-
lows that the quotient
H1F+(K,T)
lH1F+(K,T)
is either trivial or has R/(l)-rank one. If the former were the
case, it would follow from Nakayama’s lemma that H1F+(K,T) = 0, contrary to the fact that this
module contains the non-zero element cK . We therefore conclude that the quotient
H1F+(K,T)
lH1F+(K,T)
is an R/(l)-module of rank one, for all but finitely many l. We may repeat this argument to
find a sequence of linear elements {li}
r−1
i=1 where li ∈ Rli−1 for i < r − 1 (with the convention
that l0 = 1) and lr−1 ∈ Λcyc, to conclude that the quotient module
H1F+(K,T)
(l1, . . . , lr−1)H1F+(K,T)
is torsion-free of rank-one over the discrete valuation ring R/(l1, . . . , lr−1). In particular, the
module
H1F+(K,T)
(l1, . . . , lr−1)H
1
F+
(K,T)
is cyclic over R/(l1, . . . , lr−1). The proof of (2) when T = Tcyc
now follows by Nakayama’s lemma.
Next, we handle the general case. As in (3.5), we have the following diagram for each linear
element l:
(3.11) TorR1 (R/(l),M
+
Σ )
//
H1F+(K,T)
lH1F+(K,T)
//
νl

H1(KΣ/K,T)
lH1(KΣ/K,T)
resΣ
//
 _

Loc+Σ(T)
lLoc+Σ(T)

0 // H1F+(K,T/lT)
// H1(KΣ/K,T/lT) // Loc
+
Σ(T/lT)
Suppose on the contrary to our claim that the R-module H1F+(K,T) has rank at least 2. By
our induction hypothesis and the structure theorem of R-modules, this means that ker(νl) is
not R/(l)-torsion. The same argument as the proof of Proof of Theorem 3.6 (2) for r = 1, we
prove that the R-module H1F+(K,T) has rank at most one. By the existence of a non-trivial
element (hence non-torsion element by our running hypothesis (H.0)) cK ∈ H
1
F+
(K,T) thus
implies that H1F+(K,T) has rank one, as required. 
We define the following two R-modules:
Err+ :=
(
H2(KΣ/K,T) ⊕Q⊕H
1
F∗can
(K,T∨(1))∨
)
null
Kl := coker
(
H1F+(K,T)
lH1F+(K,T)
νl−→ H1F+(K,T/lT)
)
.
Before we explain the proof of Theorem 3.6 (3), we give the following preliminary lemma.
Lemma 3.17. We have
(3.12) charR/(l) (Kl) ⊃ charR/(l) (Err+[l])
as l varies over non-exceptional linear elements. Moreover, we have
(3.13) charR/(l) (ker(νl)) ⊃ charR/(l)
(
Loc+Σ(T)null[l]
)
.
Before going into the proof, we set the following modules
C := coker
(
H1F+(K,T)→ H
1
Fcan(K,T)
)
, H1/+(Kp,T) :=
H1(Kp,T)
H1F+(Kp,T)
.
Proof. By the definition of the Selmer structure F+, we have the following exact sequence :
0 −→ C −→ H1/+(K,T) −→ Q −→ 0,
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where the module Q was defined in (3.9). Since the R-module H1/+(K,T) is torsion-free, we
have that the following exact sequence
(3.14) 0 −→ Q[l] −→ C ⊗R/(l)
ιl−→ H1/+(Kp,T)⊗R/(l) −→ Q⊗R/(l) −→ 0
by applying ⊗RR/(l) to the above sequence. The definition of the Selmer structure F+ yields
the following commutative diagram with exact rows:
H1F+(K,T) ⊗R/(l)
//
fl

H1Fcan(K,T)⊗R/(l)
//
gl

C ⊗R/(l) //
hl

0
0 // H1F+(K,T/lT)
// H1Fcan(K,T/lT)
// H1/+(Kp,T/lT)⊕
⊕
λ∈Σ(p)
H1F+,l(Kλ,T/lT)
H1F+(Kλ,T/lT)
.
By definition we have coker(fl) ∼= Kl. As for coker(gl), we have the following claim:
Claim. The module coker(gl) fits in an exact sequence
H[l] −→ coker(gl) −→ H
2(KΣ/K,T)[l]
where H isomorphic to a subquotient of H1F∗can(K,T
∨(1))∨null . In particular,
charR/(l) (coker(gl)) ⊃ charR/(l)
(
H1F∗can(K,T
∨(1))∨[l]
)
charR/(l)
(
H2(KΣ/K,T)[l]
)
for every l 6∈ E
(r)
T
.
Proof of Claim. We define the modules
K ⊂
⊕
v∈Σ(p)
⊂ H1(Kurv ,T) (resp. Kl ⊂
⊕
v∈Σ(p)
H1(Kurv ,T/lT))
to be the image of H1(KΣ/K,T) (resp. H
1(KΣ/K,T/lT)) under the map
res(p) : H1(KΣ/K, Y )
res(p)
−→
⊕
v∈Σ(p)
H1(Kurv , Y ) , Y = T,T/lT .
Consider the following commutative diagram with exact rows and columns:
H1Fcan(K,T) ⊗R/(l)
//
gl

H1(KΣ/K,T) ⊗R/(l) // _

K⊗R/(l) //
Ξl

0
0 // H1Fcan(K,T/lT)
//

H1(KΣ/K,T/lT) //

Kl // 0
coker(gl) // H
2(KΣ/K,T)[l]
where Ξl is induced by the rest of this diagram. In order to conclude the proof our claim via
Snake Lemma, it remains to prove that ker(Ξl) is isomorphic to a a subquotient of the module
H1F∗can(K,T
∨(1))∨[l]. By definition we have the following short exact sequence:
0 −→ K −→ H1(KΣ/K,T) −→ C −→ 0,
where we set C := coker
H1(KΣ/K,T) res(p)−→ ⊕
v∈Σ(p)
H1(Kurv ,T)
. By applying ⊗R/(l) to this
sequence, we have the connecting morphism
Ωl : Tor
R
1 (R/l,C) = C[l] −→ K⊗R/(l).
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By the definitions of the modules K and Kl, we have the following commutative diagram with
exact columns:
C[l]
Ωl

K⊗R/(l)
Ξl
//

Kl
⊕
v∈Σ(p)
H1(Kurv ,T)⊗R/(l)
  //
⊕
v∈Σ(p)
H1(Kurv ,T/lT)
It follows that ker(Ξl) = im(Ωl) and our claim will be proved once we verify that C is a
subquotient of H1F∗can(K,T
∨(1))∨. This is an immediate consequence of Poitou-Tate global
duality, which identifies C with ker
(
H1F∗can(K,T
∨(1))∨ → H1F∗str
(K,T∨(1))∨
)
, where
H1F∗str(K,T
∨(1)) := ker
H1F∗can(K,T∨(1))→ ⊕
v∈Σ(p)
H1(Kv,T
∨(1))
 .
(Notice thatH1F∗str
(K,T∨(1)) andH1(KΣ/K,T) are dual Selmer groups, in the sense of [MR04].)

We resume with the proof of (3.12), which will follow (thanks to our observation that
coker(fl) = Kl and analysis of coker(gl) above) by Snake Lemma once we check that Q[l]
∼
−→
ker(hl). To see that, observe that the map hl is the compositum of the following arrows:
hl : C ⊗R/(l)
ιl−→ H1/+(Kp,T)⊗R/(l)
jl
→֒ H1/+(Kp,T/lT)
→֒ H1/+(Kp,T/lT)⊕
⊕
λ∈Σ(p)
H1F+,l(Kλ,T/lT)
H1F+(Kλ,T/lT)
where the injection jl follows form the fact that H
1
/+(Kp,T) is R-torsion free. We conclude by
the exactness of the sequence (3.14) that Q[l]
∼
−→ ker(hl), as desired.
In order to prove the divisibility (3.13), notice that we have
charR/(l) (ker(νl)) ⊃ charR/(l)
(
M+Σ [l]
)
⊃ charR/(l)
(
Loc+Σ(T)[l]
)
thanks to the diagram (3.11). The proof of (3.13) follows as l is a non-exceptional linear element
by choice.

Proof of Theorem 3.6 (3) for r > 1, based on (Ind2). The Poitou-Tate global duality yields the
exact sequence
0 −→
H1F+(K,T/lT)
R/(l)c
(l)
K
−→
H1F+,l(K,T/lT)
R/(l)c
(l)
K
−→ D+Σ,l
−→ H1F∗+,l(K, (T/lT)
∨(1))∨ −→ H1F∗+(K, (T/lT)
∨(1))∨ −→ 0
which shows that
(3.15)
charR/(l)
(
H1F+,l(K,T/lT)/R/(l)c
(l)
K
)
charR/(l)(H
1
F∗+,l
(K, (T/lT)∨(1))∨)
=
charR/(l)
(
H1F+(K,T/lT)/R/(l)c
(l)
K
)
charR/(l)(H
1
F∗+
(K, (T/lT)∨(1))∨)
· charR/(l)
(
D+Σ,l
)
.
Main conjectures for higher rank nearly ordinary families – I 27
Since we have
charR/(l)(H
1
F∗+
(K, (T/lT)∨(1))∨) = charR/(l)
(
H1F∗+(K,T
∨(1))∨/lH1F∗+(K,T
∨(1))∨
)
thanks to Lemma 3.5.2 of [MR04], we may rephrase (3.15) to read
(3.16)
charR/(l)
(
H1F+,l(K,T/lT)
R/(l)c
(l)
K
)
charR/(l)(H
1
F∗+,l
(K,T/lT∨(1))∨)
=
charR/(l)
(
H1F+(K,T/lT)
R/(l)c
(l)
K
)
charR/(l)
((
H1F∗+
(K,T∨(1))∨
)
⊗R/(l)
) · charR/(l) (D+Σ,l) .
Furthermore, we have
charR/(l)
(
H1F+(K,T/lT)/R/(l)c
(l)
K
)
· charR/(l) (ker(νℓ))
= charR/(l)
((
H1F+(K,T)/RcK
)
⊗R/(l)
)
charR/(l)(Kl)
where νℓ is as in (3.11) and Kl in Lemma 3.17. Combining this with (3.16) and (Ind2), we
conclude that
charR/(l)(
(
H1F+(K,T)/RcK
)
⊗R/(l)) · charR/(l)
(
D+Σ,l
)
· charR/(l) (Kl)
⊂ charR/(l)
((
H1F∗+(K,T
∨(1))∨
)
⊗R/(l)
)
· charR/(l) (ker(νℓ))
⊂ charR/(l)
((
H1F∗+(K,T
∨(1))∨
)
⊗R/(l)
)
and hence, by Lemma 3.16 and 3.17 that
(3.17) charR/(l)
((
H1F+(K,T)/RcK
)
⊗R/(l)
)
charR/(l) (ErrΣ[l]) charR/(l) (Err+[l])
⊂ charR/(l)
((
H1F∗+(K,T
∨(1))∨
)
⊗R/(l)
)
for all but finitely many linear elements l.
Now set
M := H1F∗+(K,T
∨(1))∨
N :=
(
H1F+(K,T)/RcK
)
⊕ErrΣ ⊕Err+
and apply Proposition 3.2 for (l) ∈ L
(n)
O′ (MO′) ∩ L
(n)
O′ (NO′) for any discrete valuation ring O
′
which is finite flat over O and by using induction hypothesis for r − 1. We obtain the desired
conclusion noting that charR(ErrΣ ⊕Err+) is trivial. 
Remark 3.18. We note that there is Nekovář’s general descent machine developed as part of
his theory of Selmer complexes in [Nek06]. When Nekovář’s theory applies, it might simplify the
descent arguments and yield slightly stronger results. See the proof of Proposition 3.19 below
for an instance of this phenomenon.
3.2.2. Further consequences of Theorem 3.6. All hypotheses recorded at the start of Section 3.2
are still in effect. Moreover, we also retain our assumption that R ∼= Λ
(n)
O is isomorphic to a
power series ring.
Proposition 3.19. The R-module H1F∗
Gr
(K,T∨(1))∨ is torsion if and only if H1FGr(K,T) = 0.
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Proof. By Global duality theorem, we have the following exact sequence (see Definition 2.16 for
the definition of local conditions ):
(3.18) 0 −→ H1FGr(K,T) −→ H
1
F+(K,T) −→
⊕
v∈Σ
H1F+(Kv,T)
H1FGr(Kv ,T)
−→ H1F∗
Gr
(K,T∨(1))∨.
By Theorem 3.6, the cokernel of the last map in (3.18) is a torsion R-module. The two modules
H1F+(K,T) and
⊕
v∈Σ
H1F+(Kv ,T)
H1FGr(Kv,T)
in the diagram (3.18) are both of generic rank one over R. It
now follows from (3.18) that the R-module H1FGr(K,T) is torsion if and only if H
1
F∗
Gr
(K,T∨(1))∨
is a torsion R-module. Since H1(KΣ/K,T) has no non-trivial R-torsion submodule thanks to
our running assumption (MR1), we conclude our proof that H1FGr(K,T) is a torsion R-module
if and only if H1FGr(K,T) = 0. 
Corollary 3.20. Let c ∈ ES+(Tcyc) be an Euler system such that res
s
p(cK) 6= 0, where cK ∈
H1(KΣ/K,T) denotes the image of its initial term. Then H
1
F∗
Gr
(K,T∨(1))∨ is R-torsion.
Proof. Let us consider the tautological exact sequence
0 −→ H1FGr(K,T) −→ H
1
F+(K,T)
ressp
−→
H1(Kp,T)
H1FGr(Kp,T)
.
Since H1F+(K,T) is torsion-free of rank one by Theorem 3.6 (2) and res
s
p(cK) 6= 0 by assumption,
we have H1FGr(K,T) = 0. Our assertion follows by Proposition 3.19. 
Recall the restricted singular quotient H1+/f(Kp,T) :=
H1++(Kp,T)
H1FGr(Kp,T)
and the map res+/f
which is given as the compositum of the arrows
H1F+(K,T) −→ H
1
++(Kp,T) −→ H
1
+/f(Kp,T) .
Theorem 3.21. Let c ∈ ES+(Tcyc) be an Euler system such tha res
s
p(cK) 6= 0, where cK ∈
H1(KΣ/K,T) denotes the image of its initial term. Then, we have
char
(
H1F∗
Gr
(K,T∨(1))∨
)
⊃ char
(
H1+/f(K,T)
Rres+/f (cK)
)
.
Proof. The Poitou-Tate global duality yields (using the proof of Corollary 3.20 for the injection
on the left) the exact sequence
0 −→ H1F+(K,T)
/
RcK
res+/f
−→H1+/f(Kp,T)
/
Rres+/f(cK)
−→ H1F∗
Gr
(K,T∨(1))∨ −→ H1F∗+(K,T
∨(1))∨ −→ 0 .
The proof is an immediate consequence of Theorem 3.5 (2) (when r = 0) and Theorem 3.6 (3)
(when r ≥ 1). 
Remark 3.22. We can work with a locally restricted Kolyvagin system κ ∈ KS(Tcyc,F+) and
deduce all our conclusions in this section. Furthermore, Theorem 2.28 shows that the bounds
obtained in this section via κ are sharp (resp. sharp after inverting p) if and only if κ generates
the cyclic module KS(Tcyc,F+) (resp. generates a submodule of KS(Tcyc,F+) of finite index).
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4. Coleman maps for rank-one subquotients
4.1. The setting. Let us denote by Γcyc the Galois group of the local cyclotomic Zp-extension
of Qp, which is canonically isomorphic to 1 + pZp via the cyclotomic character χcyc : Γcyc
∼
−→
1 + pZp. Let Γ1, . . . ,Γr be profinite groups each of which are isomorphic to 1 + pZp via the
collection of characters χi : Γi
∼
−→ 1 + pZp (i = 1, . . . , r).
For each i, consider the following Galois characters:
χ˜i : GQp ։ Γcyc
χ−1i ◦χcyc−−−−−−→ Γi →֒ Γ1 × · · · × Γr →֒ Zp[[Γ1 × · · · × Γr]]
×.
Let R be a local domain which is finite flat over Zp[[Γ1 × · · · × Γr]] and let (T,R,S) be a
deformation datum in the sense of Definition 1.1 with K = Q. Note that we slightly relax the
assumption on R be regular in this portion of our article. The hypothesis (H.++) is in effect
throughout this section, which we recall for the convenience of the reader:
(H.++) There exists an R-module direct summand F++T of T which is an R-module of rank
1 + d
(p)
+ containing F
+
p T and is stable under Gp-action.
Definition 4.1. Let R be a local domain which is finite flat over Zp[[Γ1 × · · · × Γr]] and let
(T,R,S) be a deformation datum. We will be interested in the following list of objects.
(1) A continuous ring homomorphism κ : Zp[[Γ1 × · · · × Γr]] −→ Qp is called arithmetic
if there is an open subgroup U ⊂ Γ1 × · · · × Γr such that κ|U coincides with χ
w1(κ)
1 ×
· · · × χ
wr(κ)
r for an ordered r-tuple (w1(κ), . . . , wr(κ)) ∈ Z
r. When κ is an arithmetic
specialization, we note that the set (w1(κ), . . . , wr(κ)) ∈ Z
r is independent of the choice
of U and the r-tuple (w1(κ), . . . , wr(κ)) is called the weight of κ.
(2) Let R be a complete local Noetherian Zp-algebra which is a finite module over Zp[[Γ1×
· · · × Γr]]. A continuous ring homomorphism κ : R −→ Qp is called arithmetic if
κ|Zp[[Γ1×···×Γr]] is arithmetic in the sense of previous paragraph. The weight of κ is
defined to be the weight of κ|Zp[[Γ1×···×Γr ]]. For an arithmetic specialization κ, we set
Vκ := T⊗κ Frac(κ(R)).
Definition 4.2. Let (T,R,S) be as in the previous definition. Let Rcyc = R[[Γcyc]] and we
define Tcyc to be T⊗̂Zp(Λ
♯
cyc)ι where (Λ
♯
cyc)ι is a free Λcyc-module of rank one on which GQp
acts via the inverse tautological character:
χ˜−1cyc : GQp ։ Γcyc
inv
−→ Γcyc →֒ Λ
×
cyc = Zp[[Γcyc]]
×.
We define
(4.1) Scyc ⊂ {κ ∈ Hom(Rcyc,Qp) : Rcyc
κ
−→ Qp is continuous}
to be the set of specializations Rcyc
κ
−→ Qp such that κ|R ∈ S. Throughout, the following
objects associated to the deformation datum (Tcyc,Rcyc,Scyc) will be of interest.
(1) A continuous ring homomorphism
κ : Zp[[Γ1 × · · · × Γr]][[Γcyc]] = Zp[[Γ1 × · · · × Γr × Γcyc]] −→ Qp
is called arithmetic if there is an open subgroup U ⊂ Γ1×· · ·×Γr×Γcyc such that κ|U co-
incides with χ
w1(κ)
1 ×· · ·×χ
wr(κ)
r ×χ
wcyc(κ)
cyc for an ordered set of integers (w1(κ), . . . , wr(κ), wcyc(κ)) ∈
Zr+1.
(2) Since Rcyc is a complete local Noetherian Zp-algebra which is a finite module over
Zp[[Γ1 × · · · × Γr × Γcyc]], the notion of an arithmetic homomorphism κ : Rcyc −→ Qp
is defined in the same manner as in Definition 4.1.
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Definition 4.3. Let R be a local domain which is finite flat over Zp[[Γ1 × · · · × Γr]] and
let (T,R,S) be a deformation. Given a strictly decreasing, GQp-stable, exhaustive filtration
{FilipT}i∈Z, we consider the following condition:
(Ord) The m-th graded piece Grmp T := Fil
m
p T/Fil
m+1
p T is a free R-module of rank one for
each m such that 0 ≤ m ≤ d − 1. We have Filmp T = T for m < 0 and we have
Filmp T = 0 for m ≥ d. Moreover, the action of GQp on Gr
m
p T is given by the character
χ˜
em,1
1 · · · χ˜
em,r
r ω1−amχ1−bmcyc α˜m where ω is the Teichmüller character and we have
em,i ∈ {0, 1} for 1 ≤ i ≤ r ,
am, bm ∈ Z,
α˜m : GQp →R
× is a non trivial unramified character
for each m ∈ {0, 1, . . . , d− 1}. Furthermore, we have e0,i ≤ e1,i ≤ · · · ≤ ed−1,i for each i.
We say that Tcyc verifies (Ord) if T does. We note in this case that the GQp-action on Gr
m
p Tcyc
is given by the character χ˜
em,1
1 · · · χ˜
em,r
r χ˜−1cycω
1−amχ1−bmcyc α˜m .
When (Tcyc,Rcyc,Scyc) is a deformation datum satisfying (Ord) and κ : Rcyc −→ Qp is an
arithmetic specialization ofRcyc (not necessarily an element of Scyc) of weight (w1(κ), . . . , wr(κ), wcyc(κ)),
we set
cm(κ) :=
(
r∑
i=1
wi(κ)em,i
)
− wcyc(κ) + 1− bm
dm(κ) := −cm(κ) + 1
for each m ∈ {0, 1, . . . , d− 1}.
Definition 4.4. Let (Tcyc,Rcyc,Scyc) be a deformation datum that satisfies (Ord). For each m,
we define S
(m),+
cyc (resp. S
(m),−
cyc ) to be the set of continuous ring homomorphisms κ : Rcyc −→ Qp
such that the rank-one representation Grmp Vκ := Gr
m
p Tcyc ⊗κ Qp is de Rham and dm(κ) > 0
(resp. dm(κ) ≤ 0).
Remark 4.5. It is not hard to see that when a filtration exists verifying (Ord) then it is
necessarily unique. Assume the validity of the hypotheses (Pan), (Ord) and (H.++). It then
follows that
F+p T = Fil
d
(p)
−
p T , F
++T = Fil
d
(p)
−
−1
p T and Gr
d
(p)
−
−1
p T = F
++T/F+p T
where d
(p)
− := d− d
(p)
+ .
4.2. Examples of Galois Deformations and Admissible specializations.
4.2.1. Rankin-Selberg Convolutions. Let f1 =
∑∞
n=1 an(f1)q
n and f2 =
∑∞
n=1 an(f2)q
n be two
primitive Hida families as in the introduction. Let Σ denote the set of places that contains all
rational primes dividing pN1N2 as well as the archimedean prime. Thanks to Hida and Wiles,
we have a two-dimensional continuous irreducible Galois representation
ρfi : GQ,Σ −→ GL2(Frac(Ifi))
which is characterized by the property that
tr (ρfi(Frℓ)) = aℓ(fi) for every prime ℓ ∤ Np.
Assume that both of the following hold true for i = 1, 2:
(A) We have a free Ifi-module Tfi that realizes the Galois representation ρfi .
(B) There exists a GQp-stable free Ifi-direct summand F
+
p Tfi ⊂ Tfi of rank one with which
Tfi satisfies (Pan).
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The condition (A) is true under the following hypothesis.
(F.Eis) fi is non-Eisenstein mod p (in the sense that the residual representation is absolutely
irreducible).
The following hypothesis together with (A) guarantees the validity of (B).
(F.Dist) fi is p-distinguished (in the sense that the semi-simplification of its residual repre-
sentation restricted to GQp is a direct sum of distinct characters).
Let us define T = Tf1⊗̂ZpTf2 , which is a free R = If1⊗̂ZpIf2-module of rank 4. Then Tcyc =
T⊗̂Zp(Λ
♯
cyc)ι is a free module of rank 4 over Rcyc := R⊗̂ZpΛcyc, on which we allow GQ,Σ act
diagonally. It is also easy to see that d+(T) = d−(T) = 2 and d+(Tcyc) = d−(Tcyc) = 2.
In this set up, the set
Scyc ⊂ {κ ∈ Hom(Rcyc,Qp) : Rcyc
κ
−→ Qp is continuous}
introduced in Definition 1.1 is the set of specializations of the form κ1 ⊗ κ2 ⊗ κcyc which are
characterized by the following properties:
(i) κi is an arithmetic specialization of weight wi ≥ 0 on the ordinary Hida family Ifi , which
corresponds to a cuspform of weight ki = wi + 2 (i = 1, 2).
(ii) κcyc is of the form χ
j
cycφ where j is an integer and φ is a character of Γcyc of finite order.
(iii) w1, w2 and j satisfy one of the following conditions:
(a) w2 + 1 ≤ j < w1 + 1.
(b) w1 + 1 ≤ j < w2 + 1.
The filtration on Tfi in (B) above induces a filtration {Fil
i
pTcyc}i∈Z which is characterized by
the grading given as follows:
Gr0pTcyc = (Tf1/F
+
p Tf1)⊗̂Zp(Tf2/F
+
p Tf2)⊗̂Zp(Λ
♯
cyc)
ι
Gr1pTcyc = (Tf1/F
+
p Tf1)⊗̂ZpF
+
p Tf2⊗̂Zp(Λ
♯
cyc)
ι
Gr2pTcyc = F
+
p Tf1⊗̂Zp(Tf2/F
+
p Tf2)⊗̂Zp(Λ
♯
cyc)
ι
Gr3pTcyc = F
+
p Tf1⊗̂ZpF
+
p Tf2⊗̂Zp(Λ
♯
cyc)
ι
and Grmp Tcyc = 0 for all other integers m. We define
F++Tcyc := (F
+
p Tf1⊗̂ZpTf2 + Tf1⊗̂ZpF
+
p Tf2)⊗̂Zp(Λ
♯
cyc)
ι ⊂ Tcyc
F+p Tcyc := F
+
p Tf1⊗̂ZpTf2⊗̂Zp(Λ
♯
cyc)
ι ⊂ F++Tcyc(4.2)
We note that F+p Tcyc (resp. F
++Tcyc) is nothing but Fil
2
pTcyc (resp. Fil
1
pTcyc) and (H.++) is
valid with these choices.
Note that, as Tf1⊗̂ZpTf2⊗̂Zp(Λ
♯
cyc)ι is isomorphic to Tf2⊗̂ZpTf1⊗̂Zp(Λ
♯
cyc)ι, the representation
Tcyc remains the same if we interchange the roles of f1 and f2. Similarly, it is clear that the
filtration F++Tcyc = Fil
1
pTcyc remains unchanged when we interchange the roles of f1 and f2.
However, F+p Tcyc = Fil
2
pTcyc does change if we interchange f1 and f2.
For each m ∈ {0, 1, 2, 3}, the set S
(m),−
cyc (resp. S
(m),+
cyc ) of Definition 4.4 is characterized in
the current set up by the following conditions:
m = 0: w1, w2 are arbitrary and j < 0 (resp. j ≥ 1).
m = 1: w1 is arbitrary and j < ω2 + 1 (resp. j ≥ ω2 + 1).
m = 2: w2 is arbitrary and j < ω1 + 1 (resp. j ≥ ω1 + 1).
m = 3: j < w1 + w2 + 2 (resp. j ≥ w1 + w2 + 2).
Denote by S
(1)
cyc the subset of Scyc that consists of all specializations for which the module
F+p Tcyc in the statement of the condition (Pan) is chosen as in (4.2) above. It is not difficult
to see that κ ∈ S
(1)
cyc if and only if it verifies (i), (ii), (iii)-(a). We may similarly define S
(2)
cyc
exchanging the roles of f1 and f2.
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4.2.2. Siegel modular forms. Our main reference in this example is [LO14, Section 2] that we
summarize here after altering their notation to fit our general set up here. Let f be the branch
of an ordinary Hida family with tame level N for the group GSp(4), which is defined over a
local domain If finite flat over a two-variable Iwasawa algebra Zp[[Γ1 × Γ2]]. We note that the
groups Γ1 and Γ2 correspond to the groups G1 and G2 in [LO14], whereas our If corresponds to
Rord in op. cit. Attached to f , the work of Tilouine-Urban, Urban and Pilloni equips us (under
mild technical hypothesis on the residual representation, c.f. Theorem 2.5 in [LO14]) with a
free If -module Tf of rank four on which GQ,Σ acts continuously (that corresponds to T
ord
in
loc. cit.). Let us define
Tcyc = Tf ⊗̂Zp(Λ
♯
cyc)
ι
which is free of rank 4 over the ring R := If ⊗̂ZpΛcyc and endow it with the diagonal GQ,Σ
action. We note that the coefficient ring R here corresponds to Rn.ord. and Tcyc here to T
n.ord
in op. cit.
The set Scyc of Definition 1.1 in this set up is the set of specializations of the form λ ⊗
κcyc , which are characterized by the following properties (thanks to the description of the
associated local Galois representation in [LO14, Corollary 2.7] and with the choice F+p Tcyc :=
(F−Tn.ord)R(1) where the quotient F−Tn.ord is given as on pg. 739 of op. cit.):
(i) λ is an arithmetic specialization of the Hida family Ifi of weight (w1, w2) with integers 0 <
w2 < w1, which corresponds to a cuspidal automorphic representation πλ of GSp4(AQ).
(ii) κcyc is of the form χ
j
cycφ where j is an integer and φ is a character of Γcyc of finite order.
(iii) w2 + 2 ≤ j < w1 + 3 .
It is also clear that (H.++) is satisfied in this case. The set S(m),− (resp. S(m),+) for m ∈
{0, 1, 2, 3} is characterized in the current set up by the following conditions:
m = 0: j < w1 + w2 + 4 (resp. j ≥ w1 + w + 2 + 4).
m = 1: w2 is arbitrary and j < w1 + 3 (resp. j ≥ w1 + 3)
m = 2: w1 is arbitrary and j < w2 + 2 (resp. j ≥ w2 + 2)
m = 3: w1, w2 are arbitrary and j < 1 (resp. j ≥ 1).
4.3. Coleman map and its interpolation property. We retain the notation of Section 4.1.
The goal of this section is to give a construction of the so called big exponential map and big
dual exponential map for each graded piece of a deformation datum (Tcyc,Rcyc,Scyc) satisfying
the condition (Ord), as stated in Section 4.1. Our main result in this section (Theorem 4.13) is
presented at the end. We first introduce some notation and state various preparatory results.
Let D(Zp[[Gcyc]]
♯) denote the canonical Zp-lattice inside the module D∞(Qp)⊗Qp Qp(µp) given
as in the introduction of [Per94]. The lattice D(Zp[[Gcyc]]
♯) may be explicitly described as
D(Zp[[Gcyc]]
♯) := Dcrys(Zp)⊗ZpZp[[Gcyc]], where Dcrys(Zp) := (Acrys)
GQp is the canonical lattice
in Dcrys(Qp) = (Bcrys)
GQp (which we may and we do canonically identify with Zp). Note then
that D(Zp[[Gcyc]]
♯) a free Zp[[Gcyc]]-module of rank one.
Lemma 4.6. The Zp[[Gcyc]]-module D(Zp[[Gcyc]]
♯) has the property that χjcycφ(D(Zp[[Gcyc]]
♯))
is identified with a lattice in DdR(Qp(j)⊗O(ω
−jφ)) for every character φ of Gcyc of finite order
where we define O(ω−jφ) to be a free Zp[ω
−jφ]-module of rank one on which GQp acts by the
character ω−jφ.
Proof. This is implicitly proved in [Per94]. Note that in loc. cit., specialization of an ele-
ment x ∈ D∞(Qp)⊗Qp Qp(µp) via the character χ
j
cycφ is equivalent to specializing the element
x ⊗ e⊗j1 ∈ D∞(Qp(j)) ⊗Qp Qp(µp) = D∞(Qp) ⊗ e
⊗j
1 via the the character φ, where e1 is a
basis of Dcrys(Qp(1)) specified by our fixed norm compatible system {ζpn} of p-power roots of
unity. It therefore remains to explain the definition of the specialization by χjcycφ when j = 0.
Let n be the smallest natural number such that the character φ factors through the quotient
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Gal(Qp(µpn)/Qp). Consider the projection map
(4.3) D(Zp[[Gcyc]]
♯) := Dcrys(Zp)⊗QpGcyc −→ Qp[Gal(Qp(µpn)/Qp)]
as well as the following Gal(Qp(µpn)/Qp)-equivariant identifications
(4.4) DdR(Qp[Gal(Qp(µpn)/Qp)]
♯) ∼= Qp(µpn) ∼= Qp[Gal(Qp(µpn)/Qp)].
The evaluation map Gal(Qp(µpn)/Qp)]
♯ φ−→ Eφ(φ) induces
(4.5) DdR(Qp[Gal(Qp(µpn)/Qp)]
♯) −→ DdR(Eφ(φ)).
The desired specialization map
φ : D(Zp[[Gcyc]]
♯) := Dcrys(Zp)⊗ZpGcyc −→ DdR(Eφ(φ))
is now defined to be the composition of the maps (4.3), (4.4) and (4.5) above. 
Let us set Dur(Zp[[Gcyc]]
♯) := D(Zp[[Gcyc]]
♯)⊗̂ZpẐ
ur
p . For any GQp-representation V , we denote
by DurdR(V ) the filtered module (V ⊗ BdR)
GQurp . The main construction we shall carry out in
this section relies on the following theorem, which essentially is a reformulation of the Coleman
map in its most classical form (that was introduced by Coleman himself).
Theorem 4.7. We have a Zp[[Gcyc]]-linear isomorphism
EXPurZp[[Gcyc]]♯ : D
ur(Zp[[Gcyc]]
♯) −→ H1(Qurp ,Zp[[Gcyc]]
♯)
/
Zp
such that, for every arithmetic specialization κ on Zp[[Gcyc]] of weight wcyc(κ) > 0, the following
diagram commutes:
Dur(Zp[[Gcyc]]
♯)
κ

EXPur
Zp[[Gcyc]]♯
// H1(Qurp ,Zp[[Gcyc]]
♯)
/
Zp
κ

DurdR(Eκ(κ))
expur
Eκ(κ)
◦ eur,+p
// H1(Qurp , Eκ(κ)) .
Here eur,+p := (−1)wcyc(κ)−1(wcyc(κ)− 1)! e
ur
p and e
ur
p = e
ur
p (Eκ(κ)) is the p-adic multiplier given
by
eurp :=
{(
1− p−1ϕ−1
)
(1− ϕ)−1 when κ = (χcycω)
wcyc(κ),(
p−1ϕ−1
)n
when κ = (χcycω)
wcyc(κ)φ with φ of conductor pn > 1 .
Also, for every arithmetic specialization κ on Zp[[Gcyc]] of weight wcyc(κ) ≤ 0, the following
diagram commutes:
Dur(Zp[[Gcyc]]
♯)
κ

EXPur
Zp[[Gcyc]]♯
// H1(Qurp ,Zp[[Gcyc]]
♯)
/
Zp
κ

DurdR(Eκ(κ))
(expur,∗
Eκ(κ)
)−1 ◦ eur,−p
// H1(Qurp , Eκ(κ))
where eur,−p :=
eurp
(−wcyc(κ))!
.
The proof of Theorem 4.7 was explained in [Och03, Prop. 5.10] (see also [LO14, Prop. 4.2]),
except for the second interpolation diagram (concerning the non-positive weights) which follows
from [Ber03, Theorem II.10]. We do not repeat the proof of Theorem 4.7 for this reason, but
simply note that the construction of the map in Theorem 4.7 follows very closely the theory of
classical Coleman power series for the extension Qurp (µp∞)/Q
ur
p . Indeed, notice that the group
H1(Qurp ,Zp(1)⊗Zp[[Gcyc]]
♯) is isomorphic by Kummer theory to the inverse limit (with respect
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to norm maps) of Qurp (µpn+1)
×,∧ (where the superscript ∧ stands for p-adic completion). With
this identifications at hand, Theorem 4.7 is a reformulation of the classical theory of Coleman
power series.
Corollary 4.8. Let R be a complete Noetherian semi-local Zp-algebra of characteristic 0 and let
α˜ : GQp −→ R
× be a non-trivial continuous unramified character. Then, the Galois cohomology
group H1(Qp,Zp[[Gcyc]]
♯⊗̂ZpR(α˜)) is a free R-module of rank one over Zp[[Gcyc]]⊗̂ZpR.
Proof. We shall apply the formal tensor product functor
(
−⊗̂ZpR(α˜)
)
to the isomorphism
EXPurZp[[Gcyc]]♯ and take the Gal(Q
ur
p /Qp)-invariants. We shall need the following lemma that we
recall from [Och03, Lemma 3.3]:
Lemma 4.9. Let R be a complete semi-local Noetherian Zp-algebra of mixed characteristic and
let M be a free R-module of finite rank e that is endowed with an unramified action of GQp .
Then (M⊗̂ZpẐ
ur
p )
GQp is a free R-module of rank e.
Recall that Dur(Zp[[Gcyc]]
♯)⊗̂ZpR(α˜) is isomorphic to Ẑ
ur
p [[Gcyc]]⊗̂ZpR(α˜). Applying Lemma 4.9
with R = Zp[[Gcyc]])⊗̂ZpR, it follows that
(4.6)
(
Dur(Zp[[Gcyc]]
♯)⊗̂ZpR(α˜)
)Gal(Qurp /Qp) ∼= Zp[[Gcyc]])⊗̂ZpR.
On the other hand, since R(α˜)GQp = 0 by assumption we have
(4.7)((
H1(Qurp ,Zp[[Gcyc]]
♯)
/
Zp
)
⊗̂ZpR(α˜)
)Gal(Qurp /Qp) ∼= H1(Qurp ,Zp[[Gcyc]]♯⊗̂ZpR(α˜))Gal(Qurp /Qp)
The proof of the corollary follows combining the isomorphisms (4.6) and (4.7). 
For integers a, b, we define D(Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc) by setting
D(Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc) := D(Λ
♯
cyc)⊗Zp DdR(Zp(ω
a))⊗Zp Dcrys(Zp(b)).
Here Dcrys(Zp(b)) is the Zp-lattice in Dcrys(Qp(b)) ⊂ B
+
dR generated by {ζ
b
pm} ⊗ t
⊗(−b) over Zp,
where t := log[ǫ] is the well-known uniformizer of the ring of p-adic periods B+dR of Fontaine. It
is not difficult to see that D(Zp(ω
a)⊗Zp(b)⊗Λ
♯
cyc) is naturally a free Λcyc-module of rank one.
We further define the module
Dur(Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc) := D(Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc)⊗̂ZpẐ
ur
p .
The following is a slight generalization of Theorem 4.7.
Theorem 4.10. For an arbitrary pair of integers a and b, we have an Λcyc-linear isomorphism
EXP
ur,(a,b)
Zp(ωa)⊗Zp(b)⊗Λ
♯
cyc
: Dur(Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc) −→
H1(Qurp ,Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc)
Zp(ωa)⊗ Zp(b)
such that, for every arithmetic specialization κ on Λcyc of weight wcyc(κ) ≥ 1− b, the following
diagram commutes:
Dur(Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc)
κ

EXP
ur,(a,b)
Zp(ωa)⊗Zp(b)⊗Λ
♯
cyc
//
H1(Qurp ,Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc)
Zp(ωa)⊗ Zp(b)
κ

DurdR(Qp(b)⊗ Eκ(ω
aκ))
expur
Qp(b)⊗Eκ(ωaκ)
◦ eur,+p
// H1(Qurp ,Qp(b)⊗ Eκ(ω
aκ))
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Here eur,+p := (−1)wcyc(κ)−1(wcyc(κ) + b − 1)! e
ur
p and e
ur
p = e
ur
p (Qp(b) ⊗ Eκ(ω
aκ)) is the p-adic
multiplier given by
eurp :=

(
1− p−1ϕ−1
)
(1− ϕ)−1 when Eκ(ω
aκ) is crystalline(
p−1ϕ
)n
when Eκ(ω
aκ) ∼= Qp(wcyc(κ)) ⊗ Eκ(φ) with
ordp(cond(φ)) = n ≥ 1.
Also, for every arithmetic specialization κ on Λcyc of weight wcyc(κ) < 1 − b, the following
diagram commutes:
Dur(Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc)
κ

EXP
ur,(a,b)
Zp(ωa)⊗Zp(b)⊗Λ
♯
cyc
//
H1(Qurp ,Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc)
Zp(ωa)⊗ Zp(b)
κ

DurdR(Qp(b)⊗ Eκ(ω
aκ))
(expur,∗
Qp(b)⊗Eκ(ωaκ)
)−1 ◦ eur,−p
// H1(Qurp ,Qp(b)⊗ Eκ(ω
aκ))
where eur,−p :=
eurp
(−wcyc(κ) − b)!
.
Proof. On twisting the diagrams in the statement of Theorem 4.7 (that characterizes the map
EXPurZp[[Gcyc]]♯) by the character (χcycω)
b, we obtain a map EXPurZp(b)⊗Zp[[Gcyc]]♯ that is character-
ized by an interpolation diagram that is the twisted version of those appear Theorem 4.7. Recall
that Zp[[Gcyc]] ∼= Λcyc[∆] where ∆ stands for Gal(Qp(µp))/Qp) ∼= (Zp/pZ)
×. We define the map
EXP
ur,(a,b)
Zp(ωa)⊗Zp(b)⊗Λ
♯
cyc
as the restriction of EXPurZp(b)⊗Zp[[Gcyc]]♯ to the ω
a−b-isotypic components.
This map has the desired interpolation properties by construction. 
In order to formulate a further generalization of Theorem 4.10, we introduce some notation.
Definition 4.11. Let R be a local domain which is finite flat over Zp[[Γ1 × · · · × Γr]] and
let (T,R,S) be a deformation datum. Suppose that we have a strictly decreasing, GQp-stable,
exhaustive filtration {FilipT}i∈Z satisfying the conditions (Ord) of Definition 4.3. For every
integer m ∈ {0, 1, . . . , d− 1}, recall that Grmp Tcyc is the free Rcyc-module of rank one on which
GQp acts via the character χ˜
em,1
1 · · · χ˜
em,r
r χ˜−1cycω
1−amχ1−bmcyc α˜m. We define the free Rcyc-module
D((Grmp Tcyc)
Rcyc(1)) of rank one as the tensor product((
⊗̂
i∈Am
D(−em,i)
)
⊗̂
Zp
D(1) ⊗
Zp
DdR(Zp(ω
am)) ⊗
Zp
Dcrys(Zp(bm))
)
⊗
Zp[[Γ1×···×Γr ]]
(
R(α˜−1m )⊗̂ZpẐ
ur
p
)GQp
,
where Am is the subset of {0, 1, . . . , d − 1} which consists of i ∈ {0, 1, . . . , d − 1} such that
em,i = 1. We define D(−1) to be is a Λcyc-linear dual of of D(1) and the completed tensor
product ⊗̂
i∈Am
D(−em,i) is calculated over Zp and it is endowed with the Zp[[Γ1 × · · · × Γr]]-
module structure via the characters {(χcyc)
−1 ◦ χi}i.
We also set
Dur(Zp(ω
a)⊗ Zp(b)⊗ Λ
♯
cyc) := D((Gr
m
p Tcyc)
Rcyc(1))⊗̂ZpẐ
ur
p .
The following theorem is deduced from Theorem 4.10 by a coordinate change trick that was
introduced in [LO14] (particularly, see the end of §6 of loc. cit.).
Theorem 4.12. Let R be a local domain which is finite flat over Zp[[Γ1 × · · · × Γr]] and
let (T,R,S) be a deformation datum. Suppose that we have a strictly decreasing, GQp-stable,
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exhaustive filtration {FilipT}i∈Z satisfying the condition (Ord) of Definition 4.3. Let m be an
integer in {0, 1, . . . , d− 1}.
Then, we have an Rcyc-linear isomorphism
EXPur
(Grmp Tcyc)
Rcyc (1)
: Dur((Grmp Tcyc)
Rcyc(1)) −→
H1(Qurp , (Gr
m
p Tcyc)
Rcyc(1))
(Grmp T)
R(1)
such that, for every κ ∈ S
(m),+
cyc the following diagram commutes:
Dur((Grmp Tcyc)
Rcyc(1))
κ

EXPur
(Grmp Tcyc)
Rcyc(1)
//
H1(Qurp , (Gr
m
p Tcyc)
Rcyc(1))
(Grmp T)
R(1)
κ

DurdR((Gr
m
p Vκ)
κ(Rcyc)(1))
expur
(Grmp Vκ)
κ(Rcyc)(1)
◦ eur,+p
// H1(Qurp , (Gr
m
p Vκ)
κ(Rcyc)(1))
Here eur,+p := (−1)dm(κ)−1(dm(κ)− 1)! e
ur
p and e
ur
p = e
ur
p ((Gr
m
p Vκ)
κ(Rcyc)(1)) is the p-adic multi-
plier given by
eurp :=

(
1− p−1ϕ−1
)
(1− ϕ)−1 when Grmp Vκ is crystalline,(
p−1ϕ−1
)n
when Grmp Vκ|Ip
∼= Eκ(cm(κ))(φ) with
ordp(cond(φ)) = n ≥ 1.
Also, for every κ ∈ S
(m),−
cyc we also have the following commutative diagram:
Dur((Grmp Tcyc)
Rcyc(1))
κ

EXPur
(GrmTcyc)
Rcyc (1)
//
H1(Qurp , (Gr
m
p Tcyc)
Rcyc(1))
(Grmp T)
R(1)
κ

DurdR((Gr
m
p Vκ)
κ(Rcyc)(1))(
expur,∗
Grmp Vκ
)−1
◦ eur,−p
// H1(Qurp , (Gr
m
p Vκ)
κ(Rcyc)(1))
where eur,−p :=
eurp
(−dm(κ))!
.
Proof. Recall that Rcyc is finite flat over Zp[[Γ1×· · ·×Γr×Γcyc]] and take another set of groups
Γ′1, . . . ,Γ
′
r and Γ
′
cyc such that
(i) We have an isomorphism Γ1 × · · · × Γr × Γcyc
∼
−→ Γ′1 × · · · × Γ
′
r × Γ
′
cyc.
(ii) The group Γ′i has an isomorphism χ
′
i : Γ
′
i
∼
−→ 1 + pZp (i = 1, . . . , r) and Γ
′
cyc has an
isomorphism χ′cyc : Γ
′
cyc
∼
−→ 1 + pZp.
We call such a set of groups {Γ′1, . . . ,Γ
′
r,Γ
′
cyc} a coordinate change of {Γ1, . . . ,Γr,Γcyc}. For a
given coordinate change {Γ′1, . . . ,Γ
′
r,Γ
′
cyc}, we define a Galois character χ˜
′
i : GQp −→ Zp[[Γ
′
i]]
×
to be
GQp ։ Γcyc
∼
−−−−−−−→
(χ′i)
−1◦χcyc
Γ′i →֒ Zp[[Γ
′
i]]
×.
We define a Galois character χ˜′cyc : GQp −→ Zp[[Γ
′
cyc]]
× in the same way.
The crucial observation is that for each m ∈ {0, 1, . . . , d−1}, there exists a coordinate change
such that the action of GQp on (Gr
m
p Tcyc)
Rcyc(1) is given by χ˜′cycω
aχbcycα˜
−1
m .
Let us identify the cyclotomic Iwasawa algebra Λcyc of Theorem 4.10 and Zp[[Γ
′
cyc]] here.
Then the commutative diagrams of Theorem 4.12 are obtained by taking base extension functor(
−⊗Zp[[Γ′cyc]] Rcyc
)
to the commutative diagrams of Theorem 4.10 and by twisting by unramified
character α˜−1m : GQp −→ R
×. The proof follows. 
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The following result is the main theorem of this section, which is deduced on passing to
Gal(Qurp /Qp)-invariants in Theorem 4.12.
Theorem 4.13. Let R be a local domain which is finite flat over Zp[[Γ1 × · · · × Γr]] and
let (T,R,S) be a deformation datum. Suppose that we have a strictly decreasing, GQp-stable,
exhaustive filtration {FilipT}i∈Z satisfying the conditions (Ord) of Definition 4.3. Let m be an
integer in {0, 1, . . . , d− 1} and assume that the unramified character α˜m is non-trivial.
Then, we have an Rcyc-linear isomorphism
EXP(Grmp Tcyc)Rcyc (1) : D((Gr
m
p Tcyc)
Rcyc(1)) −→ H1(Qp, (Gr
m
p Tcyc)
Rcyc(1))
such that, for every κ ∈ S
(m),+
cyc the following diagram commutes:
D((Grmp Tcyc)
Rcyc(1))
κ

EXP
(Grmp Tcyc)
Rcyc(1)
// H1(Qp, (Gr
m
p Tcyc)
Rcyc(1))
κ

DdR((Gr
m
p Vκ)
κ(Rcyc)(1))
e+p × exp
(Grmp Vκ)
κ(Rcyc)(1)
// H1(Qp, (Gr
m
p Vκ)
κ(Rcyc)(1))
Here e+p := (−1)
dm(κ)−1(dm(κ) − 1)! ep and ep = ep((Gr
m
p Vκ)
κ(Rcyc)(1)) is the p-adic multiplier
given by
ep :=

(
1−
pdm(κ)−1
κ|R(α˜m(Frobp))
)(
1−
κ|R(α˜m(Frobp))
pdm(κ)
)−1
when Grmp Vκ is crystalline,(
pdm(κ)−1
κ|R(α˜m(Frobp))
)n
when Grmp Vκ|Ip
∼= Eκ(cm(κ))(φ)
with ordp(cond(φ)) = n ≥ 1.
Also, for every κ ∈ S
(m),−
cyc we also have the following commutative diagram:
D((Grmp Tcyc)
Rcyc(1))
κ

EXP
(GrmTcyc)
Rcyc(1)
// H1(Qp, (Gr
m
p Tcyc)
Rcyc(1))
κ

DdR((Gr
m
p Vκ)
κ(Rcyc)(1))
e−p ×
(
exp∗
Grmp Vκ
)−1 // H1(Qp, (Grmp Vκ)κ(Rcyc)(1))
where e−p :=
ep
(−dm(κ))!
.
Proof. We begin with a study of the Gal(Qurp /Qp)-invariants of the modules that appear in
Theorem 4.12.
By definition, we have the following identification by definition:
(4.8) D((Grmp Tcyc)
Rcyc(1)) = Dur((Grmp Tcyc)
Rcyc(1))Gal(Q
ur
p /Qp) .
Let us also calculate the Gal(Qurp /Qp)-invariants in the Galois cohomology side (in the diagrams
of Theorem 4.12). By our requirement that α˜m be non-trivial, we have
(4.9)
(
H1(Qurp , (Gr
m
p Tcyc)
Rcyc(1))
(Grmp T)
R(1)
)Gal(Qurp /Qp)
= H1(Qurp , (Gr
m
p Tcyc)
Rcyc(1))Gal(Q
ur
p /Qp)
Let us calculate the right-hand side. The quotient (Grmp Tcyc)
Rcyc(1)/mrRcyc(Gr
m
p Tcyc)
Rcyc(1) is
a finite abelian group with continuous action of GQp for any natural number r. Consider the
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restriction map
H1
(
Qp, (Gr
m
p Tcyc)
Rcyc(1)/mrRcyc(Gr
m
p Tcyc)
Rcyc(1)
)
−→ H1
(
Qurp , (Gr
m
p Tcyc)
Rcyc(1)/mrRcyc(Gr
m
p Tcyc)
Rcyc(1)
)GQp .
By the inflation-restriction sequence, the kernel and the cokernel of this map are the modules
H1(Qurp /Qp, A
GQurp
r ) and H2(Qurp /Qp, A
GQurp
r ) respectively, where we have set
Ar := (Gr
m
p Tcyc)
Rcyc(1)/mrRcyc(Gr
m
p Tcyc)
Rcyc(1)
to ease our notation. Since Gal(Qurp /Qp)
∼= Ẑ has cohomological dimension one, we have
H2(Qurp /Qp, A
GQurp
r ) = 0 and H1(Qurp /Qp, A
GQurp
r ) is isomorphic to the largest Gal(Qurp /Qp)-
coinvariant quotient
(
A
GQurp
r
)
Gal(Qurp /Qp)
of A
GQurp
r . Since we have
(
(Grmp Tcyc)
Rcyc(1)
)GQurp = 0
thanks to our running hypothesis that the unramified character α˜m (that appears in the formu-
lation of (Ord)) is non-trivial, it follows that lim
←−r
A
GQurp = 0. We therefore infer that
lim←−
r
H1(Qurp /Qp, A
GQurp
r ) = 0
and that we have an isomorphism
H1
(
Qp, (Gr
m
p Tcyc)
Rcyc(1)/mrRcyc(Gr
m
p Tcyc)
Rcyc(1)
)
∼= H1
(
Qurp , (Gr
m
p Tcyc)
Rcyc(1)/mrRcyc(Gr
m
p Tcyc)
Rcyc(1)
)GQp
induced by the restriction map. Taking the inverse limit with respect to r, we have
(4.10) H1
(
Qp, (Gr
m
p Tcyc)
Rcyc(1)
)
∼= H1
(
Qurp , (Gr
m
p Tcyc)
Rcyc(1)
)GQp
Let us define EXP(Grmp Tcyc)Rcyc (1) to be the map induced by EXP
ur
(Grmp T)
Rcyc (1)
on theGal(Qurp /Qp)-
invariants. Thanks to (4.8), (4.9) and (4.10), we have an Rcyc-linear isomorphism
EXP(Grmp Tcyc)Rcyc (1) : D((Gr
m
p Tcyc)
Rcyc(1)) −→ H1(F, (Grmp Tcyc)
Rcyc(1)) .
By its very construction, the map EXP(Grmp Tcyc)Rcyc (1) verifies the desired interpolation property
for every κ ∈ S
(m),+
cyc ∪ S(m),−. 
Let us define
D(Grmp Tcyc) := HomRcyc(D(Gr
m
p Tcyc)
Rcyc(1)),Rcyc) .
The following result is an important consequence of Theorem 4.13.
Corollary 4.14. Let R be a local domain which is finite flat over Zp[[Γ1 × · · · × Γr]] and
let (T,R,S) be a deformation datum. Suppose that we have a strictly decreasing, GQp-stable,
exhaustive filtration {FilipT}i∈Z satisfying the conditions (Ord) of Definition 4.3. Let m be an
integer in {0, 1, . . . , d− 1} and assume that the unramified character α˜m is non-trivial.
Then, we have an Rcyc-linear isomorphism
EXP∗
(Grmp Tcyc)
Rcyc (1)
: H1(Qp,Gr
m
p Tcyc) −→ D(Gr
m
p Tcyc)
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such that, for every κ ∈ S
(m),+
cyc the following diagram commutes:
H1(Qp,Gr
m
p Tcyc)
κ

EXP∗
(Grmp Tcyc)
Rcyc(1)
// D(Grmp Tcyc)
κ

H1(Qp,Gr
m
p Vκ)
e+p × exp∗
(Grmp Vκ)
κ(Rcyc)(1)
// DdR(Gr
m
p Vκ)
Here e+p := (−1)
dm(κ)−1(dm(κ) − 1)! ep and ep = ep((Gr
m
p Vκ)
κ(Rcyc)(1)) is the p-adic multiplier
given by
ep :=

(
1−
pdm(κ)−1
κ|R(α˜m(Frobp))
)(
1−
κ|R(α˜m(Frobp))
pdm(κ)
)−1
when Grmp Vκ is crystalline,(
pdm(κ)−1
κ|R(α˜m(Frobp))
)n
when Grmp Vκ|Ip
∼= Eκ(cm(κ))(φ)
with ordp(cond(φ)) = n ≥ 1.
Also, for every κ ∈ S
(m),−
cyc we also have the following commutative diagram:
H1(Qp,Gr
m
p Tcyc)
κ

EXP∗
(GrmTcyc)
Rcyc(1)
// D(Grmp Tcyc)
κ

H1(Qp,Gr
m
p Vκ)
e−p × log
(Grmp Vκ)
κ(Rcyc)(1)
// DdR(Gr
m
p Vκ)
where e−p :=
ep
(−dm(κ))!
.
Proof. We define EXP∗
(Grmp Tcyc)
Rcyc (1)
to beRcyc-linear Kummer dual of the big exponential map
EXP(Grmp Tcyc)Rcyc (1). Note that we have
H1(Qp,Gr
m
p Tcyc)
∼= HomRcyc(H
1(Qp, (Gr
m
p Tcyc)
Rcyc(1)),Rcyc)
by local Tate duality theorem of Galois cohomology. Recall that, for any de Rham p-adic
representation V of GQp , the Kummer dual of expV (resp. (exp
∗
V )
−1) is known to be exp∗V
(resp. logV ). These facts ensure that EXP
∗
(Grmp Tcyc)
Rcyc (1)
satisfies the desired interpolation
property and completes the proof. 
Remark 4.15. (For readers who might be distressed about the absence of Gauss sum in the
interpolation formula of Coleman map) In the most basic set up with the cyclotomic deformation
of the p-adic Tate module of an ordinary elliptic curve E, Rubin in [Rub98, Prop. A.2] presents
the following interpolation formula for any n ≥ m+ 1:
(4.11) χ(Coln(z)) = α
−mτ(χ)
∑
γ∈Gn
χ−1(γ)exp∗ωE(z
γ).
Here χ is a nontrivial Dirichlet character of conductor pm, τ(χ) is the Gauss sum for χ, and
α is the p-unit root of the p-Euler polynomial for E. The group Gn in the summation above
is nothing but the group Γcyc/Γ
pn
cyc in the current article. The map Coln above is a map from
H1(Qp, Tp(E)⊗Zp[Gn]
♯) ∼= H1(Qp,n, Tp(E)) where Qp,n is the n-th layer of the local cyclotomic
Zp-extention Qp,∞/Qp.
Let χ be a character of Gn. Recall that O(χ) is a free Zp[χ]-module of rank one on which
GQp acts by the character χ. The character χ induces a GQp-equivariant map Zp[Gn]
♯ → O(χ)
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and we have the following identity by direct calculation:
(4.12) τ(χ)
∑
γ∈Gn
χ−1(γ)zγ = χ(z).
For each z ∈ H1(Qp, Tp(E)⊗Zp Zp[Gn]
♯), we also write χ(z) for the image of z under the map
(4.13) H1(Qp, Tp(E)⊗ Zp[Gn]
♯) −→ H1(Qp, Tp(E)⊗O(χ))
for any character χ of Gn. It therefore follows from (4.11) and(4.12) that
χ(Coln(z)) = α
−mexp∗ωE (χ
−1(z)).
This perfectly matches up with our interpolation formulae: In the setting of [Rub98], note that
the only possibility that the integer j in the interpolation formulae in Theorem 4.13 can assume
is the value 1. In other words, Gauss sums are not really missing in our formulae, but rather
encoded in the projection maps (4.13).
5. Nearly ordinary families of Rankin-Selberg convolutions
From Section 2 to Section 4, we established a general formalism of the theory and machineries
to attack Iwasawa Main conjecture of general Galois deformations. In this section, we apply
our results to the setting of Section 4.2.1 with help of Beilinson–Flach elements.
Until the end of Section 5, we shall work in the setting of Section 4.2.1. Throughout the
section, we take the base field K to be Q and we set N1 and N2 to be positive integers which
are prime to p. We shall work with a pair of Hida families fi (i = 1, 2) with respective tame
levels Ni and central characters
Ψi : (Z/pNiZ)
× −→ O×
by setting Ψi(ℓ) to be the eigenvalue of the diamond operator 〈ℓ〉 acting on the family fi.
Here, O is the ring of integers of a finite extension E of Qp which contain the images of both
Dirichlet characters Ψi. Recall also the local domain R := If1⊗̂ If2 and the two-dimensional
R[[GQ,Σ]]-representation T := Tf1⊗̂Tf2 .
Suppose that p ≥ 7. In particular, the hypothesis (MR4) holds true.
5.1. Main conjectures for the nearly deformations of Rankin-Selberg products. First,
we will verify that the required conditions to apply our theory holds true in a great variety of
cases: The conditions (H.0, (H.2), (H.0−), (H.2+) and H.2++) are covered by Lemma 5.4;
whereas (MR1) by Lemma 5.3, (MR2) by Theorem 5.6. Notice that (MR3) readily follows as a
consequence of (H.0) and (H.2), whereas (MR4) also holds since we have assumed p ≥ 7.
We will consider the following conditions for both families fi (i = 1, 2):
(F.CM) fi is non-CM.
(F.PS) For i = 1, 2, the ring Ifi is isomorphic to a power series ring in one variable with
coefficients in O.
The condition (F.PS) is expected to be valid very often; c.f. the discussion in [FO12, Lemma
2.7].
Remark 5.1. Notice that the case when f2 has CM is the subject of [BL18, Cas15, SU14, Wan15]
and our main results in the context of Rankin-Selberg convolutions (c.f. Corollary 5.21 below)
handle the case when neither of the forms have CM.
Definition 5.2. Let fi =
∑
an(fi)q
n ∈ Ski(Γ1(Ni)) (i = 1, 2) be a pair of newforms of
respective weights k1, k2, levels N1, N2. Let L1 and L2 denote the normal closure of their
respective Hecke fields. We say that f1 and f2 are twisted conjugates to mean there exists an
embedding δ : L1 →֒ C and a Dirichlet character χδ (necessarily of conductor dividing 4N1)
such that δ(aℓ(f1)) = χδ(ℓ)aℓ(f2).
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Lemma 5.3. (1) Let fi ∈ Ski(Γ1(Ni)) (i = 1, 2) be non-CM newforms which are not twisted-
conjugate to each other. Then, the residual representation ρf ⊗ ρg (modulo p) is absolutely
irreducible for every sufficiently large p.
(2) Fix a large enough p so that the conclusion of the first part holds and such that both forms
fi are p-ordinary. Let fi be denote the unique Hida family that admits the p-stabilization of fi
as a weight-ki arithmetic specialization (i = 1, 2). Then the condition (F.CM) holds true for fi
(i = 1, 2) and the residual representation T/mRT is absolutely irreducible.
See [Loe17, §4.2] for the proof of Lemma 5.3.
Next, we turn our attention to the hypotheses (H.0), (H.2), (H.0−), (H.2+) and (H.2++). To
that end, we let αi ∈ k denote the reduction of the eigenvalue for the Up-action on fi, modulo
the maximal ideal mi of Ifi . Writing ρi : GQ,Σ → GL2(k) for the residual representation carried
by Tfi/miTfi , it follows that
(5.1) ρi
∣∣
GQp
∼
(
Ψiα
−1
i ⋆
0 αi
)
where, by abuse of notation, we let αi to denote also the unramified character that assumes the
value αi at the arithmetic Frobenius at p. Recall also that, the filtration given in (5.1) may
be lifted to Ifi thanks to our assumption that each fi is p-distinguished. This gives rise to a
4-step filtration of T. We recall the steps F+p T ⊂ F
++
p T, which are both direct summands of
T of respective ranks 2 and 3. Recall also the subquotients F−−p T := T/F
++
p T and F
−+
p T :=
F++p T/F
+
p T.
Lemma 5.4.
(1) If α1α2 6≡ 1 mod πO then (H.0
−) holds true. If in addition
(i) either Ψ1Ψ2 is ramified at p,
(ii) or else Ψ1Ψ2(p) 6≡ α1α2 mod πO
then (H.0) also holds true.
(2) Suppose
(i) either that Ψ1Ψ2ω
−1 is ramified at p,
(ii) or else Ψ1Ψ2ω
−1(p) 6≡ α1α2 mod πO
(iii) either that Ψ1ω
−1 is ramified at p,
(iv) or else Ψ1ω
−1(p) 6≡ α1α
−1
2 mod πO
Then (H.2+) holds true. If in addition
(v) either Ψ2ω
−1 is ramified at p,
(vi) or else Ψ2ω
−1(p) 6≡ α−11 α2 mod πO
then both (H.2) and (H.2++) also hold true.
Proof. This is evident thanks to the local description in (5.1) of the residual representations. 
Finally, we shall provide an explicit sufficient condition for the hypothesis (MR2) to hold
true.
Lemma 5.5. Let fi ∈ Ski(Γ1(Ni)) (i = 1, 2) be non-CM newforms of respective weights k1, k2,
levels N1, N2 which are not twisted-conjugate to each other. Let Li denote the normal closure
of the Hecke field of fi and fix an embedding of L1L2 into Q.
(1) For every δ ∈ Gal(L2/Q), the set of primes ℓ for which we have aℓ(f1)
2 = ℓk1−k2δ(aℓ(f2))
2
has zero density.
(2) For a given number field F/Q, there exists B(f1, f2, F ) ∈ Z
+ such that for every prime
p > B(f1, f2, F ) and any δ ∈ Gal(L2/Q) we have
vp
(
aℓ(f1)
2 − ℓk1−k2δ(aℓ(f2))
2
)
= 0
for every prime ℓ which splits completely in F/Q.
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Proof. The first assertion follows from a theorem of Ramakrishnan [Ram00, Theorem A], as
in [Loe17, Lemma 3.1.1]. The second assertion is an immediate consequence from the first,
since there only finitely many primes at which all members of a non-zero collection of algebraic
numbers have positive valuation. 
We let F0 denote the compositum of L1 and L2. We also choose an integer B ≥ B(f1, f2, F0)
such that for every p > B, both conclusions of Lemma 5.3(ii) are valid.
Theorem 5.6. Let fi be as in Lemma 5.5 and suppose p > B is a good ordinary prime for
both forms. Let fi be denote the unique Hida family that admits the p-stabilization of fi as a
weight-ki arithmetic specialization (i = 1, 2). Suppose that the hypothesis (F.Dist) holds true.
The Rankin-Selberg Galois representation T satisfies (MR2) if we further assume the following
conditions:
(BI.1) (i) Either (N1, N2) = 1 and there exists u such that Ψ2(u) = −1,
(ii) or the product of the reductions of two central characters Ψ1Ψ2 is non-trivial.
(BI.2) The residual representations associated to both f1 and f2 are full in the sense that they
contain a conjugate of SL2(Fp).
Remark 5.7. Let f ∈ Sk(Γ1(N), ε) be a non-CM newform. Then the results of Momose, Ribet,
and Ghate–Gonzalez-Jimenez–Quer [GGJQ05] guarantee that for all but finitely primes p, mod
p representation ρf associated to f is full.
Notation. For fi as in the statement of Theorem 5.6, we fix an embedding F0 →֒ Qp which
sends both ap(fi) to units. Let p denote the prime of F0 induced by this embedding. By slight
abuse, we shall denote the prime of Li lying below p also by the symbol p.
Proof of Theorem 5.6. Our proof builds on the work of Fischman and Loeffler; our notation in
this proof is a hybrid of that used in these two articles. For i = 1, 2, we let Hfi ⊂ GQ denote the
subgroup defined at the beginning of [Fis02, §3.2] and let H = Hf1 ∩Hf2 . Since Hfi is of finite
index in GQ, H is a subgroup of finite index in Hf1 and Hf2 and both Ψ1 and Ψ2 are trivial on
H. We also recall the subring Rfi ⊂ Ifi defined in loc. cit. Set ρ := ρf1 ⊗ ρf2 . When BI.1(i) is
valid, we shall prove that
(5.2)
((
1 1
0 1
)
,
(
1 0
0 −1
))
∈ ρ(GQ(µp∞ ))
• Step 1. We let G
(n)
i := ρfi
(
H ∩GQ(µpn )
)
and G◦i :=
⋂
n
G
(n)
i = ρfi
(
H ∩GQ(µp∞ )
)
.
We also set Gn = Gal(Q(µpn+1)/Q).
Then G◦i = SL2(Rfi).
Indeed, it follows from [Fis02, Corollary 4.11] that
(5.3) G
(n)
i ⊂ {M ∈ GL2(Rfi) | det(M) ∈ (1 + pZp)
pn}
(where Fischman uses the notation Γ′ for the group 1 + pZp). Note also that the quotient
group ρfi (H) /G
(n)
i is a cyclic group of dividing (p − 1)p
n, being the homomorphic image of
H/H ∩GQ(µp∞ ) under the map induced from det ◦ ρfi . On the other hand, it also follows from
[Fis02, Corollary 4.11] combined with (5.3) that
ρfi (H) /G
(n)
i
det
։ (µp × (1 + pZp))
/
(1 + pZp)
pn ∼= (Z/pn+1Z)×
and we conclude that the containment in (5.3) is an equality. We may more precisely write
G
(n)
i =
{
M ∈ GL2(Rfi)
∣∣∣ det(M) ∈ {Ψ(p)i χ˜i(γ)}γ∈GQ(µpn )} .
Since{
M ∈ GL2(Rfi)
∣∣∣ det(M) ∈ {Ψ(p)i χ˜i(γ)}γ∈GQ(µpn )} = ⋃
γ∈GQ(µpn )
(
1 0
0 Ψ
(p)
i χ˜i(γ)
)
SL2(Rfi)
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we conclude that
G
(n)
i =
⋃
γ∈GQ(µpn )
(
1 0
0 Ψ
(p)
i χ˜i(γ)
)
SL2(Rfi) .(5.4)
On considering the intersection
⋂
n
G
(n)
i , we conclude that
G◦i =
{
M ∈ GL2(Rfi)
∣∣∣∣∣ det(M) ∈⋂
n
(1 + pZp)
pn
}
= SL2(Rfi) .
• Step 2. Now set G(n) := ρ
(
H ∩GQ(µpn )
)
⊂ G
(n)
1 ×G
(n)
2 and G
◦ =
⋂
n
G(n). We claim
that G◦ = G◦1 ×G
◦
2 = SL2(Rf1)× SL2(Rf2).
We shall very closely follow the arguments of Loeffler in the proofs of [Loe17, Proposition 3.2.1
and Theorem 3.2.2] in order to verify this claim. To that end, we let U < ρ(H) ⊂ ρf1(H)×ρf2(H)
denote the subgroup of elements (M1,M2) such that Mi ∈ SL2(Rfi). By the discussion in the
first step, notice that both natural projection maps U → SL2(Rfi) are surjective.
We shall need the following result, which is a particular instance of Goursat’s Lemma:
Lemma 5.8. Let N < SL2(Rf1)× SL2(Rf2) be a closed subgroup that surjects onto each factor
under the natural projection maps. Then there exists closed normal subgroups Ni < SL2(Rfi)
such that the image of N in SL2(Rf1)/N1 × SL2(Rf2)/N2 is the graph of an isomorphism
SL2(Rf1)/N1
∼= SL2(Rf2)/N2. Moreover, N is a proper subgroup of SL2(Rf1)×SL2(Rf2) if and
only if Ni is a proper normal subgroup of SL2(Rfi).
Next, we next explain that the only maximal proper normal subgroup of SL2(Rf1) is the
kernel of the projection to PSL2(ki) (where ki = Rfi/mi is the residue field). Indeed, if N <
SL2(Rfi) is a proper normal subgroup, then so is its image N in PSL2(ki). However, since
we have assumed that p > 7, it follows that PSL2(ki) is simple and hence we either have
N = {1} or else N = PSL2(ki). We shall next explain that the latter option is impossible: If
N = PSL2(ki), then since only proper non-trivial normal subgroup of SL2(ki) is {±1}, it follows
that N maps onto SL2(ki) (under the obvious reduction map induced from Rfi → ki). This
observation combined with [Fis02, Proposition 3.15] shows that N = SL2(Rfi), contrary to our
assumption that N is a proper normal subgroup of SL2(Rfi), so N = {1}. We conclude that
N ⊂ ker (SL2(Rfi)։ PSL2(ki)), as claimed.
Suppose now that U is a proper subgroup of SL2(Rf1) × SL2(Rf2). By Lemma 5.8, we have
isomorphisms
SL2(Rf1)/N1
∼
φ
//


SL2(Rf2)/N2


PSL2(k1)
∼
// PSL2(k2)
(where the isomorphism on the second row is induced from the one on the first row), which in
turn also induces an isomorphism k1
∼
→ k2 and Rf1
∼
→ Rf2 . Henceforth, we shall identify k1 and
k2 through this isomorphism and denote either one of them by k. Since all automorphisms of
PSL2(k) arise as the compositum of a field automorphism of k and conjugation by an element
of PSL2(k), we conclude with the following:
Claim. There exists δ ∈ Gal(k/Fp) such that U is contained in the group
{(M1,M2) ∈ SL2(Rf1)× SL2(Rf2) |M1 mod m1 = δ (±M2 mod m2)} .
Fix a choice of δ as in the claim above. Let (A1, A2) ∈ G
(n) be any pair and set
(5.5) t = (A1 mod m1)
−1δ(A2 mod m2) ∈ GL2(k).
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Let [t] ∈ GL2(k)/{±1} denote its image (and similarly, we shall also talk about [M ] for any
M ∈ GL2(Rfi)). For any (u, v) ∈ U , we have the identity
[u−1tu] = [u−1A−11 (δA2)u] = [A
−1
1 ][(A1uA
−1
1 )
−1(δ(A2vA2)
−1)][δA2][(δv)
−1u] = [A−11 (δA2)] = [t]
where we have used for the third equality the fact that U is a normal subgroup of G(n) and the
Claim above. This in particular shows that [t] commutes with every element of PSL2(k) and
therefore that t is a scalar matrix.
The fact that t is a scalar matrix combined with (5.5) shows that
(5.6) t2 = (det(A1) mod m1)
−1δ(det(A2) mod m2),
as well as that
(5.7) t · (tr ρf1(σ) mod m1)± δ (tr ρf2(σ) mod m2) = 0
for every σ ∈ H. Let ℓ be any prime that splits completely in Q
H
/Q. Then decomposition
groups at ℓ are subgroups of H. By choosing σ to be any lift of the Frobenius at ℓ to H in (5.7),
we conclude that
(5.8) t · (aℓ(f1) mod m1)± δ(aℓ(f2) mod m2) = 0 .
Let x denote the image of x in the residue field k. We have the following equality which takes
place in k
(5.9) aℓ(f1)
2
− ℓk1−k2δ(aℓ(f2))
2 =(
aℓ(f1)
2 mod m1
)
− (det (ρf1(Frℓ)) mod m1) δ(det (ρf2(Frℓ) mod m2)
−1)δ(aℓ(f2) mod m2)
2
since fi is a specialization of the Hida family fi and since we have Ψi(ℓ) = 1 by the choice of ℓ.
Moreover, it follows from (5.6) and (5.8) that
− (det (ρf1(Frℓ)) mod m1) δ(det (ρf2(Frℓ) mod m2)
−1)δ(aℓ(f2) mod m2)
2+
(
aℓ(f1)
2 mod m1
)
= 0.
Combining this with (5.9), we see for every ℓ as above that
−ℓk1−k2δ(aℓ(f2))
2 + aℓ(f1)
2
= 0.
Recall that L2 is the normal closure of the Hecke field of f2. We conclude that there exists a
choice of δ˜ ∈ Dp(L2/Q) := {τ ∈ Gal(L2/Q) : τ(p) = p} lifting the automorphism δ of k such
that
vp
(
aℓ(f1)
2 − ℓk1−k2 δ˜(aℓ(f2))
2
)
> 0
for a set of primes ℓ with positive upper density. This contradicts our choice of the pair of
eigenforms f1, f2 and the prime p (in view of Lemma 5.5) and shows that
(5.10) U = SL2(Rf1)× SL2(Rf2) .
It follows from the identification (5.10) combined with the explicit description (5.4) that
G(n) =
⋃
γ∈GQ(µpn )
((
1 0
0 Ψ
(p)
1 χ˜1(γ)
)
,
(
1 0
0 Ψ
(p)
2 χ˜2(γ)
))
SL2(Rf1)× SL2(Rf2) .
This concludes the proof that
G◦ =
⋂
n
G(n) = SL2(Rf1)× SL2(Rf2) = G
◦
1 ×G
◦
2 .
• Step 3. There exists τ ∈ GQ(µp∞ ) such that ρ(τ) =
((
1 0
0 1
)
,
(
1 0
0 −1
))
.
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Indeed, since we assumed that N1, N2 and p are pairwise coprime, we may choose σ ∈ GQ(µp∞ )
such that ψ(σ) = 1 for all Dirichlet characters ψ of conductor N1, Ψ2(σ) = −1. In the proof
of [Fis02, Theorem 4.15], Fischman has verified for each one of the Hida families f1, f2 and any
g ∈ GQ(µp∞ ) that (
βi(g) 0
0 Ψ
(Ni)
i β
−1
i (g)
)
∈ ρfi(GQµp∞ ),
where we write βi(g) in place of Fischman’s α(g) when we are working with the Hida family fi.
Thus, ((
β1(g) 0
0 Ψ
(N1)
1 β
−1
1 (g)
)
,
(
β2(g) 0
0 Ψ
(N2)
2 β
−1
2 (g)
))
∈ ρ(GQµp∞ ) .
Let the automorphism γ and the Dirichlet character χγ be as in the paragraph preceding
Lemma 4.14 of [Fis02], with F = f1. For σ chosen as above, we have χγ(σ) = 1 since the
conductor of χγ divides N1. The choice of β1(σ) ∈ If1 which is explained in the same paragraph
of op. cit. (where we remind the reader that our β1 corresponds to Fischman’s α), we may take
β1(σ) = 1. Hence, (
β1(σ) 0
0 Ψ
(N1)
1 β
−1
1 (σ)
)
=
(
1 0
0 1
)
.
Furthermore, (
β2(σ) 0
0 Ψ
(N2)
2 β
−1
2 (σ)
)
=
(
β 0
0 −β−1
)
.
where we have set β = β2(σ). Combining with the main conclusion of Step 2, we deduce that((
1 0
0 1
)
,
(
β 0
0 −β−1
))
SL2(Rf1)× SL2(Rf2) ∈ ρ(GQµp∞ ) .
Since we have
(
1 1
0 1
)
∈ SL2(Rf1) and
(
β−1 0
0 β
)
∈ SL2(Rf2), we conclude our proof that
(5.11)
((
1 1
0 1
)
,
(
1 0
0 −1
))
∈ ρ(GQµp∞ ) .
• Step 4. Conclusion.
The image of the element (5.11) inside GL4(R) is the matrix
1 1 0 0
0 1 0 0
0 0 −1 −1
0 0 0 −1

and we have verified the existence of an element in ρ(GQµp∞ ) whose image has the desired shape
when BI1.(i) is valid.
When BI.1(ii) is in effect, one may similarly prove for any x ∈ Zp[[X]]
× (which we view as
an element of Λi := Zp[[Γi]] via χi) and any u ∈ (Z/pN1N2)
× with Ψ1(u)Ψ2(u) 6= 1 that
(5.12)
((
x−1 0
0 xΨ1(u)
)
,
(
x 0
0 x−1Ψ2(u)
))
∈ ρ
(
GQ(µp∞ )
)
.
The image of the element (5.12) inside GL4(R) is the diagonal matrix
Diag
(
1, x−2Ψ2(u), x
2Ψ1(u),Ψ1(u)Ψ2(u)
)
.
On choosing x in a way that
x−2Ψ2(u) 6≡ 1 and x
2Ψ2(u) 6≡ 1 mod (πO,X),
we have again verified the existence of an element in ρ(GQµp∞ ) whose image has the desired
shape. 
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5.2. Beilinson–Flach elements and their relation to p-adic L-functions. Consider the
following condition on the central characters of the Hida families f1 and f2:
(H.c) The conductor of Ψ1Ψ2 is prime to p.
Until the end of this article, we shall assume the validity of (H.c). For every positive integer
n that is coprime to 6N1N2, there exists a generalized Beilinson–Flach element
BFf1,f2n ∈ H
1(Q(µn),Tcyc)
that was constructed in [KLZ19, KLZ17], building on [LLZ14].
Remark 5.9. The collection {BFf1,f2n }n verifies some Euler system distribution relation as n
varies, which is not the distribution relation we have asked for in Section 2.2.1. However, one
may rely on [Rub00, §9.6] to obtain an Euler system with the distribution relation given as in
Definition 2.19 and such that the initial term of the new Euler system agrees with BFf1,f21 ; see
[LLZ14, §7.3] for details.
Remark 5.10. Since we assume the validity of (H.c), we may work with the normalised col-
lection of classes {BFf1,f2n } rather than those classes denoted by {cBF
f1,f2
n } in [KLZ19, KLZ17].
Here, c is the “smoothing factor” of [LLZ14]. We refer the readers to [LLZ14, §6.8.1] where the
authors explain how to dispose this auxiliary factor and verify the integrality of the original
classes BFf1,f2n .
The following statement is proved in [KLZ17, Proposition 8.1.7].
Proposition 5.11. The collection BF = {BFf1,f2n } gives rise to an element of ES
+(Tcyc), in
the sense of Definition 2.21.
In more concrete terms, Proposition 5.11 asserts that the projection of the local class
resp(BF
f1,f2
n ) ∈ H
1(Q(µn)p,Tcyc)
to H1(Q(µn)p, F
−−
p Tcyc) is trivial and the collection BF forms a locally restricted Euler system
in the sense of Definition 2.21. This means that our Theorem 3.6 (and its corollaries) may be
applied with the collection BF to yield the following result.
Theorem 5.12. Let fi ∈ Ski(Γ1(Ni)) (i = 1, 2) be non-CM newforms of respective weights
k1, k2, levels N1, N2 which are not twisted-conjugate to each other and suppose p > B is a good
ordinary prime for both forms. Let fi be the unique Hida family that admits the p-stabilization
of fi as a weight-ki arithmetic specialization (i = 1, 2).
Assume the conditions listed in Lemma 5.4 which ensure the validity of (H.0), (H.2), (H.0−),
(H.2+) and (H.2++). Assume in addition the hypotheses (H.c), (BI.1), (BI.2) and (F.Dist) as
well as that the class BFf1,f21 ∈ H
1(Q,Tcyc) is non-trivial.
(1) The module H1F∗+
(Q,T∨cyc(1))
∨ is Rcyc-torsion.
(2) The module H1F+(Q,Tcyc) is a torsion-free Rcyc-module of rank one.
(3) We have
charRcyc
(
H1F∗+(Q,T
∨
cyc(1))
∨
)
⊃ charRcyc
(
H1F+(Q,Tcyc)
/
Rcyc ·BF
f1,f2
1
)
.
Suppose in addition that resp(BF
f1,f2
1 ) 6= 0. Then,
(4) The module H1F∗
Gr
(K,T∨cyc(1))
∨ is Rcyc-torsion.
(5) We have
char
(
H1F∗
Gr
(Q,T∨cyc(1))
∨
)
⊃ char
(
H1+/f(Qp,Tcyc)
/
Rcyc · res+/f
(
BF
f1,f2
1
))
where we recall that
H1+/f(Qp,Tcyc) := H
1
F+(Qp,Tcyc)/H
1
FGr(Qp,Tcyc)
∼
−→ H1(Qp, F
−+
p Tcyc)
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and the map res+/f is the compositum of the arrows
H1(Q,Tcyc)
resp
−→ H1(Qp,Tcyc) −→ H
1(Qp, F
−+
p Tcyc) .
Proof. (1), (2) and (3) follows from Theorem 3.6, which applies in the present situation thanks to
Lemma 5.4 and Theorem 5.6. Parts (4) and (5) are then respective restatements of Corollary 3.20
and Theorem 3.21 in the current set up. 
Definition 5.13. Set N = gcd(N1, N2) and let h denote Hida’s universal ordinary Hecke
algebra of level Np∞, which is finite flat over Λ := Zp[[1 + pZp]]. Let us write Quot(h) for the
total ring of quotients of h. Let K ⊂ Frac(Λ) denote a sufficiently large extension of Frac(Λ)
that contains all Galois conjugates of all subfields of Quot(h). Let I denote the integral closure
of Λ in K .
We fix once and for all embeddings If1 →֒ I and If2 →֒ I of Λ-algebras, which in turn induces
a Λ⊗̂ZpΛ-algebra embedding ι : If1⊗̂ZpIf2 →֒ I⊗̂ZpI. We let H ∈ If1 to denote the congruence
divisor associated to the Λ-adic form f1. See [Hid88, Section 4] for a precise definition and
further properties of H. We will only note here that the congruence divisor H is an invariant
controlling the congruences between f1 and other Hida families of the same tame conductor.
Through the embedding we have fixed above, we will regard H also as an element of I.
Suppose κi : Ifi −→ Qp is an arithmetic specialization. We pick any extension of κi to a
morphism I −→ Qp (which exists thanks to going-up theorem) and denote it also by κi with an
abuse of notation.
Definition 5.14. Let LHidap (f1, f2, j) ∈
1
H I ⊗̂ZpI ⊗̂ZpΛcyc denote Hida’s p-adic L-function in
3-variables defined in [Hid88, Theorem I], where j stands for the cyclotomic variable. The
p-adic L-function LHidap (f1, f2, j) is characterized by the interpolation property that
LHidap (f1(κ1), f2(κ2), j) =
(
1−
pj−1
α(f1(κ1))α(f2(κ2))
)(
1−
pj−1
α(f1(κ1))β(f2(κ2))
)(5.13)
×
(
1−
β(f1(κ1))α(f2(κ2))
pj
)(
1−
β(f1(κ1))α(f2(κ2))
pj
)
×
(
1−
β(f1(κ1))
pα(f1(κ1))
)−1(
1−
β(f1(κ1))
α(f1(κ1))
)−1
×
L(f1(κ1), f2(κ2), j)
Ω(κ1, κ2, j)
for arithmetic specializations κ1, κ2 of the families f1, f2 of respective weights w1 > w2 and
integers j ∈ [w2+2, w1+1] such that the character ω
−w2−1+jΨ
(p)
2 φκ2φ is trivial (which amounts
to the requirement that the GQp-representation F
−+Vκ be crystalline). Here,
(i) α(fi(κi)) = κi (ap(fi)) and β(fi(κi)) = p
wi+1Ψ
(Ni)
i (p)κi (ap(fi))
−1;
(ii) L(f1(κ1), f2(κ2), s) is a Rankin-Selberg L-function;
(iii) Ω(κ1, κ2, j) ∈ C
× is the complex period which is given as the ratio
Ω(P,Q,R)
cw
in the
notation of [Hid88, Theorem I].
We next explain the connection of Beilinson–Flach elements and Hida’s p-adic L-function. In
order to do so, we first record a restatement (in Theorem 5.15 below) of Corollary 4.14 in the
particular set up when Gr1pTcyc = F
−+Tcyc. We shall henceforth drop
(
Gr1pTcyc
)Rcyc (1) and
(Grmp Vκ)
κ(Rcyc)(1) from the subscripts to ease our notation, as we shall solely work with this
choice until the end of this article. Notice further that we have
d1(κ) = j − ω2 and κ|R(α˜1(Frp)) = ap(f1(κ1))ap(f2(κ2))
−1Ψ
(N2)
2 (p)
in the notation of Corollary 4.14.
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Theorem 5.15. There exists an Rcyc-linear map
EXP∗ : H1(Qp, F
−+Tcyc) −→ D(F
−+Tcyc)
which is characterized by the following interpolation property: For every κ ∈ S
(1),+
cyc (so that
j > w2) the following diagram commutes:
H1(Qp, F
−+Tcyc)
κ

EXP∗
// D(F−+Tcyc)
κ

H1(Qp, F
−+Vκ)
e+p × exp∗
// DdR(F
−+Vκ)
Here e+p := (−1)
j−w2(j − w2)! ep and ep = ep((F
−+Vκ)
κ(Rcyc)(1)) is the p-adic multiplier given
by
ep =
(
1−
pj−w2−1
ap(f1(κ1))ap(f2(κ2))−1Ψ
(N2)
2 (p)
)(
1−
ap(f1(κ1))ap(f2(κ2))
−1Ψ
(N2)
2 (p)
pj−w2
)−1
in case ω−w2−1+jΨ
(p)
2 φκ2φ is the trivial character (which is equivalent to the requirement that
F−+Vκ be crystalline), and
ep =
(
pj−w2−1
ap(f1(κ1))ap(f2(κ2))−1Ψ
(N2)
2 (p)
)n
when F−+Vκ |Ip
∼= Eκ(ω2 + 1− j)(η) with ordp(cond(η)) = n ≥ 1.
Also, for every κ ∈ S
(1),−
cyc (so that j ≤ w2) we also have the following commutative diagram:
H1(Qp, F
−+Tcyc)
κ

EXP∗
// D(F−+Tcyc)
κ

H1(Qp, F
−+Vκ)
e−p × log
// DdR(Gr
m
p Vκ)
where e−p :=
ep
(w2 − j)!
.
Recall that we have an identification
F−+Tcyc = Gr
1
pTcyc = F
−
p Tf1⊗̂ZpF
+
p Tf2⊗̂Zp(Λ
♯
cyc)
ι(5.14)
and hence
(5.15) D(F−+Tcyc) = D
(
F−p Tf1
)
⊗̂ZpD
(
F+p Tf2
)
⊗̂ZpΛcyc.
Remark 5.16. We recall that what we call a Hida family in this article corresponds to a new,
cuspidal branch of a Hida family Fi of tame level Ni in the sense of [KLZ17, Remark 7.2.4].
The ring denoted by Λa in op. cit. agrees with our If1 , with f in loc. cit. chosen as F1 and the
minimal ideal a in the notation of [KLZ17] corresponds to our branch f1. Finally, the fractional
ideal denoted by Ia in [KLZ17, Notation 7.7.1] agrees with the fractional ideal
1
H
If1 above.
Let S
ord
(N) be the space of ordinary Λ-adic cusp forms of tame level N . Recall that we have
a canonical injection
(5.16) D
(
F−p T
∗
f2
(1)
)
→֒ S
ord
(N)
induced by Ohta’s Λ-adic Eichler-Shimura isomorphism established in [Oht00, Theorem 2.1.11].
Definition 5.17. Let us choose an element
ωf2 ∈ D
(
F−p T
∗
f2
(1)
)
= HomIf2
(
D
(
F+p Tf2
)
, If2
)
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which interpolates holomorphic differential forms corresponding to arithmetic specializations of
the dual Hida family f2 of f2 via (5.16). We denote by ω
(I)
f2
the extension (by linearity) of ωf2 to
an element of HomI
(
D
(
F+p Tf2
)
, I
)
. Similarly we define ωf1 ∈ D
(
F−p Tf1(1)
)
which interpolates
holomorphic differential forms corresponding to arithmetic specializations of the Hida family f1.
Mimicking Hida’s construction in [Hid88, (7.5)], we let ηf1 ∈ HomI
(
D
(
F−p Tf1
)
,
1
H
I
)
denote
the compositum of the following arrows:
D
(
F−p Tf1
)
−→ D
(
F−p Tf1
)
⊗If2 I →֒ S
ord
(N)⊗Λ I
(1f1 , )−→
1
H
I
where 1f1 ∈ h⊗Λ K is the idempotent that Hida in op. cit. denotes by 1K , which corresponds
to the choice f1 as a branch and the pairing ( , ) is the one given as in [Hid88, Theorem 7.4].
Note that the compositum of these arrows a priori land in K . However, Hida explains that by
the very definition of the congruence ideal in [Hid88, (4.3)], it follows that H · 1f1 ∈ h⊗Λ I.
Definition 5.18. Using the identification (5.15), we define We define
(5.17) LBFp (f1, f2, j) :=
〈
EXP∗ ◦ resp
(
BF
f1,f2
1
)
, ηf1⊗̂ω
(I)
f2
〉
∈
1
H
I⊗̂I⊗̂Λcyc
where j is the cyclotomic variable.
The following is a very slight variant of [KLZ17, Theorem 10.2.2] (and its proof follows the
argument in op. cit.).
Theorem 5.19. We have the equality
(5.18) (LBFp (f1, f2, j)) = (L
Hida
p (f1, f2, j)).
of fractional ideals of I⊗̂I⊗̂Λcyc.
Proof. Let us take any arithmetic point κ = (κ1, κ2, j) in Sp(I⊗̂I⊗̂Λcyc) such that
(i) the weights w1 and w2 of κ1 and κ2 satisfy the condition 1 ≤ j ≤ w2 + 1 < w1 + 1,
(ii) f1(κ1) and f(κ2) are p-old,
(iii) the character ω−w2−1+jΨ
(p)
2 φκ2φ is trivial.
By the definition of LBFp (f1, f2, j) given in (5.17), we have
(5.19) κ(LBFp (f1, f2, j)) =
〈
κ(EXP∗ ◦ resp
(
BF
f1,f2
1
)
), ηf1(κ1) ⊗ ωf2(κ2)
〉
.
By the interpolation property of the big exponential map EXP∗ obtained in Theorem 5.15, we
have
(5.20) κ(EXP∗ ◦ resp
(
BF
f1,f2
1
)
) = e−p · log(κ(resp
(
BF
f1,f2
1
)
)).
Furthermore, the class κ(resp
(
BF
f1,f2
1
)
) is related to the special value of LHidap via the identity
(5.21)〈
log
(
κ(resp
(
BF
f1,f2
1
)
)
)
, κ1(ηf1)⊗ κ2(ω
(I)
f2
)
〉
= λN (f1(κ1)
◦)−1(−1)jLHidap (f1(κ1), f2(κ2), j)
(where f1(κ1)
◦ is the newform whose p-stabilization is f1(κ1) and λN (f1(κ1)
◦) is the Atkin-
Lehner pseudo-eigenvalue) thanks to [KLZ19, Theorem 6.5.9] combined with [KLZ17, Proposi-
tion 10.1.1]. Note that the arithmetic points κ = (κ1, κ2, j) satisfying the conditions (i), (ii)
and (iii) are Zariski dense in Sp(I⊗̂I⊗̂Λcyc). Combining the equations (5.19), (5.20) and (5.21),
it follows that (LBFp (f1, f2, j)) = (L
Hida
p (f1, f2, j)), as we have claimed. 
Corollary 5.20. The class resp(BF
f1,f2
1 ) is non-trivial.
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Proof. Theorem 5.19 reduces the non-vanishing of the class resp(BF
f1,f2
1 ) to the non-triviality
of Hida’s p-adic Rankin-Selberg L-function LHidap (f1, f2, j).
To see the non-triviality of LHidap (f1, f2, j), we consider the interpolation property (5.13) of
LHidap (f1, f2, j). We recall that the Euler product of the L-function L(κ1(f1), κ2(f1), s) is abso-
lutely convergent (and therefore non-zero) for Re(s) > w1+w2+22 +1. It is also easy to check the
non-vanishing of the Euler-like factor(
1−
pj−1
α(f1(κ1))α(f2(κ2))
)(
1−
pj−1
α(f1(κ1))β(f2(κ2))
)(
1−
β(f1(κ1))α(f2(κ2))
pj
)
×
(
1−
β(f1(κ1))α(f2(κ2))
pj
)(
1−
β(f1(κ1))
pα(f1(κ1))
)−1(
1−
β(f1(κ1))
α(f1(κ1))
)−1
.
In fact, it is known that the archimedean absolute values of the eigenvalues α(f1(κ1)) and
β(f1(κ1)) belong to the range [p
w1
2 , p
w1
2
+1]. A similar statement holds true for α(f2(κ2)) and
β(f2(κ2)). Based on these facts, it is now easy to check that L
Hida
p (f1, f2, j) has a specialization
(κ1, κ2, w1) with w1 > w2+2 where the value of the function L
Hida
p (f1, f2, j) is non zero. Thence,
the function LHidap (f1, f2, j) itself is non zero.
Consequentially, Theorem 5.19 implies that the class resp(BF
f1,f2
1 ) is non-trivial. 
Corollary 5.21. Let fi ∈ Ski(Γ1(Ni)) (i = 1, 2) be non-CM newforms of respective weights
k1, k2, levels N1, N2 which are not twisted-conjugate to each other and suppose p > B is a good
ordinary prime for both forms. Let fi be the unique Hida family that admits the p-stabilization of
fi as a weight-ki arithmetic specialization (i = 1, 2). Suppose that the conditions in Lemma 5.4
that ensure the validity of (H.0), (H.2), (H.0−), (H.2+) and (H.2++) hold. Assume also the
hypotheses (H.c), (BI.1), (BI.2) and (F.Dist). Then, we have the following inclusion of integral
ideals of I⊗̂I⊗̂Λcyc:
charI⊗̂I⊗̂Λcyc
(
H1F∗Gr(Q,T
∨
cyc(1))
∨ ⊗Rcyc I⊗̂I⊗̂Λcyc
)
⊃ (H · LHidap (f1, f2, j)) .
Proof. Under our running hypotheses we have the following chain of isomorphisms
H1+/f(Qp,Tcyc)
∼
−→ H1(Qp, F
−+Tcyc)
∼
−→ D(F−+Tcyc).
Since ωf2 is an isomorphism (see [KLZ17, Proposition 10.1.1(1)]), it follows from Theorem 5.19
that
charI⊗̂I⊗̂Λcyc
 H1+/f(Qp,Tcyc)
Rcycres+/f
(
BF
f1,f2
1
) ⊗Rcyc I⊗̂I⊗̂Λcyc
 ⊃ (H · LBFp (f1, f2, j)) .
Corollary now follows from Theorem 5.12 (3) and Corollary 5.20. 
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