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SCATTERING DIAGRAMS, STABILITY CONDITIONS, AND
COHERENT SHEAVES ON P2
PIERRICK BOUSSEAU
Abstract. We show that a purely algebraic structure, a two-dimensional scattering
diagram, describes a large part of the wall-crossing behavior of moduli spaces of Bridge-
land semistable objects in the derived category of coherent sheaves on P2. This gives
a new algorithm computing the Hodge numbers of the intersection cohomology of the
classical moduli spaces of Gieseker semistable sheaves on P2.
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0. Introduction
The concept of scattering diagram comes from the work of Kontsevich-Soibelman
[KS06] and Gross-Siebert [GS11] in mirror symmetry. In this context, a scattering dia-
gram is an algebraic structure which is supposed to encode the behavior of holomorphic
discs with boundary on torus fibers of the Strominger-Yau-Zaslow fibration [SYZ96].
Essentially the same algebraic structure appears in an a priori completely different con-
text: the wall-crossing behavior of Donaldson-Thomas counts of semistable objects in a
Calabi-Yau triangulated category of dimension 3, upon variation of the stability condition
[KS08][JS12][KS14]. Some precise connection between scattering diagrams and spaces of
stability conditions, for quivers with potential, is established in [Bri17], recently followed
by [CM19].
The aim of the present paper is to explore further this connection between stability
conditions and scattering diagrams in a specific geometric example. We consider the
complex projective plane P2 and the space of Bridgeland stability conditions Stab(P2)
[Bri07] on the bounded derived category Db(P2) of coherent sheaves on P2. The space
Stab(P2) is a complex manifold of complex dimension 3. We focus on a particular subset
U of Stab(P2) of complex dimension 1. Using as input the intersection cohomology of
the moduli spaces of semistable objects in Db(P2) at various points of U , we construct
a scattering diagram DP
2
u,v on U . On the other hand, we give some purely algorithmic
definition of another scattering diagram S(Dinu,v) on U . Our main result, see Theorem
5.9 in the main body of the text, is that these two scattering diagrams on U coincide:
Theorem 0.1. We have
DP
2
u,v = S(Dinu,v) .
We stress that the left-hand side DP
2
u,v encodes some complicated geometry of the moduli
spaces of semistable objects in Db(P2), whereas the right-hand side S(Din) is completely
algorithmic and can be easily implemented on a computer.
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Theorem 0.1 has some non-trivial applications:● Using the fact that the notion of Gieseker stability can be recovered as a limiting
case of Bridgeland stability condition, Theorem 0.1 gives a new algorithm to com-
pute intersection cohomology of the classical [HL10] moduli spaces of Gieseker
semistable sheaves on P2. Using this algorithm, we prove that the intersection
cohomology of the moduli spaces of Gieseker semistable sheaves on P2 is concen-
trated in Hodge bidegrees (p, p).● In the companion paper [Bou19b], we will combine Theorem 0.1 with the main
result of [Gab19] to prove N. Takahashi’s conjecture [Tak01][CvGKT18b] on genus
0 Gromov-Witten theory with maximal tangency of the pair (P2,E), where E is
a smooth cubic in P2.
The rest of the Introduction is organized as follows. In Section 0.1, we give a more
detailed description of the objects DP
2
u,v and S(Dinu,v) involved in the statement of Theorem
0.1. In Section 0.2, we briefly describe the technical tools used in the proof of Theorem
0.1. In Section 0.3, we state precisely our results on moduli spaces of Gieseker semistable
sheaves. Finally, we discuss connections with related works in Section 0.4.
0.1. Description of S(Dinu,v) and DP2u,v.
0.1.1. Scattering diagrams. Both S(Dinu,v) and DP2u,v are scattering diagrams on U for the
Lie algebra gu,v. Here, U is the open subset of R2 defined by
U ∶= {(x, y) ∈ R2 ∣x2 + 2y > 0} ,
and gu,v the Q(u± 12 , v± 12 )-Lie algebra
gu,v ∶= ⊕
m∈Z2Q(u± 12 , v± 12 )zm
with Lie bracket given by[zm, zm′] ∶= (−1)⟨m,m′⟩((uv) ⟨m,m′⟩2 − (uv)− ⟨m,m′⟩2 )zm+m′ ,
where ⟨−,−⟩∶Z2 ×Z2 → Z⟨(a, b), (a′, b′)⟩ ∶= 3(a′b − ab′) .
For the purposes of the present paper, a scattering diagram D on U for gu,v is a collection
of rays d = (∣d∣,Hd), where:● Hd ∈ Q(u± 12 , v± 12 )zmd for some md ∈ Z2 called the class of the ray d.● ∣d∣ is an oriented line segment or half-line contained in U , of direction −md, and
called the support of the ray d.
To every ray d = (∣d∣,Hd) of scattering diagram, we can associate an automorphism of
g given by
Φd ∶= exp([Hd,−]) .
In fact, in order to make sense of the power series definition of the exponential, one needs
to work with various completions of g. In this Introduction, we ignore this issue and we
refer to Section 1 for details.
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We say that a scattering diagram D on U for gu,v is consistent if, for every σ ∈ U , the
composition of the automorphisms Φ
d(σ)
d , taken over all the rays d of D passing through
σ and in the anticlockwise order around σ, is the identity automorphism. Here, we set
d(σ) = ±1 depending if the orientation of d points towards σ or not.
An elementary but important fact going back to Kontsevich-Soibelman [KS06] gives
a systematic way to construct consistent scattering diagrams. Let us start with a scat-
tering diagram D. Then D is not necessarily consistent: there can exist some σ ∈ U
such that the composition of Φ
d(σ)
d around σ is not the identity. Then, the fact proved
by Kontsevich-Soibelman [KS06] is that there is an essentially unique way to add rays
starting at σ in order to form a new scattering diagram such that the composition of the
automorphisms Φ
d(σ)
d around σ is now equal to the identity. The rays that need to be
added are completely determined by the consistency condtion and so by the Lie bracket
of the Lie algebra gu,v. The new scattering diagram is now consistent around σ, but due
to the newly added rays, there are now maybe new points σ′ ∈ U where consistency fails,
and the construction needs to be iterated by successive additions of new rays. Dealing
with the convergence issues of this potentially infinite process (as done carefully in Section
1), we end up with a consistent scattering diagram. In other words, starting with any
consistent scattering diagram D, there is a canonical way to produce a consistent one,
that we denote S(D). Each time rays of D intersect, new rays are added to guarantee the
consistency and the process is iterated. This explains the scattering terminology: when
rays meet, they “scatter” and produce new rays in a completely algorithmic way.
0.1.2. The scattering diagram S(Dinu,v). The scattering diagram S(Dinu,v) is obtained by
the consistent completion D↦ S(D) described above for a specific choice of initial scat-
tering diagram Dinu,v which can be explictly described. We first remark that the boundary
of U is the parabola in R2 of equation x2+2y = 0. The support of the rays of Dinu,v are the
tangent lines to this parabola at the points sn ∶= (n,−n22 ). More precisely, we denote ∣d+n∣
the oriented tangent half-line of direction −m+n, where m+n = (−1, n), and ∣d−n∣ the oriented
tangent half-line of direction −m−n, where m−n = (1,−n). Then the rays of Dinu,v are given
by d+n,` = (∣d+n∣,H+n,`) and d−n,` = (∣d−n∣,H−n,`), n ∈ Z, ` ⩾ 1, where
H+n,` ∶= −1` 1(uv) `2 − (uv)− `2 z`m+n ∈ Q(u± 12 , v± 12 )z`m+n ,
and
H−n,` ∶= −1` 1(uv) `2 − (uv)− `2 z`m−n ∈ Q(u± 12 , v± 12 )z`m−n .
We refer to Figure 1 for a pictorial representation of the support of Dinu,v, and to Figure
2 for a pictorial representation of the support of some of the first steps of S(Dinu,v).
0.1.3. The scattering diagram DP
2
u,v. The scattering diagram D
P2
u,v is constructed in terms
of the moduli spaces of Bridgeland semistable objects in the bounded derived category
Db(P2) of coherent sheaves on P2. We denote Γ ∶= Z3 = K0(P2) and γ = (r, d, χ) ∈ Γ,
where r stands for the rank, d for the degree, and χ for the Euler characteristic of an
object in Db(P2).
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Figure 1. The scattering diagram Dinu,v
Recall from [Bri07] that every Bridgeland stability condition σ on Db(P2) comes with
the data of an additive map
Zσ ∶Γ→ C ,
γ ↦ Zσγ ,
called the central charge. The notion of stability specified by σ is determined by the
relative phases of the central charges Zσγ .
Bridgeland stability conditions for polarized surfaces, and so in particular for P2, have
been well studied [Bri08][ABCH13][BM11]. In particular, it is known how to construct
an explicit half-space H ∶= {(s, t) ∈ R2 ∣t > 0} of stability condition on Db(P2). The central
charge for the stability (s, t) ∈ H is given by
Z
(s,t)
γ = −1
2
(s2 − t2)r + ds + r + 3
2
d − χ + i(d − sr)t .
The main idea to construct scattering diagrams from stability conditions is to consider
loci of stability conditions σ indexed by γ ∈ Γ and defined by the condition that the
central charge Zσγ remains of constant phase. In terms of the (s, t) coordinates on H,
these loci are parabola in H and not straight lines. Our main remark is that the map
H→ U(s, t)↦ (x, y) = (s,−1
2
(s2 − t2))
is a bijection, such that, for every γ = (r, d, χ) ∈ Γ, the locus Re Zσγ = 0 has equation
ry + dx + r + 3
2
d − χ = 0 ,
in terms of (x, y) ∈ U , and so is a straight line in U . From now on, we use this identification
H ≃ U to view U as a space of stability conditions on Db(P2). In other words, we obtained
U from H by defining on H an integral affine structure such that the functions σ ↦ Re Zσγ
become integral affine coordinates. The elementary change of variables (s, t) ↦ (x, y)
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gives a new perspective on the standard upper half-plane H of stability conditions and is
the key condition which makes the appearance of a scattering diagram possible.
For every γ ∈ Γ and σ ∈ U , we have a projective variety Mσγ parametrizing S-equivalence
classes of σ-semistable objects of class γ in Db(P2) (see Section 2.3 for details). The pro-
jective varieties Mσγ are in general singular, due to the existence of strictly semistable
objects. Nevertheless, the intersection cohomology groups IHk(Mσγ ,Q) (see Section 2.4)
behave as well as cohomology of a smooth projective variety, and in particular is natu-
rally a pure Hodge structure of weight k. We denote Ihp,q(Mσγ ) the corresponding Hodge
numbers, which can be organized into some signed symmetrized intersection Hodge poly-
nomial
Ihσγ(u 12 , v 12 ) ∶= (−(uv) 12 )−dimMσγ dimMσγ∑
p,q=0 (−1)p+qIhp,q(Mσγ )upvq ∈ Z[u± 12 , v± 12 ] .
The scattering diagram DP
2
u,v is then described as follows. For every γ ∈ Γ, we consider
the set Rγ of points σ ∈ U such that Re Zσγ = 0 and such that there exists σ-semistable
objects of class γ. It happens that Rγ is some half-line, contained in the straight line of
equation Re Zσγ = 0. Denoting mγ ∶= (r,−d) ∈ Z2, we attach to every point σ of Rγ some
generating series Hσγ :
Hσγ ∶= ⎛⎜⎜⎝− ∑γ′∈Γ ,`⩾1
γ=`γ′
1
`
Ihσγ′(u `2 , v `2 )(uv) `2 − (uv)− `2
⎞⎟⎟⎠ zmγ ∈ Q(u± 12 , v± 12 )zmγ .
As a function of σ ∈ Rγ, the moduli spaces Mσγ , and so the Hodge numbers Ihp,q(Mσγ )
and the generating series Hσγ are locally constant away from points where they jump in
a discontinuous way. At such points, where Rγ crosses walls in the space of stability
conditions, the notion of semistability for objects of class γ changes. These points of
wall-crossing give a subdivision of Rγ into line segments Rγ,j. We attach to each line
segment Rγ,j the corresponding generating series Hγ,j ∶= Hσγ which is now independent
of σ ∈ Rγ,j by construction. By definition, DP2u,v is the scattering diagram on U for gu,v
whose rays are the (Rγ,j,Hγ,j) for all γ ∈ Γ and for all j.
0.1.4. Terminology. It is worth pointing that we use the terminology “scattering dia-
gram” in a slightly extended sense: DP
2
u,v is really a structure in the sense of [GS11] or a
wall-crossing structure in the sense of [KS14]. In other words, it is an infinite collection
of local scattering diagrams in the sense of [GS11]. Our terminology choices come from
trying to avoid the potential confusion between the usages of the word “wall” in the
mirror symmetry context and in the stability conditions context.
One should also remark that DP
2
u,v is really a quantum scattering diagram, in the sense
that the generating series Hσγ are used to construct automorphisms of quantum tori. In
some classical limit, generating series Hσγ reduce to generating series of Euler character-
istics of the intersection cohomology of moduli spaces of semistable objects.
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Figure 2. First steps of the scattering diagram S(Dinu,v). Figure due to
Tim Gabele [Gab19].
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0.2. Structure of the proof of Theorem 0.1. The scattering diagram S(Dinu,v) is
defined starting with some simple initial scattering diagram Dinu,v and then taking its
consistent completion. The proof of Theorem 0.1, i.e. of the equality DP
2
u,v = S(Dinu,v), has
correspondingly two parts. We first show that DP
2
u,v is consistent, and then that D
P2
u,v has
in some sense the same initial data as S(Dinu,v). Then, the result follows from some form
of uniqueness of the consistent completion.
0.2.1. Consistency from wall-crossing formula. The most non-trivial property about the
scattering diagram DP
2
u,v that we have to prove is its consistency. This is equivalent to
some wall-crossing formula for the Hodge numbers of intersection cohomology of moduli
spaces of semistable objects upon variation of the stability condition.
The key point is the relation between intersection cohomology and Donaldson-Thomas
invariants, which goes back to [MR17]. This relation has been extended to Gieseker
semistable sheaves on surfaces with negative canonical line bundles in [MM18] and to
some abstract framework for categories of homological one in [Mei15].
The crucial technical input that will able us to use this class of techniques is a result of
Li-Zhao [LZ19b]1 for every σ ∈ U and for every class γ, the stack of σ-semistable objects
of class γ is smooth. More precisely, Ext2 between two σ-semistable sheaves of class γ
vanishes if γ is not the class of a zero dimensional sheaf. This vanishing is well-known
and obvious for Gieseker semistable sheaves, but is not obvious at all if σ is a general
stability condition in U , so we are really using the non-trivial content of [LZ19a]. Once
we know this vanishing, then we can apply the machinery described in [Mei15] to get that
indeed Hodge numbers of intersection cohomology of moduli spaces of semistable objects
satisfy the wall-crossing formula of Kontsevich-Soibelman [KS08] and Joyce-Song [JS12].
Some alternative point of view could be to consider the derived category Db0(KP2) of
coherent sheaves on the total space of the canonical line bundle KP2 = OP2(−3) of P2,
which are set-theoretically supported on the zero-section P2. As Db0(KP2) is a Calabi-Yau
triangulated category of dimension 3, it is a natural place for Donaldson-Thomas theory
and the wall-crossing formula.
In fact, U can also be viewed naturally in the space Stab(KP2) of Bridgeland stability
conditions on Db0(KP2). Moreover, it follows from an easy variant of the vanishing re-
sult of Li-Zhao that for every σ ∈ U , σ-semistable objects in Db0(KP2) have cohomology
sheaves scheme-theoretically supported on P2, and so coincide with σ-semistable objects
in Db(P2)2. Thus, the Hodge numbers of intersection cohomology of moduli spaces of
σ-semistable objects in Db(P2) are really (refined) Donaldson-Thomas invariants of KP2 .
The conclusion is that we think conceptually about KP2 but we work technically on P2
(and this is justified by the previous paragraph). Refined Donaldson-Thomas theory in
the context of general Calabi-Yau 3-folds requires a discussion of orientation data, and
we can refer to [Shi18] for a discussion precisely in the case of KP2 , but thanks to the
1Li-Zhao first proved this result for P2 in [LZ19a] by a quite complicated argument using the explicit
description of exceptional collections on P2. They gave a more general and much simpler proof in [LZ19b]
2It is not true at all outside U . The spaces Stab(P2) and Stab(KP2) behave globally in very different
ways. Our discussion is only valid on U .
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smoothness of the moduli stack of semistable objects, we don’t have to go into these
technical aspects of the general story.
0.2.2. Initial data. The combinatorial definition of the scattering diagram S(Dinu,v) in-
volves some very simple initial data, and then some completely algorithmic completion
which guarantees its consistency. Once we know that the scattering diagram DP
2
u,v is con-
sistent, it is enough to show that it has in some sense the same initial data as S(Din)u,v
in order to conclude the equality DP
2
u,v = S(Dinu,v) which is the statement of Theorem 0.1.
We will show that, from the point of view of DP
2
u,v, the initial rays d
−
n,` and d
+
n,` of
S(Dinu,v) correspond respectively to the line bundles O(n) and their shift O(n)[1], n ∈ Z.
They come out from the points sn in the boundary parabola of U where the central charge
of O(n) vanishes. In order to prove that DP2u,v has the same initial data as S(Dinu,v), it is
enough to show that, in the region in U near the boundary parabola, DP
2
u,v consists only
of the rays associated to O(n) and O(n)[1].
This comes from the fact that this region can be decomposed into triangles, in corre-
spondence with some exceptional collections of objects in Db(P2). A stability condition
in the interior of such triangle is equivalent to some stability condition with quiver heart.
Using the fact that the class of an object in a quiver heart is linear combination with
nonnegative coefficients of the classes of the three simple objects, we can show that no
object has Re Z = 0 inside each triangle, and so that the scattering diagram DP2u,v, defined
in terms of the condition Re Z = 0, is trivial in the interior of all the triangles.
We remark that in order to have such simple picture, with initial data in correspondence
with line bundles and determining everything else by wall-crossing, it is essential to
restrict our attention to semistable objects with a fixed phase of the central charge, such
as the semistable objects with Re Zσγ = 0 entering in the definition of DP2u,v. Indeed, there
is no point in U where the set of all semistable objects is really simple, and so the naive
idea to find a point in U where the set of all semistable objects is simple, and then
to move to a more complicated point by wall-crossing, does not work. By considering
the scattering diagram DP
2
u,v, we are only looking at semistable objects with Re Z
σ
γ = 0,
and according to the previous paragraph, there is a region in U where the set of such
semistable objects is simple.
The fact that the lines bundles O(n), n ∈ Z generate Db(P2) goes back to [Bei78]. The
scattering diagram DP
2
u,v gives an explicit way, at the level of intersection cohomology of
moduli spaces, to reconstruct Gieseker semistable sheaves from line bundles by successive
exact triangles in the derived category. In particular, we get a decomposition indexed
by trees of the intersection cohomology of moduli spaces of Gieseker semistable sheaves,
which seems to be new, see Section 6.3 for details.
0.3. Applications to moduli spaces of Gieseker semistable sheaves. For every
γ = (r, d, χ), let Mγ be the moduli space of S-equivalence classes of Gieseker semistable
sheaves of class γ on P2. We refer to [HL10] for the classical topic of moduli spaces
of Gieseker semistable sheaves. For every γ ∈ Γ, Mγ is a projective variety, singular
in general. Nevertheless, the intersection cohomology groups IHk(Mγ,Q) (see Section
2.4) behave as well as cohomology of a smooth projective variety, and in particular is
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naturally a pure Hodge structure of weight k. We denote Ihp,q(Mγ) the corresponding
Hodge numbers.
For every γ ∈ Γ, we have Mσγ =Mγ for σ = (x, y) ∈ U with y large enough. Theorem 0.1
gives an algorithmic way to compute the intersection Hodge numbers Ihp,q(Mσγ ), and so
the intersection Hodge numbers Ihp,q(Mγ). Using this algorithm, we prove:
Theorem 0.2. For every γ ∈ Γ, we have Ihp,q(Mγ) = 0 if p ≠ q.
If γ is primitive then semistability coincides with stability, Mγ is smooth, intersection
cohomology coincides with ordinary cohomology, and in this case Theorem 0.2 is classical
[ESm93][Bea95][Mar07]. In general, under the extra assumption r > 0, a different proof
of Theorem 0.2 could be extracted from [MM18].
It is well-known [Bei78] that the lines bundles O(n), n ∈ Z, generate Db(P2). The
scattering diagram DP
2
u,v gives an explicit way, at the level of intersection cohomology of
moduli spaces, to reconstruct Gieseker semistable sheaves from line bundles by successive
exact triangles in the derived category. In particular, we get a decomposition indexed
by trees of the intersection cohomology of moduli spaces of Gieseker semistable sheaves,
which seems to be new, see Section 6.3 for details.
We also prove an analogue of Theorem 0.2 involving the real algebraic geometry of the
moduli spaces Mγ:
Theorem 0.3. For every γ ∈ Γ, and for every 0 ⩽ p ⩽ dimMγ, the complex conjugation
in Gal(C/R) acts as (−1)p on IH2p(Mγ,Q).
We refer to Section 6.2 for details.
0.4. Relations with previous and future works. In this Section, we briefly mention
some related works to help the reader to figure out in which larger story the present paper
fits.
0.4.1. Bridgeland. The idea to consider objects with fixed argument of the central charge
in order to make a connection between scattering diagrams and stability conditions, in
the context of quiver with potentials, is already contained in [Bri17]. Given (Q,W ) a
quiver with potential, let Q0 be its set of vertices and Γ = ZQ0 be the lattice of dimen-
sion for representations of Q. We denote Γ∨ ∶= Hom(Γ,Z) and Γ∨R ∶= Γ∨ ⊗Z R. Let C
be the triangulated category of dg-modules over the Ginzburg algebra of (Q,W ) with
finite-dimensional cohomology. It is a triangulated category, Calabi-Yau of dimension 3,
with a natural bounded t-structure of heart the abelian category A of finite-dimensional
representations of the Jacobi algebra of (Q,W ). We have a natural embedding
Γ∨R → Stab(C) ,
θ ↦ (Zθ,A) ,
with the central charge Zθ∶Γ→ C given by
Zθ = −θ + iδ ,
where
δ∶Γ→ Z
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j∈Q0 γj ,
is the total dimension for representations of Q. The main result of [Bri17] is the con-
struction, in terms of Donaldson-Thomas invariants of C, of a scattering diagram D(Q,W )
on Γ∨R, supported on the loci of points θ ∈ Γ∨R such that there exists γ ∈ Γ such that
Re Zθγ = −θ(γ) = 0 and such that there exists a θ-semistable object of class γ.
Our construction of the scattering diagram DP
2
u,v on U is completely analogue. The main
difference is that, in [Bri17], Γ∨R has a natural structure of vector space, the scattering
diagram D(Q,W ) is local, i.e. everything non-trivial happens near 0 ∈ Γ∨R, corresponding to
the fact that the abelian heart A is fixed, whereas U is only a piece of an integral affine
manifold, DP
2
u,v involves infinitely many such local scatterings, corresponding to the fact
that the abelian heart is moving in the triangulated category Db(P2).
Another result of [Bri17] is a correspondence between the chamber structure of D(Q,W )
and the mutations of (Q,W ). We will establish in a follow-up paper a similar correspon-
dence between the chamber structure of DP
2
u,v and the exceptional collections, related by
mutations, of Db(P2), see Section 0.4.5 for more details.
Finally, for every choice of exceptional collection E on P2, there is a quiver with potential(QE ,WE) describing Db0(KP2), and so we can apply [Bri17] to obtain a scattering diagram
D(QE ,WE) in R3. It would be interesting to obtain a precise comparison with DP2u,v.
0.4.2. Kontsevich-Soibelman. In [KS14], Kontsevich-Soibelman introduce a general no-
tion of wall-crossing structure and they give several, mainly conjectural, constructions.
Under some assumptions, they construct a wall-crossing structure on the base B of an
holomorphic integrable system pi∶M → B. When pi∶M → B is of Hitchin type, there
is an associated noncompact Calabi-Yau 3-fold Y and a conjectural embedding of (the
universal cover of) the complement B0 of the discriminant locus into the space of Bridge-
land stability conditions of the Fukaya category F (Y ) of Y . General Donaldson-Thomas
theory, conjecturally applied to F (Y ), naturally defines a wall-crossing structure on B.
Kontsevich-Soibelman conjecture that the wall-crossing structures on B coming from the
holomorphic integrable system pi∶M → B and from Donaldson-Thomas theory of F (Y )
coincide.
In Section 6 of [Bou19b], we explain how our main result fits into this general frame-
work, by taking for M the mirror of (P2,E) and for Y the mirror of KP2 . In particu-
lar, combining hyperka¨hler rotation and mirror symmetry, we will obtain a conceptual
heuristic explanation for why the main connection established in [Bou19b] between sheaf
counting on KP2 and relative Gromov-Witten theory of (P2,E) should be true: under
hyperka¨hler rotation, holomorphic curves in P2−E turn into open special Lagrangians in
M , which after suspension turn into closed special Lagrangians in Y , which under mirror
symmetry turn into objects of Db(KP2).
Remark that M is not of Hitchin type and so we are slightly outside of the strict
framework of [KS14] but we are in a natural extension of it. The main reason why we
are able to extract non-conjectural statements from this story is that, in this specific
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example, Y has a reasonable mirror KP2 , and so we can work with the algebro-geometric
Db(KP2) instead of the a priori complicated looking symplectic Fukaya category F (Y ).
0.4.3. Physics. Hodge numbers of intersection cohomology of moduli spaces of Bridgeland
semistable objects in Db0(KP2) are BPS indices of theN = 2 supersymmetric 4-dimensional
theory obtained by compactifying IIA string theory on the local Calabi-Yau 3-fold KP2 .
Our slice U in the space of stability conditions is simply related to the vector multiplet
moduli of this theory (i.e. to the stringy Ka¨hler moduli of KP2). This specific setting has
been studied early on [DFR05] (and in fact, as part of a series of physics works which
motivated the definition of Bridgeland stability conditions). At the time of [DFR05], the
wall-crossing formula of Kontsevich-Soibelman and Joyce-Song was not known and only
some qualitative aspects of the question of relating the BPS spectrum near the orbifold
point to the BPS spectrum near the large volume point were studied. Using the wall-
crossing formula, the scattering diagram DP
2
u,v gives in some sense a complete answer to
this physics question, in a form which does not seem to have appeared before in the
physics literature.
We simply mention that the study of the BPS spectrum of KP2 has been revisited more
recently [ESW17], and partial results have been obtained, using the spectral network
approach. Finally, at the level of terminology, we remark that the scattering diagram
DP
2
u,v is made of K-walls in the sense of [GMN13].
0.4.4. Manschot. An alternative algorithm to compute Hodge numbers of intersection
cohomology of moduli spaces of Gieseker semistable sheaves on P2, at least for sheaves
of positive rank, has been developed by Manschot [Man11][Man13][Man17][MM18]. The
idea, going back to Yoshioka [Yos94][Yos95] in rank 2, is to blow-up one point on P2,
reduce the problem to the blown-up surface by some blow-up formula, and then solve
the problem on the blown-up surface by wall-crossing in the space of polarizations of the
blown-up surface.
This algorithm and the algorithm given by our Theorem 0.1 are similar in the sense that
they both use wall-crossing in a space of stability conditions. But there is an important
difference: the space of stability conditions in Manschot’s algorithm is simply a space
of polarizations, at the cost of working with an auxiliary geometry and using a blow-
up formula, whereas our algorithm only uses the geometry intrinsic to P2, at the cost
of going deep in the interior of the space of Bridgeland stability conditions. Another
difference is that Manschot’s algorithm works rank by rank, and seems limited to sheaves
of positive rank, whereas our algorithm considers all ranks at once and is able to treat
sheaves supported in dimension 1.
With his approach, Manschot is able to get explicit formulas for generating series of
invariants at fixed rank and degree, at least in low ranks. It is not clear how to do the
same with our algorithm and it is some possibly interesting question to explore.
0.4.5. Exceptional vector bundles and mutations. As we will review in Section 3 of [Bou19b],
some specialization S(Din
cl+) of S(Dinu,v) naturally appears [CPS10] from the Gross-Siebert
point of view on mirror symmetry for (P2,E). The scattering diagram S(Din
cl+) has been
further studied following this point of view in [Pri17]. In particular, the main result of
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[Pri17] is the existence in the complement of the support of S(Din
cl+) of a decomposition in
triangle chambers naturally indexed and related by combinatorial mutations [ACGK12].
On the other hand, exactly the same combinatorics of mutations is well-known to
describe exceptional collections in Db(P2) [DLP85][Dre86][Dre87][GR87][Rud88]. As we
define the scattering diagram DP
2
u,v in terms of D
b(P2), and our main result Theorem 0.1
is the equality S(Dinu,v) = DP2u,v, it is natural to ask if the decomposition in triangles of
[Pri17] has a natural interpretation in terms of exceptional collections from the point of
view of DP
2
u,v.
One can show that it is indeed the case, the sides of these triangles are of the form
Re Zγ(E1) = 0, Re Zγ(E2) = 0, Re Zγ(E3) = 0 for (E1,E2,E3) an exceptional collection in
Db(P2), and the combinatorial mutations of triangles match the mutations of exceptional
collections. In particular, the equality S(Dinu,v) = DP2u,v gives a new and intrinsic to P2
explanation of the common appearance of the combinatorics of mutations in the mirror
construction for (P2,E) and in the structure of Db(P2). Here intrinsic means without
usingQ-Gorenstein degenerations of P2, which are naturally related to both combinatorial
mutations and to exceptional collections [Hac13]. To find such explanation was in fact
one of our original motivations for Theorem 0.1.
In order to keep the length of the present paper finite, the claims of the above paragraph
will be discussed in a follow-up paper. Finally, our proof of Theorem 0.1 is independent
of the classical results of Dre´zet and Le Potier [DLP85] on the classification of exceptional
vector bundles and on the criterion for nonemptiness of the moduli spaces of Gieseker
semistable sheaves. Thus, we might expect Theorem 0.1 to give a new approach to these
results, and we also refer to some future work.
0.5. Plan of the paper. In Section 1, we introduce general notions about scattering
diagrams and we define in a purely algorithmic way a scattering diagram S(Dinu,v). In
Section 2, we introduce specific coordinates on a slice of the space of Bridgeland stability
conditions on Db(P2) and we use them to define a scattering diagram DP2u,v in terms of
intersection cohomology of Bridgeland semistable objects. In Section 3, we prove that the
scattering diagram DP
2
u,v is consistent. In Section 4, we show that the scattering diagrams
DP
2
u,v and S(Dinu,v) have in some sense the same initial data. In Section 5, we prove our
result, Theorem 0.1, i.e. the equality DP
2
u,v = S(Dinu,v) and we discuss various applications
to moduli spaces of Gieseker semistable sheaves.
0.6. Acknowledgments. I thank Jinwon Choi, Michel van Garrel, Rahul Pandhari-
pande and Juliang Shen for conversations stimulating my interest in N. Takahashi’s con-
jecture, which was one of the main motivation for the present work and will be discussed
in the companion paper [Bou19b]. I thank Richard Thomas and Tom Bridgeland for
discussions at a stage where some of the ideas ultimately incorporated in this paper were
still in preliminary form. I thank Yu-Shen Lin for an early discussion on the scattering
diagram of [CPS10]. I thank Tim Gabele for discussions on his work [Gab19]. I thank
Michel van Garrel, Penka Georgieva, Rahul Pandharipande, Vivek Shende and Bernd
Siebert for invitations to conferences and seminars where this work has been presented
and for related discussions.
14 PIERRICK BOUSSEAU
I acknowledge the support of Dr. Max Ro¨ssler, the Walter Haefner Foundation and the
ETH Zu¨rich Foundation.
1. The scattering diagram S(Dinu,v)
In Section 1.1, we review the notion of local scattering diagram. In Section 1.2, we give
a definition of scattering diagram specifically designed for our future needs. Some slightly
unusual feature is the consideration of real, not just integral, powers of the deformation
parameter t. In Section 1.3, we give a general construction of initial scattering diagrams
Din and of their consistent completions S(Din). We specialize this construction in Section
1.4 in order to define scattering diagrams S(Dinu,v), S(Dinq±), and S(Dincl±). In Section 1.5,
we establish a symmetry property of the scattering diagram S(Dinu,v).
We follow to various degrees the notations and conventions of the references [GS11]
[GPS10][Gro11][Bou18], except that what we call local scattering diagrams are the scat-
tering diagrams of [GS11], and what we call scattering diagrams are the wall structures
of [GS11]. This slight change in terminology is designed to avoid possible confusions with
the terminology usually used in the context of Bridgeland stability conditions, which will
enter the story in Section 2.
1.1. Local scattering diagrams. In this Section, we fix M ≃ Z2 a two-dimensional
lattice, ⟨−,−⟩∶⋀2M → Z
a non-degenerate skew-symmetric integral bilinear form on M ,
ϕ∶M → R ,
m↦ ϕ(m) ,
an additive real-valued function on M , and
g = ⊕
m∈M gm ,
a M -graded Lie algebra over Q (i.e. with [gm,gm′] ⊂ gm+m′) such that [gm,gm′] = 0 if⟨m,m′⟩ = 0.
Let t be some formal variable. We denote Q[tR⩾0] the commutative Q-algebra of the
monoid (R⩾0,+), i.e. the Q-algebra with a Q-linear basis of monomials tr, r ∈ R⩾0, and
with product given by
tr ⋅ tr′ ∶= tr+r′ .
We denote g[tR⩾0] the Q[tR⩾0]-Lie algebra with underlying Q-vector space g⊗QQ[tR⩾0]
and with bracket defined by [g tr, g′ tr′] ∶= [g, g′] tr+r′ ,
for every g, g′ ∈ g and r, r′ ∈ R⩾0.
For every k ∈ R⩾0, we denote mk the ideal of g[tR⩾0] generated by elements of the form
g tr with g ∈ g and r > k.
Definition 1.1. For every nonzero m ∈ M , a local naked ray of class m is a subset of
MR of the form either R⩾0m or −R⩾0m.
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Definition 1.2. For every nonzero m ∈ M with ϕ(m) ⩾ 0, a local ray d of class m for(M, ⟨−,−⟩, ϕ,g) is a pair (∣d∣,Hd), where:● ∣d∣ is a local naked ray of class m.● Hd ∈ g[tR⩾0] is of the form
Hd = Ωd tϕ(m) ,
for some nonzero Ωd ∈ gm.
We say that the local ray d = (∣d∣,H) of class m is outgoing if ∣d∣ = −R⩾0m, and ingoing
if ∣d∣ = R⩾0m. The local naked ray ∣d∣ is called the support of the local ray d.
Remark: It follows from Definition 1.2 that the class of a local ray is uniquely deter-
mined by the local ray.
Definition 1.3. We denote md ∈M the class of a local ray d.
Definition 1.4. A local scattering diagram for (M, ⟨−,−⟩, ϕ,g) is a collection D of local
rays d = (∣d∣,Hd) for (M, ⟨−,−⟩, ϕ,g), such that:
(1) For every nonzero m ∈M , there is at most one ingoing local ray of class m in D,
and at most one outgoing ray of class m in D.
(2) For every ray d = (∣d∣,Hd) in D, we have ϕ(md) > 0.
(3) For every k ∈ R⩾0, there are only finitely many rays d = (∣d∣,Hd) in D with
ϕ(md) ⩽ k ,
i.e. with
Hd ≠ 0 mod mk .
Definition 1.5. Let D be a local scattering diagram for (M, ⟨−,−⟩, ϕ,g). For every ray
d = (∣d∣,Hd) of D and for every positive integer k, we denote Φd,k the automorphism of
g[tR⩾0]/mk given by:
Φd,k ∶= exp([Hd,−]) .
Remark: The definition of Φd,k makes sense as Hd = Ωd tϕ(md) with ϕ(md) > 0 by
condition (2) of Definition 1.4.
Definition 1.6. Let D be a local scattering diagram for (M, ⟨−,−⟩, ϕ,g). We fix a positive
integer k, and some smooth path
α∶ [0,1]→MR − {0}
t↦ α(t) ,
with transverse intersection with respect to all the rays d = (∣d∣,Hd) ∈ D with Hd ≠ 0
mod mk. Let d1, . . . ,dN be the successive rays d of D with Hd ≠ 0 mod mk intersected
by the path α at times t1 ⩽ ⋅ ⋅ ⋅ ⩽ tN . Then, the order k automorphism associated to α,
denoted ΦDα,k, is the automorphism of g[tR⩾0]/mk defined by
ΦDα,k ∶= ΦNdN ,k ○ ⋅ ⋅ ⋅ ○Φ1d1,k ,
where, for every j = 1, . . . ,N ,
j ∶= sign(det(α′(tj),mdj)) ∈ {±1} .
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Remarks:● The ordering of the rays d1, . . . ,dN by times of intersection with the path is
slightly ambiguous as different rays can have the same support. By the assump-
tion [gm,gm′] = 0 if ⟨m,m′⟩ = 0, the automorphisms associated to rays with the
same support commute. It follows that ΦDα,k is well-defined despite this ambiguity.● The definition of ΦDα,k makes sense as there are only finitely many rays d in D
with Hd ≠ 0 mod mk by condition (2) of Definition 1.4.
Definition 1.7. Let k be a nonnegative integer. A local scattering diagram D for(M, ⟨−,−⟩, ϕ,g) is consistent at order k if, for every
α∶ [0,1]→MR − {0} ,
t↦ α(t) ,
with α(0) = α(1), smooth loop in MR−{0}, with transverse intersection with respect to all
the rays d = (∣d∣,Hd) in D with Hd ≠ 0 mod mk, the order k automorphism of g[tR⩾0]/mk
associated to α is the identity:
ΦDα,k = id .
Remark: In order to check order k consistency of a local scattering diagram D, it is
enough to show that ΦDα,k = id for α a simple smooth loop in MR − {0} encircling 0 and
with transverse intersection with respect to all rays of D.
Definition 1.8. A local scattering diagram D for (M, ⟨−,−⟩, ϕ,g) is consistent if it is
consistent at order k for every nonnegative integer k.
The following Proposition 1.9 states that, under some condition on the t-adic valuation
of the initial rays, any local scattering diagram can be completed in a consistent one.
The shape of this result goes back to Kontsevich-Soibelman [KS06] (Theorem 6). Many
variants exist in the literature, see for example [GPS10](Theorem 1.4). We write down
below the “usual” proof in order to check that it goes through our slightly unusual
conventions, such that the fact that ϕ is R-valued (and not Z-valued).
Proposition 1.9. We fix c a real number such that c ⩾ 1. Let D be a local scattering
diagram for (M, ⟨−,−⟩, ϕ,g) such that, for every ray d in D, we have ϕ(md) ⩾ c. Then,
there exists a unique sequence (Sk(D))k∈N of local scattering diagram for (M, ⟨−,−⟩, ϕ,g),
such that:● S0(D) is the set of ingoing rays of D.● For every k ∈ N, Sk+1(D) is obtained by adding to Sk(D) rays d such that k <
ϕ(md) ⩽ k + 1 and ϕ(md) ⩾ c.● For every k ∈ N, Sk(D) is consistent at order k.
For every k ∈ N, we call Sk(D) the order k consistent completion of D. We denote S(D)
the limiting consistent local scattering diagram for (M, ⟨−,−⟩, ϕ,g) obtained for k → +∞,
and we call it the consistent completion of D.
Proof. We prove the existence and uniqueness of Sk(D) by induction on k ∈ N.
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For k = 0, we take for S0(D) the union of ingoing rays of D. By condition (2) of
Definition 1.4, for every ray d = (∣d∣,Hd) of D, we have Hd = 0 mod m0, so Φd,0 = id . In
particular, S0(D) is consistent at order zero. The uniqueness of S0(D) is clear.
Let k ∈ N be such that Sk(D) has been constructed and proved to be unique. We wish
to construct and prove the uniqueness of Sk+1(D). Let
α∶ [0,1]→MR − {0} ,
be a simple anticlockwise loop around 0 ∈ MR. By the induction hypothesis, Sk(D) is
consistent at order k and so Φ
Sk(D)
α,k = id . By condition (3) of Definition 1.4, for every ray
d = (∣d∣,Hd) of Sk(D), we have Hd of the form Ω tϕ(m) for some Ω ∈ gm. Using the Baker-
Campbell-Hausdorff-formula, and the facts that g is M -graded and that ϕ is additive, we
can uniquely write
Φ
Sk(D)
α,k+1 = exp([H(k+1),−])
where H(k+1) ∈ g[tR⩾0]/mk+1 is of the form
H(k+1) = ∑
m∈M Ω
(k+1)
m t
ϕ(m)
with Ω
(k+1)
m ∈ gm and Ω(k+1)m possibly nonzero only if
k < ϕ(m) ⩽ k + 1 .
It follows from ϕ(md) ⩾ c ⩾ 1 for every ray d of Sk(D), from condition (3) of Definition
1.4 satisfied by Sk(D), and from the Baker-Campbell-Hausdorff formula that the set
M (k+1) of m ∈ M such that Ω(k+1)m ≠ 0 is finite, and that, for every such m ∈ M (k+1), we
have ϕ(m) ⩾ c.
We define Sk+1(D) as being the set of the following rays:● The ingoing rays of D, which are also the ingoing rays of Sk(D) by induction
hypothesis.● The outgoing rays of Sk(D).● For every m ∈M (k+1), the outgoing ray(−R⩾0m,−Ω(k+1)m tϕ(m)) .
By construction, Sk+1(D) is consistent at order k + 1. Indeed, by the Baker-Campbell-
Hausdorff formula, it is consistent up to terms whose t-adic valuation is at least the one
of the commutators of the form[Ωd tϕ(md),Ω(k+1)m tϕ(m))] = [Ωd,Ω(k+1)m ]tϕ(md+m) ,
where d is either an incoming ray or an outgoing ray of Sk(D), so with ϕ(md) ⩾ c, and
where m ∈M (k+1) so ϕ(m) > k, or of the form[Ω(k+1)m tϕ(m),Ω(k+1)m′ tϕ(m′))] = [Ω(k+1)m ,Ω(k+1)m′ ]tϕ(m+m′) ,
where m,m′ ∈ M (k+1), and so with ϕ(m + m′) ⩾ 2c ⩾ 2 and ϕ(m + m′) > 2k. In the
first case, the t-adic valuation of the commutator is strictly greater than c + k ⩾ k + 1.
In the second case, if k = 0, we have ϕ(m +m′) ⩾ 2 > 1 = k + 1, and if k ⩾ 1, we have
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ϕ(m +m′) > 2k ⩾ k + 1, and so the t-adic valuation of the commutator is also strictly
greater than k + 1 in any case.
It remains to show the uniqueness of Sk+1(D). The outgoing rays d of Sk+1(D) with
ϕ(md) ⩽ k are uniquely fixed by the uniqueness of Sk(D) given by the induction hypoth-
esis. The same study of t-adic valuations of commutators as above shows that the order
k+1 automorphisms associated with the outgoing rays d of Sk+1(D) with ϕ(md) > k com-
mute with the order k+1 automorphisms associated with rays of Sk(D), and so outgoing
rays d of Sk+1(D) are uniquely determined by the condition of consistency at order k + 1
in terms of Ω
(k+1)
m , as above. 
Remarks:● The proof of Proposition 1.9 is the “usual” proof of existence of a consistent
completion of a scattering diagram, as in [KS06](Theorem 6) or [GPS10](Theorem
1.4). The only possibly subtle point is that ϕ is R-valued, whereas in the “usual”
situation, ϕ is Z-valued. One might worry that this could allow a phenomenon
of accumulation of values of ϕ at some finite value, preventing the induction step
to go from k to k + 1. The above proof shows that it does not happen under the
additional assumption that ϕ(md) ⩾ 1 for every ray d in D.● It is clear from the proof of Proposition 1.9 that the construction of S(D) from
D is completely algorithmic, involving finitely many computations for any fixed
order k.
The following Lemma motivates the scattering terminology: if ingoing rays come in a
given cone of directions, then the outgoing rays of the consistent completion are “emitted
forward”.
Lemma 1.10. Let D be a local scattering diagram for (M, ⟨−,−⟩, ϕ,g) consisting entirely
of ingoing rays contained in a striclty convex cone of MR delimited by two ingoing rays
din1 and d
in
2 . Then, all the outgoing rays of S(D) are contained in the strictly convex cone−R⩾0mdin1 −R⩾0mdin2 , delimited by two outgoing rays dout1 and dout2 , respectively of class mdin1
and mdin2 , and with Hdout1 =Hdin1 and Hdout2 =Hdin2 .
Proof. We use the perturbation trick of Section 1.4 of [GPS10] in order to reduce the
question to the case of an “elementary” local scattering diagram, as in Lemma 1.9 of
[GPS10] (see Lemma 2.9 of [Man15] for the case of a general Lie algebra g), for which
the result is clear. Indeed, a consistent elementary local scattering diagram has two
ingoing rays of class m1 and m2, and three outgoing rays of class m1, m2 and m1 +m2.
Furthermore, the outgoing rays of class m1 and m2 are simply continuation of the two
ingoing rays. 
1.2. Scattering diagrams. In this Section, we fix M ≃ Z2 a two-dimensional lattice,⟨−,−⟩∶⋀2M → Z
a non-degenerate skew-symmetric integral bilinear form on M , and
g = ⊕
m∈M gm ,
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a M -graded Lie algebra over Q (i.e. with [gm,gm′] ⊂ gm+m′) such that [gm,gm′] = 0 if⟨m,m′⟩ = 0.
We also fix U an open subset of R2, of closure U¯ in R2. For every σ ∈ U , we think
about MR =M ⊗R as being the tangent space to U at σ.
Definition 1.11. For every m ∈M , a naked ray of class m in U is a subset ∣d∣ of U¯ of
the form ∣d∣ = Init(d) −R⩾0m,
for some Init(d) ∈ R2, or of the form∣d∣ = Init(d) − [0, Td]m,
for some Init(d) ∈ R2 and some Td ∈ R>0.
In both cases, we call Init(d) the initial point of ∣d∣. If ∣d∣ is bounded, i.e. if ∣d∣ =
Init(d) − [0, Td]m, we call Init(d) − Tdm the endpoint of ∣d∣.
Definition 1.12. For every m ∈M , a ray d of class m in U for (M, ⟨−,−⟩,g) is a pair(∣d∣,Hd), where● ∣d∣ is a naked ray of class m in U ,● Hd is a nonzero element of gm.
Remark: It follows from Definition 1.12 that the class of a ray is uniquely determined
by the ray.
Definition 1.13. We denote md ∈M the class of a ray d.
Definition 1.14. For every σ = (x, y) ∈ U¯ , we denote3
ϕσ ∶MR → R ,(a, b)↦ 2(−ax − b) .
Remark: For every σ ∈ U¯ , the function ϕσ restricted to M is an additive real-valued
function on M .
Lemma 1.15. Let d = (∣d∣,Hd) be a ray in U . Then the function given by
R⩾0 → R ,
t↦ ϕInit(d)−tmd(md)
if ∣d∣ = Init(d) −R⩾0md, or by [0, Td]→ R ,
t↦ ϕInit(d)−tmd(md)
if ∣d∣ = Init(d)− [0, Td]md, is increasing. More precisely, writing md = (a, b), this function
is strictly increasing if a ≠ 0 and constant if a = 0.
3The function that we denote ϕσ should be denoted −ϕσ using the notations of [GS11][Gro11]. Given
our conventions in Definition 1.17, the descriptions are equivalent. The notation of [GS11][Gro11] is the
most natural from the point of view of the mirror construction, but, for the purposes of the present
paper, we prefer to incorporate a minus sign once and for all in the definition of ϕσ in order to have less
signs in the later formulas.
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Moreover, if ∣d∣ = Init(d) − [0, Td]md, writing Init(d) = (xi, yi) and Init(d) − Tdmd =(xf , yf), we have
ϕInit(d)−Tdmd(md) − ϕInit(d)(md) ⩾ 2∣xf − xi∣ .
Proof. We write md = (a, b). If a ⩾ 0, then the x-coordinate x(t) of Init(d) − tmd is an
decreasing function of t, and so ϕInit(d)−tmd(md) = 2(−ax(t) − b) is an increasing function
of t, strictly increasing if a ≠ 0 and constant if a = 0.
Similarly, if a < 0, then the x-coordinate x(t) of Init(d)− tmd is an increasing function
of t, and so ϕInit(d)−tmd(md) = 2(−ax(t) − b) is a strictly increasing function of t. 
Definition 1.16. A collection D of rays d = (∣d∣,Hd) in U for (M, ⟨−,−⟩,d) is normalized
if: ● For every σ ∈ U and for every nonzero m ∈M , there is at most one ray d in D of
class m such that σ belongs to the interior of ∣d∣.● There do no exist rays d1 = (∣d1∣,Hd1) and d2 = (∣d2∣,Hd2) in D such that the
endpoint of ∣d1∣ coincides with the initial point of ∣d2∣, and such that Hd1 =Hd2.
Remark: Given a collection D of rays in U for (M, ⟨−,−⟩,d), there is a canonical
way to produce a normalized collection of rays that we call the normalization of D. The
normalization of D is obtained by repeated use of the following operations:● If d1 = (∣d1∣,Hd1) and d2 = (∣d2∣,Hd2) are two rays of the same class m with∣d1∣ ∩ ∣d2∣ of nonempty interior, replace d1 and d2 by the rays (∣d1∣ − ∣d1 ∩ d2∣,Hd1),(∣d2∣ − ∣d1 ∩ d2∣,Hd2), (∣d1∣ ∩ ∣d2∣,Hd1 +Hd2).● If d1 and d2 are two rays of D such that the endpoint of ∣d1∣ coincides with
the initial point of d2 and such that Hd1 = Hd2 , replace d1 and d2 by the ray(∣d1∣ ∪ ∣d2∣,Hd1).
Definition 1.17. A scattering diagram on U for (M, ⟨−,−⟩,g) is a collection D of rays
d = (∣d∣,Hd) in U for (M, ⟨−,−⟩,g), such that:
(1) The collection D is normalized.
(2) If d = (∣d∣,Hd) is a ray in D, then ϕσ(md) > 0 for every σ ∈ ∣d∣ ∩U .
(3) For every compact set K in U and for every k ∈ R⩾0, the set of rays d = (∣d∣,Hd)
in D such that there exists σ ∈ ∣d∣ ∩K such that ϕσ(md) ⩽ k is finite.
Definition 1.18. The singular locus Sing(D) of a scattering diagram D is the set of the
initial points of the rays and of the non-trivial intersection points of the rays, i.e.
Sing(D) ∶= ⋃
d∈D{Init(d)} ∪ ⋃d1,d2∈D
dim ∣d1∣∩∣d2∣=0
(∣d1∣ ∩ ∣d2∣) .
Let D be a scattering diagram on U for (M, ⟨−,−⟩,g), and let σ ∈ U . We explain
how to define a local scattering diagram Dσ for (M, ⟨−,−⟩, ϕσ,g) in the sense of Section
1.1. The local scattering diagram Dσ is simply a local picture of D around the point σ,
MR =M ⊗R being identified with the tangent space to U at σ. More precisely, local rays
of Dσ are constructed from rays of D as follows.
Let d = (∣d∣,Hd) be a ray of class md of D such that Init(d) = σ. Then we define∣dσ ∣ ∶= −R⩾0md and we view dσ ∶= (∣dσ ∣,Hdtϕσ(md)) as a (outgoing) local ray of Dσ.
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Let d = (∣d∣,Hd) be a ray of class md of D such that σ ∈ ∣d∣ and σ ≠ Init(d). Then
we define ∣dσ,out∣ ∶= −R⩾0md and we view dσ,out ∶= (∣dσ,out∣,Hdtϕσ(md)) as a (outgoing) local
ray of Dσ. We also define ∣dσ,in∣ ∶= R⩾0md and we view dσ,in ∶= (∣dσ,in∣,Hdtϕσ(md)) as a
(ingoing) local ray of Dσ.
Lemma 1.19. The collection of local rays Dσ is a local scattering diagram for (M, ⟨−,−⟩, ϕσ,g)
in the sense of Definition 1.4.
Proof. Conditions (1)-(2)-(3) of Definition 1.4 for Dσ follow respectively from conditions
(1)-(2)-(3) of Definition 1.17 for D. 
Definition 1.20. Let k be a nonnegative integer. Let D be a scattering diagram on U
for (M, ⟨−,−⟩,g). We say that D is consistent at order k if, for every σ ∈ U ∩ Sing(D),
the local scattering diagram Dσ for (M, ⟨−,−⟩, ϕσ,g) is consistent at order k in the sense
of Definition 1.7.
Definition 1.21. Let D be a scattering diagram on U for (M, ⟨−,−⟩,g). We say that D
is consistent if it is consistent at order k for every nonnegative integer k, or equivalently
if for every σ ∈ U ∩ Sing(D), the local scattering diagram Dσ for (M, ⟨−,−⟩, ϕσ,g) is
consistent in the sense of Definition 1.8.
1.3. The scattering diagrams S(Din). In this Section, we construct specific examples
of scattering diagrams in the sense of Section 1.2.
Recall that we fix M ≃ Z2 a two-dimensional lattice. We take⟨−,−⟩∶⋀2M → Z
given by ⟨(a, b), (a′, b′)⟩ = 3(a′b − ab′) .
Remark: The precise form of ⟨−,−⟩ plays no role in the remaining part of Section
1, but becomes crucial for the wall-crossing argument in Db(P2): the choice of ⟨−,−⟩ is
dictated by the skew-symmetrized Euler form of Db(P2), see Lemma 2.3.
We consider U the open subset of R2 given by
U = {(x, y) ∈ R2∣ y > −x2
2
} .
We have
U¯ = {(x, y) ∈ R2∣ y ⩾ −x2
2
} ,
and so the boundary ∂U ∶= U¯ −U is the parabola of equation y = −x22 .
Lemma 1.22. Let σ ∈ U and m ∈M such that ϕσ(m) > 0. Then
σ −R⩾0m ⊂ U .
Proof. We write σ = (x, y) ∈ R2 and m = (a, b) ∈ Z2. For every t ∈ R⩾0, we have σ − tm =(x(t), y(t)) and(x − ta)2 + 2(y − tb) = x2 + 2y + 2t(−ax − b) + t2a2 ⩾ x2 + 2y + 2t(−ax − b) .
As σ ∈ U , we have x2 + 2y > 0. On the other hand, we have ϕσ(m) = 2(−ax − b) ⩾ 0. It
follows that (x − ta)2 + 2(y − tb) > 0, i.e. σ − tm ∈ U . 
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Lemma 1.23. Let d be a ray in U such that ϕσ(md) > 0 for every σ ∈ ∣d∣ ∩ U . Then,
writing Init(d) − tmd = (x(t), y(t)) for every t ∈ R⩾0, the function given by
R⩾0 → R ,
t↦ x(t)2 + 2y(t)
if ∣d∣ = Init(d) −R⩾md, or by [0, Td]→ R ,
t↦ x(t)2 + 2y(t)
if ∣d∣ = Init(d) − [0, Td]md, is strictly increasing.
Proof. Writing md = (a, b) ∈ Z2, we have, for every σ = (x(t), y(t)) ∈ ∣d∣ ∩U ,
d
dt
(x(t)2 + 2y(t)) = 2(−ax(t) − b) = ϕσ(md) > 0 .
As ∣d∣∩ U¯ is at most a point (indeed, ∣d∣ ⊂ U¯ and ∂U is a parabola), and t↦ x(t)2 + 2y(t)
is continuous, we conclude that t↦ x(t)2 + 2y(t) is strictly increasing. 
Definition 1.24. For every n ∈ Z, we denote
sn ∶= (n,−n2
2
) ∈ U¯ −U ⊂ R2
m−n ∶= (1,−n) ∈ Z2
m+n ∶= (−1, n) ∈ Z2 .
Definition 1.25. For every n ∈ Z, we define naked rays
∣d+n∣ ∶= sn − [0, 12]m+n ,
and ∣d−n∣ ∶= sn − [0, 12]m−n .
Remark: We have ∣d+n∣∩U = sn−(0, 12]m+n and ∣d−n∣∩U ∶= sn−(0, 12]m−n, i.e. ∣d+n∣ and ∣d−n∣
are contained in U , except for their initial point sn which is on the boundary of U . In
particular, ∣d+n∣ and ∣d−n∣ are naked rays in U in the sense of Definition 1.11. This is related
to the fact that, for every n ∈ Z, the line Rm−n = Rm+n is the tangent of the parabola
y = −x22 , i.e. of the boundary of U , at the point sn.
Lemma 1.26. For every n ∈ Z, we have
∣d+n∣ ∩ ∣d−n+1∣ = sn − 12m+n = sn+1 − 12m−n+1 = (n + 12 ,−n22 − n2 ) .
Proof. Elementary computation. 
Lemma 1.27. For every n ∈ Z, we have
ϕ∣d+n∣∩∣d−n+1∣(m+n) = ϕ∣d+n∣∩∣d−n+1∣(m−n+1) = 1 .
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Proof. Using Definition 1.14 and Lemma 1.26, we have
ϕ∣d+n∣∩∣d−n+1∣(m+n) = 2(n + 12 − n) = 1 ,
and
ϕ∣d+n∣∩∣d−n+1∣(m−n+1) = 2(−n − 12 + n + 1) = 1 .

-3 -2 -1 1 2 3
-4
-2
2
4
Figure 3. The parabola y = −x22 and the tangent lines Rm−n = Rm+n at the
points sn.
Let
g = ⊕
m∈M gm ,
a M -graded Lie algebra over Q (i.e. with [gm,gm′] ⊂ gm+m′) such that [gm,gm′] = 0 if⟨m,m′⟩ = 0. For every n ∈ Z and for every integer ` ⩾ 1, we fix nonzero elements
H+n,` ∈ g`m+n
and
H−n,` ∈ g`m−n .
For every n ∈ Z and for every integer ` ⩾ 1, (∣d+n∣,H+n,`) and (∣d−n∣,H−n,`) are rays in U in
the sense of Definition 1.12.
Lemma 1.28. The set Din of rays d+n,` ∶= (∣d+n∣,H+n,`), d−n,` ∶= (∣d−n∣,H−n,`), for all n ∈ Z and
for every integer ` ⩾ 1, is a scattering diagram on U for (M, ⟨−,−⟩,g) in the sense of
Definition 1.17.
Proof. As the rays of Din have distinct classes (`m+n = (−`, `n) for d+n,` and `m−n = (`,−`n)
for d−n,`), and as there do not exist rays d1 and d2 of Din with the endpoint of d1 coinciding
with the initial point of d2, Din satisfies condition (1) of Definition 1.17.
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If σ = (x, y) ∈ ∣d+n∣∩U , then x > n, so, for every ` ⩾ 1, ϕσ(`m+n) = `(x−n) > 0. Similarly,
if σ = (x, y) ∈ ∣d−n∣ ∩U , then x < n, so, for every ` ⩾ 1, ϕσ(`m−n) = `(−x + n) > 0. It follows
that Din satisfies condition (2) of Definition 1.17.
Let K be a compact in U and k ∈ R⩾0. As K is compact in U , there exists C > 0 such
that σ = (x, y) ∈K implies ∣x∣ < C, and there exists  > 0 such that σ = (x, y) ∈K implies∣x−n∣ >  for all n ∈ Z. So if we have σ ∈K ∩ ∣d+n∣ such that ϕσ(`m+n) ⩽ k, then `(x−n) ⩽ k,∣x∣ < C, ∣x−n∣ > , so ∣n∣ ⩽ k +C and ` ⩽ k/: in particular, there are finitely many such n
and `. Similarly, if we have σ ∈K ∩ ∣d−n∣ such that ϕσ(`m−n) ⩽ k, then `(n−x) ⩽ k, ∣x∣ < C,∣x−n∣ > , so ∣n∣ ⩽ k +C and ` ⩽ k/, and there are again only finitely many such n and `.
This shows that Din satisfies condition (3) of Definition 1.17. 
Proposition 1.29. There exists a unique sequence (Sk(Din))k∈N of scattering diagrams
on U for (M, ⟨−,−⟩,g) such that:● S0(Din) =Din.● For every k ∈ N, Sk+1(Din) is obtained by adding to Sk(Din) rays d such that∣d∣ ⊂ U , k < ϕInit(d)(md) ⩽ k + 1 and ϕInit(d)(md) ⩾ 1.● For every k ∈ N, Sk(Din) is consistent at order k.
For every k ∈ N, we call Sk(Din) the order k consistent completion of Din. We denote
S(Din) the limiting consistent scattering diagram on U for (M, ⟨−,−⟩) and we call it the
consistent completion of Din.
Proof. We prove the existence and uniqueness of Sk(Din) by induction on k ∈ N.
For k = 0, the scattering diagram Din is trivially consistent at order 0, and we set
S0(Din) ∶= Din. According to Lemma 1.26 and Lemma 1.27, the only σ ∈ U ∩ Sing(Din)
are the points ∣d+n∣ ∩ ∣d−n+1∣, and at such point σ, the function ϕσ evaluated on the classes
of the ingoing rays of the corresponding local scattering diagram is equal to 1.
Let k ∈ N be such that Sk(Din) has been constructed and proved to be unique. We
wish to construct and prove the uniqueness of Sk+1(Din).
For every σ ∈ U ∩ Sing(Sk(Din)), let Sk(Din)σ be the corresponding local scattering
diagram for (M, ⟨−,−⟩, ϕσ,g)σ given by Lemma 1.19. By induction hypothesis, we know
that ϕ(md) ⩾ 1 for every ray d of Sk(Din)σ. Using Proposition 1.9, it follows that the local
scattering diagram Sk(Din)σ can be canonically completed in an order k+1 consistent local
scattering diagram Sk+1(Sk(Din)σ), by adding outgoing rays d with k < ϕσ(md) ⩽ k + 1
and ϕσ(md) ⩾ 1.
For every σ ∈ U ∩ Sing(Sk(Din) and for every d = (−R⩾0md,Ωdtϕ(md)) outgoing ray of
Sk+1(Sk(Din)σ) added to Sk(Din), we define a ray d˜ in U by
d˜ ∶= (σ −R⩾0md,Ωd) .
We have by construction k < ϕInit(d˜)(md˜) ⩽ k + 1 and ϕInit(d˜)(md˜) ⩾ 1. Remark that
according to Lemma 1.22, the condition ϕσ(md) ⩾ 1 > 0 implies that σ −R⩾0md ⊂ U , and
so d˜ is indeed a ray in U .
We denote S˜k+1(Din) the union of the rays of Sk(Din) and of all the rays d˜ constructed
above. We define Sk+1(Din) as being the normalization of S˜k+1(Din) (see Remark following
Definition 1.16), so that Sk+1(Din) satisfies condition (1) of Definition 1.17
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By construction, Sk+1(Din) satisfies condition (2) of Definition 1.17. So, in order to
show that Sk+1(Din) is a scattering diagram on U for (M, ⟨−,−⟩,g), it remains to check
condition (3) of Definition 1.17. It follows from the second part of Lemma 1.15 that
for every compact subset K of U , there exists a positive integer N such that every ray
d = (∣d∣,Hd) in Sk+1(Din) comes by successive local scatterings from the initial rays d+n,
d−n with ∣n∣ ⩽ N . In particular, there are only finitely many such rays, and so condition
(3) of Definition 1.17 is satisfied.
We claim that the scattering diagram Sk+1(Din) is consistent at order k+1. Indeed, let
σ ∈ U ∩Sing(Sk+1(Din) and let Sk+1(Din)σ be the corresponding local scattering diagram.
If σ ∈ U ∩Sing(Sk(Din)), then Sk+1(Din)σ is obtained from Sk+1(Sk(Din)σ) by adding rays
d with ϕσ(md) > k and ϕσ(md) ⩾ 1, coming in ingoing-outgoing pairs (local picture of a ray
passing through σ: see Definition of Dσ in Section 1.2). By construction, Sk+1(Sk(Din)σ)
is consistent at order k+1. On the other hand, the automorphisms attached to the added
rays commute with the automorphisms attached to the rays of Sk+1(Sk(Din)σ) and with
each other up to terms of t-adic valuation strictly greater than k+1, so the automorphisms
attached to ingoing-outgoing pairs cancel each other and so Sk+1(Din)σ is consistent at
order k + 1.
If σ ∉ U ∩ Sing(Sk(Din)), then all the rays d of Sk+1(Din) are newly added rays, with
ϕσ(md) > k and ϕ(md) ⩾ 1, coming in ingoing-outgoing pairs (local picture of a ray
passing through σ: see Definition of Dσ in Section 1.2). The automorphisms attached to
the added rays commute with each other up to terms of t-adic valuation strictly greater
than max(2k,2) ⩾ k + 1, so the automorphisms attached to ingoing-outgoing pairs cancel
each other and so Sk+1(Din)σ is consistent at order k + 1.
It remains to prove the uniqueness of Sk+1(Din). Let D be a scattering diagram on
U satisfying the same properties that Sk+1(Din) stated in Proposition 1.29. Let d be a
ray of D which is not in Sk(Din). As ϕInit(d) ⩽ k + 1, d cannot be produced by a local
scattering containing as incoming ray a ray of D added to Sk(Din), and so Init(d) ∈
U ∩ Sing(Sk(Din)). It follows by consistency of D and uniqueness of the local consistent
completion given by Proposition 1.9 that d is one of the rays of Sk+1(Din).

Remarks:● The proof of Proposition 1.29 is a variant of a rather simple case of the construction
of wall structures in the sense of Gross-Siebert (e.g. see Section 6.3.3 of [Gro11],
or [GS11] for a much more general context). The main difference is that we do
not work with polyhedral decompositions and Z-valued piecewise linear functions,
but with R-valued linear functions ϕσ.● It is clear from the proof of Proposition 1.29 that the construction of S(Din)
from Din is completely algorithmic: it is an iterative application of the construc-
tion of local consistent completions, Proposition 1.9, which is itself completely
algorithmic.
1.4. The scattering diagrams S(Dinu,v), S(Dinq±) and S(Dincl±). In the previous Section
1.3, for every g a M -graded Lie algebra over Q such that [gm,gm′] = 0 if ⟨m,m′⟩ = 0,
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and for every choice of nonzero elements H+n,` ∈ g`m+n and H−n,` ∈ g`m−n , n ∈ Z, ` ⩾ 1, we
have defined a scattering diagram Din and constructed its consistent completion S(Din).
Below, we apply this construction in several more specific cases.
Definition 1.30. We denote gu,v the Q(u± 12 , v± 12 )-Lie algebra
gu,v ∶= ⊕
m∈MQ(u± 12 , v± 12 )zm
with Lie bracket given by
[zm, zm′] ∶= (−1)⟨m,m′⟩((uv) ⟨m,m′⟩2 − (uv)− ⟨m,m′⟩2 )zm+m′ .
Definition 1.31. We denote gq− the Q(q± 12 )-Lie algebra
gq− ∶= ⊕
m∈MQ(q± 12 )zm
with Lie bracket given by
[zm, zm′] ∶= (−1)⟨m,m′⟩(q ⟨m,m′⟩2 − q− ⟨m,m′⟩2 )zm+m′ .
Definition 1.32. We denote gq+ the Q(q± 12 )-Lie algebra
gq+ ∶= ⊕
m∈MQ(q± 12 )zm
with Lie bracket given by
[zm, zm′] ∶= (q ⟨m,m′⟩2 − q− ⟨m,m′⟩2 )zm+m′ .
Definition 1.33. We denote gcl− the Q-Lie algebra
gcl− ∶= ⊕
m∈MQzm
with Lie bracket given by [zm, zm′] ∶= (−1)⟨m,m′⟩⟨m,m′⟩zm+m′ .
Definition 1.34. We denote gcl+ the Q-Lie algebra
gcl+ ∶= ⊕
m∈MQzm
with Lie bracket given by [zm, zm′] ∶= ⟨m,m′⟩zm+m′ .
Remarks:● gq− is the specialization u = v = q 12 of gu,v.● gcl− is the semiclassical limit q 12 → 1 of gq− .● gcl+ is the semiclassical limit q 12 → 1 of gq+ .
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Definition 1.35. We denote Dinu,v the scattering diagram D
in of Section 1.3 obtained for
g = gu,v, and, for every n ∈ Z and for every integer ` ⩾ 1,
H+n,` ∶= −1` 1(uv) `2 − (uv)− `2 z`m+n ∈ (gu,v)`m+n ,
and
H−n,` ∶= −1` 1(uv) `2 − (uv)− `2 z`m−n ∈ (gu,v)`m−n .
We denote S(Dinu,v) the consistent completion of Dinu,v given by Proposition 1.29.
Definition 1.36. We denote Dinq− the scattering diagram Din of Section 1.3 obtained for
g = gq, and, for every n ∈ Z and for every integer ` ⩾ 1,
H+n,` ∶= −1` 1q `2 − q− `2 z`m+n ∈ (gq−)`m+n ,
and
H−n,` ∶= −1` 1q `2 − q− `2 z`m−n ∈ (gq−)`m−n .
We denote S(Dinq−) the consistent completion of Dinq− given by Proposition 1.29.
Definition 1.37. We denote Dinq+ the scattering diagram Din of Section 1.3 obtained for
g = gq, and, for every n ∈ Z and for every integer ` ⩾ 1,
H+n,` ∶= (−1)`−1` 1q `2 − q− `2 z`m+n ∈ (gq+)`m+n ,
and
H−n,` ∶= (−1)`−1` 1q `2 − q− `2 z`m−n ∈ (gq+)`m−n .
We denote S(Dinq+) the consistent completion of Dinq+ given by Proposition 1.29.
Definition 1.38. We denote Din
cl− the scattering diagram Din of Section 1.3 obtained for
g = gcl−, and, for every n ∈ Z and for every integer ` ⩾ 1,
H+n,` ∶= − 1`2 z`m+n ∈ (gcl−)`m+n ,
and
H−n,` ∶= − 1`2 z`m−n ∈ (gcl−)`m−n .
We denote S(Din
cl−) the consistent completion of Dincl− given by Proposition 1.29.
Definition 1.39. We denote Din
cl+ the scattering diagram Din of Section 1.3 obtained for
g = gcl+, and, for every n ∈ Z and for every integer ` ⩾ 1,
H+n,` ∶= (−1)`−1`2 z`m+n ∈ (gcl+)`m+n ,
and
H−n,` ∶= (−1)`−1`2 z`m−n ∈ (gcl+)`m−n .
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We denote S(Din
cl+) the consistent completion of Dincl+ given by Proposition 1.29.
Lemma 1.40. ● Under the change of variables q 12 = (uv) 12 , we have the equality of
scattering diagrams S(Dinq−) = S(Dinu,v).● The scattering diagram S(Din
cl−) is the semiclassical limit q 12 → 1 of the scattering
diagram S(Dinq−).● The scattering diargam S(Din
cl+) is the semiclassical limit q 12 → 1 of the scattering
diagram S(Dinq+).
Proof. The result is true at the level of the scattering diagrams Din from their explicit
description. The result follows by uniqueness of the consistent completion given by Propo-
sition 1.29. 
Corollary 1.41. For every ray d = (∣d∣,Hd) of S(Dinu,v), we have
Hd ∈ Q(q± 12 ) ,
where we view Q(q± 12 ) inside Q(u± 12 , v± 12 ) via the change of variables q 12 = (uv) 12 .
Proof. It is an immediate consequence of the first point of Lemma 1.40. 
1.5. Action of ψ(1) on scattering diagrams. In this Section, we establish a symmetry
ψ(1) of the scattering diagram S(Dinu,v) defined in Section 1.4.
Definition 1.42. We denote ψ(1) the affine transformation of R2 given by
ψ(1)∶R2 → R2
(x, y)↦ (x + 1, y − x − 1
2
) ,
and dψ[1] its linear part, given by
dψ(1)∶R2 → R2
(a, b)↦ (a, b − a) .
Lemma 1.43. For every (x, y) ∈ R2, writing ψ(1)((x, y)) = (x′, y′), we have(x′)2 + 2y′ = x2 + 2y .
Proof. We have (x′)2 + 2y′ = (x + 1)2 + 2(y − x − 1
2
) = x2 + 2y .

Lemma 1.44. The affine transformation ψ(1) of R2 preserves U .
Moreover the restriction of ψ(1) to U is a bijection from U to U .
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Proof. Recall that (x, y) ∈ U if and only if x2 + 2y > 0. So the fact that ψ(1) preserves U
follows directly from Lemma 1.43.
In order to show that ψ(1)∣U ∶U → U is a bijection, we remark that ψ(1)∶R2 → R2 is a
bijection, of inverse given by
ψ(1)−1∶R2 → R2(x, y)↦ (x − 1, y + x − 1
2
) .
The fact that ψ(1)−1 preserves U follows from Lemma 1.43. 
Definition 1.45. Let d = (∣d∣,Hd) be a ray of class md in U for (M, ⟨−,−⟩,gu,v). Writing
Hd = Ωdzmd ∈ (gu,v)md, we define ψ(1)(d) ∶= (ψ(1)(∣d∣), ψ(1)(Hd)), where ψ(1)(∣d∣) is the
image of ∣d∣ by ψ(1), and where ψ(1)(Hd) ∶= Ωdzdψ(md).
Remark: The notation ψ(1) will be justified in Lemma 2.23, where it will be shown
that, after identification of U with a space of stability conditions on Db(P2), the action
of ψ(1) on U coincides with the action of the autoequivalence − ⊗O(1) of Db(P2).
Lemma 1.46. If d is a ray of class md in U for (M, ⟨−,−⟩,gu,v), then ψ(1)(d) is a ray
of class dψ(md) in U for (M, ⟨−,−⟩,gu,v).
Proof. The only not completely obvious point is that ψ(1)(∣d∣) is contained in U¯ , but this
follows from Lemma 1.44. 
Definition 1.47. Let D be a scattering diagram on U for (M, ⟨−,−⟩,gu,v). We denote
ψ(1)(D) the collection of rays ψ(1)(d), for all d ray of D.
Lemma 1.48. Let D be a scattering diagram on U for (M, ⟨−,−⟩,gu,v). Then ψ(1)(D)
is a scattering diagram on U for (M, ⟨−,−⟩,gu,v).
Proof. We have to check conditions (1)-(2)-(3) of Definition 1.17. Condition (1) is clear
as ψ(1) restricted to U is a bijection from U to U according to Lemma 1.44.
Let d be a ray of D and let σ = (x, y) ∈ ∣d∣ ∩U . Writing md = (a, b), we have ϕσ(md) =
2(−ax − b) > 0 by condition (2) of Definition 1.17 satisfied by D. So we have
ϕψ(1)(σ)(dψ(1)(md)) = 2(−a(x + 1) − (b − a)) = 2(−ax − b) = ϕσ(md) > 0 .
It follows that ψ(1)(D) satisfies condition (2) of Definition 1.17.
Condition (3) of Definition 1.17 for ψ(1)(D) follows from condition (3) of Definition
1.17 for D as ψ(1) is a proper map. 
Recall that we defined the scattering diagram S(Dinu,v) in Section 1.4. The following
Proposition expresses the fact that ψ(1) is a symmetry of S(Dinu,v).
Proposition 1.49. We have ψ(1)(S(Dinu,v)) = S(Dinu,v).
Proof. We first remark that we have ψ(1)(Dinu,v) =Dinu,v. Indeed, for every n ∈ Z, we have
ψ(1)(sn) = ψ(1)((n,−n2
2
)) = (n + 1,−n2
2
− n − 1
2
) = (n + 1,−(n + 1)2
2
) = sn+1 ,
dψ(m−n) = dψ((1,−n)) = (1,−n − 1) =m−n+1 ,
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dψ(m+n) = dψ((−1, n)) = (−1, n + 1) =m+n+1 ,
and so, for every n ∈ Z and for every integer ` ⩾ 1, we have ψ(1)(d+n,`) = d+n+1,` and
ψ(1)(d−n,`) = d−n+1,`.
The fact that ψ(1)(S(Dinu,v)) = S(Dinu,v) then follows from the uniqueness of the consis-
tent completion given by Proposition 1.29. 
2. The scattering diagram DP
2
u,v
In Section 2.1, we fix some notations for coherent sheaves on P2. In Section 2.2, we
review Bridgeland stability conditions on the derived category of coherent sheaves on P2
and we introduce a special set of coordinates on a particular slice of the space of these
stability conditions. In Section 2.3, we review properties of moduli spaces of Bridgeland
semistable objects. In Section 2.4, we introduce numerical invariants of these moduli
spaces, in particular Hodge numbers of the intersection cohomology. In Section 2.5, we
use these numerical invariants to construct a scattering diagram DP
2
u,v. In Section 2.6, we
establish a symmetry property of the scattering diagram DP
2
u,v.
2.1. Coherent sheaves on P2. Let Coh(P2) be the abelian category of coherent sheaves
on P2. Given E a coherent sheaf on P2, we denote r(E) its rank, d(E) its degree,
χ(E) ∶= dimH0(E) − dimH1(E) + dimH2(E) its Euler characteristic, and
γ(E) ∶= (r(E), d(E), χ(E)) ∈ Z3 .
We call γ(E) ∈ Z3 the class of E. Remark that E ↦ γ(E) is additive: for every E and
F coherent sheaves on P2, we have γ(E ⊕ F ) = γ(E) + γ(F ). The data of γ(E) ∈ Z3 is
equivalent to the data of the Chern character of E. Indeed, we have
ch0(E) = r(E) , ch1(E) = d(E) , ch2(E) = χ(E) − r(E) − 3
2
d(E) .
Let Db(P2) be the bounded derived category of the abelian category Coh(P2). We denote
Γ ∶=K0(Db(P2)) =K0(Coh(P2)) .
We have
Γ ≃ Z3[E]↦ γ(E) = (r(E), d(E), χ(E)) .
For every object E of Db(P2), we denote γ(E) its class in Γ ≃ Z3. We denote
Γ0 ∶= {(0,0, χ)∣χ ∈ Z} ⊂ Γ .
We have Γ0 ≃ Z. If E is a coherent sheaf on P2, then γ(E) ∈ Γ0 if and only if E is
suppported in dimension 0. For every n ∈ Z, we have the line bundle O(n) on P2. For
every object E in Db(P2), we denote E(n) ∶= E ⊗E(n).
Definition 2.1. We denote (−,−)∶Γ⊗ Γ→ Z
γ ⊗ γ′ ↦ (γ, γ′) ,
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the bilinear form on Γ given by, for γ = (r, d, χ) and γ′ = (r′, d′, χ′),(γ, γ′) ∶= −3dr′ − rr′ − dd′ + rχ′ + χr′ .
Lemma 2.2. The bilinear form (−,−) on Γ coincides with the Euler form on Γ =
K0(Db(P2)), i.e. for every objects E and E′ of Db(P2), the Euler characteristic
χ(E,E′) ∶= dim Hom(E,E′) − dim Ext1(E,E′) + dim Ext2(E,E′)
is given by
χ(E,E′) = (γ(E), γ(E′)) .
Proof. Let E and E′ be two objects of Db(P2). We denote γ(E) = (r, d, χ) and γ(E′) =(r′, d′, χ′). By the Hirzebruch-Riemann-Roch formula, we have, denoting H = c1(O(1)),
χ(E,E′) = ∫
P2
ch(E∨) ch(E′) td(P2) = ∫
P2
(r−dH+ch2(E))(r′+d′H+ch2(E′))(1+3
2
H+H2)
= rr′ + 3
2
(rd′ − dr′) + r ch2(E′) + ch2(E)r′ − dd′ .
Using that ch2(E) = χ− r− 32d and ch2(E′) = χ′ − r′ − 32d′, we get the desired formula. 
Lemma 2.3. For every γ, γ′ ∈ Γ, we have(γ, γ′) − (γ′, γ) = ⟨mγ,m′γ⟩ .
Proof. Let γ, γ′ ∈ Γ. We denote γ = (r, d, χ) and γ′ = (r′, d′, χ′). We recall from Definition
2.17 that mγ = (r,−d), mγ′ = (r′,−d′) and from Section 1.3 that⟨(a, b), (a′, b′)⟩ = 3(a′b − ab′) .
Thus, we have ⟨mγ,mγ′⟩ = 3(rd′ − dr′) .
On the other hand, using Definition 2.1, we have(γ, γ′) − (γ′, γ) = 3(rd′ − dr′) .

Remark: The skew-symmetric bilinear form γ⊗γ′ ↦ (γ, γ′)− (γ′, γ) on Γ is the Euler
form of the Calabi-Yau-3 category Db0(KP2) of coherent sheaves on KP2 set-theoretically
supported on P2.
2.2. Stability conditions. We first recall the classical notions of µ-stability and Gieseker
stability. We refer to [HL10] for details.
Definition 2.4. Let E be a coherent sheaf on P2 with r(E) ≠ 0. The slope of E is
µ(E) ∶= d(E)
r(E) .
Definition 2.5. A coherent sheaf E on P2 is µ-semistable (resp. µ-stable) if E is purely
of dimension 2 (i.e. the dimension of every nonzero subsheaf of E is 2), and, for every
nonzero strict subsheaf F of E, we have µ(F ) ⩽ µ(E) (resp. µ(F ) < µ(E)).
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Definition 2.6. Let E be a coherent sheaf on P2. The reduced Hilbert polynomial is the
monic polynomial
pE(n) ∶= χ(E(n))
αE
,
where αE is the leading coefficient of the Hilbert polynomial χ(E(n)).
Definition 2.7. A coherent sheaf E on P2 is Gieseker semistable (resp. stable) if E is
of pure dimension (i.e. every nonzero subsheaf of E has a support of dimension equal to
the dimension of the support of E), and, for every nonzero strict subsheaf F of E, we
have pF (n) ⩽ pE(n) (resp. pF (n) < pE(n)) for n large enough.
We now recall the notion stability condition in the sense of Bridgeland [Bri07], in the
particular case of the triangulated category Db(P2).
Definition 2.8. A prestability condition σ on Db(P2) consists of a pair σ = (Z,A), such
that: ● A is the heart of a bounded t-structure on Db(P2).● Z is a linear map Z ∶Γ→ C, called the central charge.● For every nonzero object E of A, we have Z(E) = ρ(E)eipiφ(E) with ρ(E) ∈ R>0,
and 0 < φ(E) ⩽ 1, i.e. Z(E) is contained in the upper half-plane minus the non-
negative real axis.● We say that a nonzero object F of A is σ-semistable if for every nonzero subobject
F ′ of F in A, we have φ(F ′) ⩽ φ(F ). We require the Harder-Narasimhan property,
i.e. that every nonzero object E of A admits a finite filtration
0 ⊂ E0 ⊂ E1 ⋅ ⋅ ⋅ ⊂ En = E
in A, with each factor Fi ∶= Ei/Ei−1 σ-semistable and φ(F1) > φ(F2) > ⋅ ⋅ ⋅ > φ(Fn).
Definition 2.9. Given σ = (Z,A) a stability condition on Db(P2), an object F of Db(P2)
is called σ-stable if F is a nonzero object of A, and, for every nonzero strict subobject F ′
of F in A, we have φ(F ′) < φ(F ).
Definition 2.10. A stability condition σ = (Z,A) on Db(P2) is a prestability condition
satisfying the support property, i.e. such that there exists a quadratic form Q on the
R-vector space Γ⊗R such that:● The kernel of Z in Γ⊗R is negative definite with respect to Q,● For every σ-semistable object, we have Q(γ(E)) ⩾ 0.
Remarks:● If σ = (Z,A) is a stability condition on Db(P2) which satisfies the support property,
then the image by Z ∶Γ→ C of the set of γ ∈ Γ such that there exists a σ-semistable
object of class γ is discrete in C.● The support property is a notion due to Kontsevich-Soibelman [KS08](Section
1.2). We refer to Appendix B of [BM11] for a comparison with earlier notions of
finiteness for stability conditions.
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We denote Stab(P2) the set of stability conditions on Db(P2). According to [Bri07],
Stab(P2) has a natural structure of complex manifold of dimension 3, such that the map
Stab(P2)→ Hom(Γ,C) ≃ C3
σ = (Z,A)↦ Z
is a local isomorphism of complex manifolds (locally on Stab(P2)).
Following [Bri08][AB13][BM11][ABCH13], we review a standard way to construct ex-
amples of stability conditions on Db(P2).
Definition 2.11. For every s ∈ R, we denote:● Coh⩽s(P2) the subcategory of Coh(P2) generated (by extensions) by µ-semistable
sheaves of slope ⩽ s.● Coh>s(P2) the subcategory of Coh(P2) generated (by extensions) by µ-semistable
sheaves of slope > s and torsion sheaves.● Coh#s(P2) the subcategory of Db(P2) of objects E such that Hi(E) = 0 for i ≠ −1,0,H−1(E) is an object of Coh⩽s(P2), and H0(E) is an object of Coh>s(P2).
Remark: Coh#s(P2) is obtained from Coh(P2) by tilt of the torsion pair(Coh>s(P2),Coh⩽s(P2)) .
In particular, Coh#s(P2) is an abelian category and the heart of a bounded t-structure
on Db(P2).
Definition 2.12. For every (s, t) ∈ R2 with t > 0, let Z˜(s,t)∶Γ → C be the linear map
defined
γ = (r, d, χ)↦ Z˜(s,t)γ ,
Z˜
(s,t)
γ ∶= −r
2
(s + it)2 + d(s + it) + r + 3
2
d − χ .
Remarks:● We have
Z˜
(s,t)
γ = r (−1
2
(s2 − t2) − ist) + d(s + it) + r + 3
2
d − χ
= −1
2
(s2 − t2)r + ds + r + 3
2
d − χ + i(d − sr)t .● If E is an object of Db(P2) of class γ(E) ∈ Γ, then we have
Z˜
(s,t)
γ(E) = −∫P2 e−(s+it)H ch(E) ,
where H ∶= c1(O(1)).
According to [Bri08][AB13][BM11], for every (s, t) ∈ R2 with t > 0, the pair(Z˜(s,t),Coh#s(P2))
is a stability condition on Db(P2). In particular, we get an embedding of the upper
half-plane {(s, t) ∈ R2∣ t > 0} into Stab(P2).
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We now do something new, which is to describe the same slice inside Stab(P2), but
using coordinates (x, y) different from the usual coordinates (s, t). This will replace the
upper half-plane {(s, t) ∈ R2∣ t > 0} by the “upper parabola” U = {(x, y) ∈ R2∣ y > −x22 },
which already appeared in Section 1.3.
Definition 2.13. For every (x, y) ∈ U = {(x, y) ∈ R2∣ y > −x22 }, let Z(x,y)∶Γ → C be the
linear map defined by
γ = (r, d, χ)↦ Z(x,y)γ ,
Z
(x,y)
γ ∶= ry + dx + r + 3
2
d − χ + i(d − rx)√x2 + 2y .
Proposition 2.14. For every σ = (x, y) ∈ U , the pair (Z(x,y),Coh#x(P2)) is a stability
condition on Db(P2).
Proof. According to [Bri08][AB13][BM11], for every (s, t) ∈ R2 with t > 0, the pair(Z˜(s,t),Coh#s(P2))
is a stability condition on Db(P2).
The map (s, t)↦ (s,−1
2
(s2 − t2))
defines a bijection between the upper half-plane{(s, t) ∈ R2∣ t > 0}
and
U = {(x, y) ∈ R2∣ y > −x2
2
} ,
of inverse
ψ∶ (x, y)↦ (x,√x2 + 2y) ,
such that Z(x,y) = Z˜ψ(x,y). 
Remarks:● Proposition 2.14 gives a map
U → Stab(P2)
σ = (x, y)↦ (Z(x,y),Coh#x(P2))
which is injective. Viewing U as an open subset of R2 ≃ C, this map is holomor-
phic. From now on, we use the same notation σ for a point σ = (x, y) in U or for
the corresponding stability condition σ = (Zσ,Aσ) ∶= (Z(x,y),Coh#x(P2)).● If E is a skyscraper sheaf k(p), p ∈ P2, then γ(E) = (0,0,1) and Zσ
γ(E) = −1 for
every σ ∈ U .
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Re Zσγ = ry + dx + r + 32d − χ ,
is affine in (x, y) (but quadratic in (s, t)). This will be the key point enabling us
to make contact with scattering diagrams in Section 2.5.
2.3. Moduli spaces and walls. For every σ ∈ U and γ ∈ Γ, we denote Mσγ the moduli
stack of σ-semistable objects in Db(P2) of class γ. According to [ABCH13], the Artin
stack Mσγ admits a good moduli space M
σ
γ which is in fact a projective scheme whose
closed points are in one-to-one correspondence with S-equivalence classes of σ-semistable
objects of class γ. This follows from a description of Mσγ as moduli space of quiver
representations, see Proposition 7.5 of [ABCH13]. The moduli space Mσ−stγ of σ-stable
objects of class γ is a quasiprojective scheme, open in Mσγ .
According to [LZ19b], we have Ext2(E,E) = 0 for every σ-semistable object E with
γ(E) ∉ Γ0, and so the stacks Mσγ of σ-semistable objects and the moduli spaces Mσ−stγ of
σ-stable objects are smooth if γ ∉ Γ0.
If E is a σ-semistable object of class γ ∉ Γ0, then, using that Ext2(E,E) = 0 and Lemma
2.2, we find that the dimension of Mσγ at E is dim Ext
1(E,E)−dim Ext0(E,E) = −(γ, γ).
In short, if γ ∉ Γ0, the moduli stack Mσγ is smooth and equidimensional of dimension
dimMσγ = −(γ, γ) .
If E is a σ-stable object of class γ ∉ Γ0, then, using that Ext2(E,E) = 0, that
dim Ext0(E,E) = 1 as a stable object is simple, and Lemma 2.2, we find that the di-
mension of Mσ−stγ at E is dim Ext1(E,E) = 1 − χ(E,E) = 1 − (γ, γ). In short, if γ ∉ Γ0,
the moduli space Mσ−stγ is smooth and equidimensional of dimension
dimMσ−stγ = 1 − (γ, γ) .
In fact, Mσ−stγ is also smooth and equidimensional if γ ∈ Γ0, as it is P2 if γ = (0,0,1), and
the emptyset else (this follows from Lemma 6.3 and Lemma 10.1 of [Bri08]). The moduli
spaces Mσγ of σ-semistable objects are singular in general.
Our main interest is in the study of Mσγ as a function of σ. Such study, mainly from
the birational point of view, has been done in [ABCH13][BMW14][CH16][CH14][CH15]
[CHW17][Hui16][LZ18][LZ19a][Mar17][Ohk10][Woo13]. The result is that, for a fixed γ,
there are finitely many curves in U , called actual walls for γ, such that if σ moves in
a given connected component of the complement of the walls in U , then Mσγ does not
change. In other words, Mσγ , as a function of σ, only changes when σ crosses an actual
wall.
Every γ′ ∈ Γ not collinear with γ defines a potential wall Wγ,γ′ for γ, defined as the set
of σ ∈ U such that Zσγ and Zσγ′ are positively collinear. It follows from the explicit formula
giving Zσ, Definition 2.13, that each potential wall is either a parabola or a vertical line
in U . Every actual wall for γ is contained in a potential wall for γ. Not every potential
wall for γ is an actual wall for γ: there are only finitely many actual walls for γ but in
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general infinitely many potential walls for γ. An algorithm to determine the actual walls
for γ is presented in [LZ19a].
We will not be interested in the study of Mσγ as a function of σ from the birational
point of view, but from the point of view of numerical cohomological invariants: Euler
characteristics, Betti numbers, Hodge numbers. We will consider these invariants for
intersection cohomology rather than for singular cohomology: as the moduli spaces Mσγ
are in general singular, we will obtain invariants with better properties this way.
2.4. Intersection cohomology invariants. We refer to [BBD82][dCM09][Sai90], for
general notions on intersection cohomology, perverse sheaves and mixed Hodge modules,
and to [MR17], [Mei15] for applications in the context of Donaldson-Thomas theory,
which will be ultimately relevant for us.
We recall that given X a projective variety, Z an equidimensional subvariety of X, and
L a variation of pure Hodge structures on an open subset Z○ of the smooth part of Z,
then there is a canonical pure Hodge module ICZ(L) on X such that ICZ(L)∣Z○ = L.
For every σ ∈ U and γ ∈ Γ, we apply this construction to X = Mσγ , Z = Mσ−stγ the
closure of Mσ−stγ in Mσγ , Z○ = Mσ−stγ , and L = Q viewed as a trivial variation of pure
Hodge structures of type (0,0). Remark that we have seen in Section 2.3 that Mσ−stγ ,
and so also Mσ−stγ are equidimensional. We obtain a mixed Hodge module ICMσ−stγ (Q) on
Mσγ . It follows from Saito theory of mixed Hodge modules [Sai90], that for every k ∈ Z,
the cohomology group
IHk(Mσγ ,Q) ∶=Hk(Mσγ , ICMσ−stγ (Q))
is naturally a pure Hodge structure of weight k, and so has Hodge numbers, that we
denote Ihp,q(Mσγ ). These intersection Hodge numbers can be organized into some signed
symmetrized intersection Hodge polynomial
Ihσγ(u 12 , v 12 ) ∶= (−(uv) 12 )−dimMσγ dimMσγ∑
p,q=0 (−1)p+qIhp,q(Mσγ )upvq ∈ Z[u± 12 , v± 12 ] .
We have intersection Betti numbers
Ibj(Mσγ ) ∶= dimHj(Mσγ , ICMσ−stγ (Q)) = ∑
p+q=j Ihp,q(Mσγ ) ,
which can be organized into some signed symmetrized intersection Poincare´ polynomial
Ibσγ(q 12 ) ∶= (−q 12 )−dimMσγ 2 dimMσγ∑
j=0 (−1)jIbj(Mσγ )q j2 ∈ Z[q± 12 ] .
Finally, we can consider the intersection Euler characteristic
Ie+,σγ ∶= 2 dimMσγ∑
j=0 (−1)jIbj(Mσγ ) ∈ Z ,
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and its signed version
Ie−,σγ ∶= (−1)dimMσγ 2 dimMσγ∑
j=0 (−1)jIbj(Mσγ ) ∈ Z .
We have the obvious specialization relations:
Ibσγ(q 12 ) = Ihσγ(u 12 = q 12 , v 12 = q 12 ) ,
Ie−,σγ = Ibσγ(q 12 = 1) .
Remark: If Mσ−stγ =Mσγ , which happens for example if γ is a primitive element of the
lattice Γ, then Mσγ is a smooth projective variety and the intersection Hodge numbers,
Betti numbers, Euler characterstic of Mσγ coincide with the usual Hodge numbers, Betti
numbers, Euler characteristic of Mσγ .
2.5. Scattering diagrams from stability conditions. .
Recall that we introduced in Section 1.3 the skew-symmetric form ⟨−,−⟩ on M = Z2
given by ⟨−,−⟩∶⋀2M → Z⟨(a, b), (a′, b′)⟩ = 3(a′b − ab′) .
In the present Section 2.5, we use the intersection Hodge polynomials Ihσγ(u 12 , v 12 ), the
intersection Poincare´ polynomials Ibσγ(q 12 ), and the intersection Euler characteristics Ieσγ ,
defined in Section 2.4, to construct scattering diagrams on U , in the sense of Definition
1.17 of Section 1.2, DP
2
u,v, D
P2
q± and DP2cl± , respectively for (M, ⟨−,−⟩,gu,v), (M, ⟨−,−⟩,gq±),
and (M, ⟨−,−⟩,gcl±). We recall that the Lie algebras gu,v, gq± and gcl± have been defined
in Section 1.4.
For every γ = (r, d, χ) ∈ Γ, we define
Lγ ∶= {σ ∈ U ∣Zσγ ∈ iR>0} .
Using the explicit formula for Zσγ given in Definition 2.13, we find that
Lγ = {(x, y) ∈ U ∣ ry + dx + r + 3
2
d − χ = 0 ,−rx + d > 0} .
Remark that Lγ = Lγ′ if γ and γ′ are positively collinear in Γ.
More explicitly, we have the following cases according to the sign of r and d:● If r > 0, then Lγ is the intersection of the line of equation
ry + dx + r + 3
2
d − χ = 0
with U and with the right half-plane x < dr .● If r < 0, then Lγ is the intersection of the line of equation
ry + dx + r + 3
2
d − χ = 0
with U and with the left half-plane x > dr .
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x = 3
2
− χ
d
with U .● If r = 0 and d ⩽ 0, then Lγ is empty.
For every γ ∈ Γ, we denote L¯γ the closure of Lγ in U¯ .
Definition 2.15. For every γ ∈ Γ, we define
Rγ ∶= {σ ∈ U ∣Zσγ ∈ iR>0 , Ihσγ(u 12 , v 12 ) ≠ 0} .
By definition, for every γ ∈ Γ, Rγ is a subset of Lγ. We denote R¯γ the closure of Rγ in
U¯ : it is a subset of L¯γ.
Definition 2.16. For every γ ∈ Γ, we denote
Γγ ∶= {γ′ ∈ Γ ∣γ = `γ′for some ` ∈ Z⩾1} ,
i.e. Γγ is the finite set of elements in the lattice Γ dividing γ.
The moduli spaces Mσγ , and so the intersection Hodge polynomials Ih
σ
γ(u 12 , v 12 ), are
constant as a function of σ for σ lying in a given connected component of the complement
in U of the finitely many actual walls for γ. It follows that, for every γ ∈ Γ, we have a
natural decomposition
Rγ = ⋃
j∈JγRγ,j ,
where:● Jγ is the finite set indexing connected components of Rγ minus the intersection
points with the finitely many actual walls where there exists γ′ ∈ Γγ such that
Ihσγ′(u 12 , v 12 ) jumps.● Rγ,j is the closure in Rγ of the corresponding connected component indexed by
j ∈ Jγ. We denote R¯γ,j the closure of Rγ,j in U¯ .
Each R¯γ,j is either a bounded line segment contained in L¯γ or a half-line contained in L¯γ.
For every γ′ ∈ Γγ, the interior of each Rγ,j is away from the actual walls for γ′, so the
moduli spacesMσγ′ andMσ′γ′ are isomorphic if σ and σ′ are two points in the interior of some
Rγ,j. We denote Mγ′,j the corresponding moduli space, Ihγ′,j(u 12 , v 12 ) the corresponding
intersection Hodge polynomial, Ibγ′,j(q 12 ) the corresponding Poincare´ polynomial, and
Ie−γ′,j the corresponding signed Euler characteristic.
Definition 2.17. For every γ = (r, d, χ) ∈ Γ, we denote mγ ∶= (r,−d) ∈M = Z2.
Remark: For every γ ∈ Γ, the integral vector mγ is a direction for Lγ.
If R¯γ,j is a bounded line segment, then there exists exactly one endpoint of this line
segment, that we denote Init(dγ,j), and one positive real number, that we denote Tdγ,j ,
such that
R¯γ,j = Init(dγ,j) − [0, Tdγ,j]mγ .
SCATTERING DIAGRAMS, STABILITY CONDITIONS, AND COHERENT SHEAVES ON P2 39
If R¯γ,j is a half-line, we denote Init(dγ,j) its endpoint, and it follows from the explicit
description of Lγ that we have
R¯γ,j = Init(dγ,j) −R⩾0mγ .
It follows that for every γ ∈ Γ and j ∈ Jγ, we can naturally view R¯γ,j as a naked ray of
class mγ in U in the sense of Definition 1.11. We denote ∣dγ,j ∣ this naked ray of class mγ.
Definition 2.18. For every γ ∈ Γ and j ∈ Jγ, we denote dγ,j the ray of class mγ in U for(M, ⟨−,−⟩,gu,v), in the sense of Definition 1.12, given by (∣dγ,j ∣,Hdγ,j), where
Hdγ,j ∶= ⎛⎜⎜⎜⎝− ∑γ′∈Γγγ=`γ′
1
`
Ihγ′,j(u `2 , v `2 )(uv) `2 − (uv)− `2
⎞⎟⎟⎟⎠ zmγ ∈ (gu,v)mγ .
Definition 2.19. We denote DP
2
u,v the collection of rays dγ,j, where γ ∈ Γ, j ∈ Jγ.
Proposition 2.20. The collection of rays DP
2
u,v is a scattering diagram on U for (M, ⟨−,−⟩,gu,v)
in the sense of Definition 1.17.
Proof. Let σ = (x, y) ∈ U and let m ∈M . Let d be a ray of DP2u,v of class m and such that
σ belongs to the interior of ∣d∣. We have d = dγ,j for some γ ∈ Γ and j ∈ Jγ. The class
γ = (r, d, χ) is uniquely determined by the condition mγ = (r,−d) = m (using Definition
2.17) and the condition σ ∈ Lγ, i.e. χ = ry + dx + r + 32d. The element j ∈ Jγ is uniquely
determined by the fact that σ belongs to the interior of ∣dγ,j ∣ and that the interiors of∣dγ,j1 ∣ and ∣dγ,j2 ∣ are distinct for j1, j2 ∈ Jγ, j1 ≠ j2. It follows that DP2u,v satisfies the first
condition of Definition 1.16. Given the form of Hdγ,j , one can recover Ihγ′,j(u 12 , v 12 ) for
γ′ ∈ Γγ from Hdγ,j , and so, as Jγ is defined in terms of the jumps of Ihγ′,j(u 12 , v 12 ), DP2u,v
also satisfies the second condition of Definition 1.16. In conclusion, DP
2
u,v is normalized,
i.e. DP
2
u,v satisfies condition (1) of Definition 1.17.
If σ = (x, y) ∈ ∣dγ,j ∣∩U , then, by definition of Lγ, we have Zσγ ∈ iR>0, so, using Definitions
1.14 and 2.13
ϕσ(mγ) = −rx + d = Im Zσγ√
x2 + 2y > 0 .
It follows that DP
2
u,v satisfies condition (2) of Definition 1.17.
We fix K a compact set in U and some k ∈ R⩾0. As K is compact in U , there exists
C > 0 such that √x2 + 2y < C for every (x, y) ∈ K. In particular, if σ = (x, y) ∈ K, then,
for every γ ∈ Γ, we have Im Zσγ = √x2 + 2y ϕσ(mγ) and so
Im Zσγ < Cϕσ(mγ) .
If σ = (x, y) ∈ K, then, the set of γ ∈ Γ such that Mσγ is nonempty, Re Zσγ ∈ [−1,1] and
ϕσ(mγ) ⩽ k is contained in the set Fσ of γ ∈ Γ such that Mσγ is nonempty, Re Zσγ ∈ [−1,1]
and Im Zσγ ⩽ Ck, which is finite according to the support property satisfied by the stability
condition σ.
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By definition of the topology on the space of stability conditions and by the support
property, there exists an open subset Uσ of K containing σ such that Fσ′ ⊂ Fσ for every
σ′ ∈ Uσ. By compactness of K, there exists finitely many σ1, . . . , σl such that K = ∪lj=1Uσj .
In particular, the set of γ ∈ Γ such that there exists σ ∈ K such that Mσγ is nonempty,
Re Zσγ = 0 and Im Zσγ ⩽ Ck is contained in ∪lj=1Fσj , which is finite. It follows that DP2u,v
satisfies condition (3) of Definition 1.17. 
Definition 2.21. We define similarly a scattering diagram DP
2
q− , resp. DP2q+ , on U for(M, ⟨−,−⟩,gq−), resp. (M, ⟨−,−⟩,gq+), by repeating the previous construction with
Rγ ∶= {σ ∈ U ∣Zσγ ∈ iR>0 , Ibσγ(q 12 ) ≠ 0} ,
and
Hdγ,j ∶= ⎛⎜⎜⎜⎝− ∑γ′∈Γγγ=`γ′
1
`
Ibγ′,j(q `2 )
q
`
2 − q− `2
⎞⎟⎟⎟⎠ zmγ ∈ (gq−)mγ ,
resp.
Hdγ,j ∶= (−1)(γ,γ)−1 ⎛⎜⎜⎜⎝ ∑γ′∈Γγγ=`γ′
1
`
Ibγ′,j(q `2 )
q
`
2 − q− `2
⎞⎟⎟⎟⎠ zmγ ∈ (gq+)mγ .
Recall that we introduced the Euler bilinear form (−,−)∶Γ⊗ Γ→ Z in Definition 2.1.
Definition 2.22. We define similarly a scattering diagram DP
2
cl−, resp. DP2cl+, on U for(M, ⟨−,−⟩,gcl−), resp. (M, ⟨−,−⟩,gcl+), by repeating the previous construction with
Rγ ∶= {σ ∈ U ∣Zσγ ∈ iR>0 , Ieσγ ≠ 0} ,
and
Hdγ,j ∶= ⎛⎜⎜⎜⎝− ∑γ′∈Γγγ=`γ′
1
`2
Ie−γ′,j
⎞⎟⎟⎟⎠ zmγ ∈ (gcl−)mγ ,
resp.
Hdγ,j ∶= (−1)(γ,γ)−1 ⎛⎜⎜⎜⎝ ∑γ′∈Γγγ=`γ′
1
`2
Ie−γ′,j
⎞⎟⎟⎟⎠ zmγ ∈ (gcl+)mγ .
2.6. Action of ψ(1) on DP2u,v. In this Section, we establish a symmetry ψ(1) of the
scattering diagram DP
2
u,v defined in Section 2.5.
There is a natural action of the group of autoequivalences Aut(Db(P2)) on Stab(P2)
(see Lemma 8.2 of [Bri07]): if T ∈ Aut(Db(P2)) and σ = (Z,A) ∈ Stab(P2), the action of
T on σ is defined by T ⋅ σ ∶= (Z ○ T −1, T (A)).
In the remaining of this Section, we take T = (− ⊗O(1)) ∈ Aut(Db(P2)). Recall that
we defined in Section 1.5 an action ψ(1) on U .
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Lemma 2.23. The action of T on Stab(P2) preserves U . Moreover, the action of T
restricted to U on U coincides with the action of ψ(1) on U .
Proof. Let σ = (x, y) ∈ U . We have to compute T ⋅ σ. T ⋅ σ. We have T (A(x,y)) =
T (Coh#x(P2)) = Coh#x+1(P2) = Aψ(1)((x,y)). Indeed, if E is a µ-semistable sheaf of slope
x, then E(1) is µ-semistable of slope
d(E(1))
r(E(1)) = d(E) + r(E)r(E) = d(E)r(E) + 1 = x + 1 .
Recall from Definition 2.13 that if γ = (r, d, χ), then
Z
(x,y)
γ ∶= ry + dx + r + 3
2
d − χ + i(d − rx)√x2 + 2y .
Using that r(E(−1)) = r(E), d(E(−1)) = d(E) − r(E), χ(E(−1)) = χ(E) + r(E)2 −(3
2r(E) + d(E)), we find
T −1(γ) = T −1((r, d, χ)) = (r, d − r,χ − r − d) .
Thus, we have
Z
(x,y)
T−1(γ) = ry + (d − r)x + r + 32(d − r) − χ + r + d + i(d − r − rx)√x2 + 2y
= r(y − x + 1
2
) + d(x + 1) + r + 3
2
d − χ + i(d − r(x + 1))√x2 + 2y ,
and so, using Lemma 1.43, we have
Z
(x,y)
T−1(γ) = Zψ(1)((x,y))γ .
We conclude that T ⋅ σ = ψ(1)(σ). 
We recall that in Section 1.5, we also defined an operation ψ(1) on scattering diagrams
on U for (M, ⟨−,−⟩,gu,v).
Proposition 2.24. We have ψ(1)(DP2u,v) =DP2u,v.
Proof. The scattering diagram DP
2
u,v is defined in terms of the moduli spaces M
σ
γ of σ-
semistable objects in Db(P2) for σ ∈ U . As T ∈ Aut(Db(P2)), we have Mσγ = MT ⋅σT (γ) for
every σ ∈ U and for every γ ∈ Γ. According to Lemma 2.23, we have T ⋅ σ = ψ(1)(σ) for
every σ ∈ U . It follows that ψ(1)(DP2u,v) =DP2u,v. 
3. Consistency of DP
2
u,v
3.1. Statement of Theorem 3.1. We introduced the scattering diagram DP
2
u,v in Section
2.5. The main result of the present Section is the consistency of DP
2
u,v:
Theorem 3.1. The scattering diagram DP
2
u,v on U for (M, ⟨−,−⟩,gu,v) is consistent in
the sense of Definition 1.21.
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The proof of Theorem 3.1 takes the remaining part of this Section. According to
Definition 1.21, we have to show that for every σ ∈ U ∩ Sing(DP2u,v), the local scattering
diagram (DP2u,v)σ is consistent in the sense of Definition 1.8. Using the framework of
[MR17] and [Mei15], we will show that it is essentially a version of the wall-crossing
formula in Donaldson-Thomas theory.
We fix σ = (x0, y0) ∈ U ∩Sing(DP2), k a nonnegative integer, and we will show that the
local scattering diagram (DP2u,v)σ is consistent at order k in the sense of Definition 1.7. By
definition, (DP2u,v)σ is a local scattering diagram in MR = R2 identified with the tangent
space to U at σ.
We start proving some general results on (DP2u,v)σ in Section 3.2. In Section 3.3, we
review motivic numerical invariants which can be extracted from mixed Hodge theory.
In Section 3.4, we use the Donaldson-Thomas theory framework of [MR17] and [Mei15]
to prove Proposition 3.7. In Section 3.5, we prove Proposition 3.11, which is a form of
the wall-crossing formula in Donaldson-Thomas theory. Finally, we combine Proposition
3.7 and Proposition 3.11 to end the proof of Theorem 3.1 in Section 3.6.
3.2. Local structure near a wall. Recall from Definition 1.14 that ϕσ ∶MR → R is
given by (a, b) ↦ −ax − b. Recall from Definition 1.2 that a ray d of (DP2u,v)σ is outgoing
if ∣d∣ = −R⩾0md, and ingoing if ∣d∣ = R⩾0md. Also, by Definition 1.4 of a local scattering
diagram, we have ϕσ(md) > 0 for every ray d of (DP2u,v)σ. Thus, the ingoing rays of (DP2u,v)σ
are contained in the open half-plane ϕσ > 0 of MR, whereas the outgoing rays of (DP2u,v)σ
are contained in the open half-plane ϕσ < 0 of MR.
We label din1 , . . . ,d
in
K the finitely many ingoing rays d of (DP2u,v)σ with ϕσ(md) ⩽ k, in
such way that ⟨mγ
dina
,mγ
din
a′ ⟩ ⩽ 0
if a ⩽ a′. We label dout1 , . . . ,doutL the finitely many outgoing rays d of DP2σ with ϕσ(md) ⩽ k,
in such the way that ⟨mγ
dout
b
,mγ
dout
b′ ⟩ ⩾ 0
if b ⩽ b′. The order k consistency of (DP2u,v)σ is then to equivalent to the equality of order
k automorphisms of gu,v[tR⩾0]/mk:
ΦdinK ○ ⋅ ⋅ ⋅ ○Φdin1 = ΦdoutL ○ ⋅ ⋅ ⋅ ○Φdout1 .
By definition, (DP2u,v)σ is a local picture of DP2u,v at σ. It follows that, for every a =
1, . . . ,K (resp. b = 1, . . . , L), there exists unique γ ∈ Γ and j ∈ Jγ, such that σ ∈ ∣dγ,j ∣,
mdina =mγ, and Hdina =Hdγ,j tϕσ(mγ) (resp. mdoutb =mγ, and Hdoutb =Hdγ,j tϕσ(mγ)). We denote
γina ∶= γ and jina ∶= j (resp. γoutb ∶= γ and joutb ∶= j).
Lemma 3.2. The sublattice Γσ of Γ generated by γina , 1 ⩽ a ⩽ K, and γoutb , 1 ⩽ b ⩽ L, is
of rank 2.
Proof. As σ ∈ U ∩Sing(DP2u,v), the sublattice Γσ has rank ⩾ 2. As the lattice Γ is of rank 3,
it remains to show that the sublattice Γσ is not of rank 3. As the rays dγina ,jina , 1 ⩽ a ⩽K,
and dγout
b
,jout
b
, 1 ⩽ b ⩽ L, meet at σ, all the central charges Zσ
γina
, 1 ⩽ a ⩽ K, and Zσ
γout
b
,
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1 ⩽ b ⩽ L, are purely imaginary. If the sublattice Γσ had rank 3, we would conclude that
Zσγ is purely imaginary for every γ ∈ Γ. But it cannot be the case as Zσ′(0,0,1) = −1 for every
σ′ ∈ U , see Remarks following Proposition 2.14. 
The fact that all the rays dγina ,jina , 1 ⩽ a ⩽ K and dγoutb ,joutb , 1 ⩽ b ⩽ L, meet at σ implies
that all the central charges Zσ
γina
, 1 ⩽ a ⩽ K, and Zσ
γout
b
, 1 ⩽ b ⩽ L, are purely imaginary,
with positive imaginary parts, and so in particular are positively collinear. It follows, see
Section 2.3, that there exists a potential wall Wσ passing through σ, characterized by the
alignement of the central charges Zγ for γ ∈ Γσ. According to Lemma 3.2, the lattice Γσ
is of rank 2, and so Wσ is the only potential wall passing through σ which is a potential
wall for some γ ∈ Γσ.
By the local finiteness of actual walls, see Section 2.3, there exists Uσ open convex
neighborhood of σ in U such that every actual wall for any of γdina , 1 ⩽ a ⩽ K, γdoutb ,
1 ⩽ b ⩽ L, intersecting Uσ, necessarily coincides with Wσ in restriction to Uσ. Up to
shrinking further Uσ, we also assume that Wσ is the only potential wall intersecting Uσ
of the form Wγ
dina
,γ
din
a′ , 1 ⩽ a, a′ ⩽K, or Wγdoutb ,γdoutb′ , 1 ⩽ b, b′ ⩽ L.
Lemma 3.3. The tangent line to the wall Wσ at the point σ = (x0, y0) is the line in U of
equation (x − x0)x0 + (y − y0) = 0 .
In other words, identifying MR with the tangent space to U at σ, it is the line of equation
ϕσ = 0
Proof. By definition of a wall, there exists γ1 = (r1, d1, χ1), γ2 = (r2, d2, χ2) ∈ Γ with
r2d1 − r1d2 ≠ 0 such that Wσ is defined by the condition that Zγ1 and Zγ2 are positively
collinear. It follows from the explicit formula given in Proposition 2.13 for the central
charge that Wσ is defined by the equation F (x, y) = 0, where
F (x, y) = (d1 − r1x)(r2y + d2x + r2 + 3
2
d2 − χ2) − (d2 − r2x)(r1y + d1x + r1 + 3
2
d1 − χ1) ,
and so the tangent line to Wσ in a point of coordinates (x0, y0) is given by the equation(∂xF )(x0, y0)(x − x0) + (∂yF )(x0, y0)(y − y0) = 0 .
If we take (x0, y0) = σ, defined by the conditions Re Zγ1 = Re Zγ2 = 0, then we find the
particularly simple formulas(∂xF )(x0, y0) = (r2d1 − r1d2)x0 , (∂yF )(x0, y0) = r2d1 − r1d2 .
Using that r2d1 − r1d2 ≠ 0, we deduce that the tangent line to Wσ at σ is given by the
equation (x − x0)x0 + (y − y0) = 0. 
It follows from Lemma 3.3 that all the rays dγina ,jina , 1 ⩽ a ⩽ K, are on one side of the
wall Wσ and that all the rays dγout
b
,jout
b
, 1 ⩽ b ⩽ L, are on the other side of the wall Wσ.
Let U inσ be the connected component of Uσ − (Wσ ∩ Uσ) containing all the rays dγina ,jina ,
1 ⩽ a ⩽K, and let Uoutσ be the connected component of Uσ − (Wσ ∩Uσ) containing all the
rays dγout
b
,jout
b
, 1 ⩽ b ⩽ L.
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We choose a point σin ∈ U inσ between Wσ and dγin1 ,jin1 , and a point σout ∈ Uoutσ between
Wσ and dγout1 ,jout1 . As there are only countably many potential walls, we can assume that
σin and σout are away from every potential wall. Finally, as according to Lemma 3.3 the
tangent line to Wσ at σ is never vertical, we can assume that σin and σout have the same
x-coordinates, i.e. that the line passing through σin and σout is vertical.
The following figure gives a schematic summary of the notations introduced above.
dγin1 ,jin1 dγinK ,jinK
dγout1 ,jout1 dγoutL ,joutL
{ϕσ = 0}
Wσ
r
σin
rσout
U inσ
Uoutσ
σ
A
A
A
A
A
A
A







A
A
A
A
A
A
A







Lemma 3.4. We have Re Zσin
γina
< 0 (resp. Re Zσout
γout
b
< 0) for every 1 ⩽ a ⩽ K (resp.
1 ⩽ b ⩽ L)
Proof. The support of each ray dγina ,jina is contained in the line of equation Re Zγina = 0.
Using that, if γ = (r, d, χ), Re Zγ = ry + dx + r + 32d − χ, and mγ = (r,−d), we see that the
condition ⟨mγ
dina
,mγ
din
a′ ⟩ ⩽ 0 (resp. ⟨mγdoutb ,mγdoutb′ ⟩ ⩾ 0) ,
if a ⩽ a′ (resp. b ⩽ b′), is equivalent to the fact that the support of dγina ,jina (resp. dγoutb ,jouta )
is contained in the half-plane Re Zγin
a′ ⩽ 0 (resp. Re Zγinb′ ⩽ 0) if a ⩽ a′ (resp. b ⩽ b′). As σin
(resp. σout) is between Wσ and dγin1 ,jin1 (resp. dγout1 ,jout1 ), it follows that Re Z
σin
γ∈a < 0 (resp.
Re Zσout
γout
b
< 0) for every 1 ⩽ a ⩽K (resp. 1 ⩽ b ⩽ L). 
3.3. Numerical invariants from mixed Hodge theory. In this Section, we review
some definitions and facts which will be useful in the proof Theorem 3.1 in the next
Section 3.6.
For every X quasiprojective variety over C, the cohomology groups with compact sup-
port Hjc (X,Q) come with a natural mixed Hodge structure [Del71][Del74]. In particular,
we have an increasing weight filtration W on Hjc (X,Q) and a decreasing Hodge filtration
F on Hjc (X,C). For every p, q ∈ Z, we define virtual Hodge numbers
hp,qvir(X) ∶= 2 dimX∑
j=0 (−1)j dim GrpFGrWp+qHjc (X,C) ∈ Z .
If X is smooth and projective, the virtual Hodge numbers coincide with the usual Hodge
numbers up to the sign (−1)p+q. We organize the virtual Hodge numbers in a virtual
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Hodge polynomial (also called E-polynomial):
h(X)(u, v) ∶=∑
p,q
hp,qvir(X)upvq ∈ Z[u, v] .
Setting u = v = q 12 , we get a virtual Poincare´ polynomial:
b(X)(q 12 ) =∑
j
bj,vir(X)q j2 ∈ Z[q 12 ] ,
where the virtual Betti numbers are given by
bj,vir(X) = ∑
p+q=j h
p,q
vir(X) ∈ Z .
The key property that we will use is that the virtual Hodge polynomial is motivic, in the
sense that:● If Z is a closed subvariety of a quasiprojective variety X over C, then
h(X) = h(Z) + h(X −Z) .● If X and Y are two quasiprojective varieties over C, then h(X ×Y ) = h(X)h(Y ).
The motivic property follows from the compatibility of the mixed Hodge structure with
the excision long exact sequence in cohomology with compact support and with the
Ku¨nneth formula. The virtual Hodge polynomial X ↦ h(X) is uniquely determined by
its values on the smooth projective varieties and by the motivic property.
According to Theorem 3.10 of [Toe¨05] (see also [Joy07b]), the virtual Hodge polynomial
X ↦ h(X) ∈ N[u, v]
with X quasiprojective variety over C can be naturally extended in a virtual Hodge
rational function
X ↦ h(X) ∈ Z[u, v][(uv)−1,{((uv)n − 1)−1}n⩾1] ⊂ Z(u, v) ,
with X Artin stack of finite type with affine stabilizers. Setting u = v = q 12 , we get a
virtual Poincare´ rational function
X ↦ b(X) ∈ Z[q 12 ][q−1,{(qn − 1)−1}n⩾1] ⊂ Z(q 12 ) .
We have for example, denoting BC∗ the classifying stack of C∗,
h(BC∗)(u, v) = 1
uv − 1 ,
and
b(BC∗)(q 12 ) = 1
q − 1 .
If X is an Artin stack of finite type with affine stabilizers, writing X as a finite disjoint
union of locally closed equidimensional substacks Xj, we define a symmetrized version of
the virtual Hodge rational function by
h˜(X)(u 12 , v 12 ) ∶=∑
j
(−(uv) 12 )−dimXjh(Xj)(u, v) ∈ Z[u, v]((uv) 12 ) ⊂ Z(u 12 , v 12 ) .
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Setting u = v = q 12 , (uv) 12 = q 12 , we get a symmetrized version b˜(X)(q 12 ) ∈ Z(q 12 ) of the
virtual Poincare´ rational function.
We have for example, using that dimBC∗ = −1,
h˜(BC∗)(u 12 , v 12 ) = −(uv) 12
uv − 1 = − 1(uv) 12 − (uv)− 12 ,
and
b˜(BC∗)(q 14 ) = − 1
q
1
2 − q− 12 .
Beware that X ↦ h˜(X) does not satisfy the same motivic property that X ↦ h(X).
3.4. Donaldson-Thomas formalism. In this Section, we prove Proposition 3.7, which
will be used in the the proof of Theorem 3.1 in Section 3.6. We use systematically the
notations introduced in Section 3.2.
Let Aσin be the abelian category heart of the stability condition σin, and let Aσout be
the abelian category heart of the stability condition σout. As we have chosen σin and σout
with the same x-coordinate, it follows from Definition 2.11 that Aσin = Aσout . In what
follows, we denote simply A this abelian category.
For every nonzero γ ∈ Γ and σ′ ∈ U , we denote
φσ
′
γ ∶= 1pi ArgZσ′γ .
In particular, we have φσ
′
γ = 12 if and only if Zσ′γ ∈ iR>0.
Shrinking Uσ if necessary, it follows from the support property for stability conditions
that there exists an interval I ⊂ (0,1) containing 12 and closed in [0,1] such that:● The set of γ ∈ Γ such that ϕσ(mγ) ⩽ k and φσ′γ ∈ I does not depend on σ′ ∈ Uσ.
We denote Λ the union of this finite set with {0} (which depends on σ and k).● For every σ′ ∈ Uσ, the set of γ ∈ Γ such that ϕσ(mγ) ⩽ k, φσ′γ ∈ I and Ihσ′γ (u 12 , v 12 ) ≠
0 is contained in the set of γdina , 1 ⩽ a ⩽K, and γdoutb , 1 ⩽ b ⩽ L.
In general, I is a small interval around 12 .
Definition 3.5. For every φ ∈ I, we denote Aσin(φ) (resp. Aσout(φ)) the abelian subcat-
egory of A whose objects are 0 and the nonzero σin(resp. σout)-semistable objects E with
φσin
γ(E) = φ (resp. φσoutγ(E) = φ).
Remarks:● The categories Aσin(φ) and Aσout(φ) are indeed abelian according to Lemma 5.2
of [Bri07].● As σin (resp. σout) is away from every potential wall, for every φ ∈ I, the lattice of
γ ∈ Γ such that φσinγ = φ (resp. φσoutγ = φ) is of rank 1. In particular, there exists
γinφ ∈ Γ (resp. γoutφ ∈ Γ) such that{γ ∈ Γ ∣φσinγ = φ ,Mσinγ ≠ ∅} ⊂ Nγinφ
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(resp. {γ ∈ Γ ∣φσoutγ = φ ,Mσoutγ ≠ ∅} ⊂ Nγoutφ ) 4.
We apply the formalism of Donaldson-Thomas theory, such as described by Meinhardt
[Mei15] (see in particular Example 3.34 for a discussion of surfaces) to the abelian cate-
gories Aσin(φ) and Aσout(φ).
Lemma 3.6. For every φ ∈ I, the abelian categories Aσin(φ) and Aσout(φ) satisfy the
technical conditions required to apply Theorem 1.1 of [Mei15].
Proof. Technical conditions 1)-6) of [Mei15] are general assumptions about moduli spaces
and deformation theory of objects in an abelian category. They follow for the abelian
categories Aσin(φ) and Aσout(φ) from the fact that the moduli stacks and moduli spaces of
σ′-semistable in Db(P2) have a description as moduli stacks and moduli spaces of quiver
representations for every σ′ ∈ U , see Corollary 7.6 of [ABCH13].
Technical condition 7) of [Mei15] is the smoothness of the moduli stacks of objects,
or equivalently the locally constant behaviour of dim Hom(E,F ) − dim Ext1(E,F ). As
Zσ
′
γ ∈ R for every γ ∈ Γ0 and for every σ′ ∈ U (see Remarks after Propostion 2.14), and as
ϕ is neither 0 or 1, the class γ of an object in Aσin(φ) or Aσout(φ) is never in Γ0. Li-Zhao
[LZ19b] have shown that, for every σ′ ∈ U , and for every σ′-semistable objects E and F
with φσ
′
γ(E) = φσ′γ(F ) and γ(E), γ(F ) ∉ Γ0, we have Ext2(E,F ) = 0. It follows that Aσin(φ)
and Aσout(φ) satisfy technical condition 7).
Technical condition 8) of [Mei15] is the symmetry of the pairing dim Hom(E,F ) −
dim Ext1(E,F ). Let E and F be objects of Aσin(φ) (resp. Aσout(φ)). Then we have seen
in the check of technical condition 7) that Ext2(E,F ) = 0. So we have
dim Hom(E,F ) − dim Ext1(E,F ) = χ(E,F ) ,
which by the Hirzebruch-Riemann-Roch formula is given by
χ(E,F ) = ∫
P2
ch(E∨) ch(F ) td(P2) .
As we have chosen σin (resp. σout) away from every potential wall, the fact that φ
σin
γ(E) =
φσin
γ(F ) = φ (resp. φσoutγ(E) = φσoutγ(F ) = φ) implies that γ(E) and γ(F ), and so ch(E) and ch(F ),
are collinear, which by the above formula implies the symmetry χ(E,F ) = χ(F,E). 
Remark: The application of the Donaldson-Thomas formalism of [Mei15] to Gieseker
semistable sheaves on del Pezzo surfaces is discussed in Example 3.34 of [Mei15] and in
[MM18]. Lemma 3.6 will able us to apply this formalism to Bridgeland semistable objects
in Db(P2).
Recall from Section 2.3 that for every γ ∈ Γ and σ′ ∈ U , the moduli stack Mσ′γ of
σ′-semistable objects of class γ in Db(P2) is smooth. The symmetrized virtual Hodge
rational functions h˜(Mσ′γ )(u 12 , v 12 ) are defined according to Section 3.3.
4The reader should not confuse the notation γinφ (resp. γ
out
φ ), defined for φ ∈ I, with the notation γina
(resp. γoutb ), defined for 1 ⩽ a ⩽K (resp. 1 ⩽ b ⩽ L).
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Proposition 3.7. For every φ ∈ I, we have the equality
∑
n⩾0 h˜(Mσinnγinφ )(u 12 , v 12 )znmγinφ = exp⎛⎜⎝−∑n⩾1∑`⩾1 1`
Ihσin
nγin
φ
(u `2 , v `2 )
(uv) `2 − (uv)− `2 z`nmγinφ ⎞⎟⎠ ,
of power series in z
m
γin
φ with coefficients in Q(u 12 , v 12 ), and the equality
∑
n⩾0 h˜(Mσoutnγoutφ )(u 12 , v 12 )znmγoutφ = exp⎛⎜⎝−∑n⩾1∑`⩾1 1`
Ihσout
nγout
φ
(u `2 , v `2 )
(uv) `2 − (uv)− `2 z`nmγoutφ ⎞⎟⎠ ,
of power series in z
m
γout
φ with coefficients in Q(u 12 , v 12 ).
Proof. We apply Theorem 1.1 of [Mei15] to Aσin(φ) and Aσout(φ). The required assump-
tions have been checked in Lemma 3.6.
More precisely, the main result of [Mei15] (Theorem 1.1 combined with the formula
defining the Donaldson-Thomas invariants in Lemma 5.1) is an equality between gener-
ating series with coefficients in the Grothendieck group of mixed Hodge structures over
C with addition of a square root L 12 of the Tate motive, and inversion of L 12 , (Ln − 1),
n ⩾ 1. We get numerical identities by application of the virtual Hodge function (extended
such that h(L 12 ) = −(uv) 12 ). 
3.5. Wall-crossing formula. In this Section, we prove Proposition 3.11, which will be
used in the the proof of Theorem 3.1 in Section 3.6. We continue using the notations
introduced in Sections 3.2, 3.3, 3.4.
By definition of the interval I, we have a finite subset Λ of Γ such that
Λ = {0} ∪ {γ ∈ Γ ∣ϕσ(mγ) ⩽ k ,φσinγ ∈ I} = {0} ∪ {γ ∈ Γ ∣ϕσ(mγ) ⩽ k ,φσoutγ ∈ I} .
Definition 3.8. We denote AΛ the associative noncommutative Q(u 12 , v 12 )-algebra, given
as a Q(u 12 , v 12 )-vector space by
AΛ ∶=⊕
γ∈ΛQ(u 12 , v 12 )zmγ ,
and with the product defined by
zmγ ⋅ zmγ′ = (−1)⟨mγ ,mγ′ ⟩(uv) ⟨mγ,mγ′ ⟩2 zmγ+mγ′
if γ + γ′ ∈ Λ, and
zmγ ⋅ zmγ′ = 0
if γ + γ′ ∉ Λ.
Definition 3.9. For every φ ∈ I, we define
Λinφ ∶= {0} ∪ {γ ∈ Λ ∣φσinγ = φ}
and
Λoutφ ∶= {0} ∪ {γ ∈ Λ ∣φσoutγ = φ} .
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We have
Λ = ⋃
φ∈I Λinφ = ⋃φ∈I Λoutφ .
Definition 3.10. We denote →∏
φ∈I
for an ordered product where the factors with higher value of φ are on the left of those
with lower value of φ.
Proposition 3.11. We have the following equality in the Q(u 12 , v 12 )-algebra AΛ:
→∏
φ∈I
⎛⎜⎝ ∑γ∈Λin
φ
h˜(Mσinγ )(u 12 , v 12 )zmγ⎞⎟⎠ =
→∏
φ∈I
⎛⎜⎝ ∑γ∈Λout
φ
h˜(Mσoutγ )(u 12 , v 12 )zmγ⎞⎟⎠ .
The proof of Proposition 3.11 takes the remaining part of Section 3.5.
We follow the logic of the proof of Proposition 6.20 of [Joy08], in which Joyce considers
Gieseker semistable sheaves on a surface S with K−1S nef. We refer to [Bri12] and [Joy07a]
for details on definitions and on the use of motivic Hall algebras.
For every γ ∈ Γ, let Mγ be the algebraic stack of objects of A of class γ, and let
M ∶= ⋃
γ∈ΓMγ .
Let H(M) be the corresponding motivic Hall algebra. Elements of H(M) are motivic
stack functions on M, i.e. classes defined up to scissor relations of [Z → M], with Z
Artin stack of finite type with affine stabilizers (see [Bri12]). As a vector space, we have
a Γ-grading
H(M) =⊕
γ∈ΓH(Mγ) ,
where H(Mγ) is the space of motivic stack functions supported on Mγ, i.e. of [Z →M]
factoring through Mγ ↪ M. The associative product ⋆ on H(M) is Γ-graded, i.e. has
components, for every γ1, γ2 ∈ Γ,⋆∶H(Mγ1)⊗H(Mγ2)→H(Mγ1+γ2) ,
determined by pullback and pushforward to and from the stack of extensions in A of
objects of class γ2 by objects of class γ1.
We denote
HΛ(M) ∶=⊕
γ∈ΛH(Mγ)
with product, for γ1, γ2 ∈ Λ,⋆∶H(Mγ1)⊗H(Mγ2)→H(Mγ1+γ2) ,
restricted from H(M) if γ1 + γ2 ∈ Λ, and set to 0 if γ1 + γ2 ∉ Λ. This defines a structure
of associative algebra on HΛ(M).
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For every γ ∈ Λ, the characteristic function of the stack Mσinγ (resp. Mσoutγ ) of σin-
semistable (resp. σout-semistable) objects in A of class γ defines an element
δinγ = [Mσinγ ↪M]
(resp. δoutγ = [Mσoutγ ↪M]) of HΛ(M). For every φ ∈ I, we define
δinφ ∶= ∑
γ∈Λin
φ
δinγ ∈HΛ(M) ,
and
δoutφ ∶= ∑
γ∈Λout
φ
δoutγ ∈HΛ(M) .
From the existence and uniqueness of the Harder-Narasimhan filtration for the stability
conditions σin and σout of heart A, we have the identity→∏
φ∈I δinφ = →∏φ∈I δoutφ
in HΛ(M). If we denote φin1 , . . . , φinN the values of φ ∈ I such that δinφ ≠ 1 ∈HΛ(M), ordered
such that
φin1 > ⋅ ⋅ ⋅ > φinN ,
and φout1 , . . . , φ
out
N ′ the values of φ such that δσoutφ ≠ 1 ∈HΛ(M), ordered such that
φout1 > ⋅ ⋅ ⋅ > φoutN ′ ,
we can rewrite the above identity as
δin
φin1
⋆ ⋅ ⋅ ⋅ ⋆ δin
φinN
= δoutφout1 ⋆ ⋅ ⋅ ⋅ ⋆ δoutφoutN .
Given its motivic property reviewed in Section 3.3, we can apply the virtual Hodge
polynomial h to an element [Z → M] of the motivic Hall algebra H(M) to obtain a
Z(u, v)-valued constructible function h([Z →M]) on M. Recall that we introduced the
bilinear Euler form (−,−)∶Γ⊗Γ→ Z in Definition 2.1. Multiplying further by (−(uv) 12 )(γ,γ)
the restrictions to each component Mγ, we get an equality of AΛ-valued constructible
functions on M: ∑
γ∈Λ(−(uv) 12 )(γ,γ) h ((δinφin1 ⋆ ⋅ ⋅ ⋅ ⋆ δinφinN )∣Mγ) zmγ= ∑
γ∈Λ(−(uv) 12 )(γ,γ) h ((δoutφout1 ⋆ ⋅ ⋅ ⋅ ⋆ δoutφoutN ′ )∣Mγ) zmγ .
For every γ = (γ1, . . . , γN) ∈ ΛN , we denote Mσinγ the stack of objects E with σin-Harder-
Narasimhan factors E1, . . . ,EN of class γ1, . . . , γN . Similarly, for every γ = (γ1, . . . , γN ′) ∈
ΛN
′
, we denoteMσoutγ the stack of objectsE with σout-Harder-Narasimhan factors E1, . . . ,EN ′
of class γ1, . . . , γN ′ .
As we have ∑
γ∈Λ(−(uv) 12 )(γ,γ) h ((δinφin1 ⋆ ⋅ ⋅ ⋅ ⋆ δinφinN )∣Mγ) zmγ= ∑
γ∈ΛN(−(uv) 12 )(γ1+⋅⋅⋅+γN ,γ1+⋅⋅⋅+γN ) h ((δinγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δinγN )∣Mσinγ ) zmγ1+⋅⋅⋅+mγN ,
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and ∑
γ∈Λ(−(uv) 12 )(γ,γ) h ((δoutφout1 ⋆ ⋅ ⋅ ⋅ ⋆ δoutφoutN ′ )∣Mγ) zmγ= ∑
γ∈ΛN ′(−(uv) 12 )(γ1+⋅⋅⋅+γN ′ ,γ1+⋅⋅⋅+γN ′) h ((δoutγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δoutγN )∣Mσoutγ ) zmγ1+⋅⋅⋅+mγN ′ ,
Proposition 3.11 follows from the following Lemma 3.12.
Lemma 3.12. For every γ = (γ1, . . . , γN) ∈ ΛN , we have an equality of AΛ-valued con-
structible functions on M:(−(uv) 12 )(γ1+⋅⋅⋅+γN ,γ1+⋅⋅⋅+γN ) h(δinγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δinγN )zmγ1+⋅⋅⋅+mγN
= ((−(uv) 12 )−dimMσinγ1 δinγ1) zmγ1 . . . ((−(uv) 12 )−dimMσinγN δinγN) zmγN .
Similarly, for every γ = (γ1, . . . , γN ′) ∈ ΛN ′, we have an equality of AΛ-valued constructible
functions on M:(−(uv) 12 )(γ1+⋅⋅⋅+γN ′ ,γ1+⋅⋅⋅+γN ′) h(δoutγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δoutγN ′)zmγ1+⋅⋅⋅+mγN ′= ((−(uv) 12 )−dimMσoutγ1 δoutγ1 ) zmγ1 . . . ((−(uv) 12 )−dimMoutγN ′ δoutγN ′) zmγN ′ .
Proof. We prove the formula for σin. The proof of the formula for σout is formally identical.
According to [LZ19b], for every E σin-semistable object of class γ, we have
Ext2(E,E) = 0 ,
and so, using Lemma 2.2, we have
dimMσinγ = dim Ext1(E,E) − dim Hom(E,E) = −χ(E,E) = −(γ, γ) .
On the other hand, by Definition 3.8 of the product in AΛ, we have
zmγ1 . . . zmγN = (−(uv) 12 )∑i<j⟨γi,γj⟩zmγ1+⋅⋅⋅+mγN ,
which can be rewritten using Lemma 2.3 as
zmγ1 . . . zmγN = (−(uv) 12 )∑i<j(γi,γj)−∑i>j(γi,γj)zmγ1+⋅⋅⋅+mγN .
Thus, given the identity(∑
i
γi,∑
j
γj) =∑
i,j
(γi, γj) =∑
i
(γi, γi) +∑
i<j(γi, γj) +∑i>j(γi, γj)
=∑
i
(γi, γi) + (∑
i<j(γi, γj) −∑i>j(γi, γj)) + 2∑i>j(γi, γj) ,
Lemma 3.12 follows from the following equality of Z(u, v)-constructible functions on M:
h(δinγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δinγN ) = (uv)−∑N⩾i>j⩾1(γi,γj)h(δinγ1) . . . h(δinγN ) .
We prove by induction over n that, for every 1 ⩽ n ⩽ N , we have
h(δinγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δinγn) = (uv)−∑n⩾i>j⩾1(γi,γj)h(δinγ1) . . . h(δinγn) .
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The case n = 1 is trivial. Let us assume that the result is known for n−1 and that we wish
to prove it for n. By existence and uniqueness of the σin-Harder-Narasimhan filtration,
an object E in the support of (δinγ1⋆⋅ ⋅ ⋅⋆δinγn−1)⋆δinγn can be uniquely written as an extension
0→ F → E → En → 0
with En σin-semistable of class γn, and with Y of Harder-Narasimhan factors E1, . . . ,En−1
of class γ1, . . . , γn−1. According to [LZ19b], for every G and G′ σin-semistable objects with
φσin
γ(G) < φσinγ(G′), we have5
Ext2(G,G′) = 0 .
In particular, we have Ext2(En,Ej) = 0, for every 1 ⩽ j ⩽ n − 1, and as F is obtained by
successive extensions of the Ej, 1 ⩽ j ⩽ n − 1, we have also Ext2(En, F ) = 0.
From the explicit description of the product in the motivic Hall algebra (see Proposition
6.2 of [Bri12] or Corollary 5.15 of [Joy07a]), the fiber of (δinγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δγn−1)⋆ δinγn at the point(F,En) of Mσin(γ1,...,γn−1) ×Mσinγn is given by[Ext1(En, F )/Hom(En, F )] = [A1]dim Ext1(En,F )−dim Hom(En,F ) .
As Ext2(En, F ) = 0, we have, using Lemma 2.2,
dim Ext1(En, F ) − dim Hom(En, F ) = −χ(En, F ) = −(γn, γ1 + ⋅ ⋅ ⋅ + γn−1) ,
hence, using h(A1) = uv, the desired relation
h(δinγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δinγn−1 ⋆ δinγn) = (uv)−(γn,γ1+⋅⋅⋅+γn−1)h(δinγ1 ⋆ ⋅ ⋅ ⋅ ⋆ δinγn−1)h(δinγn) .

3.6. End of the proof of Theorem 3.1.
Lemma 3.13. We have the following equalities in the Q(u 12 , v 12 )-algebra AΛ:
→∏
φ∈I exp
⎛⎜⎝− ∑γ∈Λin
φ
∑`⩾1 1` Ih
σin
γ (u `2 , v `2 )(uv) `2 − (uv)− `2 z`mγ⎞⎟⎠ =
→∏
1⩽a⩽K exp (Hdγina ,jina ) ,
and →∏
φ∈I exp
⎛⎜⎝− ∑γ∈Λout
φ
∑`⩾1 1` Ih
σout
γ (u `2 , v `2 )(uv) `2 − (uv)− `2 z`mγ⎞⎟⎠ =
→∏
1⩽b⩽L exp(Hdγoutb ,joutb ) .
Proof. As σin and dγina ,jina (resp. σout and dγouta ,jouta ) are both in U
in
σ (resp. U
out
σ ), and so are
not separated by walls for γina (reps. γ
out
a ), we have M
σin
γina
=Mσ′
γina
(resp. Mσout
γouta
=Mσ′
γouta
), for
every σ′ ∈ Uσ ∩dina (resp. σ′ ∈ Uσ ∩douta ). By the construction of I, every γ ∈ Γ with φσinγ ∈ I
(resp. φσoutγ ∈ I) and ϕσ(mγ) ⩽ k is of the form γina (resp. γoutb ) for some 1 ⩽ a ⩽ K (resp.
1 ⩽ b ⩽ L).
It remains to show that the ordering according to decreasing value of φσinγ (resp. φ
σout
γ )
agrees with the ordering according to decreasing value of 1 ⩽ a ⩽K (resp. 1 ⩽ b ⩽ L).
5Strictly speaking, this result is not stated in [LZ19b] but follows directly from the proofs given there.
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We consider a small parametrized path αin (resp. αout) in U inσ (resp. U
out
σ ) starting
at σin (resp. σout) and intersecting successively the rays dγina ,jina (resp. dγoutb ,joutb ) in the
order of increasing 1 ⩽ a ⩽ K (resp. 1 ⩽ b ⩽ L). According to Lemma 3.4, we have
Re Zσinγ∈a < 0 (resp. Re Zσoutγouta < 0) for every 1 ⩽ a ⩽ K (resp. 1 ⩽ b ⩽ L). Recall that by
definition of Uσ, there is no potential wall of the form Wγ
dina
,γ
din
a′ , 1 ⩽ a, a′ ⩽ K, (resp.
Wγ
dout
b
,γ
dout
b′ , 1 ⩽ b, b′ ⩽ L) intersecting U inσ (resp. Uoutσ ). It follows that the relative ordering
of the phases φσin
γina
coincides with the relative ordering according to which αin (resp. αout)
intersects the rays dγina ,jina (resp. dγoutb ,joutb ). 
We can now end the proof of Theorem 3.1. According to Section 3.2, we need to show
the equality
ΦdinK ○ ⋅ ⋅ ⋅ ○Φdin1 = ΦdoutL ○ ⋅ ⋅ ⋅ ○Φdout1
of order k automorphisms of gu,v[tR⩾0]/mk. By Definition 1.5, the automorphism Φd
attached to a ray d is given by
Φd ∶= exp([Hd,−]) .
As the commutator in the associative algebra AΛ coincides with the Lie bracket in the
Lie algebra gu,v (compare Definitions 3.8 and 1.30), the above equality of automorphisms
of gu,v[tR⩾0]/mk is equivalent to the following equality in AΛ:→∏
1⩽a⩽K exp (Hdγina ,jina ) = →∏1⩽b⩽L exp(Hdγoutb ,joutb ) .
According to Lemma 3.13, this is equivalent to
→∏
φ∈I exp
⎛⎜⎝− ∑γ∈Λin
φ
∑`⩾1 1` Ih
σin
γ (u `2 , v `2 )(uv) `2 − (uv)− `2 z`mγ⎞⎟⎠ =
→∏
φ∈I exp
⎛⎜⎝− ∑γ∈Λout
φ
∑`⩾1 1` Ih
σout
γ (u `2 , v `2 )(uv) `2 − (uv)− `2 z`mγ⎞⎟⎠ ,
which by Proposition 3.7, is equivalent to
→∏
φ∈I
⎛⎜⎝ ∑γ∈Λin
φ
h˜(Mσinγ )(u 12 , v 12 )zmγ⎞⎟⎠ =
→∏
φ∈I
⎛⎜⎝ ∑γ∈Λout
φ
h˜(Mσoutγ )(u 12 , v 12 )zmγ⎞⎟⎠ .
But this last equality is exactly Proposition 3.11, and this ends the proof of Theorem 3.1.
4. Initial data for DP
2
u,v
In this Section, we prove that the scattering diagrams DP
2
u,v and S(Dinu,v) have in some
sense the same initial data. More precisely, we prove Theorem 4.5, according to which
the scattering diagrams DP
2
u,v and S(Dinu,v) coincide in restriction to some neighbourhood
U¯ in of the boundary of U . We define U¯ in in Section 4.1 and we state Theorem 4.5 in
Section 4.2. We introduce a description of Db(P2) in terms of quiver representations in
Section 4.3, which is then used in Section 4.4 to prove Theorem 4.5.
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4.1. The initial region U¯ in. Recall from Section 1.3 that for every n ∈ Z, we introduced
naked rays ∣d+n∣ = sn− [0, 12]m+n and ∣d−n∣ = sn− [0, 12]m−n, which were then used to define the
initial scattering diagrams Dinu,v.
Lemma 4.1. For every n ∈ Z, the line segments ∣d+n∣ and ∣d−n∣ are contained in the line of
equation
y + nx − n2
2
= 0 ,
i.e.
Re Z
(x,y)
γ(O(n)) = 0 .
Proof. The fact that ∣d+n∣ and ∣d−n∣ are contained in the line of equation
y + nx − n2
2
= 0
is immediate given that ∣d+n∣ = sn − [0, 12]m+n and ∣d−n∣ = sn − [0, 12]m−n, with sn = (n,−n22 ),
m−n = (1,−n), m+n = (−1, n).
It remains to show that y + nx − n22 = 0 is equivalent to Re Z(x,y)γ(O(n)) = 0. Recall from
Definition 2.13 that, writing γ = (r, d, χ), we have
Re Z
(x,y)
γ = ry + dx + r + 3
2
d − χ .
On the other hand, we have
γ(O(n)) = (1, n, n2
2
+ 3n
2
+ 1) .

Definition 4.2. For every n ∈ Z, we define
U¯ inn ∶= {σ = (x, y) ∈ U¯ ∣Re Zσγ(O(n−1)) ⩽ 0 ,Re Zσγ(O(n+1)) ⩽ 0}
= {(x, y) ∈ U¯ ∣y ⩽ −(n − 1)x + 1
2
(n − 1)2 , y ⩽ −(n + 1)x + 1
2
(n + 1)2} .
For every n ∈ Z, the boundary of U¯ inn is the union of:● The line segment sn−1 − [0,1]m+n−1, contained in the line of equation
y + (n − 1)x − 1
2
(n − 1)2 = 0 ,
i.e. Re Zσ
γ(O(n−1) = 0.● The line segment sn+1 − [0,1]m−n+1, contained in the line of equation
y + (n + 1)x − 1
2
(n + 1)2 = 0 ,
i.e. Re Zσ
γ(O(n+1) = 0.● The arc of the parabola y = −x22 , boundary of U¯ , delimited by the points sn−1 and
sn+1.
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Remark that the line segments sn−1 − [0,1]m+n−1 and sn+1 − [0,1]m−n+1 intersect at the
point
(n − 1,−1
2
(n − 1)2) − (−1, n − 1) = (n + 1,−1
2
(n + 1)2) − (1,−(n + 1)) = (n,−1
2
(n2 − 1)) ,
intesection point of the lines Re Zσ
γ(O(n−1)) = 0 and Re Zσγ(O(n+1)) = 0.
The line of equation y + nx − n22 = 0, i.e. Re Zσγ(O(n)) = 0, divides U¯ inn in three regions:
we have
U¯ inn = U¯ inn,T ∪ U¯ inn,L ∪ U¯ inn,R ,
where:● U¯ inn,T is the triangle delimited by the three lines Re Zσγ(O(n−1)) = 0, Re Zσγ(O(n)) = 0
and Re Zσ
γ(O(n+1) = 0. Remark that we have {Re Zσγ(O(n)) = 0} ∩ U¯ inn = ∣d+n∣ ∪ ∣d−n∣.● U¯ inn,L is delimited by the lines Re Zσγ(O(n−1)) = 0, Re Zσγ(O(n)) = 0, and the arc of
the parabola y = −x22 delimited by the points sn−1 and sn. Remark that we have{Re Zσ
γ(O(n−1)) = 0} ∩ U¯ inn,L = ∣d+n−1∣ and {Re Zσγ(O(n)) = 0} ∩ U¯ inn,L = ∣d−n∣.● U¯ inn,R is delimited by the lines Re Zσγ(O(n+1)) = 0, Re Zσγ(O(n) = 0, and the arc of
the parabola y = −x22 delimited by the points sn and sn+1. Remark that we have{Re Zσ
γ(O(n+1)) = 0} ∩ U¯ inn,R = ∣d−n+1∣ and {Re Zσγ(O(n)) = 0} ∩ U¯ inn,R = ∣d+n∣.
The following figure gives a schematic summary of some of the notations introduced
above.
Re Zσ
γ(O(n)) = 0
y = −x22
r





 Re Z
σ
γ(O(n−1)) = 0

sn−1 rHHH
HH
HH
HH
HH
HH
HH
HHRe Z
σ
γ(O(n+1)) = 0
HHHH
sn+1
r
sn
U¯ inn,T
U¯ inn,L U¯
in
n,R
Definition 4.3. We denote
U¯ in ∶= ⋃
n∈Z U¯ inn .
Lemma 4.4. U¯ in is a neighbourhood in U¯ of the boundary ∂U¯ = {(x, y)∣y = −x22 } of U¯ .
Proof. For every n ∈ Z, U¯ inn is a neighbourhood in U¯ of the arc of the parabola y = −x22
defined by n−1 < x < n+1. The result follows from the fact that every point (x, y) of the
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parabola y = −x22 satisfies n − 1 < x < n + 1 for some n ∈ Z. Equivalently, one can remark
that {(x, y) ∈ U¯ ∣y < −x2
2
+ 1
8
} ⊂ U¯ in .

4.2. Statement of Theorem 4.5.
Theorem 4.5. The scattering diagrams DP
2
u,v and S(Dinu,v) coincide in restriction to U¯ in.
The proof of Theorem 4.5 takes the remaining part of Section 4.
Recall that we defined an action ψ(1) on U in Section 1.5. We first remark that, for
every n ∈ Z, we have ψ(1)(U¯ inn ) = U¯ inn+1. We also defined in Section 1.5 an action ψ(1) on
scattering diagrams on U . According to Proposition 1.49, ψ(1) preserves S(Dinu,v) and
according to Proposition 2.24, ψ(1) also preserves DP2u,v. So, in order to prove Theorem
4.5, it is enough to show that the scattering diagrams DP
2
u,v and S(Dinu,v) coincide in
restriction to U¯ in0 .
We describe S(Dinu,v) in restriction to U¯ in0 . It follows from Lemma 1.10 that S(Dinu,v)
restricted to U¯ in0 consists in the following rays:● For every integer ` ⩾ 1, d+0,` = (∣d+0 ∣,H+0,`) and d−0,` = (∣d−0 ∣,H−0,`) (see Sections 1.3
and 1.4).● For every integer ` ⩾ 1, d+−1,` = (∣d+−1∣,H+−1,`) and d−1,` = (∣d−1 ∣,H−1,`) (see Sections 1.3
and 1.4).● For every integer ` ⩾ 1,
d
+,(1)−1,` ∶= (s−1 − [1/2,1]m+−1,H+−1,`) ,
and
d
−,(1)
1,` ∶= (s1 − [1/2,1]m−1 ,H−1,`) .
In order to prove Theorem 4.5, it remains to show that DP
2
u,v restricted to U¯
in
0 has an
identical description.
4.3. Quiver description. In this Section, we review a description of Db(P2) in terms of
quiver representations, which will be used in the proof of Theorem 4.5 in Section 4.4. A
similar discussion can be found in Section 4.3 of [Ohk10]6.
We denote TP2 the tangent bundle of P2 and we consider the strong exceptional collec-
tion [GR87] O(1) , TP2 ,O(2) ,
of objects in Db(P2). We denote
T ∶= O(1)⊕ TP2 ⊕O(2) .
It follows from the Beilinson spectral sequence [Bei78] that, introducing the algebra
A0 ∶= Hom(T,T)op ,
6To compare with the notations of [Ohk10], recall that the exterior product ΩP2 ⊗ ΩP2 → ∧2ΩP2 =
KP2 = O(−3) induces an isomorphism TP2 ≃ ΩP2(3).
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and A0 the abelian category of finitely generated left A0-modules, the functor
Db(P2)→ Db(A0)
E ↦ RHom(T,E)
is an equivalence of triangulated categories. Using this equivalence, we view A0 as a
subcategory of Db(P2).
As
Hom(O(1), TP2) =H0(TP2(−1)) ≃ C3 ,
Hom(TP2 ,O(2)) =H0(ΩP2(2)) ≃ C3 ,
Hom(O(1),O(2)) =H0(O(1)) ≃ C3 ,
the algebra A0 is the path-algebra of the quiver Q0, consisting of three vertices v−1, v0,
v1, three arrows from v−1 to v0, three arrows from v0 to v1, and six linearly independent
relations coming from the kernel of the composition map
Hom(O(1), TP2)⊗Hom(TP2 ,O(2))→ Hom(O(1),O(2)) .
If we denote δ0, δ1, δ2 the three arrows from v−1 to v0, and γ0, γ1, γ2 the three arrows
from v0 to v1, one can write the relations as γiδj + γjδi = 0, for every i, j = 0,1,2, see
Section 4.3 of [Ohk10].
Q0 =
v−1 v0 v1
The abelian category A0 is the category of finite-dimensional representations of Q0. In
particular, the dimension of a quiver representation, i.e. the triple of dimensions of the
vector spaces attached to the three vertices, defines an isomorphism
dim∶K0(A0) ≃ Z3 ,
such that dim([V ]) ∈ N3 if V is an object of A0.
The simple objects S−1, S0, S1 of A0, one-dimensional representations of Q0 supported
at the vertices v−1, v0, v1 of Q0, of dimensions (1,0,0), (0,1,0), (0,0,1), correspond
respectively to the objects O(−1)[2] ,O[1] ,O(1) ,
of Db(P2). The indecomposable projective objects P−1, P0, P1 of A0, characterized by
Ext●(Pj, Sk) = δjkC, correspond respectively to the objectsO(2) , TP2 ,O(1) ,
of Db(P2). They correspond to quiver representations of dimension (1,3,3), (0,1,3),(0,0,1) respectively. In A0, we have natural projective resolutions of the simple objects:
0→ P1 → S1 → 0 ,
0→ P⊕31 → P0 → S0 → 0 ,
0→ P⊕61 → P⊕30 → P−1 → S−1 → 0 .
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We now focus on the simple objects O(−1)[2], O[1], O(1), of A0. We can describe A0
as the extension-closed subcategory of Db(P2) generated by O(−1)[2] ,O[1] ,O(1). The
only nonzero Ext-groups between these objects are
Ext1(O(−1)[2],O[1]) =H0(O(1)) ≃ C3 ,
Ext1(O[1],O(1)) =H0(O(1)) ≃ C3 ,
Ext2(O(−1)[2],O(1)) =H0(O(2)) ≃ C6 .
In particular, the ordered collectionO(−1)[2] ,O[1] ,O(1) ,
is “Ext-exceptional” in the sense of Definition 3.10 of [Mac07]. So, by Lemma 3.16 of
[Mac07], if σ = (Z,A) is a stability condition on Db(P2) such that O(−1)[2], O[1], O(1)
belong to A, then A = A0.
Definition 4.6. We denote K3 the quiver with two vertices V1, V2 and three arrows from
V1 to V2.
K3 =
V1 V2
Remark: One way to obtain the quiver K3 is to restrict the set of arrows of Q0 to
those starting and ending at v−1 and v0, or to restrict the set of arrows of Q0 to those
starting and ending at v0 and v1. In other words, K3 is in two possible ways a subquiver
of Q0.
Lemma 4.7. Let σ be a Bridgeland stability condition on the derived category of repre-
sentations of K3, of heart the category of representations of K3. If V is a σ-semistable
representation of K3 of dimension (n1, n2) ∈ N2 with n1 ⩾ 1, then we have
n2 ⩽ 3n1 .
Proof. If the moduli space of σ-semistable representations of K3 of dimension (n1, n2) is
nonempty, then (e.g. see [Kin94]) this moduli space has dimension 3n1n2 −n21 −n22 + 1. In
particular, we have 3n1n2 −n21 −n22 + 1 ⩾ 0, so for n1 ⩾ 1, we have n2(3n1 −n2) ⩾ n21 − 1 ⩾ 0,
so as n2 ⩾ 0, we have 3n1 ⩾ n2. 
We end this Section by a review of a natural operation on stability conditions that
will be useful in the next Section 4.4. It is a particular case of a more general action of
G˜L2(R) on spaces of stability conditions, see Lemma 8.2 of [Bri07]. For every 0 < φ < 1
and σ = (Z,A) a stability condition on Db(P2), we can construct a new stability condition
σ[φ] ∶= (Z[φ],A[Z,φ]) on Db(P2). For every γ ∈ Γ, we define Z[φ]γ ∶= e−ipiφZγ. Let Aφ
be the subcategory of A generated (by extensions) by the σ-semistable objects E with
1
pi ArgZ(E) > φ, and let Fφ is the subcategory of A generated (by extensions) by the σ-
semistable objects E with 1pi ArgZ(E) ⩽ φ. Then, denoting HiA the cohomology functors
with respect to the bounded t-structure of heart A, A[Z,φ] is the subcategory of Db(P2)
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of objects E such that HiA = 0 for i ≠ −1,0, H−1A (E) is an object of Fφ, and H0A(E) is an
object of Qφ.
For every 0 < φ < 1 and σ = (Z,A) a stability condition on Db(P2), moduli spaces
of σ-semistable (resp. σ-stable) objects coincide with moduli spaces of σ[φ]-semistable
(resp. σ[φ]-stable) objects. More precisely:● σ-semistable (resp. σ-stable) objects with 1pi Arg = ψ > φ are identified with σ[φ]-
semistable (resp. σ[φ]-stable) objects with 1pi ArgZ[φ] = ψ − φ.● σ-semistable (resp. σ-stable) objects with 1pi ArgZ = ψ ⩽ φ are identified with σ[φ]-
semistable (resp. σ[φ]-stable) objects with 1pi ArgZ[φ] = 1+ (ψ−φ) via E ↦ E[1].
4.4. Proof of Theorem 4.5. In this Section, we end the proof of Theorem 4.5, i.e. that
the scattering diagrams DP
2
u,v and S(Dinu,v) coincide in restriction to U¯ in. We will use the
notions and notations introduced in the previous Section 4.3.
For every σ = (x, y) ∈ U such that −1 < x < 1, it follows from Definition 2.11 thatO(−1)[1] and O(1) belong to the heart Aσ of the stability condition defined by σ.
As γ(O(−1)) = (1,−1,0), γ(O) = (1,0,1), and γ(O(1)) = (1,1,3), we have by Defini-
tion 2.13, for every (x, y) ∈ U :
Z
(x,y)
γ(O(−1)) = y − x − 12 − i(x + 1)√x2 + 2y ,
Z
(x,y)
γ(O) = y − ix√x2 + 2y ,
Z
(x,y)
γ(O(1)) = y + x − 12 − i(x − 1)√x2 + 2y .
Lemma 4.8. The scattering diagram DP
2
u,v is empty in restriction to the interior of U¯
in
0,T .
In other words, the scattering diagrams DP
2
u,v and S(Dinu,v) coincide in restriction to the
interior of U¯ in0,T .
Proof. Let σ be a point in the interior of U¯ in0,T . Then O(−1)[1] and O(1) belong to Aσ,
with
Re Zσγ(O(−1)[1]) = −Re Zσγ(O(−1)) > 0 ,
and
Re Zσγ(O(1)) < 0 .
We also have
Re Zσγ(O) > 0 ,
and, depending if x ⩾ 0 or x < 0, O belongs to Aσ or O[1] belongs to Aσ. In any case,
the objects O(−1)[2], O[1], and O(1) belong to Aσ[Zσ,1/2], and so Aσ[Zσ,1/2] = A0.
On the other hand, we have
Re Zσγ(O(−1)[2]) < 0 ,Re Zσγ(O[1]) < 0 ,Re Zσγ(O(1)) < 0 .
As A0 is a category of quiver representations, with simple objects O(−1)[2], O[1]
and O(1), we have that, for every E nonzero object of Aσ[Zσ,1/2], the central charge
Zσ[1/2](E) is contained in the cone of linear combinations with nonnegative coefficients
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of Zσ[1/2]γ(O(−1))[2]), Zσ[1/2]γ(O[1]), Zσ[1/2]γ(O(1)). As Zσ[1/2]γ = −iZσγ for every γ ∈ Γ,
we have
Im Zσ[1/2]γ(O(−1))[2]) > 0 , Im Zσ[1/2]γ(O[1]) > 0 , Im Zσ[1/2]γ(O(1)) > 0 .
and so we conclude that
Im Zσ[1/2](E) > 0 .
Thus, if E is a σ-semistable object of Aσ, then● either, 1pi ArgZσ(E) > 12 , and so Re Zσ(E) < 0,● or, 1pi ArgZσ(E) ⩽ 12 , and so E[1] is a σ[1/2]-semistable object of Aσ[Zσ, 12], so
Im Zσ[1/2](E[1]) > 0, and so Re Zσ(E) > 0.
In any case, we have Re Zσ(E) ≠ 0. It follows that DP2u,v, restricted to the interior of U¯ in0,T ,
is empty, as S(Dinu,v).
Figure: an example of configuration of central charges for σ = (x, y) in the interior of
U¯ in0,T with x < 0. If E is a σ-semistable object of Aσ, then Zσ(E) belongs to the dotted
region.
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Lemma 4.9. We have DP
2
u,v = S(Dinu,v) in restriction to the boundary of U¯ in0,T .
Proof. The proof is similar to the proof of Lemma 4.8. Let σ be a point in the interior
of the boundary of U¯ in0,T : we have σ ∈ {Re Zσγ(O(−1)) = 0}, or σ ∈ {Re Zσγ(O) = 0}, or
σ ∈ {Re Zσ
γ(O(1)) = 0}. We apply a limit version of the argument for σ in the interior of
U¯ in0,T given in the proof of Lemma 4.8. There exists  > 0 such that Aσ[Zσ, 12 −] = A0, and
one shows that the only γ ∈ Γ such that Zσγ ∈ iR>0 are positive multiple of γ(O(−1)[1]),
or γ(O(1)), or γ(O), or γ(O[1]). In each case, the corresponding moduli space of stable
objects is a moduli space of representations of Q0 of dimension vector (n,0,0), or (0, n,0),
or (0,0, n), so is empty if n > 1 (a representation of dimension (n,0,0) is necessarily the
direct sum of n copies of the simple representation of dimesion (1,0,0), and so cannot be
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stable if n > 1), and is a point if n = 1. So, using Definition 2.18 and Definition 1.35, the
scattering diagrams DP
2
u,v and S(Dinu,v) coincide in restriction to the boundary of U¯ in0,T . 
Lemma 4.10. The scattering diagram DP
2
u,v is empty in restriction to the interior of U¯
in
0,R
and in restriction to the interior of U¯ in0,L. In other words, we have D
P2
u,v = S(Dinu,v) in
restriction to the interior of U¯ in0,R and in restriction to the interior of U¯
in
0,L.
Proof. Let σ = (x, y) be a point in the interior of U¯ in0,R. Then O(−1)[1], O(1), and O[1]
belongs to Aσ, with
Re Zσγ(O(−1)[1]) > 0 ,Re Zσγ(O(1)) < 0 ,Re Zσγ(O[1]) > 0 .
We claim that ArgZσ
γ(O[1]) > ArgZσγ(O(−1)[1]). Indeed, using y < 0, x > 0, −y + x + 12 > 0,
Z
(x,y)
γ(O(−1))[1] = −y + x + 12 + i(x + 1)√x2 + 2y ,
Z
(x,y)
γ(O[1]) = −y + ix√x2 + 2y ,
this inequality is equivalent to
x−y > x + 1−y + x + 12 ,
i.e.
y > −x2 − x
2
.
But as (x, y) is in the interior of U¯ in0,R, we have y > −x22 , and x > 0, so −x22 > −x2 − x2 .
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It follows from the previous inequalities that, denoting φ ∶= 1pi ArgZσγ(O(−1)[1]), the ob-
jects O(−1)[2], O[1], and O(1) belong to Aσ[Zσ, φ], and so Aσ[Zσ, φ] = A0. In terms of
quiver representations, O(1) correspond to the simple representation S1 of Q0, which is
a subrepresentation of every representation of Q0 of dimension (n1, n2, n3) with n3 ⩾ 1.
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So if V is a stable representation of Q0 of dimension (n1, n2, n3) with n3 ⩾ 1, then
ArgZσ[φ](V ) ⩾ ArgZσ[φ](O(1)).
If V is a stable representation of Q0 of dimension (n1, n2, n3) with n3 = 0 and n1 ≠ 0, it
follows from Lemma 4.7 that n2 ⩽ 3n1. For every nonnegative integers n1, n2 with n1 ≠ 0
and n2 ⩽ 3n1, we have
n1 Re Z
σ
γ(O(−1))[2]) + n2 Re Zσγ(O[1]) ⩽ n1 Re Zσγ(O(−1))[2]) + 3n1 Re Zσγ(O[1])
⩽ n1(y − x − 1
2
− 3y) = n1(−2y − x − 1
2
) ,
and, for 0 < x < 1 and y > −x22 ,
−2y − x − 1
2
< x2 − x − 1
2
= (x − 1
2
)2 − 3
4
< −1
2
< 0 .
It follows that, for every E nonzero σ-stable object of Aσ, we have either ArgZσ(E) ⩽
ArgZσ
γ(O(−1))[1] and so Re Zσ(E) > 0, or Re Zσ(E) < 0. In particular, Re Zσ(E) ≠ 0.
Thus, the scattering diagram DP
2
u,v restricted to the interior of U¯
in
0,R is empty, as S(Dinu,v).
Figure: an example of configuration of central charges for σ = (x, y) in the interior
of U¯ in0,R. If E is a σ-stable object of Aσ, then Zσ(E) belongs to the dotted region (it is
indeed possible to show that Arg(Zσ
γ(O(−1))[2]) + 3Zσγ(O[1])) > ArgZσγ(O(1))).
 
 
 
 
 
 
 	
Zσ
γ(O(−1)[2])
B
B
B
B
B
B
B
B
B
BBMZσ
γ(O(1))



Zσ
γ(O[1])
 
 
 
 
 
 
  Z
σ
γ(O(−1)[1])
q q q q q q q q q q q q q qq q q q q q q q q q q q qq q q q q q q q q q q q
q q q q q q q q q q qq q q q q q q q q qq q q q q q q q q
qqq
qqq
qqq
qqq
q
qqq
qqq
qqq
qqq
q
qqq
qqq
qqq
qqq
q
qqq
qqq
qqq
qqq
q
qqq
qqq
qqq
qqq
q
qqq
qqq
qqq
qqq
q
qqq
qqq
qqq
q
q
qqq
qqq
qqq
q
q
qqq
qqq
qqq
q
q
qqq
qqq
qqq
qq
q
qqq
qqq
qqq
q
q
qqq
qqq
qqq
q
qqq
qqq
q
qqq
q
The proof for U¯ in0,L instead of U¯
in
0,R is completely analogous. Let σ = (x, y) be a point in
the interior of U¯ in0,L. Then O(−1)[1], O(1), and O belongs to Aσ, with
Re Zσγ(O(−1)[1]) > 0 ,Re Zσγ(O(1)) < 0 ,Re Zσγ(O) < 0 .
We claim that ArgZσ
γ(O(1)) > ArgZσγ(O). Indeed, using y < 0, x < 0, −y − x + 12 > 0,
Z
(x,y)
γ(O) = y − ix√x2 + 2y ,
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Z
(x,y)
γ(O(1)) = y + x − 12 − i(x − 1)√x2 + 2y ,
this inequality is equivalent to −x−y > 1 − x−y − x + 12 ,
i.e.
y > −x2 + x
2
.
But as (x, y) is in the interior of U¯ in0,L, we have y > −x22 , and x < 0, so −x22 > −x2 + x2 .
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It follows from the previous inequalities that, denoting φ ∶= 1pi ArgZσγ(O), the objectsO(−1)[2], O[1], and O(1) belong to Aσ[Zσ, φ], and so Aσ[Zσ, φ] = A0. In terms of quiver
representations, O(−1)[2] correspond to the simple representation S−1 of Q0, which is
a representation quotient of every representation of Q0 of dimension (n1, n2, n3) with
n1 ⩾ 1. So, if V is a stable representation of Q0 of dimension (n1, n2, n3) with n1 ⩾ 1,
then ArgZσ[φ](O(−1)[2]) ⩾ ArgZσ[φ](V ).
If V is a stable representation of Q0 of dimension (n1, n2, n3) with n1 = 0 and n3 ≠ 0, it
follows from Lemma 4.7 that n2 ⩽ 3n3. For every nonnegative integers n2, n3 with n3 ≠ 0
and n2 ⩽ 3n3, we have
n2 Re Z
σ
γ(O[1]) + n3 Re Zσγ(O(1)) ⩽ 3n3 Re Zσγ(O[1]) + n3 Re Zσγ(O(1))
⩽ n3(−3y + y + x − 1
2
) = n3(−2y + x − 1
2
) ,
and, for −1 < x < 0 and y > −x22 ,−2y + x − 1
2
< x2 + x − 1
2
= (x + 1
2
)2 − 3
4
< −1
2
< 0 .
It follows that, for every E nonzero σ-stable object of Aσ, we have either ArgZσ(E) ⩽
ArgZσ
γ(O(−1))[1] and so Re Zσ(E) > 0, or Re Zσ(E) < 0. In particular, Re Zσ(E) ≠ 0.
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Thus, the scattering diagram DP
2
u,v restricted to the interior of U¯
in
0,L is empty, as S(Dinu,v).
Figure: an example of configuration of central charges for σ = (x, y) in the interior
of U¯ in0,L. If E is a σ-stable object of Aσ, then Zσ(E) belongs to the dotted region (it is
indeed possible to show that ArgZσ
γ(O(−1)[2]) > Arg(Zσγ(O(1)) + 3Zσγ(O[1]))).
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Lemma 4.11. We have DP
2
u,v = S(Dinu,v) in restriction to the boundary of U¯ in0,R and in
restriction to the boundary of U¯ in0,L.
Proof. Lemma 4.11 is a limiting case of Lemma 4.10 in the same way as Lemma 4.9 is a
limiting case of Lemma 4.9.
On the boundary ∣d+0 ∣ (resp. ∣d−1 ∣) of U¯ in0,R, the only γ ∈ Γ such that Zσγ ∈ iR>0 are positive
multiple of γ(O[1]) (resp. γ(O(1))). The corresponding moduli space of stable objects
is a moduli space of representations of Q0 of dimension vector (0, n,0) (resp. (0,0, n)),
so is empty if n > 1 (a representation of dimension (0, n,0) is necessarily the direct sum
of n copies of the simple representation of dimesion (0,1,0), and so cannot be stable if
n > 1), and is a point if n = 1. So, using Definition 2.18 and Definition 1.35, the scattering
diagrams DP
2
u,v and S(Dinu,v) coincide in restriction to the boundary of U¯ in0,R.
Similarly, on the boundary ∣d−0 ∣ (resp. ∣d+−1∣) of U¯ in0,L, the only γ ∈ Γ such that Zσγ ∈ iR>0
are positive multiple of γ(O) (resp. γ(O(−1)[1])). The corresponding moduli space of
stable objects is a moduli space of representations of Q0 of dimension vector (0, n,0)
(resp. (n,0,0)), so is empty if n > 1, and is a point if n = 1. So, using Definition 2.18 and
Definition 1.35, the scattering diagrams DP
2
u,v and S(Dinu,v) coincide in restriction to the
boundary of U¯ in0,L. 
We can now end the proof of Theorem 4.5: the scattering diagrams DP
2
u,v and S(Dinu,v)
coincide in restricition to U¯ in0,T according to Lemma 4.8 and Lemma 4.9, in restriction to
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U¯ in0,L and U¯
in
0,R according to Lemma 4.10 and Lemma 4.11, and so, as
U¯ in0 = U¯ in0,T ∪ U¯ in0,L ∪ U¯ in0,R ,
in restriction to U¯ in0 , and so, using the action of ψ(1), in restriction to U¯ in.
5. The equality DP
2
u,v = S(Dinu,v)
In Section 5.1, we prove that a consistency scattering diagram which in some sense has
the same inital data as S(Dinu,v) in fact coincides with S(Dinu,v). In Section 5.2, we use
Theorem 3.1 and Theorem 4.5 to show that DP
2
u,v satisfies this criterion, and so we get
our first main result, Theorem 5.9, stated as Theorem 0.1 in the Introduction, i.e. the
equality DP
2
u,v = S(Dinu,v).
5.1. Criterion for D = S(Dinu,v). Recall that we introduced in Section 1.3 the skew-
symmetric form ⟨−,−⟩ on M = Z2 given by⟨−,−⟩∶⋀2M → Z⟨(a, b), (a′, b′)⟩ = 3(a′b − ab′) .
In Section 1.4, we defined a scattering diagram S(Dinu,v) on U for (M, ⟨−,−⟩,gu,v). In
this Section, we prove Proposition 5.8, which gives a sufficient crierion to prove that a
scattering diagram D on U for (M, ⟨−,−⟩,gu,v) coincides with S(Dinu,v).
Definition 5.1. Let D be a scattering diagram on U for (M, ⟨−,−⟩,gu,v), and let d and
d′ be two rays of D. We say that d is a parent of d′ if:● d is bounded, i.e. we have ∣d∣ = Init(d) − [0, Td]md for some Td ∈ R>0.● the endpoint of d coincides with the initial point Init(d′) of d′.● d′ defines an outgoing ray of the local scattering diagram DInit(d′).● d defines an ingoing ray of the local scattering diagram DInit(d′).● ϕInit(d′)(md) ⩽ ϕInit(d′)(md′).
Remark: It follows from Condition (2) in the Definition 1.17 of a scattering diagram
that a given ray d′ has finitely many parents.
Definition 5.2. Let D be a scattering diagram on U for (M, ⟨−,−⟩,gu,v), and let d and
d′ be two rays of D. We say that d′ is a descendant of d of level ⩽ N if there exists an
integer N ⩾ 1, and rays dj of D, 0 ⩽ j ⩽ N , such that:● d0 = d.● dN = d′● For every 0 ⩽ j ⩽ N − 1, the ray dj is a parent of the ray dj+1.
Definition 5.3. Let D be a scattering diagram on U for (M, ⟨−,−⟩,gu,v), and let d′ be a
ray of D. We say that d′ is a descendant of level ⩽ N if there exists a ray d of D such
that d′ is a descendant of d of level ⩽ N .
Definition 5.4. Let D be a scattering diagram on U for (M, ⟨−,−⟩,gu,v), and let d be a
ray of D. We say that a ray d of D is an absolute ancestor if d has no parent.
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Lemma 5.5. Let D be a scattering diagram on U for (M, ⟨−,−⟩,gu,v), and let d and d′
be two rays of D such that d′ is a descendant of d. Then, writing Init(d) = (x, y) and
Init(d′) = (x′, y′), we have ∣x′ − x∣ ⩽ 1
2
ϕInit(d′)(md′) .
Proof. It is a consequence of Definition 5.2 and Lemma 1.15. 
Lemma 5.6. Let D be a consistent scattering diagram on U for (M, ⟨−,−⟩,gu,v) such
that D coincides with S(Dinu,v) in restriction to U¯ in, and let d′ be a ray of D. Then there
exists a ray d of D, which is an absolute ancestor, such that d′ is a descendant of d.
Proof. Writing Init(d′) = (xd′ , yd′), we denote
U¯d′ ∶= {(x, y) ∈ U¯ ∣x2 + 2y ⩽ x2d′ + 2yd′ , ∣x − xd′ ∣ ⩽ 12ϕInit(d′)(md′)} .
According to Lemma 1.23 and Lemma 5.5, if d is a ray of D such that d′ is a descendant
of d, then we have Init(d) ∈ U¯d′ .
We denote
Kd′ ∶= {(x, y) ∈ U¯ ∣ 1
4
⩽ x2 + 2y ⩽ x2d′ + 2yd′ , ∣x − xd′ ∣ ⩽ 12ϕInit(d′)(md′)} .
Kd is a compact subset of U and we have U¯d −Kd ⊂ U¯ in.
As D is consistent, every ray of D is either an absolute ancestor or is the descendant
of some other ray. So, if we assume by contradiction that d′ is not the descendant of an
absolute ancestor, we can find an infinite sequence of rays dj, j ∈ N, such that d0 = d′,
and such that, for every j ∈ N, dj+1 is a parent of dj. If there exists j ∈ N such that
Init(dj) ∈ U¯ in, then we get a contradiction as by assumption D coincides with S(Din)
and every ray of S(Din) is a descendant of an absolute ancestor. If not, then we have
Init(dj) ∈ Kd′ for every j ∈ N, and as ϕInit(dj)(mdj) ⩽ ϕInit(d′)(md′) (by Definition 5.2 and
Lemma 1.15) for every j ∈ N, we get a contradiction with condition (3) of Definition 1.17
of a scattering diagram. 
Lemma 5.7. Let D be a consistent scattering diagram on U for (M, ⟨−,−⟩,gu,v). Then,
every absolute ancestor ray of D intersects U¯ in.
Proof. Let d be an absolute ancestor ray of DP
2
u,v. We claim that Init(d) ∈ U¯ in. Indeed,
assume by contraction that Init(d) ∉ U¯ in. Then we have in particular Init(d) ∈ U and
consistency of D at the point Init(d) contradicts the assumption that d is an absolute
ancestor ray. 
Proposition 5.8. Let D be a consistent scattering diagram on U for (M, ⟨−,−⟩,gu,v)
which coincides with S(Dinu,v) in restriction to U¯ in. Then, we have D = S(Dinu,v).
Proof. As D coincides with S(Dinu,v) in restriction to U¯ in, and as every absolute ancestor
ray of D intersects U¯ in by Lemma 5.7, the absolute ancestor rays of D and S(Din)
coincide. As D is consistent, it follows by induction on N from the uniqueness of local
consistent completions given by Proposition 1.9 and from the normalization condition
given by condition (1) of Definition 1.17 that D and S(Din) have the same descendant
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rays of level ⩽ N for every N ⩾ 1. This is enough to conclude as every ray of D is a
descendant by Lemma 5.6. 
5.2. Proof of the main result. In Section 1.4, we have defined S(Dinu,v), a scattering
diagram on U for (M, ⟨−,−⟩,gu,v), in a completely algorithmic way: as consistent comple-
tion of an explicitly given initial scattering diagram Dinu,v. In Section 2.5, we have defined
DP
2
u,v, a scattering diagram on U for (M, ⟨−,−⟩,gu,v), in terms of intersection Hodge poly-
nomials of moduli spaces of Bridgeland semistable objects in Db(P2). Our main result,
stated as Theorem 0.1 in the Introduction, is that these two scattering diagrams coincide:
Theorem 5.9. We have the equality DP
2
u,v = S(Dinu,v) of scattering diagrams on U for(M, ⟨−,−⟩,gu,v).
Proof. According to Proposition 5.8, it is enough to show that the scattering diagram DP
2
u,v
is consistent and coincides with S(Dinu,v) in restriction to U¯ in. The scattering diagram
DP
2
u,v is consistent by Theorem 3.1 and coincides with S(Dinu,v) in restriction to U¯ in by
Theorem 4.5. 
Theorem 5.10. We have the equality DP
2
q− = S(Dinq−) of scattering diagrams on U for(M, ⟨−,−⟩,gq−). Similarly, we have the equality DP2cl− = S(Dincl−) of scattering diagrams on
U for (M, ⟨−,−⟩,gcl−).
Proof. This follows from Theorem 5.9 by the specialization u = v = q 12 and the semiclas-
sical limit q
1
2 → 1. 
Theorem 5.11. We have the equality DP
2
q+ = S(Dinq+) of scattering diagrams on U for(M, ⟨−,−⟩,gq+). Similarly, we have the equality DP2cl+ = S(Dincl+) of scattering diagrams on
U for (M, ⟨−,−⟩,gcl+).
Proof. It will follow from Theorem 5.10. We have to compare the Lie algebras gq− and gq+ .
The Lie bracket of gq,− is the commutator of the associative algebra Aq− =⊕m∈M Q(q± 12 ),
where zm ⋅ zm′ ∶= (−1)⟨m,m′⟩q ⟨m,m′⟩2 zm+m′ . Similarly, the Lie bracket of gq,− is the commu-
tator of the associative algebra Aq+ =⊕m∈M Q(q± 12 ), where zm ⋅ zm′ ∶= q ⟨m,m′⟩2 zm+m′ .
We consider σ∶M = Z2 ↦ {±1}, (a, b) ↦ (−1)ab+a+b. One checks easily (or see Lemma
8.3 of [Bou18]) that σ is a quadratic refinement, in the sense that
σ(m +m′) = (−1)⟨m,m′⟩σ(m)σ(m′)
for every m,m′ ∈ M . It follows that Fσ ∶Aq− ↦ Aq+ , zm ↦ σ(m)zm is an isomorphism of
associative algebras. If D is a scattering diagram for gq− , of rays d = (∣d∣,Hd), we denote
Fσ(D) the scattering diagram for gq+ of rays d = (∣d∣, Fσ(Hd)). As Fσ is an isomorphism,
Fσ(D) is consistent if and only if D is consistent.
From the explicit descrition of the scattering diagrams Dinq− and Dinq+ in Definitions 1.36
and 1.37, we have Fσ(Dinq−) = Dinq+ (indeed σ(`m+n) = σ(`m−n) = (−1)`(n+n+1) = (−1)` for
every n ∈ Z and ` ⩾ 1). By uniqueness of the consistent completion given by Proposition
1.29, we deduce that Fσ(S(Dinq−)) = S(Dinq+).
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On the other hand, we claim that Fσ(DP2q−) =DP2q+ . From the explicit description given
by Definition 2.21, it is enough to show that, for every γ ∈ Γ, we have (−1)(γ,γ) = σ(mγ).
But for γ = (r, d, χ), we have by Definition 2.1, (γ, γ) = −3dr− r2 −d2 + 2rχ, so (−1)(γ,γ) =(−1)dr+r+d, and as mγ = (r,−d) by Definition 2.17, we also have σ(mγ) = (−1)dr+r+d.
Thus, we get the equality DP
2
q+ = S(Dinq+) by applying Fσ to the equality DP2q− = S(Dinq−)
given by Theorem 5.10. The equality DP
2
cl+ = S(Dincl+) follows by taking the semiclassical
limit q
1
2 → 1. 
6. Applications to moduli spaces of Gieseker semistable sheaves
In Section 6.1, we show how Theorem 5.9 can be used to obtain an algorithm computing
intersection Hodge numbers of moduli spaces Mγ of Gieseker semistable sheaves. As
an application, we prove Theorem 6.2, stated as Theorem 0.2, i.e. the fact that these
intersection Hodge numbers are concentrated in bidegree (p, p). In Section 6.2, we prove
results on the cohomology of the moduli spaces Mγ viewed as real algebraic varieties. In
Section 6.3, we explain that our scattering algorithm leads naturally to a decomposition
indexed by trees of the Poincare´ polynomial of Mγ and we give some explicit examples.
6.1. Algorithm. For every γ ∈ Γ, we denoteMγ the moduli space of S-equivalence classes
of Gieseker semistable sheaves on P2 of class γ. The moduli space Mγ is a projective
scheme, singular in general, which can be constructed by geometric invariant theory, e.g.
see [HL10]. The moduli space M stγ of Gieseker stable sheaves is a quasiprojective scheme,
open in Mγ. It follows directly from Serre duality and from the definition of Gieseker
semistability that Ext2(E,E) = 0 for every Gieseker semistable sheaf E with γ(E) ∉ Γ0,
and so the moduli space M stγ of stable object is smooth if γ ∉ Γ0. In fact the moduli space
M stγ is also smooth if γ ∈ Γ0, as it is P2 if γ = (0,0,1), and the emptyset else.
As in Section 2.4 for Mσγ , we define intersection Hodge numbers Ih
p,q(Mγ), intersection
Betti numbers Ibk(Mγ), and intersection Euler characteristics Ie+(Mγ). If Mγ = M stγ ,
which happens for example if γ is a primitive element of the lattice Γ, then Mγ is a
smooth projective varieties and the intersection Hodge numbers, Betti numbers, Euler
characteristics, are the usual Hodge numbers, Betti numbers, Euler characteristics of Mγ.
The following Lemma gives the relation between the moduli spaces Mσγ of Bridgeland-
semistable objects and the moduli spaces Mγ of Gieseker semistable sheaves. It is a
precise version of the general idea that the notion of stability in the sense of Gieseker can
be recover as an “asymptotic version” of Bridgeland stability condition.
Lemma 6.1. We fix some γ = (r, d, χ) ∈ Γ such that r ⩾ 0. Then:● If r = 0 and d = 0, we have Mσγ =Mγ and Mσ−stγ =M stγ for every σ ∈ U .● If r = 0 and d > 0, we have Mσγ = Mγ and Mσ−stγ = M stγ for σ = (x, y) ∈ U with y
large enough.● If r > 0, we have Mσγ =Mγ and Mσ−stγ =M stγ for σ = (x, y) ∈ U , x < dr and y large
enough.
Proof. See the proof of Proposition 6.2 of [ABCH13]. 
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We now explain how Theorem 5.9 gives an algorithm to compute the intersection Hodge
numbers Ihp,q(Mγ).
We fix γ ∈ Γ. If γ = (0,0,1), then Mγ =M stγ = P2 so Ihp,q(Mγ) = hp,q(P2). If γ ∈ Γ0 and
γ ≠ (0,0,1), then M stγ is empty so Ihp,q(Mγ) = 0, for every p and q.
So we can assume that γ ∉ Γ0. In such case, it follows from the explicit description of Lγ
given in Section 2.5 and from Lemma 6.1 that Lγ intersects the region in U where Mσγ =
Mγ, Mσ−stγ =M stγ , and so Ihp,q(Mσγ ) = Ihp,q(Mγ). If M stγ is empty, then Ihp,q(Mγ) = 0 for
every p and q. So we can assume that M stγ is nonempty. In such case, Ih
0,0(Mγ) ≠ 0, and
so, for the unique j ∈ Jγ such that R¯γ,j is a half-line, we have Ihγ,j(u 12 , v 12 ) = Ihγ(u 12 , v 12 ).
Then, by condition (1) of Definition 1.17, (dγ,j,Hdγ,j) is the unique ray in DP2u,v of support
R¯γ,j and of class mγ. By Definition 2.19, we have
Hdγ,j ∶= ⎛⎜⎜⎜⎝− ∑γ′∈Γγγ=`γ′
1
`
Ihγ′,j(u `2 , v `2 )(uv) `2 − (uv)− `2
⎞⎟⎟⎟⎠ zmγ .
So, after having determined by induction the Ihγ′,j(u 12 , v 12 ) for γ′ ∈ Γγ, γ′ ≠ γ, we can
read off Ihγ(u 12 , v 12 ) = Ihγ(u 12 , v 12 ) from Hdγ ,j.
Thus, we can read the symmetrized Hodge polynomials Ihγ(u 12 , v 12 ) from DP2u,v. But
according to Theorem 5.9, we have DP
2
u,v = S(Dinu,v). As S(Dinu,v) can be computed in an
algorithmic way (see the Remark ending Section 1.3), it is also the case for Ihγ(u 12 , v 12 ).
Remark: In order to get an effective algorithm, we have to know, for a given γ ∈ Γ,
how to bound the number of steps necessary in the construction of S(Dinu,v) to compute
Ihγ(u 12 , v 12 ). Li-Zhao [LZ19a] have given an algorithm to compute the actual walls for
γ, and from there, we can get a bound on the value x2 + 2y for the initial point (x, y) of
the half-line R¯γ,j. Using Lemma 5.5, we get a bound on the x-coordinates of the relevant
initial rays of S(Dinu,v). Thus, we can algorithmically compute a compact set Kγ in U¯ such
that Ihγ(u 12 , v 12 ) is computed by the restriction of S(Dinu,v) to Kγ. On the other hand,
by combination of Lemma 1.10 and Lemma 1.15, we know that ϕσ(md) is increasing
when moving from the initial rays by successive local scatterings. Thus, we can bound
ϕσ(md) for d a ray contributing by successive scatterings to the formation of R¯γ,j, and for
σ ∈ ∣d∣, by ϕ(x,y)(mγ). By condition (3) of Definition 1.17, and the description of S(Dinu,v)
in restriction to U¯ in at the beginning of Section 4.2, the restriction of S(Dinu,v) to Kγ
contains finitely many such rays . By Lemma 1.10, we know when they are exhausted:
when all the newly added rays have ϕInit(d)(md) > ϕ(x,y)(mγ).
We can now prove that, for every γ ∈ Z3, the intersection cohomology of Mγ is concen-
trated in Hodge bidegrees (p, p), i.e. Theorem 0.2 of the Introduction:
Theorem 6.2. For every γ ∈ Γ, we have Ihp,q(Mγ) = 0 if p ≠ q.
Proof. As we explain above how to compute the intersection Hodge polynomials
Ihγ(u 12 , v 12 ) = (−(uv) 12 )−dimMγ dimMγ∑
p,q=0 (−1)p+qIhp,q(Mγ)upvq
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from the scattering diagram DP
2
u,v = S(Dinu,v), the result follows from Corollary 1.41. In
short, the result is true for the initial rays of Dinu,v (the corresponding moduli spaces are
simply points), and then propagates by wall-crossing. 
Remark: As we recalled in the Introduction, Theorem 6.2 is well-known [ESm93]
[Bea95] [Mar07] if γ is primitive: in this case, semistability coincides with stability, Mγ is
smooth, intersection cohomology coincides with ordinary cohomology, and one can show
that the cohomology ring is generated by the Ku¨nneth components of the Chern classes
of the universal sheaf. In general, Mγ is singular and Theorem 6.2 is much less clear.
In fact, Theorem 6.2 does not seem to appear previously in the literature, even if, with
the extra assumption r > 0, a different proof can be obtained from the results proved in
[MM18].
Theorem 6.2 implies immediately the following Corollary 6.3.
Corollary 6.3. For every γ ∈ Γ, we have:● Ib2k+1(Mγ) = 0 for every k ∈ N.● Ie+(Mγ) ∈ N, and, if M stγ is nonempty, Ie+(Mγ) ∈ Z⩾1.
6.2. Real algebraic geometry. We now discuss an application to the real algebraic
geometry of the moduli spaces Mγ. We equip P2 with its natural real structure whose
real locus is the real projective plane RP2. As the definition of Gieseker semistable sheaves
makes sense over essentially any base, it follows that for every γ ∈ Z3, the moduli space
Mγ has a natural real structure and we denote Mγ(R) its real locus. In particular, there is
a natural action of Gal(C/R) = Z/2 on the intersection cohomology groups IHk(Mγ,Q).
Theorem 6.4. For every γ ∈ Γ, and for every 0 ⩽ p ⩽ dimMγ, the complex conjugation
in Gal(C/R) acts as (−1)p on IH2p(Mγ,Q).
Proof. In all the arguments used in the proof of Theorem 5.9, we can replace the inter-
section Hodge polynomials valued in Z[u, v] by the class of the intersection cohomology
in the Grothendieck group of the category of mixed Hodge structures with action of
Gal(C/R). In all the explicit formulas defining S(Dinu,v), we only have to replace uv
by H2c (A1,Q). The analogue of Theorem 5.9 is then an equality of scattering diagrams
with values in the Grothendieck group of the category of mixed Hodge structures with
action of Gal(C/R). The result then follows from the fact that the complex conjugation
in Gal(C/R) acts as −1 on H2c (A1,Q). In short, the logic is identical to the one used
to prove Theorem 6.2: the result is true for the initial rays of Dinu,v (the corresponding
moduli spaces are simply points), and then propagates by wall-crossing. 
If γ is primitive, then Mγ is smooth, so Mγ(R) is a compact manifold. We denote
e(Mγ(R)) its topological Euler characteristic.
Corollary 6.5. For every γ ∈ Γ primitive, we have
e(Mγ(R)) = dimMγ∑
p=0 (−1)pb2p(Mγ) =
dimMγ∑
p=0 (−1)php,p(Mγ) .
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Proof. For γ primitive, Mγ is smooth, intersection cohomology coincides with usual coho-
mology, and so the result follows from Theorem 6.4 by the Lefschetz fixed point formula
applied to the complex conjugation. 
Remark: It is possible to give a simpler proof of Corollary 6.5. According to [ESm93]
[Bea95] [Mar07] if γ is primitive, then the cohomology ring of Mγ is generated by Ku¨nneth
components of the Chern classes of the universal sheaf on Mγ × P2. So the result follows
from the fact that complex conjugation acts as (−1)p on the p-th Chern class of a real
sheaf, and as (−1)p on H2p(P2,Q).
6.3. Tree decompositions. According to Theorem 6.2, the study of the intersection
Hodge numbers Ihp,q(Mγ) can be reduced to the study of the intersection Betti numbers
Ib2k(Mγ). In particular, the intersection Poincare´ polynomial
P (Mγ)(q) ∶= dimMγ∑
p=0 Ib2p(Mγ)qp
has nonnegative coefficients.
The scattering algorithm of Section 6.1 induces a decomposition
P (Mγ)(q) = ∑
T ∈Tγ PT (Mγ)(q) ,
where Tγ is a set of oriented weighted trees immersed in U¯ , and where each PT (Mγ)(q)
is a polynomial in q with integer coefficients. Each T ∈ Tγ is contained in the support
of DP
2
u,v = S(Dinu,v), has roots at some of the initial points sn of Dinu,v, and has a unique
unbounded leave coinciding with R¯γ,j, where j is the unique j ∈ Jγ such that R¯γ,j is
a half-lines. Each edge of T is weighted by some positive integer and oriented in the
direction of increasing value of ϕσ(md). Each non-root vertex of T has finitely many
ingoing edges and one outgoing edge, and the tropical balancing condition is satisfied at
each such vertex. The only obstruction to the embedding of T in U¯ is the fact that two
roots of T can map to the same initial point sn. It is related to the fact that, in the
support of Dinu,v, there are two rays coming out from each sn, and T might contain these
two rays.
Indeed, such trees naturally index the various terms obtained by successive local
scatterings in the algorithmic construction of S(Dinu,v). The fact that the contribu-
tion of each tree is a polynomial in q with integer coefficients follows from the formal-
ism of admissible series of Kontsevich-Soibelman (see Section 6 of [KS11]). We con-
jecture that the coefficients of the polynomials PT (Mγ)(q) are nonnegative, and that
q−(dimMγ−degPT (Mγ))PT (Mγ)(q) are unimodular palindromic polynomials.
Even if our result holds only at the numerical level of Betti numbers, we can think of
the various terms indexed by T as coming from various locally closed strata in Mγ, of
codimension dimMγ − degPT (Mγ), parametrizing Gieseker semistable sheaves which are
obtained from the line bundles O(n) by some precise pattern of exact triangles in Db(P2).
This decomposition of P (Mγ)(q) seems to be new in general and probably deserve
further study. We simply make one observation. The moduli spaces of Gieseker semistable
sheaves supported in dimension 1, i.e. with γ = (0, d, χ), for low values of d have been
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quite explicitly studied in [DM11][Mai11][Mai13a][CM14][CC15][BMW14][Yua14]. One
key aspect of these studies is the construction of explicit locally closed decompositions of
the moduli spaces M(0,d,χ) (for low degree, d ⩽ 6), whose strata are characterized by the
existence of a resolution by direct sum of line bundles of some numerical type. For d ⩽ 5,
one can check explicitly that our decomposition according to the trees T ∈ Tγ. matches
the decomposition of P (Mγ)(q) induced by these decompositions, and for d = (6,1), it
matches the slightly more refined decomposition according to the first destabilizing wall,
see [CC15].
A quite simple example: shape of the unique tree T contributing to γ = (0,1,1) (the
precise embedding in U¯ can be recovered from the explicit description of the initial rays
of Dinu,v and from the tropical balancing condition):
s−1 s0r r  
 
@
@
@I
6
Above the vertex, extensions of O(−1)[1] by O become stable, corresponding to the fact
that all the elements of M(0,1,1) are of the form Ol for l a line in P2, and so admit a
resolution of the form
0→ O(−1)→ O → Ol → 0 .
We can check that PT (M(0,1,1))(q) = 1 + q + q2, which is indeed the Poincare´ polynomial
of M(0,1,1) ≃ P2.
A slightly more complicated example: shape of the three trees contributing to γ =(0,4,2):
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Using the notations of Section 4 of [DM11], T0 corresponds to the codimension 0
stratum X0 in M(0,4,2) of sheaves E admitting a resolution of the form
0→ O(−2)⊕2 → O⊕2 → E → 0 ,
T1 corresponds to the codimension 1 stratum X1 in M(0,4,2) of sheaves E admitting a
resolution of the form
0→ O(−2)⊕2 ⊕O(−1)→ O(−1)⊕O⊕2 → E → 0 ,
and T2 corresponds to the codimension 3 stratum X2 in M(0,4,2) of sheaves E admitting
a resolution of the form
0→ O(−3)→ O(1)→ E → 0 ,
Denoting [n]q = ∑n−1k=0 qk for every n ∈ N, we can check running the scattering algorithm
that
PT0(M(0,4,2))(q) = [12]q(1 + 2q2 + 2q4 + q6) ,
PT1(M(0,4,2)) = [12]qq(1 + 2q + 3q2 + 2q3 + q4) ,
PT2(M(0,4,2) = [12]qq3 ,
and so
P (M(0,4,2))(q) = [12]q(1 + q + 4q2 + 4q3 + 4q4 + q5 + q6) ,
and Ie+(M(0,4,2)) = 12×16 = 192. It seems that it is the first computation of P (M(0,4,2))(q)
in the literature. Remark that γ = (0,4,2) is not primitive, M(0,4,2) is singular and so
we really need intersection cohomology to define P (M(0,4,2))(q). The easier primitive
case γ = (0,4,1) has been treated in [CM14] by torus localization, and comparing the
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results (or using also the scattering algorithm to compute P (M(0,4,1))(q)), we find that
P (M(0,4,2))(q) = P (M(0,4,1))(q), confirming Conjecture 2.2 of [Bou19b] in this case.
Remark: The above trees are essentially identical to the attractor trees discussed in
a more general and partially conjectural context in Section 3.2 of [KS14]. They are of
the same nature as the attractor flow trees of the supergravity literature [Den00], except
that, in the supergravity context, the trees can have root at an attractor point, which is
a smooth point of the moduli space, analogue of our U , whereas all our trees end at a
singular point of the moduli space (the points sn where the central charge of O(n) goes to
0). The supergravity context should be relevant for compact Calabi-Yau 3-folds, whereas
the present paper is about the noncompact Calabi-Yau 3-fold KP2 .
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