We introduce a geometric approach to study the representation of orientation by 8 populations of neurons in primary visual cortex in the presence and absence of an 9 additive mask. Despite heterogeneous effects at the single cell level, a simple 10 geometric model explains how population responses are transformed by the mask 11 and reveals how changes in discriminability and bias relate to each other. We 12 propose that studying the geometry of neural populations can yield insights into 13 the role of contextual modulation in the processing of sensory signals. 14 15 16 32
Introduction 17 18
Individual neurons in primary visual cortex respond to stimulation within restricted areas 19 of the visual field, which define their classical receptive fields 1-3 . These responses can be 20 modulated by contextual stimuli presented within the classical receptive field or in the 21 surrounding regions 4-6 . Cross-orientation and surround suppression are two well-known 22 examples of contextual modulation 5,7-21 .
24
The role that contextual modulation plays in cortical function remains an open question. 25 Some have considered such interactions to be directly involved in image processing, such 26 as the detection and enhancement of smooth, spatially extended contours [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . Others 27 maintain that the fundamental goal of contextual modulation is to generate a sparse, 28 efficient representation of natural images 6, [38] [39] [40] [41] [42] [43] [44] [45] . Distinguishing between these theories is 29 not straightforward, as the their goals are not mutually exclusive 6 .
31
Here we focus on how contextual modulation transforms the activity of neural populations.
Multidimensional scaling of population responses. 145 146 To gain insight about the geometry of the curves and their relative positions we visualized 147 them using multi-dimensional scaling using the cosine distance as a metric (Fig 4) . The The shapes of ̂( ) and ̂( ) are similar, with the masked representation being a scaled 156 down version of the original. The curves are farthest from each other at the beginning of vertical grating with 100% contrast and the one in the unmasked condition is a vertical 161 grating with 50% contrast. The curve ̂( ) appears to be rotated away from that of ̂( ), 162 with the axis of rotation passing near the representation the mask. These features were 163 consistent across our experiments suggesting that a scaling and rotation may explain the 164 transformation of ̂( ) into ̂( ) induced by the mask. Of course, these visualizations 165 ought to be interpreted with caution, as they are only approximate representations of the 166 geometry of high dimensional objects. Thus, we must check these first impressions of the 167 geometry by doing appropriate calculations in the native space.
169
Masking shrinks and rotates population responses 170 171 To verify our perception that curves are shrinking we computed their lengths 58 curves by a factor of 0.84 ± 0.05 (mean ± 1SD) ( Fig 5A) . As we will soon demonstrate, 177 this shrinkage is not uniform, but peaks near the orientation of the mask.
179
To verify our impression that the mask induces a change in the direction of the mean 180 population activity, we defined the white-point shift as ∆= ( , )/(( + )/2). Here,
181
represents the average radius of the curve in the unmasked condition, calculated as
182
(1/ ) ∫ ( ( ), ) 0 , and a corresponding definition applies to . In other words, we 183 measure the shift of the white point in terms of the average radius of the curves. Across 184 the population we find ∆= 0.71 ± 0.15 (mean ± 1SD)a relatively large fraction (Fig 5B) , 185 which is consistent with the visualizations from multi-dimensional scaling. We will see this 186 shift is important because it is partly responsible for generating biases in the estimation 187 of orientation in the masked condition.
189
Rejection of the linear combination model 190 191 With the geometric formalism in place, we can test a common model of population The mask impairs discriminability and biases the decoding of orientation 202 203 Next, we analyzed changes in discriminability induced by the mask. Discriminability 204 between any two orientations depends both on the distance between the mean population 205 vectors and the statistics of the noise. As mentioned above, if the statistics of the noise 206 are uniform in the sense that they translate with the direction of the population, we expect 207 discriminability to be proportional to the distances ( , ) and ( , ). Nevertheless, 208
given we have ~100 cycles we were able to compute a proper d-prime measure for both 209 masked and unmasked conditions, which we denote by ( , ) and ( , ) (see 210 Methods) (Fig 6A) . To measure local discriminability (or just noticeable differences) we 211 defined the threshold for detection in the unmasked condition ( ) as the minimal angle 212 Δ such that ( − Δ/2, + Δ/2) ≥ 4 (Fig 6A, iso-discriminability contours); we adopted 213 a similar definition for the threshold in the masked condition, ( ). Comparison of the 214 thresholds in the two conditions revealed that the mask elevated thresholds around the 215 orientation of the mask (at 90 deg) ( Fig 6A) . Interestingly, the thresholds around the 216 orientation orthogonal to the mask (0 deg) were not affected. A similar result is obtained 217 if we perform a similar analysis based on ( , ) and ( , ) and assume the noise is 218 uniform (data not shown).
220
We then analyzed how the presence of the mask can lead to biases in estimates of We tested if a simple geometric model 62 , originally developed to explain the effects of 235 adaptation in psychophysical experiments, could explain our masking data (Fig 6C) . The 236 model assumes that in the unmasked condition the population response ( ) describes 237 a trajectory around the unit circle and that the effect of the mask is to translate and scale 238 this response to yield ( ). Translation is towards the population direction evoked by the 239 mask, and the scaling is a typically a factor smaller than one. The model assumes that orientations are identified by the direction of the population vector, and that the decoder 241 is unaware of the shift in the white point of the population between the two conditions. In 242 other words, estimates of orientation are based on the direction of the population vector 243 measured relative to the origin (which is also in this case) ( Fig 6C) . The model has 244 only two parameters, the magnitude of the shift of the white point and a scaling factor. Its The model, however, fails in three fundamental ways. First, in the model the population 253 responses in both conditions lie within the same plane. As two independent vectors span 254 the entire plane, it has to be the case that ( ) ∈ span{ ( ), ( /2)} (so long as 255 ( ) ≠ ( /2)). In other words, this model satisfies linear combination 60 . However, we 256 have already shown this is not the case in the data (Fig 5D) . Second, both curves make = 2 . This means that if the mask increases 267 discriminability for some orientations it must decrease it for others 58 . This is reflected in 268 the fact that the threshold in the masked condition fluctuates around the mean for the 269 unmasked condition (Fig 6C) . The data, however, indicates that the effect of the mask 270 was to impair the discriminability around the orientation of the mask, while there is little or 271 no effect at the orthogonal orientation (Fig 6A, right column) . The data refutes the 272 prediction that increases in threshold at some orientations must be accompanied by 273 decreases in threshold at other orientations (Fig 6C) .
275
Can model be extended to account for our results? We know from the analysis of single 276 cell responses that some neurons are unresponsive in the unmasked condition but 277 respond robustly in the presence of a mask (Fig 1B and 2A) . This fact alone indicates the 278 population responses in the masked and unmasked conditions do not lie within the same 279 subspace. Thus, one way to extend the model is to allow the population responses to be 280 displaced relative to each other along a third dimension (Fig 6D) . Consider the response 281 in the unmasked condition to be the unit circle and the one in the masked condition to be 282 a the result of an affine transformation, ( ) = + , where is an orthogonal matrix 283 (representing a rotation), is a scaling factor, and a translation. It is then possible to 284 find parameters of the transformation that reproduce the ratio between the lengths of the 285 curves, as well as the dependence of discriminability and bias on orientation (Fig 6D,   286 middle and right panels). An affine transformation can be represented in homogenous 287 coordinates as ( ) = where the population vector now has an extra dimension to 288 allow for translation. We can then write the transformation of the normalized population 289 responses as () =̂ /‖̂ ‖, which we recognize as a projective linear 290 transformation 63 (Fig 6E) . When the model is fit to the data in individual experiments, it 291 nicely accounts for the observed transformations (Fig 6F) . At the single cell level, we observed a wide range of responses (Figs 1C,2) . Interestingly, 301 we found a group of neurons that do not respond to gratings in the unmasked condition 302 but respond strongly to plaids in the masked condition (Fig 2A) . The maximal response 303 of this type of these plaid neurons, occurs when the pattern is an orthogonal grating ( Fig   304   2B ). This finding implies that the responses in masked and unmasked conditions do not 305 lie within the same subspace. This explains why the linear model (Fig 5C) and the 2D 306 geometric model (Fig 6C) fail to account for the data. Grating and plaid cells are 307 reminiscent of pattern and component cells 64, 65 . We use different terms because the 308 definitions are not equivalent. We note, however, that the pattern index used to classify 309 cells as pattern/component correlates with the plaid/grating response we use here 66 and 310 that mouse primary visual cortex contains a larger proportion of pattern cells than found 311 in non-human primates 67 . Thus, we suspect that the neurons engaged during masking 312 that do not respond strongly to gratings in the masked condition could represent pattern 313 cells.
315
We observed that plaid cells, when probed with a single component in the unmasked 316 condition, responded optimally (albeit weakly) to the orientation of the mask (Fig 2B) . 317 While somewhat puzzling, the behavior in the masked condition might be explained if the 318 addition of a grating orthogonal to a cell preferred orientation (as defined with single 319 gratings) increases its response by releasing it from inhibition from oblique orientations in 320 a ring model of orientation tuning 68 .
322
The main contribution of the present study is the introduction of a geometric approach to 323 study contextual modulation of neural populations 48,62 . The analysis revealed that, despite the a 2D model which accounts for psychophysical data on adaptation 62 (Fig 6C) is an 331 instance of an affine transform.
333
The geometric approach proved helpful in understanding several important properties of Second, the analyses revealed that the transformation cannot be a reparameterization of 338 the same curve, of which the 2D model is a special case 62 (Fig 6C) . The reason is that 339 all reparameterizations leave the length of the curve invariant. In contrast, the mask was 340 observed to shrink the length of the representation (Fig 5A) . Third, we were able to show 341 that the shift in the white point of the population is large compared to the radius of the 342 curve (Fig 5C) . This explains how a decoder which is unaware of such shift is bound to 343 generate biased estimates. Finally, it clarified how a simple transformation can introduce 344 changes in discriminability and bias in decoding (Fig 6) .
346
Our finding of a white-point shift appears to be at odds with the idea that adaptation keeps 347 the mean population response invariant (population homeostasis) 69 . In our terminology, 348 population homeostasis would have predicted that = , meaning no white-point shift. 349 We suspect the reason for this discrepancy is rooted in the stimuli used. In the referenced tuning in response to a grating showed good selectivity (circular variance less than 0.85).
357
Perhaps, plaid cells that were either unresponsive or weakly responsive to gratings failed 358 to pass this criterion. The result would be biased towards gratings cells and it is possible 359 that a linear combination model could be satisfactory when applied to this subpopulation 360 of neurons.
362
Our findings indicate that analyzing the patterns of activity across large population of 363 neurons we might be able to discover some general principles of sensory representation, 364 including topological 70 and geometrical structure, that are undetectable at the single cell Surgery: Carprofen and buprenorphine analgesia were administered pre-operatively.
381
Mice were then anesthetized with isoflurane (4-5% induction; 1.5-2% surgery). Core body 382 temperature was maintained at 37.5C using a feedback heating system. Eyes were 383 coated with a thin layer of ophthalmic ointment to prevent desiccation. Anesthetized mice 384 were mounted in a stereotaxic apparatus. Blunt ear bars were placed in the external 385 auditory meatus to immobilize the head. A portion of the scalp overlying the two 386 hemispheres of the cortex (approximately 8mm by 6mm) was removed to expose the 387 underlying skull. After the skull was exposed it was dried and covered by a thin layer of 388 Vetbond. After the Vetbond dried (approximately 15 min), it provided a stable and solid 389 surface to affix the aluminum bracket with dental acrylic. The bracket was then affixed to 390 the skull and the margins sealed with Vetbond and dental acrylic to prevent infections. Visual stimulation: We measured the responses of neural populations in mouse primary 406 visual cortex using two-photon imaging in tetO-GCaMP6s mice (Jackson Labs #024742).
407
The visual stimulus consisted of two conditions. In the first, unmasked condition, a 
Data analysis:
We computed discriminability between two angles and as follows.
432
Consider the responses in the unmasked condition. Let ( ) be the response of the 433 population in the i-th cycle to a given orientation and let ( ) be the mean population 434 response across all trials. We define ( , ) = ( ( ), ( )). We then compute the Fitting the geometric model to experimental data. Note that the affine model in 441 dimensions has a total of ( + 1) parameters. Our data consists of = 155 equally 442 spaced samples (10 sec period at 15.5 fps) of the continuous curves ( ) and ( ).
443
Each sample provides constraints on the transform. Thus, we must have ( + 1) ≤ 444 or ( + 1) ≤ to ensure the problem is not under-constrained. We handled this constraint 445 by first projecting the data onto into 3 using the first three components in the SVD 446 factorization of the data and subsequently fit the lower-dimensional embedding of the 447 curves (Fig 6F) . Note that projection is a linear operation. Thus, if the data conformed to 448 an affine model in the high-dimensional space, it should also do it its low dimensional 449 embedding (no matter how much distortion we are imposing by the projection). This can 450 be easily shown using a basis set corresponding to the canonical form of the projection.
451
The reverse, of course, it not necessarily true. The threshold will be inversely proportional to the velocity ( )  1/‖ ′ ( )‖. Given a 462 population direction in the masked condition, which in the plane is simply given by an 463 angle , a decoder without knowledge of the white point shift will estimate the orientation 464 by measuring the angle formed between the population vector with respect to (Fig   465   6C) , which a little geometry shows it is given by = arctan(( + cos )/ sin ). Thus, 466 the bias is given by 
