The Kumaraswamy distribution is useful for modeling variables whose support is the standard unit interval, i.e., (0, 1). It is not uncommon, however, for the data to contain zeros and/or ones. When that happens, the interest shifts to modeling variables that assume values in [0, 1), (0, 1] or [0, 1]. Our goal in this paper is to introduce inflated Kumaraswamy distributions that can be used to that end. We consider inflation at one of the extremes of the standard unit interval and also the more challenging case in which inflation takes place at both interval endpoints. We introduce inflated Kumaraswamy distributions, discuss their main properties, show how to estimate their parameters (point and interval estimation) and explain how testing inferences can be performed. We also present Monte Carlo evidence on the finite sample performances of point estimation, confidence intervals and hypothesis tests. An empirical application is presented and discussed.
INTRODUCTION
Oftentimes practitioners need to model variables that assume values in the standard unit interval, (0, 1), such as rates, proportions and concentration indices. The beta distribution is the most commonly used model in such applications, since its density can assume a wide range of shapes depending on the parameter values. Nonetheless, it was noted by Kumaraswamy (1976) that the beta law may fail to fit well hydrological data, especially when the data are hydrological observations of small frequency. He then proposed a new distribution, which can be considered as an alternative to the well known beta model. That distribution is now known as the Kumaraswamy distribution. We say that the random variable Y is Kumaraswamy-distributed with shape parameters α > 0 and β > 0, denoted by Y ∼ Kum(α, β), if its probability density function (pdf) is given by g(y; α, β) = αβy α-1 (1 -y α ) β-1 , y ∈ (0, 1),
FRANCISCO CRIBARI-NETO and JÉSSICA SANTOS Inflated Kumaraswamy distributions mechanisms into a more general law. In what follows, we shall focus on random variables that assume values in (0, 1) but that can also equal c with positive probability, where c = 0 or c = 1. We say there is data inflation at one of the standard unit interval endpoints. We introduce the inflated Kumaraswamy distribution in c (IK c ), whose cdf is given by IK c (y; λ, α, β) = λ1 [c,1] (y) + (1 -λ)G(y; α, β),
where 1 A (y) is an indicator function that equals 1 when y ∈ A and 0 when y / ∈ A and 0 < λ < 1 is the mixture parameter. Notice that, with probability 1 -λ, Y follows the Kumaraswamy distribution with parameters (α, β) and, with probability λ, it follows a degenerate distribution at c.
Let Y be a random variable with cdf given by (2), denoted by Y ∼ IK c (λ, α, β) . Its pdf is given by 
where 0 < λ < 1, α > 0 and β > 0 are the parameters that index the Kumaraswamy distribution and g(y; α, β) is the density given in (1). Note that λ = Pr(Y = 0) or λ = Pr(Y = 1). Figure 1 shows different Kumaraswamy densities inflated at c = 0 and at c = 1, for different values of α and β, with λ = 0.5 (recall that λ is the mixture parameter). Note that the probability density function of the inflated Kumaraswamy distribution at c given in (3) may assume a wide variety of shapes; e.g., it can be U-shaped, increasing, decreasing, asymmetric to the left, asymmetric to the right, bell-shaped, and even constant.
The rth moment of Y is E(Y r ) = λc + (1 -λ)μ r , r = 1, 2, . . . , where μ r = [βΓ (1 + r/α) Γ(β)]/[Γ 1 + r/α + β ] is the rth moment of the Kumaraswamy distribution, Γ(·) denoting the gamma function. In particular, the mean and variance of Y are E(Y) = λc + (1 -λ)μ 1 = λc + β(1 -λ)B 1 + 1 α , β and
respectively, where B(·, ·) is the beta function. It is noteworthy that the density function presented in (3) can be written as
The density in (4) is expressed as the product of two terms: the first term only depends on λ whereas the second term only involves α and β. The likelihood function for θ = (λ, α, β) based on y = (y 1 , y 2 , . . . , y n ) , a IK c random sample, is
where
The zero or one inflated Kumaraswamy log-likelihood function is then given by (θ; y) = 1 (λ; y) + 2 (α, β; y),
and
The score function, which is obtained by differentiating the log-likelihood function, is denoted by
ln(y i ) and
The maximum likelihood estimator (mle) of λ isλ = n -1 ∑ n i=1 1 {c} (y i ), i.e., it is given by the proportion of sample values that equal c. The maximum likelihood estimators of α and β cannot be expressed in closed-form. They can be obtained, however, by numerically maximizing the log-likelihood function using a nonlinear optimization method, such as a Newton or quasi-Newton method. The BFGS quasi-Newton method is commonly used for numerically maximizing log-likelihood functions; for details on such a method, see Nocedal and Wright (2006) and Press et al. (1992) .
The Fisher information matrix for the zero or one inflated Kumaraswamy law is 
Here, ψ(z) = ∂ ln Γ(z)/∂ z is the digamma function and ψ (z) = ∂ ψ(z)/∂ z is the trigamma function.
Letθ = (λ,α,β) denote the mle of θ. In large samplesθ is expected to be approximately normally distributed:θ a ∼ N 3 (θ, K(θ) -1 ), where K(θ) is the information matrix given in (5) and a ∼ denotes approximately distributed. Using such a result, it is possible to construct approximate confidence intervals for the model parameters. Let δ ∈ (0, 0.5). It follows that (1 -δ) × 100% asymptotic confidence intervals for λ, α and β are given, respectively, byλ ± z (1-δ/2) se(λ),α ± z (1-δ/2) se(α) andβ ± z (1-δ/2) se(β), where se(·) denotes standard error and z (1-δ/2) is the 1 -δ/2 standard normal quantile. The standard errors are obtained as square roots of the diagonal elements of the inverse of Fisher's information matrix after the unknown parameters are replaced with the corresponding maximum likelihood estimates.
ZERO AND ONE INFLATED KUMARASWAMY DISTRIBUTION
The distribution introduced in the previous section is not suitable for modeling fractional data that contain both zeros and ones, i.e., when data inflation occurs at both ends of the standard unit interval. In what follows we shall introduce a distribution that can be used to model variables that have support in [0, 1]. We shall now introduce the appropriate law for that case. We say that the random variable Y follows the zero and one inflated Kumaraswamy distribution, denoted by Y ∼ ZOIK(y; λ, p, α, β), if its cdf is given by ZOIK(y; λ, p, α, β) = λBer(y; p) + (1 -λ)G(y; α, β), with y ∈ [0, 1], where λ ∈ (0, 1) is the mixture parameter and Ber(y; p) denotes the cumulative distribution function of a Bernoulli random variable with parameter p = Pr(Y = 1).
It follows that the pdf of Y is
Figure 2 presents several ZOIK densities for λ = 0.2 and p = 0.5. Notice the many different shapes that the density can assume. The distribution is thus a very flexible law for variables that assume values in the standard unit interval with inflation at both interval limits. Let Y be a zero and one inflated Kumaraswamy random variable. Its rth moment is E(Y r ) = λp+(1-λ)μ r , r = 1, 2, . . .. Hence,
where μ 1 and μ 2 are the first and second Kumaraswamy moments, respectively.
Consider the zero and one inflated Kumaraswamy density given in (6). It is possible to write it as
where now 1 {0,1} (y) is the indicator function that equals one if y ∈ {0, 1} and equals zero if y / ∈ {0, 1}. The pdf in (7) factors into three terms: the first term only depends on λ, the second term only depends on p and the third term involves α and β.
The likelihood function for θ = (λ, p, α, β) based on the random sample y = (y 1 , y 2 , . . . , y n ) is
The corresponding log-likelihood function can be expressed as
The score function is given by
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The maximum likelihood estimators of λ and p are, respectively,λ = 1 n ∑ n i=1 1 {0,1} (y i ), which is the proportion of discrete values in the sample, andp = ∑
, which is the proportion of degenerate values that equal one.
The Fisher information matrix for the zero and one inflated Kumaraswamy distribution is
As before, approximate confidence intervals can be constructed based on the asymptotic normality ofθ, the mle of θ. In large samples, it is expected thatθ a ∼ N 4 (θ, K(θ) -1 ), where K(θ) is the information matrix given in (8). Using such a limiting distribution, it is possible to construct asymptotic confidence intervals for λ, p, α and β. For δ ∈ (0, 0.5), the (1 -δ) × 100% asymptotic confidence intervals for such parameters are given, respectively, byλ
HYPOTHESIS TESTING INFERENCE
The asymptotic normality ofθ can also be used to construct hypothesis tests. Suppose the interest lies in making testing inference on a subset of parameters. Let θ = (θ 1 , θ 2 ) , where θ 1 is an r×1 vector of parameters of interest and θ 2 is an (m -r) × 1 vector of nuisance parameters. We wish to test the null hypothesis H 0 :
1 . The inference can be based on the following criteria: likelihood ratio (LR), Wald (W) and score (S). For details on these tests, see Buse (1992) , Cox and Hinkley (1979, Chapter 9) and Welsh (1996, Section 4.5) .
Letθ be the unrestricted maximum likelihood estimator of θ and letθ = θ (0) 1 ,θ 2 be the restricted maximum likelihood estimator of θ which is obtained by imposing H 0 . The likehood ratio test statistic is given by
the Wald test statistic can be written as
and the score test statistic is S = U r (θ) K rr (θ)U r (θ),
where K rr (θ) is the r × r block of Fisher's information matrix inverse that corresponds to θ 1 evaluated at θ, U r (θ) denotes the r × 1 vector that contains the r elements of the score function corresponding to the parameters of interest and K rr (θ) is the r × r block of Fisher's information matrix inverse that corresponds to θ 1 evaluated atθ. Notice that in order to compute LR one needs to obtainθ andθ, i.e., it is necessary to perform both unrestricted and restricted parameter estimation. In contrast, in order to compute W one only needs to perform unrestricted estimation and in order to compute S one only needs to carry out restricted estimation.
Under H 0 and under some regularity conditions outlined by Serfling (1980) 
→ denotes convergence in distribution. The three test statistics thus share the same asymptotic null distribution. The tests are typically carried out using asymptotic (i.e., approximate) critical values. The null hypothesis H 0 is rejected at significance level δ ∈ (0, 1) if the selected criterion exceeds χ 2 r;1-δ , the 1 -δ χ 2 r upper quantile.
NUMERICAL EVALUATION
In what follows we shall report results of Monte Carlo simulations that were carried out to evaluate the finite sample performances of point estimators, confidence intervals and hypothesis tests. We consider inflation at one and also inflation at both zero and one. The reported results are based on 10,000 replications and were obtained using the Ox matrix programming language; see Cribari-Neto and Zarkos (2003) and Doornik (2009) . Log-likelihood maximization was performed using the quasi-Newton BFGS method with analytical first derivatives, which is typically regarded as the best performing method; see Mittelhammer et al. (2000, Section 8.13 ). The initial values used in the BFGS iterative scheme were arbitrarily selected, being different from the true parameter values. We varied such initial values and noticed that they had little impact on the results. At the outset we focus on point estimation. Tables I and II contain the variances, relative biases and mean squared errors (MSEs) of the maximum likelihood estimators of the parameters that index the Kumaraswamy distribution with inflation at one and with inflation at zero and one, respectively. Relative bias is computed as the difference between the mean estimate and the true parameter valued divided by the latter. We report results for different sample sizes. The mixture parameter (λ) assumes two values: 0.05 and 0.50. The results show that the relative biases, variances and mean squared errors decay as the sample size increases. The results in Table I show that point estimation of λ is less accurate when the true parameter value is small. Consider, e.g., n = 50. The relative bias ofλ equals 8.60% when λ = 0.05 and -0.02% when λ = 0.50. It is noteworthy that point estimation of β is less accurate than that of α and λ, especially when the value of λ is large (0.50). This seems to be a characteristic Kumaraswamy maximum likelihood point estimation that is carried over to the new class of inflated distributions. Consider, for instance, the numerical evidence reported by Lemonte (2011) . Except when the value of β is quite small, the numerical evidence in his paper shows that the maximum likelihood estimator of β is considerably less accurate than that of α both in terms of bias and mean squared error.
Next, we evaluate the accuracy of interval estimation in finite samples. The confidence intervals empirical coverages and non-coverages are presented in Tables III (single inflation) and IV (double inflation); entries are percentages. The results show that the empirical coverages approach the nominal ones as the sample size increases. The non-coverages also become better balanced as number of data points is increased. Consider, e.g., n = 100, λ = 0.50 and 1 -δ = 0.95. Under single inflation, the empirical coverage rates for λ, α and β are, respectively, 94.62%, 94.53% and 96.32%. Under double inflation, the corresponding
TABLE I Relative biases, variances and MSEs of the maximum likelihood estimators
of the parameters that index the IK 1 distribution; α = 1.5, β = 3.0 α = 1.5, β = 3.0 α = 1.5, β = 3.0. Table III ). For instance, when n = 100 and 1 -δ = 90%, the exact interval coverage was slightly below 86%. For α and β, the corresponding coverage figures were 89.76% and 91.28%.
We also carried out simulations to evaluate the finite performances of testing inferences based on the LR, W and S asymptotic chi-squared criteria. The interest lies in testing H 0 : λ = λ 0 × H 1 : λ = λ 0 for the IK 1 law. For the ZOIK law, we test H 0 : λ = λ 0 × H 1 : λ = λ 0 and also H 0 : p = p 0 × H 1 : p = p 0 .
In the former case, α = 1.5 and β = 3.0; in the latter case, for the test on λ we generated data using p = 0.5, α = 1.5, β = 3.0 and for the test on p we performed data generation using λ = 0.2, α = 1.5, β = 3.0. Data generation was performed under the null hypothesis. The significance levels are 5% and 10%. The tests null rejection rates are presented in Tables V (test on λ, IK 1 law), VI (test on λ, ZOIK, law) and VII (test on p, ZOIK law). Notice that the empirical null rejection rates converge to the corresponding nominal significance levels as the sample size increases. Overall, the likelihood ratio test is the best performing test, i.e., it is typically the least size-distorted test. For example, when n = 100, λ = 0.10 (λ = 0.50) and at the 5% significance level in Table V , the likelihood ratio null rejection rate is 4.44% (5.38%) under single inflation. The corresponding figures for the score and Wald tests are, respectively, 6.35% (5.38%) and 7.05 (5.38%). The null rejection rates of the three tests coincide when λ 0 = 0.50 (IK 1 and ZOIK), even though the test statistics values are slightly different in each replication. The tests become less accurate when they are used to make inference on p (Table VII) , especially when the value of p 0 is small. The tests become more rates (%), IK 1 distribution; α = 1.5 α = 1.5 α = 1.5 and β = 3.0 β = 3.0 β = 3.0. accurate when n ≥ 200. Consider, for example, p 0 = 0.10, δ = 10% and n = 200. The null rejection rates of the likelihood ratio, score and Wald tests are 9.38%, 8.14% and 12.40%.
We have also carried out power simulation, i.e., simulations in which data generation was performed under the alternative hypothesis. For brevity, we shall only report results for the test on λ in the ZOIK law. Data generation was carried using λ = 0.20 and λ = 0.40 when λ 0 = 0.10 and λ 0 = 0.50, respectively. Since no test is very liberal, the tests are performed using asymptotic (χ 2 ) critical values. The tests nonnull rejection rates (%), ZOIK distribution; p = 0.5, α = 1.5 p = 0.5, α = 1.5 p = 0.5, α = 1.5 and β = 3.0 β = 3.0 β = 3.0. rates are presented in Table VIII . It is noteworthy that the tests are less powerful when the value of λ 0 is large. Consider, e.g., n = 200 and δ = 5%. The estimated powers of the likelihood ratio, score and Wald tests are around 98% whereas for λ 0 = 0.10 they are around 82%. We also note that the powers of the tests coincide when λ 0 = 0.50.
EMPIRICAL APPLICATION
In what follows we shall present an empirical application of the IK 1 distribution. We fitted the inflated Kumaraswamy (IK 1 ) and beta distributions (BEOI), both with inflation at one. The maximum likelihood estimates of the parameters that index that IK 1 distribution (standard errors in parentheses) areλ = 0.0131 (0.0015),α = 2.3513 (0.0503) andβ = 0.5292 (0.0085). The parameter estimates we obtained for the BEOI law areλ = 0.0131 (0.0015),μ = 0.8026 (0.0027) andφ = 2.7160 (0.0518). Again, log-likelihood maximization was performed using the BFGS quasi-Newton method and the Ox matrix programming language. Figure 3 contains the data histogram and the fitted IK 1 density. The fitted BEOI density is not included in the plot because it is very similar to the fitted IK 1 density, as expected given the large sample size.
We performed the Kolmogorov-Smirnov test; for details on such a test, see Pestman (1998, Section 7.4) . The interest lies in determining whether the sample at hand came from the the postulated distribution. The test was performed for each of the two inflated laws. For the inflated Kumaraswamy and beta laws, the test statistics are, respectively, 0.1896 and 0.1938. Even though the null hypothesis is not rejected for both distributions, the fact that the test statistic is smaller for the inflated Kumaraswamy law indicates there is more evidence in favor of the inflated Kumaraswamy distribution relative to the alternative law.
Using the maximum likelihood estimate of λ (IK 1 law), we constructed the asymptotic 95% confidence interval for such a parameter. The lower interval limit is 0.0102 and the upper limit equals 0.0160. . It is thus clear that the second null hypothesis is not rejected at the usual nominal levels, and one can safely take the value of λ to be 0.015. 
CONCLUSIONS
Applied statisticians oftentimes need to model variables that assume values in the standard unit interval, (0, 1); e.g., rates, proportions, income inequality indices, etc. The beta and Kumaraswamy distributions are commonly used with such variables. There are instances, however, when the variable of interest may display inflation, i.e., it may equal zero and/or one with positive probability. Put differently, it assumes values in [0, 1) (inflation at zero), (0, 1] (inflation at one) or [0, 1] (inflation at both interval limits). In this paper, we introduced inflated Kumaraswamy distributions that can be used as underlying laws for variables that assume values in those intervals. We considered two separate cases, namely: (i) inflation at zero or one and (ii) inflation at zero and one. For both cases, we introduced the appropriate law and also discussed point estimation, interval estimation and hypothesis testing inference. We presented Monte Carlo simulation evidence on the finite sample performances of point estimates, confidence intervals and hypothesis tests. Finally, an empirical application was presented and discussed.
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