I. INTRODUCTION
Sequential decoding of convolutional codes and tree codes ( [1] - [5] , etc.) is a useful decoding technique wherein the average number of computations performed is linear in block length as compared to an exponential number of computations for the maximum-likelihood decoder. A vast majority of the literature on sequential decoding deals with memoryless channels. A few papers, (for example, [6] , [7] ) extend the sequential decoding technique to a class of channels with memory, namely, finite-state channels. In this work we show that the sequential decoding technique can be used on timing channels (for example, [8] and [9] ). Interestingly, this timing channel is a channel with memory and cannot be described within the class of finite-state channels.
Specifically, we want to transmit information reliably through a single-server queue [8] , [9] , at rates below half the capacity, but with manageable decoding complexity. In [8] - [10] , a decoding technique for block codes was described where the number of computations is exponential in n, the number of packets. By imposing a tree structure on the codes and using the sequential decoding technique, we save on computations at the expense of the rate at which information is reliably transmitted. This work is perhaps a first step in the direction of finding good codes for communication over timing channels.
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Communicated by T. E. Fuja, Associate Editor At Large. Publisher Item Identifier S 0018-9448(00) 01690-4. coding tree so long as we seem to be (based on a metric) on the right track. Once the metric falls below a certain threshold, we backtrack and explore other paths, possibly changing the value of the threshold to account for the changed circumstances. The stack algorithm [4] , [5] , extends the node with the highest metric at each stage, until the end of the tree is reached. There is a relation between the number of computations in both these algorithms. We are interested in finding bounds on the average number of computations before proceeding one step forward in the correct path. The difficulty with analyzing the performance of the sequential decoding technique for communication systems with memory is the following. When comparing two paths that are the same up to a certain node, the choice of one or the other depends on the branches common to both paths in a way that is typically difficult to handle. For memoryless channels, however, the metric that determines this choice can be selected so that the choice does not depend on the common branches.
We can also get over this difficulty for timing channels. We show that the first mbranches can be summed up by one quantity that lends itself to a simple analysis. Our proof is based on the proof in [2] for multiple-access channels, restricted to single-user channels. Burke's output theorem for an M=M=1 queue plays an important role in determining a suitable metric. The main contributions of this work are the choice of this metric, and a simple analytical artifice (used earlier in [8] in a different context) that shows how the elegant technique in [2] can be modified to prove the existence of a good tree code for this system with memory. Section II introduces the problem in the appropriate notation and states the result. Section III contains the proof. We conclude with a brief discussion in Section IV.
II. TREE CODES FOR SINGLE-SERVER QUEUE
Before describing the tree code and our result, we briefly describe the channel. The queue is initially empty. The encoder inputs a certain (nonzero) number of packets at time t = 0: The last packet input at time t = 0 is called the zeroth packet. Let y 0 be the time at which the zeroth packet exits the queue after service. The quantity y0 is therefore the amount of unfinished work at time t = 0: Depending on the message to be transmitted, the encoder then sends the first packet at time x1 seconds, the second packet at time x2 after the first packet, and so on. Thus the interarrival times of packets are x 1 ; x 2 ; 11 1: The receiver observes the interdeparture times, y 1 ; y 2 ; 111 ; following the departure of the zeroth packet. Let R+ = [0; 1): Let e(s) = e 0s , s 2 R+:
The conditional probability density of the output y n = (y 1 ; 111; y n ) given x n and y 0 is f(y n jx n ; y0) = n i=1 e(yi 0 wi) is the server's idling time before serving the ith packet.
We now describe the tree code. We follow the notation in [2] The source sequence from m to l is defined to be u l m = (um; um+1; 1 11;u l ):
Similarly, we define
x Nl Nm+1 u l = xNm+1 u m+1 ; 1 11; x Nl u l :
The set of all paths in g g g that diverge from u u u at the mth level is called the mth incorrect subtree for the path u u u, i.e.,
Um(u u u) = fû u u = (u1; 11 1;um01;ûm;ûm+1; 111):ûm 6 = umg:
Let g g g be a tree code. We characterize the source as follows. Yi :
The quantity r = (log M)=N depends only on the structure of the tree, and is a measure of the number nats of information transmitted per packet.
We now define the metric. This metric depends on the quantity r: The bias term nr(1 + ") in (5) is to make a fair comparison between paths of different lengths. M(1j1; 1) in (5) is similar to the metric in [2] .
Note the dependence on the quantity 0 rather than . This is because the quantity f(1j1; 1) which determines the metric [2, eq. (4.4)] normalizes to f (1j1; 1):
The function M in (5) is further related to [2, eq. (4.4)] due to the following special case of Burke's output theorem [11] . Let < 0 : Let the number of packets Q 0 at time t = 0, excluding the zeroth packet, be distributed according to
Pr fQ 0 = kg = 1 0 = 0 1 0 = 0 k ; k2 Z + :
In addition to these packets, the zeroth packet is sent. 
where the expectation is with respect to X n and Y0: X n is a random vector of i.i.d. exponential random variables with mean 1= seconds, Y0 is independent of X n , and is exponentially distributed with mean 1=( 0 0 ): The right-hand side of (6) is the normalizing denominator within the log function in (5).
The decoder follows the stack algorithm. From a stack containing some paths in g g g, the decoder selects a path with the largest metric, extends it to the next level in M possible ways, and stores the M new paths in the stack. A sorting is done as soon as the new paths are added. The stack algorithm terminates for a tree code with finite depth as soon as the last level of the tree reaches the stack top. As mentioned in [1] , we shall consider only infinite trees because the average complexity of sequential decoding is most cleanly formalized and conservatively estimated in the framework of infinite trees. For finite trees, we also need to evaluate the probability of error, which occurs when the last level of the tree to reach the stack top is not the correct message sequence. The proof in Section III applies to finite tree codes with simple modifications.
Using (1), the first term in the right-hand side of (5) can be expanded as log f (y n jx n ; y 0 )
if yi wi; for i = 1; 111 ; n 01; otherwise (7) where w i is the idling time defined in (2).
We now make the following important observation. Suppose we compare two paths of lengths j and l, respectively, that are identical for the first m 0 1 nodes and diverge at the mth node. The past up to the first m 0 1 nodes can be summarized by one quantitỹ
This quantityỹm01 is the amount of unfinished work at the instant when the N(m01)st packet arrives. To decide which of the two paths is placed higher on the stack, we can simply treat the (m01)st node as the root node withỹm01 playing the role of y0: The terms in (7) This is precisely the number of computations made in the mth incorrect subtree. Let
be the average number of computations (averaged over the source sequence and output of the channel). The random variables over which the expectation is taken are indicated in upper case letters. For each
DL(g g g) is, therefore, a measure of the average number of computations required to move one step ahead on the correct path [1] . 
III. PROOF

A. Main Steps
Our proof technique to show the existence of a good tree code with sequential decoding is the well-known random coding technique. A tree is characterized by the number of packets at time t = 0, and the labels for all the branches. A suitable distribution on these quantities induces a distribution on the set of infinite trees (using extension theorems in probability theory). We state some bounds over this ensemble of trees and thence argue the existence of a good tree. We then prove the stated bounds in the following subsection.
Choose " > 0 so that (1+) > (1+") 3 : Fix = e 01 0 = =(2e): Fix M and N so that r = (log M )=N satisfies r(1 + ") < log( 0 =) = 1 < r(1 + ") 2 :
Each realization g g g is a tree of infinite depth having M branches per node, the root node is labeled by a positive integer Q0 + 1, and every branch of the tree is labeled by an N -tuple in R N + : Q 0 +1 is the number of arrivals (including the zeroth packet) at time t = 0: The distribution G G G on the set of infinite trees is described as follows. Q0 is selected independent of the other branch labelings according to the distribution Pr fQ0 = kg = (1 0 =)(=) k ; for k 2 Z+: Hence, for every L 1 ET L (G G G) = 1= (9) where the expectation in (9) is with respect to the distribution G G G:
From the argument in Section I, while finding the expected number of computations in the mth incorrect subtree, the past up to m 0 1 nodes can be summarized by one quantityỹ m01 : Equilibrium at t = 0 and Poisson arrivals thereafter ensures that the N (m01)st packet (the last common packet to the paths under consideration) sees the queue in equilibrium upon arrival.Ỹ m01 therefore has the same distribution as Y0: Consequently, the random variables Cm(G G G); m 1; are iden-
In Section III-B we show the following result. Hence, with
we get ET (G G G) = 1=:
From Chebyshev's inequality and the union bound on probabilities, we obtain
Hence, there exists a tree code g g g such that T (g g g) (1 + ")= and
Following the argument in [1] , we then get lim sup DL(g g g) 2K(1 + ")="
and, therefore, supfDL(g g g)A : L 1g < A for some finite A: Moreover, because r(1 + ") 2 > 1; we get
This concludes the proof of the Theorem.
B. Expected Number of Computations Over the Tree Ensemble
In this subsection, we prove Proposition 1 exp 0û j jy 0 ; y Nj 0 0 u l jy 0 ; y Nl :
Our aim is to find the expected value of this upper bound over the code ensemble and the output. Clearly, this average value does not depend on the source sequence due to symmetry. We now look at aû j in the first incorrect subtree. The distribution of The left-hand side is, therefore, equal to e jNr 1 e 0jNr(1+") 1Ê f y Nj jX Nj ; y0
e (y i ) (11) where the expectationÊ [1] is with respect to X Nj , which represents the branch labelings for a generic path in the first incorrect subtree.
We now introduce an auxiliary random variable Z which denotes the number of packets in the system when the zeroth packet departs after 
where (12) 
where a) follows because Y0 and Y Nj are conditionally independent given Z, a consequence of the memoryless property of the interarrival times; b) follows from (12); in equality c), the dependence on y 0 has been successfully separated; equality (13) follows from (6) . Substitution of (13) in (11) yields the lemma.
We continue with the proof of Proposition 1. Observe that the random variables in the right-hand side of (10) 
where the expectation in the innermost integral in (14) The summation over j is finite. The summation over l is finite because r(1 + ") < log(=(2)): Consequently, EC1(G G G) K, for some finite K:
IV. DISCUSSION
We have shown that for every > 0, there is a tree code such that the rate of information transfer R, using the sequential decoding technique, satisfies R(1 + ) > =(2e) nats per second, and the average number of computations to move one step forward in the correct direction is upper-bounded by a finite number. The quantity =(2e) nats per second is one half of the capacity, and is a lower bound on the cutoff rate for sequential decoding. Some open questions remain. For example, we do not know the cutoff rate for this exponential server timing channel.
Although we have not dealt with discrete-time timing channels [9] in this work, analogous results follow straightforwardly. However, we do not know a closed-form expression for the rate achievable using sequential decoding with an analogous metric. For the geometric service time distribution P (S = k) = (1 0) k01 ; k 1; the corresponding achievable rate in nats per slot is Although we have not proved that this holds for all 2 (0; 1), numerical evidence indicates that this is so. In practice, we need trees with finite depth having extra terminating branches. These tail branches ensure that the last few source symbols can also be decoded correctly with high probability. While this causes a loss in rate, the loss is negligible if the number of additional branches is small in comparison to the block length of the code. In this case, we can easily show that the number of computations in each incorrect subtree is upper-bounded by a constant that is independent of the code length. Furthermore, the probability of error, when one of the other terminating leaves reaches the top of the stack, can be made small by choosing a sufficiently long tail [4] . We omit proofs for the rationale of these simple modifications.
If all terminating leaves have the same Nt i=1 x i , where t is the maximum depth of the tree, then the state represented byỹt is the same for all terminating leaves, given a sequence of received interdeparture times. All states have therefore merged into a single one. Transmission can then begin afresh, with a decision up to depth t not affecting future decisions.
We finally remark that , the net throughput in packets per second, should be smaller than =2 for the sequential decoding scheme to work with finite per-branch computational complexity. Therefore, in already existing systems, information can be piggy-backed through timing in the above tree-code form only if the system is lightly loaded. Moreover, unlike convolutional codes, we need to store the labels for the entire tree at the decoder. Despite these drawbacks, this work is a positive step in the direction of finding good codes for communication over timing channels.
I. INTRODUCTION
The differential entropy of a random vector X X X taking its values in IR n with probability density function p(x x x) is defined by h(X X X) = 0 I R dx x x p(x x x)lnp(x x x)
