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Capitolo 1
Introduzione
L’avvento delle reti di computers ha favorito profonde rivoluzioni non solo tec-
nologiche, ma anche culturali. Basti pensare all’avvento di servizi quali WWW,
E-mail e online-community. Tra i vari tipi di reti complesse, le reti sociali (Online
Social Network o OSN [10]) sono quelle che nell’ultimo decennio hanno incuriosito
e sedotto milioni di persone nel mondo fino ad arrivare a occupare un’ampia fetta
di quello che risulta essere l’attivita` online di un utente.
Le Online Social Networks (OSNs) sono piattaforme che forniscono agli utenti
la possibilita` di costruire un proprio profilo e di stabilire connessioni tra il proprio
profilo e quello di altri utenti del sistema, per permettere la condivisione di infor-
mazioni e di vari tipi di contenuti. In questi scenari, la OSN e` descritta da una
rete i cui nodi rappresentano persone mentre le connessioni tra i nodi modellano
il fenomeno interessato (come relazioni di amicizia, di parentela o di subordinazio-
ne). La rivoluzione principale introdotta dalle OSNs e` la possibilita` di articolare
e rendere visibile la propria rete sociale [10].
Le OSNs attualmente piu` diffuse, come Google+, Facebook e Twitter sono svi-
luppate attraverso un approccio centralizzato in quanto esiste un unico provider
che fornisce il servizio e che si occupa della gestione delle informazioni sociali. Il
sistema risultante agisce da contenitore per gli utenti e per le informazione da essi
generate. Le informazioni che un utente di una OSN genera sono di solito infor-
mazioni personali che vorrebbe condividere solo con gli utenti con cui ha stabilito
autonomamente relazioni, ma attualmente l’utente e` costretto a condividere tali
informazioni con il fornitore del servizio. Le informazioni sociali costituiscono una
grande miniera di dati che viene utilizzata dal fornitore per estrarre informazioni
utili a diversi scopi. Tuttavia, negli ultimi anni la sempre crescente necessita` di
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privacy, ma soprattutto il valore sempre maggiore che l’utente percepisce nei con-
fronti dei propri dati hanno spinto gli utenti delle OSNs a richiedere un maggiore
controllo dei propri dati. Tale richiesta non e` stata sufficientemente soddisfatta
dai provider dei servizi di OSN centralizzati e la mancanza di adeguate misure di
riservatezza ha portato ad una perdita di fiducia nei confronti del fornitore del
servizio. Questo ha spinto il mondo accademico, e non solo, a studiare alternative
diverse per la realizzazione di OSNs.
Elenchiamo di seguito alcuni dei principali problemi presenti in una OSN gestita
secondo un approccio centralizzato [14]:
• La completa autorita` di controllo che il fornitore del servizio possiede sui
dati degli utenti, i quali devono accettare in qualsiasi momento le politiche
richieste dal fornitore per poter utilizzare il servizio.
• La scarsa portabilita` delle informazioni sociali: l’utente difficilmente riesce
a portare i propri dati da una piattaforma di OSN verso un’altra in quanto,
essendo il servizio proprietario, tale operazione risulta complessa e impro-
duttiva per il fornitore del servizio che quindi difficilmente tende ad offrire
interfacce adeguate.
• Problemi di vulnerabilita`, di scalabilita`, di performance e alto costo di ge-
stione e di mantenimento delle infrastrutture risultanti da un approccio di
tipo centralizzato.
La tendenza predominante su cui si stanno concentrando gli sforzi della ricerca
consiste nell’organizzare la OSN in maniera distribuita, approccio che ha portato
alla definizione delle Distributed Online Social Network (DOSN) [2]. La visione
del sistema in forma distribuita consente di modellare la rete sociale in maniera
piu` naturale, ossia come insieme di nodi distribuiti che cooperano tra di loro per
il corretto funzionamento del sistema, permettendo di risolvere le problematiche
legate ai sistemi centralizzati e al controllo dei dati in quanto non esiste un’autorita`
centrale che decide o modifica i termini del servizio. Ogni nodo della rete agisce
da fornitore e da consumatore del servizio, decidendo le modalita` con le quali
memorizzare e operare sui propri dati. Uno dei problemi collegati alla distribuzione
dell’informazione sociale e` che la disponibilita` dei dati dipende dalla presenza o
meno di un nodo all’interno del sistema.
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La decentralizzazione delle funzionalita` di una OSN da` origine a una serie
di problemi che e` necessario risolvere efficientemente per garantire una corretta
fruizione del servizio:
• dinamicita` dei nodi a livello infrastrutturale e sociale
• memorizzazione delle informazioni sociali
• persistenza e disponibilita` delle informazione sociali
• verifiche di scalabilita`
• gestione topologica della rete
• gestione degli aggiornamenti relativi alle informazioni sociali
• sicurezza dei dati
• ricerca di nuovi utenti
• indirizzamento dei nodi
La decentralizzazione di una OSN richiede quindi l’utilizzo di meccanismi effi-
cienti per la gestione della disponibilita`/persistenza dei dati dell’utente (Data avai-
lability e Data Persistency), anche quando esso abbandona la rete. Tali proprieta`
possono essere garantite o attraverso l’utilizzo di server locali (social cache) che si
occupano di memorizzare e rendere disponibili i dati oppure attraverso Distributed
Hash Table (DHT) [30], dove i nodi formano una DHT che viene utilizzata per
memorizzare i dati utente. Il livello di memorizzazione risultante puo` essere mi-
gliorato ulteriormente attraverso l’utilizzo di protocolli di gossip che si occupano
di diffondere gli aggiornamenti prodotti da un utente (Update Diffusion).
Bisogna inoltre prendere in considerazione i problemi relativi alla gestione delle
caratteristiche della rete fisica che supporta la DOSN: dinamismo relazionale, tem-
po di attivita` eterogeneo [25] (heterogeneous user churn), capacita` computazionali
differenti dei nodi, etc.
Lo scopo principale del mio lavoro di tesi ha riguardato la definizione di un mo-
dello per DOSN, basato su un approccio egocentrico innovativo, per la risoluzione
del problema della disponibilita` e della persistenza dei dati. La disponibilita` dei
dati viene garantita attraverso l’utilizzo di server locali, i quali sono selezionati in
base a caratteristiche relazionali sociali e topologiche del nodo. Cio` ha comportato
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la definizione di un algoritmo che permetta il calcolo della centralita` di un nodo
in maniera distribuita e decentralizzata. L’approccio egocentrico adottato ha per-
messo l’individuazione della ego-betweenness centrality (ego-bc) [42] come misura
che meglio caratterizza l’importanza di un utente nei confronti dei propri amici.
Successivamente, tale misura viene utilizzata all’interno di un metodo di selezione
distribuito di social cache che permette di individuare, in maniera appropriata, i
nodi meglio adatti a ricoprire tale ruolo. I contributi originali di questo lavoro
sono i seguenti:
• I metodi proposti per il calcolo degli indici di centralita` (come [35], [47], [26],
[13] e [50]), molto spesso, sono basati su algoritmi centralizzati, considerano
la rete statica, assumono determinate proprieta` strutturali non sempre pre-
senti, assumono che il sistema possa essere sincronizzato, etc. E` importante
notare che, nonostante le restrizioni considerate, tali metodi difficilmente
riescono a raggiungere performance accettabili su reti di grandi dimensioni.
• Il metodo per il calcolo della ego-bc proposto puo` essere visto come un me-
todo di approssimazione della betweenness centrality di un nodo. Infatti, gli
esperimenti condotti hanno dimostrato un’elevata correlazione positiva tra le
due misure, paragonabile a quella raggiunta dai metodi di approssimazione
proposti in letteratura ma ad un costo computazionale molto inferiore.
• Il metodo di selezione dei social cache consente di prendere in considerazione,
oltre alle caratteristiche topologiche statiche e dinamiche (come ad esempio
la ego-bc), anche il comportamento temporale del nodo fisico sulla rete. A
tal proposito e` stato implementato un modello di user churn eterogeneo [25].
• Per un utente della OSN, i nodi selezionati come social cache vengono scel-
ti dall’insieme dei nodi della propria rete sociale ritenuti “importanti”. A
tal proposito, riveste un ruolo chiave, il valore della forza del legame (tie
strength), utilizzato per quantificare l’importanza di una relazione sociale.
• L’insieme dei social cache selezionati gode di un certo livello di fiducia, ere-
ditato dalla struttura sociale egocentrica dei singoli individui. Infatti i social
cache vengono scelti tra i nodi che si trovano nella cerchia sociale piu` vicina
ad un utente [54].
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La tesi e` organizzata come segue: nel Capitolo 2 vengono descritte alcune
proprieta` delle reti complesse, le DOSN attualmente disponibili e i principali pro-
blemi che derivano dalla distribuzione della OSN. Nel Capitolo 3 viene descritto
in dettaglio il problema del distributed social caching e gli strumenti utilizzati
per risolvere tale problema. Inoltre, viene proposta una soluzione originale a tale
problema. Nel Capitolo 4 vengono descritte le simulazioni effettuate per valutare
gli algoritmi proposti. Nel Capitolo 5 vengono descritti gli esperimenti condotti
su un dataset estratto da Facebook. Nel Capito 6 vengono infine presentate le
considerazioni finali e i lavori futuri.
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Capitolo 2
Stato dell’arte
2.1 Reti complesse
Una rete e` composta da un insieme di elementi (chiamati vertici o nodi) connessi
tra di loro attraverso degli archi. Nel mondo esistono molti sistemi che assumono
la forma di reti: Internet, reti biologiche, reti di distribuzione, etc. Lo studio delle
reti si basa sulla teoria dei grafi, che e` da tempo utilizzata come formalismo per la
modellazione di una rete.
Gli studi condotti in passato sulle reti, vertevano principalmente sull’analisi
di reti di piccole dimensioni per estrarre proprieta` interessanti dei singoli vertici o
archi. La rapida e crescente diffusione delle tecnologie di comunicazione ha portato
un notevole aumento delle dimensioni delle reti (ora composte da milioni di vertici).
L’aumento dell’ordine di grandezza ha portato ad una rivoluzione dell’approccio
analitico con il quale venivano studiate le reti, in quanto le domande che prima
erano interessanti per reti di piccole dimensioni, ora non lo sono piu`. Data la
dimensione della rete, risulta impossibile osservarne le caratteristiche attraverso
una rappresentazione grafica di questa, ed e` quindi necessario creare nuove misure
e strumenti che siano in grado di farci “vedere” la struttura della rete e le sue
caratteristiche principali. Inoltre, cio` che caratterizza particolarmente queste reti e`
la loro dimensione e la conseguente impossibilita` di dedurre l’intero comportamento
della rete a partire dal comportamento di uno o pochi nodi o link. La diffusione
delle tecnologie di rete, ha permesso la raccolta e l’analisi di grandi quantita` di
dati, prima non disponibili. Lo studio delle reti puo` avvenire a diversi livelli e con
diversi modi:
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• Possiamo analizzare la rete attraverso delle misure che ne caratterizzano la
struttura (come ad esempio la lunghezza dei cammini tra i vari nodi o la
distribuzione dei gradi dei nodi)
• Possiamo analizzare la rete dal punto di vista matematico attraverso la co-
struzione di un modello di rete che ci aiuta a capire come la rete arriva ad
avere determinate caratteristiche
• Possibile analizzare la rete in modo tale da predirne il comportamento e
l’evoluzione del sistema
In base al significato che diamo ai nodi e agli archi ci troviamo di fronte dif-
ferenti tipi di reti. Ad esempio gli archi possono rappresentare differenti tipi di
relazioni tra i vertici (amicizia, distanza geografica, relazione commerciale, ...) e
possono avere delle proprieta` locali (ad esempio proprieta` numeriche che indicano
il peso della relazione). Le principali categorie di reti sono:
Social Networks Una rete sociale e` una rete composta da un insieme di persone
o gruppi di persone che interagiscono tra di loro. Un tipico esempio di rete
sociale e` una community online che permette lo scambio di idee o di opinioni
(Facebook, Twitter).
Information Networks Sono reti dove i nodi rappresentano delle risorse di in-
formazione e gli archi delle relazioni logiche tra le varie risorse. L’esempio
piu` rappresentativo e` costituito dal World Wide Web, cioe` la rete composta
dall’insieme delle pagine web collegate tra di loro attraverso hyperlinks.
Biological Networks Anche nel campo della biologia abbiamo molti sistemi che
possono essere facilmente rappresentati da reti. Ad esempio e` possibile rap-
presentare la rete delle diverse reazioni chimiche che avvengono nei vari
processi chimici all’interno di una cellula.
La Tabella 2.1 elenca alcune reti presenti nel mondo reale.
2.2 Misure e proprieta` delle reti complesse
2.2.1 Small-world
Nel 1960 il sociologo Stanley Milgram condusse una serie di esperimenti per ana-
lizzare la struttura di una rete sociale [53]. La tecnica usata fu del tutto empirica:
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Tabella 2.1: Esempi di reti complesse
Tipi di reti Descrizione Nodi Archi
Rete delle rela-
zioni di amicizia
tra individui
individuo
relazione di ami-
cizia tra due indi-
vidui
Social
Network
Rete delle colla-
borazioni tra at-
tori
attori
relazione di colla-
borazione tra due
attori nello stesso
film
Rete delle comu-
nicazioni tra per-
sone
numero telefonico chiamate
Rete delle e-mail
scambiate tra
persone
indirizzi e-mail
messaggi inviati
da un indirizzo
ad un altro
Information
Network
Rete delle cita-
zioni tra articoli
articoli
citazioni tra i va-
ri articoli
World Wide Web pagine web
hyperlink tra pa-
gine web
Rete delle cita-
zioni tra articoli
articoli
citazioni tra i va-
ri articoli
Information
Network
World Wide Web pagine web
hyperlink tra pa-
gine web
sped`ı a circa duecento persone del Nebraska e del Kansas, selezionate in modo
casuale, delle lettere da consegnare ad un operatore di borsa di Boston, di cui
era noto solo il nome. I destinatari dovevano consegnare la lettera solo a persone
direttamente conosciute che avessero maggiori probabilita` di conoscere il destina-
tario della lettera. Il risultato di questo esperimento e` noto come “sei gradi di
separazione” e rappresenta il numero massimo di hop (passaggi) affinche´ la lettera
giunga a destinazione. Il risultato dell’esperimento di Milgram (noto come effetto
small-world) e` la prima dimostrazione diretta che il diametro di una social network
risulta essere molto ridotto. Infatti ogni coppia di nodi e` collegata da un cammino
caratterizzato da un numero limitato di hop.
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Se si considera una rete non orientata, possiamo definire la distanza media (in
termini di cammini minimi) tra due nodi della rete come:
! =
1
1
2n(n+ 1)
∑
i≥j
dij (2.1)
dove dij e` la lunghezza del cammino minimo tra il vertice i e j. Per una rete
di n nodi e m archi, la quantita` definita dall’Equazione (2.1) puo` essere calcolata
in O(nm). Fissato il grado medio dei nodi, una rete presenta un comportamento
small-world se il valore di ! cresce in modo logaritmico (o inferiore) al crescere
della dimensione della rete.
Sono stati sviluppati numerosi modelli di rete in grado di generare tale feno-
meno. Tra i piu` diffusi abbiamo ER random graph [19] e Watts and Strogatz
model [18]. Il fenomeno small-world ha importanti implicazioni sui vari processi
che avvengono all’interno delle reti in quanto garantiscono rapida diffusione/ricerca
dell’informazione.
2.2.2 Clustering
Il coefficiente di clustering viene utilizzato per valutare in che misura i vicini di
un nodo v sono a loro volta vicini tra di loro [40]. Molto spesso, nelle reti reali,
viene rilevata la presenza di collezioni di gruppi di nodi interconnesi tra di loro.
In particolare e` possibile suddividere gli archi di un nodo in due diversi gruppi:
quelli che appartengono alla sua community e quelli che lo collegano a nodi che
si trovano in altre community. L’esistenza e la bonta` di questi gruppi puo` essere
calcolata mediante il coefficiente di clustering.
Come definito in [56], se consideriamo il coefficiente di clustering dal punto di
vista di un vertice, abbiamo una valutazione locale del grado di aggregazione del
nodo e dei sui vicini. Tale valutazione puo` essere ottenuta andando a confrontare
il numero di archi esistenti tra i vicini del nodo v con il numero massimo di archi
possibili tra i vicini di v. Sia N(v) l’insieme dei nodi vicini al nodo v e nv = |N(v)|,
il numero massimo di archi tra i vicini di v e` dato da:
(
nv
2
)
=
1
2
nv(nv − 1) (2.2)
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Quindi, sia G(V,E) un grafo non orientato, v ∈ V con mv = |E(G(N(v)))|
(numero di archi del sottografo indotto da N(v)), possiamo definire il coefficiente
di clustering locale del nodo v come:
cc(v) =
{
mv/
(
nv
2
)
= 2·mvnv(nv−1) if δ(v) > 1
undefined altrimenti
(2.3)
dove δ(v) indica il grado del vertice v.
Se abbiamo dei grafi orientati e` necessario distinguere gli archi
−−−→〈v, w〉 (da v a
w) dagli archi
−−−→〈w, v〉 (da w a v). Il coefficiente di clustering e` quindi definito come:
cc(v) =
{
mv/(2 ·
(
nv
2
)
) = 2·mvnv(nv−1) if δ(v) > 1
undefined altrimenti
(2.4)
con δ(v) = δin(v) + δout(v).
Un altro scenario molto interessante e` quello in cui il grafo che rappresenta
la rete risulta orientato e pesato. Se i pesi degli archi descrivono l’intensita` della
relazione tra i due nodi adiacenti e` possibile utilizzare tale peso come base di
valutazione delle misure di clustering:
cc(vi) =
{ ∑
ei,j ,ei,k∈E(G)(w(ei,j)+w(ei,k))·A[i,j]·A[i,k]·A[j,k]
2·σ(vi)(δ(vi)−1) if δ(v) > 1
undefined altrimenti
(2.5)
DoveG e` un grafo orientato e pesato con insieme dei vertici V (G) = {v1, v3, ..., vn},
A e` la matrice di adiacenza del grafo G, ei,j e` l’arco che unisce il nodo vi al no-
do vj con peso w(ei,j). Dall’ Equazione (2.5) e` possibile notare che il prodotto
A[i, j] · A[i, k] · A[j, k] permette di considerare solo il peso degli archi incidenti al
nodo vi che formano un sottografo completo con i nodi adiacenti vj e vk. Tali pesi
vengono poi divisi per il grado del nodo δ(vi) e per la forza del nodo σ(vi) (vertex
strength), definita dall’Equazione (2.6).
σ(vi) =
n∑
j=1
w(〈vi, vj〉) · A[i, j] (2.6)
La quantita` (2.6) ci permette sia di pesare in modo relativo le varie triple di
vertici sia di confrontare valori di clustering di vertici diversi.
Un valore di clustering globale della rete puo` essere semplicemente ottenuto
attraverso la media dei coefficienti di clustering dei singoli nodi, come definito
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dall’Equazione (2.7).
CC(G) =
1
|V |
∑
v∈V
cc(v) (2.7)
Come spiegato in [40], e` possibile utilizzare una definizione differente di cluste-
ring chiamata comunemente network transitivity e definito dall’Equazione (2.8):
τ(G) =
n∆(G)
nΛ(G)
(2.8)
Dove n∆(G) e nΛ(G) rappresentano rispettivamente il numero totale di triangoli
distinti e il numero di triple distinte del grafo G. E’ possibile naturalmente dare
una definizione locale dell’Equazione (2.8) andando a considerare il rapporto tra
il numero di triangoli e il numero di triple distinte incidenti al vertice v (2.9).
τ(v) =
n∆(v)
nΛ(v)
(2.9)
Nel caso di social network, il coefficiente di clustering di un grafo G(V,E) con
numero di nodi n = |V | e numero di archi m = |E| e` anche conosciuto come
densita` (o network density) ed e` definito formalmente dall’Equazione (2.10).
ρ(G) =
m(
n
2
) (2.10)
La definizione di clustering dall’Equazione (2.7) e` facile da calcolare in modo
algoritmico mentre il clustering definito dall’Equazione (2.8) e` facile da calcolare
analiticamente. Il coefficiente di clustering ha un valore compreso tra [0, 1]. Va-
lori prossimi allo 0 indicano una rete poco clusterizzata dove gli archi collegano
principalmente nodi lontani piuttosto che nodi vicini, mentre valori prossimi ad
1 indicano una rete fortemente clusterizzata, composta da gruppi nodi vicini con
molti link tra di loro. In generale si sospetta che molte reti reali abbiano coeffi-
cienti di clustering alti all’aumentare della dimensione della rete, cioe´ C = O(1)
per n→∞.
2.2.3 Degree distribution
Una delle principali misure di analisi piu` utilizzata, sia per la velocita` di calcolo, sia
per le informazioni strutturali in grado di fornirci, e` il calcolo dei gradi dei vertici
nella rete o vertex degree (cioe` il numero di archi incidenti ad un vertice) [40].
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Il grado dei nodi ci permette di capire quali vertici all’interno della rete giocano
un ruolo chiave rispetto agli altri. Se molti gradi sono uguali tra di loro questo
significa che la struttura della rete e` molto regolare, cioe´ i vertici hanno gli stessi
ruoli. Viceversa, se la distribuzione dei gradi dei nodi risulta sproporzionata, ad
esempio perche´ solo pochi vertici hanno un grado relativamente alto in confronto
agli altri nodi, significa che´ alcuni vertici nella rete giocano il ruolo di hubs, cioe`
fanno da tramite verso molti nodi della rete. La rimozione di questi nodi hub
potrebbe provocare il partizionamento della rete in diverse componenti.
Sia pk la frazione di vertici della rete con grado pari a k, cioe` pk = |{v ∈
V |δ(v) = k}|, possiamo rappresentare la distribuzione dei gradi dei vertici attra-
verso un istogramma oppure attraverso il grafico della distribuzione cumulativa
definita dall’Equazione (2.11).
Pk =
∞∑
k′=k
pk′ (2.11)
Tale funzione rappresenta la probabilita` che il grado sia maggiore o uguale a
k. L’Equazione (2.11) e` in grado di mantenere una direttamente corrispondenza a
livello grafico con distribuzioni di tipo Power-Law e Esponenziali.
Il grado dei vertici costituisce di per se un’informazione essenziale per capire
le caratteristiche strutturali della rete. Tuttavia dalla distribuzione dei gradi non
e` possibile capire in che misura vertici con grado uguale o differente sono connessi
tra di loro. Tale fenomeno e` conosciuto come assortative mixing [40] e, in molte
reti reali, sono state osservate spesso due diverse tendenze [45]:
• Nodi che hanno un grado alto tendono ad essere connessi l’un l’altro
• Nodi con gradi alti tendono ad essere connessi a nodi con gradi bassi
Esistono diversi metodi per caratterizzare tale correlazione. Ognuno di essi si
differenzia in termini di dettaglio e compattezza del risultato. Un primo approccio
al calcolo dell’assortative mixing consiste nell’ assegnare un tipo ad ogni nodo della
rete e calcolare in che misura nodi dello stesso tipo sono connessi tra di loro. Un
approccio molto piu` semplice consiste nel misurare il grado di correlazione tra due
variabili casuali x e y attraverso l’indice di correlazione di Pearson (2.12) [55]:
r(x, y) =
1
n ∗
∑n
i=1((xi − x¯)(yi − y¯))√
1
n
∑n
i=1 (xi − x¯)2 ·
√
1
n
∑n
i=1(yi − y¯)2
(2.12)
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Dove n sono il numero di osservazioni, mentre x¯ e y¯ sono rispettivamente le medie
dei valori di xi e di yi (2.13):
x¯ =
1
n
n∑
i=1
xi y¯ =
1
n
n∑
i=1
yi (2.13)
Il valore r(x, y) e` compreso tra -1 e 1. Se la correlazione risulta positiva (r > 0)
ad un incremento di x corrisponde un incremento di y, mentre se la correlazione e`
negativa (r < 0) ad un incremento dei valori di x corrisponde un decremento dei
valori di y. Possiamo quindi adattare l’indice di Pearson al calcolo della degree
correlation.
Se consideriamo un grafo G non orientato, rappresentato dalla matrice di adia-
cenza A, con insieme dei vertici V (G) = {v1, v2, . . . , vn} ognuno dei quali ha grado
δ(vi) = di, possiamo definire la degree correlation di G come (2.14):
r(G) =
∑n
i=1
∑n
j=i+1((di − d¯)(dj − d¯) · A[i, j])∑n
i=1 (di − d¯)2
(2.14)
Dove per ogni coppia di nodi connessi si valutano i loro gradi, confrontandoli con il
grado medio. La misura globale definita in (2.14) permette di verificare proprieta`
strutturali molto importanti [45], [46]:
• nelle reti che presentano una degree correlation positiva, nodi con molti archi
tendono a connettersi tra di loro. Quindi tali reti sono robuste ai fallimenti
(i nodi centrali sono connessi tra di loro e formano una rete fitta di archi)
ma vulnerabili per quanto riguarda la diffusione epidemica.
• nelle reti che presentano una degree correlation negativa, nodi con molti archi
tendono a connettersi a nodi con pochi archi. I nodi con alto degree sono
separati tra di loro e tale separazione limita gli effetti dei fallimenti di nodi
ma rende la rete vulnerabile ad attacchi mirati.
Tuttavia, la definizione data dall’Equazione (2.14) non permette di analizzare reti
con comunicazione asimmetrica, dove la direzione degli archi gioca un ruolo chiave
nella rete. In [33] e` stato osservato che molte reti con relazioni dirette non presen-
tano una correlazione positiva o negativa, ma una combinazione di queste due. Se
adattiamo l’indice di correlazione descritto in Equazione (2.14) a grafi orientati,
possiamo individuare quattro diversi pattern di correlazione: r(in,in), r(in,out),
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Listing 2.1: Calcolo matrice JDD
Input: G(V,E)
Output: JDD
JDD =0;
for each (a, b) ∈ E
JDD[degree(a)][ degree(b)] ++;
end
r(out,in) e r(out,out), che prendono in considerazione ogni possibile combinazione
degli in-degree e degli out-degree dei nodi della rete.
Sia G un grafo orientato con archi E, possiamo definire la degree correlation
r(α, β) come [33]:
r(α, β) =
1
|E|
∑
i[(j
α
i − j¯α)(kβi − k¯β)]√
1
|E|
∑
i(j
α
i − j¯α)2 ·
√
1
|E|
∑
i(k
β
i − k¯β)2
(2.15)
dove α, β ∈ {in, out} definiscono il tipo di degree da considerare, con jαi e kβi
rispettivamente l’ α-degree e il β-degree del nodo sorgente e del nodo destinatario
dell’arco i dove j¯α = |E|−1∑i jαi e k¯β = |E|−1∑i kβi . Nell’Equazione (2.15)
per ogni arco vengono confrontate la α-degree del nodo sorgente e la β-degree
del nodo destinatario. Gli indici di correlazione descritti fino ad ora forniscono
risultati estremamente compatti che potrebbero essere di difficile interpretazione.
Un risultato piu` dettagliato del tipo di degree correlation viene fornito dalla Joint
Degree Distribution ( [17]) della rete. Consideriamo un grafo non orientato G
e la matrice JDD, dove JDD[i, j] rappresenta il numero di archi che collegano
due nodi con degree pari rispettivamente a i e j. Il Listing 2.1 descrive l’algoritmo
utilizzato per il calcolo della matrice JDD. La visualizzazione grafica della matrice
ci permette di capire in che misura nodi aventi grado i e j sono collegati tra di loro.
Questo metodo puo` essere ulteriormente semplificato andando a considerare per
ogni grado i la media di tutti corrispondenti gradi j, come definito dall’Equazione
(2.16).
∀i, K[i] =
∑
j j · JDD[i][j]∑
j JDD[i][j]
(2.16)
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Listing 2.2: Calcolo matrice JDD per grafo orientato
Input: G(V,E)
Output: JDD(α,β)
JDD(α,β)=0;
for each (a, b) ∈ E
JDD(α,β)[α-degree(a)][β-degree(b)] ++;
end
Tale semplificazione ci permette di conoscere la media con cui i nodi con degree i
sono connessi a nodi con degree K[i]. La JDD puo` essere calcolata anche su grafi
orientati. Tenendo in considerazione le quattro diverse correlazioni possibili sui
gradi dei nodi e siano α, β ∈ {in, out} le variabili che esprimono la α-degree e la
β-degree da confrontare, la matrice JDD(α,β) e` definita dal Listing 2.2.
2.2.4 Scale-free networks
Gli studi condotti da Baraba´si e Albert [8] hanno dimostrato che molte reti rea-
li (come ad esempio il World Wide Web) presentano una distribuzione dei gradi
dei nodi di tipo Power-Law. Le reti con questa distribuzione sono caratterizza-
te dall’avere pochi nodi con degree alto, mentre i restanti nodi mantengono un
grado molto basso. Tale distribuzione e` dovuta principalmente a due importanti
caratteristiche delle reti reali:
• le reti sono aperte e sono formate dinamicamente attraverso l’aggiunta di
nuovi nodi della rete
• i link all’interno della rete non vengono creati con una probabilita` uniforme
Tale fenomeno emerge in contesti di reti crescenti, dove nuovi nodi si collegano
preferibilmente a vertici molto connessi al resto della rete. Tale reti vengono
chiamate scale-free in quanto la distribuzione dei gradi dei nodi e` indipendente
dalla scala di grandezza. Le reti scale-free presentano anche il fenomeno small-
world in quanto hanno un alto coefficiente di clustering e il loro diametro aumenta
logaritmicamente al crescere del numero di vertici n [57].
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2.2.5 Network resilience
La network resilience o resistenza della rete e` una proprieta` relativa alla distri-
buzione dei gradi che misura la capacita` della rete alla rimozione di alcuni suoi
vertici [40]. Tale proprieta` e` stata ampliamente studiata a causa della presenza
di molte reti reali che affidano le proprie funzionalita` alla connettivita` della rete,
cioe´ all’esistenza di un path di comunicazione tra coppie di vertici. La rimozione
dei nodi puo` causare un sensibile aumento della lunghezza dei paths o addirittura
l’incapacita` di stabilire una comunicazione tra coppie di nodi. Le reti hanno una
resistenza di rete che dipende dal modo in cui si scelgono i vertici da rimuovere:
• rimozione casuale dei vertici
• rimozione del vertici con grado piu` alto
• rimozione di una classe di vertici
In molti studi (come [3] e [11]) che trattano l’effetto della rimozione di vertici e`
stata osservata una forte network resilience alla rimozione di vertici casuali e una
considerevole diminuzione di resistenza nel caso di rimozione di vertici non causali,
ottenuti utilizzando le altre euristiche.
2.2.6 Community
Molte social network sono caratterizzate da gruppi di vertici con molti archi in-
cidenti a membri dello stesso gruppo e pochi archi tra vertici di gruppi diversi.
Tale struttura rispecchia quella che si viene a creare in molte ambienti dove le per-
sone si dividono in gruppi caratterizzati da interessi comuni, occupazione, eta` o
altri caratteri. Tali community, chiamati cluster possono essere estratti attraverso
l’analisi dei cluster (o cluster analysis) [40].
2.2.7 Centrality
Gli indici di centralita` misurano l’importanza (o centralita`) di un nodo all’interno
della rete. Esistono vari indici di centralita` che possono essere utilizzati a secon-
da di come viene caratterizzata l’importanza di un nodo nel contesto in cui ci
troviamo.
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La Degree Centrality da informazioni sul numero di archi o link posseduti da
un nodo e viene calcolato come definito dall’Equazione (2.17), dove δ(v) indica il
grado del nodo v.
CD(v) =
δ(v)
|V |− 1 (2.17)
Tale indice misura effettivamente la connettivita` di un nodo della rete in quanto
un nodo con degree centrality alto possiede numerosi link verso altri nodi.
La Closeness Centrality [24] [42] misura il grado con il quale l’informazione
viene diffusa, a partire da un nodo, verso tutti gli altri nodi della rete. La clo-
seness centrality viene calcolata come definito dall’Equazione (2.18), dove d(v, t)
rappresenta la distanza minima tra il nodo v e t.
CC(v) =
∑
t∈V d(v, t)
|V |− 1 (2.18)
La Betweenness Centrality (BC) e` una degli indici piu` conosciuti, in grado
di misurare la centralita` dei nodi in una rete. E’ stata inizialmente introdotta
da Anthonisse [32] e Freeman [22], nel contesto delle reti sociali, come misura
dell’influenza che un individuo ha sul flusso di informazione nella rete.
La BC di un nodo v misura la porzione dei cammini minimi σs,t(v) tra ogni
coppia di nodi s e t che passano attraverso il nodo v (Equazione (2.19)) . Questa
misura rappresenta una caratteristica globale di un nodo all’interno della rete, a
differenza di altre caratteristiche locali come il grado di un nodo.
C(v) =
∑
v %=s,t
σs,t(v)
σs,t
(2.19)
Il valore σs,t rappresenta il numero di cammini minimi dal nodo s al nodo t.
La definizione di BC data in Equazione 2.19 assume che l’informazione all’interno
della rete viaggia attraverso i percorsi minimi tra i vari nodi.
In base al tipo di rete che prendiamo in considerazione, la misura di BC ci per-
mette di dedurre diverse informazioni. Ad esempio, per una rete di comunicazione,
un valore alto di BC ci da` informazioni sui nodi che permettono di raggiungere
parti diverse della rete, e puo` essere quindi per indirizzare il traffico verso i nodi
centrali della rete (in modo da garantire una maggiore diffusione).
Poiche´ la BC richiede il calcolo dei cammini minimi tra ogni coppia di nodi,
il suo costo computazionale risulta essere proibitivo per reti molto grandi (pari a
O(nm) per grafi non pesati e O(nm + n2 log n) per grafi pesati, dove n e m sono
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il numero di nodi e di archi presenti nel grafo). L’alto costo computazionale della
BC deriva in primo luogo dalla risoluzione del problema dei cammini minimi per
ogni coppia di nodi della rete e di conseguenza anche dalle dimensioni della rete.
Inoltre, dato che la maggior parte dei metodi per il calcolo della BC sono creati
e sviluppati partendo dall’assunzione che la rete sia statica, per reti che crescono
dinamicamente, e` necessario ricalcolare la BC periodicamente.
2.3 DOSN
Negli ultimi anni un numero sempre piu` crescente di comunita`, appartenenti sia
al mondo accademico sia a quello dell’open source, hanno proposto/implementato
differenti tipi di DOSN. Una DOSN e` una piattaforma distribuita che si occupa del
mantenimento e della fruizione dei servizi offerti da una OSN in maniera distribui-
ta [2]. La decentralizzazione dei servizi offerti dalla OSN viene realizzato attraver-
so tre metodologie: (i) attraverso server decentralizzati (PrPl [51], Vis-a`-Vis [5],
Diaspora [1] e Persona [7]), (ii) attraverso un sistema P2P (PeerSoN [12], Life-
Social.KOM [27], Cachet [48] e Safebook [15]) o (iii) attraverso sistemi ibridi che
combinano gli approcci precedenti (Confidant [37]). Alcune delle DOSN proposte
rappresentano soltanto il primo passo verso la costruzione di una sistema distri-
buito di OSN completo. Di seguito vengono descritte le principali caratteristiche
di alcuni tra i sistemi sopra citati.
Diaspora Sistema composto da una rete di server indipendenti (federated Diaspo-
ra server), amministrati da singoli utenti, che permettono di memorizzare i
profili degli utenti del sistema. L’utente decide se mantenere il completo con-
trollo dei suoi dati attraverso un proprio Diaspora server oppure di utilizzare
un server gia` esistente.
I server Diaspora usano una strategia di tipo push per inviare notifiche e
dati agli altri server. I dati vengono replicati su differenti server Diaspora.
L’amministratore del server ha la possibilita` di accedere ai dati non cifrati
presenti nel proprio database, sia in lettura che in scrittura.
LifeSocial.KOM LifeSocial e` una online social network basata su piattaforma
P2P. La memorizzazione affidabile dei dati viene realizzata attraverso un si-
stema di gestione dei dati P2P, dove tutti i dati sono memorizzati, in maniera
sicura, in una DHT. La DHT assicura il bilanciamento del carico su tutti i
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peer, la replicazione dei dati e il controllo degli accessi ai dati attraverso la
crittografia a chiave pubblica e identificatori di utenti.
LifeSocial e` stata progettata in modo da avere un sistema modulare e estendi-
bile attraverso l’utilizzo di plugins, cioe` attraverso degli elementi costruttivi
che forniscono specifiche funzionalita`).
PeerSoN PeerSoN e` una infrastruttura distribuita costruita su due livelli archi-
tetturali: un livello utilizzato per la memorizzazione dei dati utente sui vari
peer della rete, un livello che offre un servizio di lookup sui dati e garantisce
proprieta` di sicurezza e privacy. Il livello di lookup viene realizzato attra-
verso DHT. La confidenzialita` dei dati viene garantita attraverso tecniche di
cifratura. Anche le chiavi per effettuare l’accesso alla DHT sono cifrate in
modo da essere utilizzate esclusivamente da utenti autorizzati.
La comunicazione tra utenti e` diretta nel momento in cui sono entrambi
online altrimenti avviene attraverso messaggi asincroni.
Safebook Safebook e` una rete sociale distribuita composta principalmente da
tre differenti componenti: il Trusted Identity Service (TIS), matrioska e un
sottostrato P2P. Il servizio di TIS consente, a tutti gli utenti invitati, di
acquisire un certificato per poter connettersi alla DOSN. All’interno del si-
stema vengono distinti gli utenti identificati della OSN e gli utenti anonimi.
La protezione degli utenti identificati avviene attraverso una schema a ma-
trioska composto da overlay specializzate. Ogni nodo contribuisce a formare
due tipi di overlay: la rete overlay del sottostrato P2P e un’insieme di strut-
ture concentriche (matrioska) che permettono la memorizzazione sicura dei
dati e la loro disponibilita`. Le matrioska sono costruite intorno ad ogni nodo
e vengono utilizzate per garantire l’anonimato delle richieste, nascondere l’e-
sistenza dell’utente nel centro, aumentare la disponibilita` dei dati dell’utente
attraverso la loro replicazione. La rete e basata principalmente su diverse
DHT nelle quali vengono strutturate le matrioska.
Cachet Cachet e` un’architettura decentralizzata per reti sociali. Il cuore del si-
stema e` composto da una overlay ibrida (strutturata/non strutturata) che
utilizza DHT per creare il livello di memorizzazione dei dati della rete. La
memorizzazione dei dati degli utenti avviene su nodi DHT non sicuri. La
confidenzialita` dei dati viene quindi garantita attraverso tecniche crittogra-
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fiche a chiave pubblica basate su attributi. In particolare, i dati vengono
rappresentati in termini di oggetti (container object) che consentono di asso-
ciarne delle specifiche politiche di accesso. L’utente crea la politica di accesso
al momento della creazione del dato.
La diffusione dei dati viene garantita attraverso algoritmi di social caching
basati su gossip che propagano i nuovi update immediatamente ai nodi che
sono on-line. Quando un utente oﬄine ritorna attivo nel sistema viene uti-
lizzato un protocollo di presenza per individuare gli altri utenti online e
richiedere i loro aggiornamenti e quelli dei contatti comuni, se ne possie-
dono. La DHT viene utilizzata per recuperare aggiornamenti di utenti che
potrebbero essere non in cache.
Confidant Confidant implementa la centralizzazione di una OSN attraverso un
approccio ibrido. I dati utente sono mantenuto a livello della rete P2P. La
disponibilita` dei dati e` garantita attraverso la replica su nodi “fidati” (cioe`
con i quali esiste una relazione di amicizia). Le informazioni rilevanti per un
utente, come l’indirizzo dei nodi su cui vengono eseguite le repliche dei suoi
dati e lo stato di tali nodi, vengono mantenute su dei server cloud (naming
server). La separazione dei dati dal cloud provider e` garantita dal livello di
memorizzazione P2P.
2.3.1 Disponibilita` dei dati
Garantire la disponibilita` dei dati degli utenti nel sistema e` uno dei problemi
principali che emerge dalla decentralizzazione di una OSN. La disponibilita` dei dati
deve essere garantita anche quando l’utente non si trova online. I dati prodotti o
consumati da un utente possono essere di diverso tipo: post, messaggi, contenuti
multimediali, interessi, etc. Il modo in cui vengono strutturati i contenuti prodotti
da un utente influenza direttamente le prestazioni del sistema di memorizzazione
[48].
Per risolvere il problema della disponibilita` dei dati e` necessario decidere dove
memorizzare i dati di un utente: sul dispositivo dell’utente, in DHT, sui contatti
sociali dell’utente, etc. La disponibilita` dei dati puo` essere garantita attraverso
server decentralizzati, che si occupano di memorizzare e rendere disponibili i con-
tenuti prodotti da un utente, oppure attraverso DHT, dove i nodi formano una
DHT che viene utilizzata per la memorizzazione dei dati.
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La memorizzazione dei dati su nodi della rete non sicuri richiede l’utilizzo di
opportune tecniche per garantire la loro segretezza. Le caratteristiche di sicurezza
possono essere aumentate andando a memorizzare i dati di un utente solo su nodi
di utenti fidati. La DOSN risultante da tale approccio beneficia di un certo livello
di fiducia, ereditato dalle proprieta` strutturali che caratterizzano le reti sociali
reali, e riduce gli sforzi necessari a garantire i requisiti di sicurezza del sistema.
Recenti lavori (come [23] e [28]) hanno mostrato un aumento delle applicazioni
che sfruttano le relazioni di una rete sociale per ottenere performance migliori e
garantire aspetti relativi alla sicurezza.
L’introduzione di tecniche di data replication consente di aumentare ulterior-
mente la disponibilita` dei dati dell’utente al prezzo di un maggiore costo di gestione
del sistema.
L’utilizzo delle DHT per assicurare la disponibilita` dei dati si e` dimostrato
inefficiente nelle ultime implementazioni che utilizzano tale tecnica. L’inefficienza
e` dovuta in primo luogo alle caratteristiche dinamiche del sistema, che richiedono
soluzioni efficienti per la replicazione dei dati su diversi nodi della DHT o su DHT
parallele, e necessitano quindi ulteriori costi per la gestione di tali strutture. In
secondo luogo alla natura dei dati sociali memorizzati nelle DHT (profili utente
o un neewsfeed, cioe` i piu` recenti aggiornamenti riguardanti un utente), sono tali
da non costituire una struttura unica ma sono composti a loro volta da tanti sot-
toelementi (come commenti di altri utenti, riferimenti ad altri profili) e per essere
ricostruiti richiedono un numero considerevole di accessi alla DHT (che potrebbero
richiedere centinaia di secondi) [48]. Infine tali strutture necessitano di un buon
bilanciamento del carico in quanto alcuni contenuti potrebbero essere acceduti
molto piu` frequentemente di altri. Cio` spiega come molte DOSN, che facevano
affidamento interamente su DHT per garantire la disponibilita` dei dati, sono state
riprogettate in modo da utilizzare delle soluzioni ibride. Molti dei sistemi proposti
(come [12], [27] e [48]) utilizzano delle DHT per garantire la disponibilita` dei dati.
La disponibilita` puo` essere fornita attraverso tecniche di distributed caching
che consentono di definire un modello per il caching dei dati, che permetta di ri-
durre i costi di diffusione dell’informazione che emergono dalla distribuzione della
OSN [38], [39]. Tali tecniche consentono di selezionare un certo numero di nodi
(social cache) da utilizzare per la memorizzazione e diffusione degli update piu`
recenti. La selezione dei nodi che agiscono da server puo` essere effettuata secondo
diverse euristiche: Random, Greedy, etc. Tuttavia, per ottenere un certo livello di
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robustezza del sistema e per aumentare la disponibilita` dei dati, la selezione dei
server dovrebbe prendere in considerazione differenti caratteristiche di un nodo:
caratteristiche strutturali locali (come il grado del nodo o il coefficiente di clu-
stering) e globali (centralita`), caratteristiche temporali, caratteristiche hardware,
etc. Per garantire buone proprieta` di sicurezza i social cache si occupano solo
delle informazioni sociali prodotte o consumate da utenti con i quali si ha una
relazione di amicizia. Tale caratteristica consente di avere comunicazioni con un
raggio di 1 hop. I nodi selezionati come social cache fanno da ponte per la distri-
buzione degli aggiornamenti da utenti produttori verso utenti consumatori mentre
i rimanenti nodi, vengono assegnati ad uno o piu` nodi cache. Ogni nodo della rete
puo` essere consumatore o produttore di informazioni sociali. I nodi produttori
notificano le informazioni prodotte ai social cache di cui sono membri. I nodi con-
sumatori interrogano i nodi cache di cui sono membri per apprendere informazioni
sugli aggiornamenti dei loro amici. Poiche´ i social cache contengono informazioni
che appartengono solo ai loro amici, la loro selezione viene effettuata in modo da
formare un Neighbor-Dominating Set (NDS) tale che:
• Ogni nodo della rete e` un social cache oppure e` connesso a uno o piu` social
cache;
• Ogni coppia di nodi amici sono connessi ad almeno un social cache se nessuno
dei due nodi assume il ruolo di social cache.
In [38], per la risoluzione di tale problema, vengono proposti due algoritmi non
distribuiti e che fanno uso di informazioni globali del grafo sociale (cioe` del grafo
ottenuto considerando gli utenti del sistema e le loro relazioni di amicizia). Il pri-
mo algoritmo permette di approssimare il NDS scegliendo i social cache in maniera
casuale. Il secondo algoritmo permette di selezionare i social cache prendendo in
considerazione le caratteristiche di connettivita` dei nodi nel grafo sociale (Social
Score). Il punteggio di social score assegnato ad ogni nodo misura l’importanza
di un nodo ad assumere il ruolo di social cache in base a tre differenti proprieta`:
Coefficiente di clustering (Paragrafo 2.2.2), Vertex degree (Paragrafo 2.2.3) e Ego-
centric Betweenness Centrality la quale misura la betweenness centrality (BC)
(Paragrafo 2.2.7) considerando la ego network del nodo [42]. Cioe` la rete compo-
sta dal nodo stesso, da tutti i suoi vicini e da tutti gli archi adiacenti (Paragrafo
3.1). La ego betweenness centrality (EBC) misura quindi il numero di volte che
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un nodo si trova sul cammino minimo di due suoi vicini nella egocentric network e
di conseguenza ci da informazioni sul numero di nodi che l’ego riesce a connettere.
In [39] invece, vengono proposti quattro algoritmi distribuiti per la selezione
dei social cache che non richiedono quindi conoscenze dell’intero grafo sociale della
rete: Randomized, Triads Elimination, Span Elimination e Social Score. La rete
viene considerata statica e con un modello di comunicazione sincrono basato su
round. Inoltre gli amici di un utente vengono considerati fidati e altruisti.
In Randomized ogni nodo della rete elegge se stesso come socal cache in base
ad una probabilita` soglia. L’algoritmo viene ripetuto fino a quando non vengono
soddisfatte le proprieta` del NDS. Di conseguenza le performance di questo metodo
dipendono dalla probabilita` soglia.
In Triad Elimination e Span Elimination vengono eseguite due fasi: una fase
di selezione e una di eliminazione. Nella prima fase ogni nodo calcola il numero
di triadi chiuse di cui fa parte (Triad) o il numero di archi coperti (Span) e per
ogni arco si seleziona un social cache in base al valore calcolato. Poiche´ il numero
di social cache prodotti dalla fase di selezione potrebbe essere molto superiore
rispetto al numero ottimo, viene applicata una fase di eliminazione che consente
di ridurre il numero di social cache individuati. Entrambi gli algoritmi terminano
in un numero costante di round pari a 2.
L’algoritmo Social Score effettua la selezione dei social cache in due stage e uti-
lizza come metrica di selezione la misura di social score definita precedentemente.
Nel primo stage ogni nodo calcola il proprio punteggio di social score e diventa
social cache se il suo punteggio supera una certa soglia. Nel secondo stage, ogni
nodo che non e` stato eletto come social cache calcola il numero di archi coperti
(Span) e se qualche arco non e` stato coperto da social cache il nodo assume il ruo-
lo di social cache in base ad una probabilita` soglia. Le prestazioni dell’algoritmo
dipendono quindi dal valore delle probabilita` soglia scelte.
2.3.2 Diffusione delle informazioni
All’interno di una OSN tutti gli utenti sono produttori e consumatori di informa-
zioni nei confronti dei loro amici. Le informazioni prodotte devono essere diffuse
efficientemente all’interno della ego network dell’utente che le ha generate. Le
principali tecniche utilizzate per la diffusione delle informazioni sono il gossip e
multicast. La diffusione attraverso multicast permette di ridurre i tempi di diffu-
sione dell’informazione al costo di un maggior carico e traffico nella rete. Infatti,
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in una DOSN la frequenza di produzione delle informazioni puo` esse molto alta
e causare il congestionamento della rete o di parti di essa. La diffusione delle
informazioni attraverso il flooding assicura un’alta probabilita` di risposta ma po-
trebbe provocare un degradamento del servizio in quanto l’informazione andrebbe
a raggiungere anche contatti che non sono interessati ad essa. Attraverso l’utiliz-
zato di tecniche di gossip e` possibile mantenere un alto livello di diffusione delle
informazioni nella rete e contemporaneamente ridurre il carico della rete. Inoltre,
e` possibile utilizzare determinate tecniche di selezione dei nodi da utilizzare per la
diffusione dell’informazione.
In [44] vengono utilizzati due differenti protocolli di gossip per garantire la dif-
fusione della informazione. Il primo protocollo di tipo rumor mongering esegue
delle fasi di push per garantire la diffusione delle informazione degli utenti che si
trovano online. Il secondo protocollo di tipo anti-entropy esegue fasi di push-pull e
garantisce che tutti i nodi che rimangono online per un periodo di tempo sufficien-
temente lungo ricevano le informazioni non conosciute. Tre differenti euristiche
vengono proposte per la selezione dei nodi verso i quali diffondere l’informazione:
Random Selezione casuale del nodo verso il quale inviare gli update.
Anti-centrality Selezione del nodo in base alla Degree Centrality (Paragrafo
2.2.7).
Fragmentation Selezione del nodo in base alle componenti disconnesse che per-
mette di raggiungere.
Ad ogni ciclo di gossip, il nodo invia tutti o una parte degli aggiornamenti
che il nodo selezionato potrebbe non conoscere. Gli aggiornamenti conosciuti dal
nodo selezionato vengono rimossi dalla lista delle informazioni da disseminare con
una certa probabilita` p. Quando un nodo viene a conoscenza di un nuovo aggior-
namento per un suo contatto, diffonde l’aggiornamento ai nodi in comune con il
contatto che non sono ancora a conoscenza dell’informazione. Inoltre, vengono
definite due versioni del protocollo che differiscono principalmente per l’utilizzo di
message-history che permettono di apprendere le informazioni gia` conosciute da
un contatto e quindi di ridurre la possibilita` di inviare aggiornamenti gia` noti.
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2.3.3 Algoritmi distribuiti per l’analisi di reti sociali
Negli ultimi anni sono stati proposti differenti metriche e metodi per lo studio
dell’importanza di un nodo all’interno di una rete complessa. Differenti indici
di centralita` sono stati proposti per misurare l’importanza. Tuttavia i principali
indici utilizzati sono betweenness centrality (BC), closeness centrality [24] e degree
centrality. Molti algoritmi per il calcolo degli indici di centralita` (concepiti per lo
piu` per il Big Data) richiedono una conoscenza globale della rete ed hanno un
alto costo computazionale che li rende inutilizzabili in reti complesse di grandi
dimensioni. L’importanza di tali misure nel contesto di rete considerato ha portato
ad un crescente interesse da parte della comunita` scientifica verso nuovi metodi
distribuiti per il calcolo della centralita`.
In [34] viene proposto DANCE: un metodo distribuito e decentralizzato per i
calcolo della centralita` di un nodo in reti complesse. Il principale obiettivo del
metodo e` quello di stimare la closeness centrality di un nodo considerando solo la
sottorete contenente i nodi che hanno una distanza dal nodo considerato minore
di una certa soglia h. La prima parte del metodo consiste nell’individuare, per
ogni nodo, la sottorete di raggio h. A tale scopo vengono utilizzati messaggi con
un time to live limitato. Questa fase viene completata in h step e necessita di un
numero di messaggi scambiati pari a O(n× dhavg), dove n e` il numero di nodi della
rete mentre davg e` il grado medio dei nodi della rete. Terminata la fase di raccolta
delle informazioni, il calcolo della misura di centralita` avviene misurando il volume
della sottorete (cioe` sommando i gradi dei nodi che si trovano nella sottorete). Il
metodo e` stato valutato su reti scale-free e random ottenute utilizzando differenti
modelli.
In [13] viene proposto un metodo per l’approssimazione della centralita` di un
nodo in reti che modulari, cioe` in reti che presentano una struttura fatta da co-
munita` a loro volto connesse tra di loro. Il metodo definisce come calcolare l’ap-
prossimazione della closeness centrality e fornisce inoltre due misure di centralita`
chiamate Inbetweenness Centrality e Shortest-path Betweenness. Il metodo fa uso
di un algoritmo per l’individuazione delle community che ha una complessita` pari
a O(m), dove m e` il numero di archi del grafo sociale. Una volta individuate i
vari gruppi di nodi densamente connessi tra di loro, viene creato un grafo astratto
(Abstract Graph) che sintetizza la struttura modulare della rete. Sul grafo astratto
vengono successivamente calcolate le misure di centralita` definite. Il metodo fa uso
dell’algoritmo di Dijkstra per il calcolo dei cammini minimi ed ha una complessita`
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in tempo pari a O(
√
nm).
In [26] vengono proposte e valutate tre differenti tecniche di approssimazione
della betweenness centrality. La prima tecnica fa uso di un certo sottoinsieme di
nodi (chiamati pivot) per l’approssimazione della centralita`. In particolare la BC
viene calcolata considerando solo i pivot. Tuttavia tale tecnica sovrastima la BC
di nodi che si trovano vicino al pivot scelto. Per risolvere questo problema, nella
seconda tecnica proposta, viene inserito un peso per quantificare la distanza dal
pivot. L’ultima tecnica proposta consiste nel calcolare la BC andando a ridurre
il numero di cammini minimi considerati. A tale scopo vengono considerati solo i
cammini minimi che distano al piu` k dal nodo considerato. Le prime due tecniche
hanno un complessita` pari a O(Km) doveK e` il numero di pivot selezionati mentre
l’ultima tecnica ha una complessita` pari a O(n× davg) dove davg e` il grado medio
dei nodi.
In [47] viene proposto un modello per lo studio e l’approssimazione della centra-
lita` dei nodi. Tale modello si basa sul concetto di Projection Graph che rappresenta
il grafo pesato e non orientato che emerge dalla distribuzione del grafo sociale su
una rete P2P. Su ogni nodo del projection graph, chiamati peer, vengono mappati
un certo numero di utenti del grafo sociale. Gli archi del projection graph rap-
presentano i link sociali tra utenti mappati in peer differenti. Il peso di ogni arco
e` dato dal numero di archi nel grafo sociale che collegano utenti mappati su peer
diversi del projection graph.
In [35] viene proposto un framework per il calcolo di quattro indici di centralita`
in maniera distribuita e decentralizzata. Il metodo proposto assume che il sistema
puo` essere sincronizzato e che ogni dispositivo di comunicazione ha un raggio
massimo di trasmissione. Le misure di centralita` calcolabili attraverso il framework
sono: Betweenness Centrality, Closeness Centrality [24], Graph Centrality [29] e
Stress Centrality [52]. Il calcolo delle misure di centralita` viene eseguito in due
fas1:
• Nella prima fase, chiamata Count Phase, ogni nodo calcolata la distanza o
il numero di cammini minimi verso tutti gli altri nodi della rete.
• Nella seconda fase, chiamata Report Phase, ogni nodo diffonde la distanza o
il numero di cammini minimi a tutti gli altri nodi della rete.
Il metodo ha una complessita` in tempo pari a O(DG) dove DG rappresenta il
diametro della rete, che dipende dall’estensione geografica della rete piu` che dai
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nodi in essa contenuti. Il numero di messaggi scambiati e` pari a O(n2m) ed e` una
complessita` ottima considerando il fatto che ogni nodo necessita di conoscere la
distanza e il numero di cammini minimi di ogni nodo della rete.
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Capitolo 3
Social Caching in DOSN: una
proposta
Le DOSN permettono agli utenti un maggiore controllo sui propri dati. L’utente
puo` decidere di mantenere le proprie informazioni in diverse locazioni come server
aziendali, Cloud o sui propri dispositivi. In questo ultimo caso la presenza o meno
dell’utente nel sistema provoca diversi problemi per la gestione dei dati sociali
(come disponibilita`, persistenza, consistenza e gestione dei dati). In questo capitolo
definiamo il modello di riferimento (Paragrafo 3.1) che verra` utilizzato come base
per la definizione di algoritmi di social caching. Nel Paragrafo 3.2 si descrivono
i problemi che il lavoro di tesi si propone di risolvere. Dopo aver analizzato le
misure di centralita` esistenti (Paragrafo 3.3) e proposto dei metodi efficienti per
la loro computazione in social overlay Dunbar-based (Paragrafo 3.4), proponiamo
un metodo di Distributed Social Caching che sfrutta le proprieta` strutturali e
temporali dei nodi per effettuare una selezione efficiente dei social cache (Paragrafo
3.8).
3.1 Definizione dell’overlay P2P
Per decentralizzare e distribuire i servizi di una OSN secondo un approccio di tipo
P2P dobbiamo inizialmente definire l’overlay network, cioe` definire come i nodi
della rete P2P sono connessi tra di loro.
L’approccio piu` generale consiste nel creare una topologia di rete che rispecchi la
struttura del grafo sociale, cioe` del grafo contenente gli utenti e le relazioni di ami-
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cizia tra di essi. Tuttavia il numero di relazioni possedute da un utente (ricordiamo
che Facebook permette di stabilire fino a 5000 relazioni di amicizia) potrebbe di
gran lunga superare le capacita` fisiche dei dispositivi necessarie a mantenere e a
gestire tale numero di connessioni. Inoltre, non e` detto che tutte le relazioni di
amicizia vengano prese in considerazione durante la normale attivita` di un uten-
te in una OSN. Per limitare il numero di connessioni e` necessario analizzare le
proprieta` delle relazioni sociali di un individuo, e quindi della ego network di un
individuo, cioe` la rete sociale formata dall’individuo (ego) e dalle persone con cui
l’individuo e` in contatto (alter) [42].
Dal punto di vista antropologico e sociologico queste reti sono state gia` ampia-
mente studiate. La proprieta` chiave che caratterizza le ego network e` la cos`ı detta
“forza del legame” (o tie strength) che definisce la distanza tra due individui in
base ai diversi fattori reali che implicano una relazione sociale (come ad esempio
il concetto di confidenza). Gli studi condotti nel campo antropologico hanno di-
mostrato che le ego network presenti nella sfera umana assumono una struttura
gerarchica composta da quattro anelli concentrici sui quali si dispongono gli alter,
in base alla tie strength della relazione sociale posseduta con l’ego [31]. L’anello piu`
vicino all’ego, chiamato support clique, contiene gli individui con i quali si hanno
relazioni molto stabili ed e` composto in media da 5 persone. Gli altri anelli, chia-
mati rispettivamente sympaty group, affinity group e active network, contengono
relazione sociali caratterizzate da tie strength sempre piu` basso. L’ultimo gruppo
(active network) definisce i confini tra le relazioni attive e quelle non attive. La
dimensione di quest’ultimo cerchio e´ limitata a 150 persone circa. Tale numero e`
conosciuto comunemente come numero di Dunbar, dal nome dell’antropologo che
propose tale valore come limite cognitivo al numero di relazioni sociali stabili (cioe`
per le quali si dedicano risorse cognitive) che una persona e` in grado di mante-
nere [49]. Tale limite e` ottenuto considerando la dimensione della neocorteccia
celebrale di un individuo medio.
Studi recenti hanno dimostrato che le ego network virtuali presenti nelle on-
line social network (come Facebook e Twitter) ereditano le caratteristiche delle
ego network presenti della realta` [6, 42, 43, 54]. Naturalmente le ego network indi-
viduate in ambienti virtuali sono caratterizzate da una diversa definizione di tie
strength rispetto alle relazioni sociali reali. Per l’individuazione di tale struttura e`
necessaria la definizione di una misura che indichi la tie strength esistente tra un
individuo ed un suo contatto. La definizione di una misura in grado di modellare
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Figura 3.1: Cerchi di Dunbar
correttamente la forza del legame tra due persone e` ancora un problema aperto.
In [6], attraverso l’analisi delle correlazioni tra i diversi tipi di contenuti (come
messaggi, eventi, documenti multimediali,etc) scambiati da utenti Facebook, ven-
gono definiti differenti modelli predittivi della forza del legame. In [43] si utilizza
come misura della forza del legame la frequenza di contatto tra le due persone,
la quale rappresenta un aspetto che caratterizza una relazione stabile. Tale fre-
quenza viene calcolata prendendo in considerazione le interazioni che avvengono
tra individui in un determinato periodo di tempo. In Figura 3.1 viene mostrata
la ego network risultante da tale approccio. La support clique, contiene persone
con le quali l’individuo ha contatti almeno una volta a settimana ed e` composta in
media da 5 persone. La sympaty group contiene persone con le quali l’individuo
ha contatti almeno una volta al mese ed e´ composto in media da 15 persone. La
affinity group non risulta completamente caratterizzato sia dal punto di vista della
frequenza dei contatti, sia rispetto alla dimensione del gruppo, tuttavia si stima
che abbia una dimensione di circa 50 persone. Inoltre il rapporto tra i vari cerchi
(cioe` il rapporto tra due cerchi successivi) risulta essere piu` o meno costante e pari
a 3. Tali caratteristiche sono comuni a ego network reali.
Le ego network virtuali permettono di individuare le relazioni di amicizia piu`
importanti in base al valore della tie strength. Cio` consente di ridurre (e di limitare)
il numero di relazioni di amicizia considerando solo quelle attive. Ogni utente
del sistema e` in grado di conoscere la propria ego network attraverso l’analisi di
clustering dei valori della tie strength delle sue relazioni di amicizia.
Senza perdita di generalita`, consideriamo come misura della tie strength della
relazione sociale la frequenza di contatto tra i due individui. Nella definizione della
topologia di rete di riferimento considereremo le caratteristiche delle ego network
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virtuali. Una ego network Dunbar based puo` essere modellata da un grafo diretto
e pesato (G = (V, (E) (chiamato grafo delle interazioni), dove V e` l’insieme degli
utenti e (E l’insieme delle interazioni tra utenti. Ogni link possiede un peso pij che
quantifica il grado di interazione dell’utente i verso l’utente j. Una ego network
Dunbar based puo` essere modellata come un grafo indiretto G = (V,E), dove
V e` l’insieme degli utenti, mentre E sono le relazioni sociali definite all’interno
delle cerchie di Dunbar. Ad ogni relazione pij ∈ (E tra l’utente i e l’utente j
viene creato un arco non orientato in E con un peso pari alla media dei pesi
pij e pji delle corrispondenti interazioni in (E. Ogni vertice u ∈ V puo` essere
visto in termini di nodo ego, in tal caso indichiamo con EN(u) = (Vu, Eu) la
ego network del nodo u dove l’insieme Vu = {u} ∪ {v ∈ V |(u, v) ∈ E}, mentre
Eu = {(a, b) ∈ E|a = u ∨ b = u ∨ {a, b} ⊆ V (u)}. Indichiamo conN(u) = Vu−{u}
l’insieme dei nodi adiacenti a u.
A partire dalle ego network di ogni individuo definiamo una social overlay
Dunbar-based in cui ad ogni nodo della ego network corrisponde un peer. Ogni
peer e` collegato ai peer corrispondenti ai nodi della sua ego network. In questo
modo il numero massimo di collegamenti che puo` avere un peer e` al massimo
150. Ad ogni link del social overlay e` associato un peso che e` lo stesso della
corrispondente ego network.
Pur non considerando nessun aspetto relativo alla sicurezza, la social overlay
Dunbar-based definita gode di un certo grado di robustezza e di fiducia, ereditato
dall’approccio relazionale egocentrico umano. Infatti i nodi all’interno della ego
network rappresentano nodi con i quali si hanno delle relazioni virtuali stabili.
Tali relazioni sono caratterizzate da un livello di fiducia molto piu` alto rispetto
alle altre relazioni sociali dell’ego. Inoltre, nelle cerchie di nodi piu` vicine all’ego
troviamo relazioni sociali caratterizzate da un livello di fiducia sempre piu` alto.
E` stato infatti osservato come le ego network considerate godano della pro-
prieta` di omofilia tra individui. Infatti e` stato visto, sia in ambienti virtuali, sia
in ambienti reali, come le relazioni sociali piu` stabili sono verso utenti che presen-
tano caratteristiche di similarita` molto forti. Inoltre e` stato osservato che questa
similitudine non riguarda solo gli interessi verso determinati contenuti o argomenti
ma anche caratteristiche personali e comportamentali virtuali (come ad esempio il
periodo e quantita` di tempo in cui sono online).
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3.2 Il problema del social caching
Ogni utente puo` generare o consumare diversi tipi di informazioni sociali (social
update) che rappresentano un qualsiasi tipo di contenuto che l’utente produce o
consuma, come ad esempio informazioni sul profilo, post, immagini, video, com-
menti, messaggi, tweets, etc. I social update prodotti (o consumati) da un nodo
possono raggiungere (o provenire da) nodi che si trovano al piu` a 2 hop da esso,
cioe` amici oppure amici di amici. Ogni utente del sistema rende disponibili i propri
dati sociali ai vicini ad esso collegati. A seconda delle esigenze di progettazione
consideriamo la rete statica o dinamica. La dinamicita` della rete viene ottenu-
ta attraverso l’utilizzo di un modello di churn (descritto in Appendice A) che si
occupa di generare i periodi in cui un nodo si trova online e oﬄine in maniera ete-
rogenea. Infatti alcuni utenti potrebbero avere dei periodi di attivita` nel sistema
molto piu` lunghi rispetto ad altri. Assumiamo un modello di comunicazione di
tipo distribuito dove i messaggi viaggiano su canali sicuri e affidabili, che evitano
la perdita di messaggi e ne garantiscono il corretto ordine di arrivo con una la-
tenza di comunicazione trascurabile. Ogni nodo della rete considera sicuri i nodi
con i quali si ha una relazione di amicizia. In un contesto dinamico, i dati di un
utente sono disponibili solo se esso si trova online nel sistema. Come enunciato nel
Paragrafo 2.3.1, la disponibilita` dei dati puo` essere garantita attraverso l’utilizzo
di server decentralizzati. Ogni nodo all’interno del sistema seleziona uno o piu`
server locali dalla propria ego network (chiamati social cache), i quali si occupano
di memorizzare e rendere disponibili le informazioni degli utenti ad esso collegati,
anche quando questi non sono online nel sistema.
L’utilizzo di tale approccio apre una serie di problemi:
• definire una strategia di selezione dei social cache che si adatti all’ambiente
distribuito e decentralizzato definito.
• definire come sono strutturati i vari tipi di social update e come questi sono
memorizzati all’interno dei social cache.
• prendere in considerazione l’aspetto della dinamicita` anche sui social cache, e
definire come si comporta il sistema nel caso in cui un social cache abbandoni
la rete o quando un nodo si connette al sistema.
• garantire che i social update generati risultino persistenti nel sistema.
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• garantire la consistenza delle informazioni sociali in modo da avere sempre
dei social update aggiornati e corretti.
Uno degli obiettivi di questa tesi e` la definizione di una strategia, distribuita e
decentralizzata, di selezione dei social cache che tenga conto delle caratteristiche
strutturali e temporali del nodo. Per iniziare lo studio del problema consideriamo
il sistema sotto l’ipotesi semplificativa che un nodo, se designato come social cache,
rimanga permanentemente nella rete.
Uno sviluppo futuro della tesi e` quello di definire un protocollo che prende in
considerazione anche la dinamicita` dei social cache. Nel Capitolo 6 discuteremo
brevemente una soluzione a questo problema.
Il nodo produttore di una informazione sociale comunica i propri social update
ai social cache ai quali e` collegato, mentre il nodo consumatore interroga i social
cache a cui e` collegato quando vuole apprendere sociali update. Ogni nodo del
sistema possiede all’interno della propria ego network almeno un social cache.
I nodi che rivestono il ruolo di social cache contengono solo social update che
appartengono ai nodi ad esso connessi.
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(a) Esempio di social overlay
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(b) Esempio selezione di Social Cache
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(c) Esempio selezione di Social Cache
Figura 3.2: Esempio selezione social cache
34
La Figura 3.2(b) mostra una possibile selezione di social cache risultante dalla
social overlay in Figura 3.2(a). I nodi F e C sono stati selezionati come social
cache dai nodi {F,E,D} e {A,C,B}. I nodi F,E e D notificano a F i social update
prodotti e lo interrogano quando vogliono apprendere social update di {F,E,D}.
I restanti nodi A, C e B si comportano allo stesso modo con il social cache C. La
coppia di nodi (D,E) sfrutta il social cache in comune F per apprendere e notificare
informazioni riguardanti la propria relazione di amicizia. Cio` e` reso possibile dal
fatto che entrambi i nodi D e E hanno nella propria ego network il nodo F, che
quindi costituisce un collegamento per la fruizione dei social update tra i nodi D
e E, e consente di ridurre notevolmente il numero di comunicazioni necessarie alla
notifica di un social update.
La coppia di nodi (D,A) (cos`ı come la coppia (E,A)) non ha alcun social cache
sul quale rendere disponibili o richiedere le proprie informazioni sociali, in quanto
,i nodi D e A, non presentano link con i corrispondenti social cache C e F. Inoltre
e` possibile che tra i nodi D e C (o tra A e F) non esista una relazione di amicizia
che permetta di vedere il social cache come un nodo trusted. Poiche´ la relazione
di amicizia (D,A) non possiede social cache comuni che fanno da ponte tra i nodi
D e A, l’unico modo per garantire la disponibilita` dei dati e` eleggere a ruolo di
social cache uno dei due nodi.
Da questa analisi risulta evidente che i social cache devono essere selezionati
in modo da soddisfare i seguenti requisiti. Dato il grafo G=(V,E) non orientato
rappresentante il social overlay, dove V e` l’insieme dei vertici e E l’insieme degli
archi, i social cache devono formare un Neighbor−DominatingSet (NDS) D ⊆ V
tale che:
• Una coppia di nodi adiacenti e` connessa ad almeno un social cache che e` un
vicino condiviso se nessuno dei due e’ stato designato come social cache.
Cioe` per ogni (u, v) ∈ E esiste un social cache w ∈ D tale che w ∈ (N(u) ∩
N(v)) ∪ {u, v}, dove N(v) ⊆ V rappresenta l’insieme dei nodi adiacenti a v. In
Figura 3.2(c) viene mostrata una selezione di social cache che rappresenta un NDS
per la social overlay considerata. L’insieme dei social cache selezionati attraverso
un NDS rappresenta una copertura del grafo che potrebbe non essere quella mini-
ma. Quindi, consideriamo la Definizione (3.1) in modo da ridurre il piu` possibile
il numero di social cache e di conseguenza anche il numero di comunicazioni.
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Trovare il piu` piccolo insieme di vertici S ⊆ V
tale che ogni (u, v) in E esiste w ∈ S tale che w ∈ (N(u) ∩N(v)) ∪ {u, v}.
(3.1)
La selezione dei social cache puo` avvenire casualmente oppure considerando le
proprieta` locali/globali al nodo. In tal caso la scelta dei social cache risulta essere
ottimizzata rispetto ad una selezione casuale dei nodi. Ad ogni nodo puo` essere
associato un punteggio di social score che misura l’attitudine del nodo ad assumere
il ruolo di social cache in base alle sue proprieta` strutturali e temporali. Una delle
proprieta` strutturali piu` interessante da considerare nel processo di selezione dei
social cache e` la centralita` di un nodo. Tale misura e` stata introdotta nel Paragrafo
2.2.7 nel contesto di analisi di reti complesse ed in questo capitolo viene analizzata
in un contesto di DOSN.
3.3 Indici di centralita` in DOSN
Gli indici di centralita` definiti in ambito di reti distribuite assumono che l’infor-
mazione si sposti su cammini minimi. Tuttavia, all’interno di una DOSN, l’in-
formazione e` diretta esclusivamente verso amici (o al piu` verso amici di amici),
cioe` verso nodi direttamente connessi al nodo oppure distanti al massimo 2 hops.
Analizziamo quindi i vari indici di centralita` (Paragrafo 2.2.7) nel contesto di una
DOSN.
Degree Centrality Dal punto di vista di una DOSN la degree centrality di un
nodo puo` essere interpretata in due modi diversi: (a) come il numero di rela-
zioni di amicizia del nodo o (b) come il numero delle relazioni attive del nodo
(cioe` l’insieme delle relazioni per le quali l’utente investe risorse e tempo). La
seconda interpretazione e` molto interessante perche´ ci aiuta a capire il nume-
ro di relazioni attive che il nodo dovra` gestire e la proporzionale quantita` di
risorse necessarie a mantenere aggiornate e attive tali relazioni. Naturalmen-
te il numero di relazioni attive potrebbe variare nel tempo. Questo indice
puo` essere sfruttato per ottenere informazioni sulla connettivita` di un nodo
in un determinato momento. Nodi con degree centrality elevata potrebbero
essere molto efficaci nelle fasi di disseminazione delle informazioni.
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Closeness Centrality In una DOSN l’informazione e` principalmente diretta a
nodi che si trovano a distanza 2 hop dal nodo che l’ha generata. In molti
sistemi il raggio di diffusione dell’informazione puo` aumentare e dipende
da configurazioni di visibilita` effettuate localmente dall’utente o dal tipo
di contenuto pubblicato (per esempio evento pubblico o privato). Data la
dinamica con la quale si diffonde l’informazione nella rete, tale indice risulta
essere significativo solo nel momento in cui si vuole diffondere l’informazione
su tutta la rete.
Betweenness Centrality In una DOSN questo indice ha un ruolo molto impor-
tante perche´ indica la quantita` di nodi della rete, non direttamente connessi
tra di loro, che un nodo riesce far comunicare grazie ai propri link. I nodi
con una BC elevata risultano fondamentali affinche´ l’informazione raggiunga
in modo efficace, e con una certa velocita`, determinate porzioni della rete.
Analizziamo piu` in dettaglio questo indice.
In Tabella 3.1 sono stati calcolati gli indici di centralita` definiti dall’Equazione
(2.19) (Betweenness Centrality) e (2.18) (Closeness Centrality) per il grafo mo-
strato in Figura 3.3. Le betweenness centrality BC sono rappresentate dal grafo
in Figura 3.4 dove la dimensione dei nodi e` proporzionale al proprio valore di
centralita`.
I nodi E ed F sono caratterizzati da un valore di BC molto alto perche´ il loro
link consente la diffusione dell’informazione tra le due comunita` comprendenti
rispettivamente i nodi {A,B,C,D,E} e {F,G,H,I,L,M,N}. In questo scenario i nodi
E e F sono molto importanti dal punto di vista della disponibilita` dei dati, in
quanto se selezionati come social cache, rendono disponibili le informazioni sociali
a parti della rete altrimenti non raggiungibili.
Le tre misure di centralita` precedentemente analizzate sono basate su alcune
assunzioni molto importanti: considerano la rete completa, limitata e richiedono
una conoscenza globale della rete. Queste assunzioni rendono difficile se non im-
possibile la valutazione di queste misure su reti complesse. Per questa ragione
viene considerato il concetto di ego network. Molti studi [20,42] hanno introdotto
delle misure di centralita` su ego network che mostrano una forte correlazione con
quelle introdotte nel Paragrafo 2.2.7 pur non individuando alcun legame teorico
tra le due misure. I tre indici definiti dalle Equazioni (2.19), (2.18) e (2.17) pos-
sono essere visti in chiave egocentrica, cioe` calcolati su ego network. In tal caso la
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Nodi BC CC EBC
A 0 0.39 0
B 0.33 0.41 0.33
C 0 0.39 0
D 0.33 0.41 0.33
E 28.3 0.55 4.33
F 30 0.61 3.0
G 7.49 0.55 1.66
H 4.25 0.52 1.0
I 7.49 0.55 1.66
L 0.25 0.41 0.33
M 0.25 0.41 0.33
N 0.25 0.41 0.33
Tabella 3.1: Misure di centralita` per grafo in Figura 3.3: betweenness centrality
(BC), closeness centrality (CC) e ego-betweenness centrality (EBC).
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Figura 3.3: Grafo
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Figura 3.4: Grafo con Betweenness Centrality rank
degree centrality fornisce informazioni sul numero di alter a cui un ego e` connesso.
La closeness centrality non risulta essere molto significativa, considerando che la
distanza tra ego e i suoi alter e` pari a 1 hop. La betweenness centrality (BC) puo`
essere calcolata su una ego network misurando il numero di volte che il nodo ego
si trova su di un path minimo tra due suoi alter. Poiche´ la ego network ha al
piu` un diametro di 2 hop i path minimi considerati hanno una lunghezza pari a 2
hop. Nel paragrafo successivo proporremo un metodo efficiente per il calcolo della
ego-betweenness in una social overlay Dunbar-based.
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(a) Ego network nodo E
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(b) Link considerati nel calcolo
della Ego Betweenness Centrali-
ty
Figura 3.5: Ego Betweenness Centrality Measure
39
3.4 Calcolo Ego Betweenness Centrality
Assumiamo di operare sul sistema di riferimento, rappresentato da un grafo non
orientato G(V,E) (cos`ı come descritto nel Paragrafo 3.1). La ego betweenness
centrality (EBC) puo` essere calcolata per ogni nodo ego n considerando la sua ego
network EN(n) = (Vn, En) [20]. Sia An la matrice di adiacenza della ego network
EN(n), la EBC viene calcolata sommando i reciproci dei valori A2n(i, j) tali che
An(i, j) = 0, come definito dall’Equazione 3.5.
EBC(n) =
∑
An(i,j)=0,j>i
1
A2n(i, j)
(3.2)
La Figura 3.5(a) mostra la ego network di un nodo E. L’alter D puo` comunicare
direttamente con gli altri alter {A,B,C} senza passare dal nodo ego E. La stessa
cosa vale per il nodo B. Gli unici due nodi che necessitano degli archi dell’ego E
sono A e C attraverso il path A-E-C. Tuttavia questo non e` l’unico path a poter
essere sfruttato dai nodi A e C, infatti tali nodi possono anche utilizzare i path
A-B-C e A-D-C mostrati in Figura 3.5(b). Poiche´ non tutti i path passano dal
nodo ego E, la sua centralita` diminuisce perche´ viene ripartita anche sui nodi D e
B, i quali contribuiscono alla comunicazione tra A e C ognuno con un path diverso.
Consideriamo la matrice di adiacenza, e il suo quadrato, del nodo E nel grafo in
Figura 3.5(a):
AE =

E A B C D
E 0 1 1 1 1
A 1 0 1 0 1
B 1 1 0 1 1
C 1 0 1 0 1
D 1 1 1 1 0
 A2E =

E A B C D
E 4 2 3 2 3
A 2 3 2 3 2
B 3 2 4 2 3
C 2 3 2 3 2
D 3 2 3 2 4
 (3.3)
La matrice A2E(i, j) ci fornisce il numero di path di lunghezza due tra i nodi i e j.
Poiche´ la matrice di adiacenza e` simmetrica, nel calcolo vengono considerati solo i
nodi i e j tali che AE(i, j) = 0 che si trovano al di sopra della diagonale. Per la ego
network del nodo E gli unici nodi considerati sono A e C tra i quali esistono 3 path
di lunghezza due hop. Quindi il nodo ego E ha una ego betweenness centrality
EBC(E) = 13 perche´ contribuisce con un path (A-E-C) alla comunicazione tra A e
C su 3 possibili path esistenti per questi nodi nella ego network di E. In Tabella 3.1
sono elencati i valori della EBC calcolati attraverso la Formula (3.5) su ogni nodo
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del grafo in Figura 3.3. Possiamo notare la forte correlazione presente tra i valori
di BC e di EBC. L’indice di correlazione di Pearson (Paragrafo 2.2.3) tra i valori di
BC e EBC in Tabella 3.1 e` pari a 0.95 su un massimo di 1. Tale correlazione e` stata
verificata per reti generate attraverso modelli casuali e per reti reali composte da
poche decine di nodi. Risulta quindi necessario analizzare il comportamento di tale
fenomeno su reti complesse reali. Anche se questa associazione venisse invalidata,
la EBC resterebbe comunque una misura interessante ed utile in una DOSN.
Come vedremo nel capitolo relativo ai risultati sperimentali, si e` osservato una
correlazione positiva e molto forte tra BC e la EBC. Il calcolo esatto dalla BC
richiede la soluzione del problema della ricerca dei cammini minimi tra un no-
do e tutti gli altri nodi della rete. Tale problema puo` essere risolto in O(nm)
dove n e` il numero di nodi e m il numero di archi. In [13] viene presentato un
metodo di approssimazione della BC che comunque richiede una complessita` in
tempo non banale O(
√
nm). Tutti questi metodi (descritti nel Paragrafo 2.3.3),
indipendentemente dalla precisione raggiunta nel calcolo della BC, hanno un costo
computazionale elevato che li rende inutilizzabili in reti di grandi dimensioni, so-
prattutto in reti che crescono dinamicamente e che richiedono una certa periodicita`
nel calcolo degli indici. La complessita` di calcolo raggiunta dalla EBC risulta es-
sere molto inferiore rispetto ai metodi analizzati (O(n3) per una matrice quadrata
di dimensione nxn). Molti metodi di approssimazione della BC producono valori
che hanno un grado di correlazione con la BC reale uguale a quello osservato per
la EBC negli esperimenti effettuati.
La matrice di adiacenza AE puo` anche essere utilizzata per trovare il numero
di triangoli incidenti all’ego. Definiamo il vettore ∆n[i] relativo al nodo ego n e al
suo vicino i ∈ N(n):
∆n[i] =
∑
j %=n
An(i, j), i ∈ N(n) (3.4)
Tale vettore conta il numero di nodi in comune tra il nodo ego n e il nodo i. In
Tabella 3.2 sono mostrate le misure di ∆E della ego network mostrata in Figura
3.5(a). Per ogni valore ∆E[V ] sono stati elencati i nodi in comune tra l’ego E e
l’alter V.
Questo vettore riveste un ruolo fondamentale in diverse problematiche relative
alle DOSN:
• Ci aiuta a capire quali nodi conviene utilizzare come social cache. Nell’e-
sempio in Tabella 3.2 i nodi social cache potrebbero essere scelti in modo da
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∆E[A] ∆E[B] ∆E[C] ∆E[D]
2 3 2 3
{B,D} {A,C,D} {B,D} {A,B,C}
Tabella 3.2: Vettore ∆E relativo alla ego network in Figura 3.5(a)
massimizzare la copertura di tutti gli alter della ego network.
• Il vettore potrebbe essere utilizzato come indice di similarity [16]. In tal caso
i nodi B e D in Tabella 3.2 sono molto simili al nodo E perche´ possiedono
molti nodi in comune.
• Potremmo calcolare il valore ∆n[v] anche per nodi che non appartengono alla
ego network di n. In tal caso ∆n[v] puo` essere utilizzato come indice di una
futura probabilita` di collaborazione tra n e v.
3.5 EBC Pesata
Dall’esempio in Figura 3.5(a), possiamo subito notare che il valore della EBC non
permette di discriminare chi tra i nodi E, D e B sia piu` adatto a collegare i nodi
A e C. Questo e` dovuto al fatto che la EBC modella le relazioni sociali come
cammini sul grafo e non sfrutta effettivamente il significato di tali relazioni. Una
relazione sociale puo` essere caratterizzata da diverse proprieta` come: frequenza di
contatto tra i nodi, durata dei contatti, numero di contatti, etc. L’utilizzo di tali
informazioni nel calcolo della EBC permette di misurare l’importanza del nodo in
funzione delle proprieta` relazionali considerate. Cio` consente di classificare i nodi
strutturalmente importanti da un punto di vista della qualita` dei path contenuti
nelle proprie ego network.
La EBC pesata (WEBC) puo` essere calcolata attraverso la matrice di adiacenza
An(i, j) relativa alla ego network del nodo n e attraverso la corrispondente matrice
dei pesi Wn(i, j) contenente il peso associato alla relazione sociale tra il nodi i e j.
La formula in Equazione (3.5) descrive il calcolo della WEBC relativo al nodo n.
La formula considera tutti in nodi i e j che non hanno un collegamento diretto tra
di loro (An(i, j) = 0) nella ego network di n. In tal caso, il nodo n collega i nodi i e j
attraverso il path (i, n), (n, j) con peso pari rispettivamente a Wn(i, n) ∗Wn(n, j).
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Al denominatore vengono considerati i cammini di lunghezza 2 di tutti gli altri
path tra i e j visibili nella ego network del nodo n.
WEBC(n) =
∑
An(i,j)=0,j>i
Wn(i, n) ∗Wn(n, j)∑
∀k An(i, k) ∗ An(k, j) ∗WE(i, k) ∗WE(k, j)
(3.5)
In Figura 3.6 viene mostrato il grafo descritto nell’esempio precedente, dove
per ognuno dei tre path che collegano A a C vengono specificati dei pesi tra i nodi
adiacenti. Supponiamo, cos`ı come assunto nel sistema di riferimento definito nel
Paragrafo 3.1, che i pesi associati agli archi rappresentino la frequenza di contatto
tra i nodi adiacenti.
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Figura 3.6: Grafo pesato con frequenze di contatto medie.
La EBC dei nodi E, B, e D e` pari a 13 in quanto ognuno di essi rende possibile
la comunicazione tra A e C con un path di lunghezza due hop. In tal caso la
EBC attribuisce uguale importanza ai nodi e non permette di discriminare la loro
scelta. Tuttavia, il path che passa attraverso il nodo B presenta delle frequenze
di contatto molto piu` alte rispetto agli altri due. Il nodo B e` quindi piu` adatto
a ricoprire il ruolo di social cache in quanto, oltre ad essere strutturalmente im-
portante, permetterebbe di ridurre le comunicazioni necessarie a memorizzare nel
social cache le informazioni sociali condivise dagli utente. Infatti, nell’esempio in
Figura 3.6, i nodi A, B e C hanno un’attivita` di produzione/consumo di contenuti
molto piu` sostenuta rispetto agli altri path. Applicando la formula specificata nel-
l’Equazione 3.5 ai nodi E, D, e B otteniamo i valori di WEBC specificati in (3.6).
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La nuova centralita` definita permette di evidenziare l’importanza che ha il nodo
B in funzione delle frequenze di contatto.
WebcD =
0,001·0,057
0,001·0,057+0,044·0,076+0,22·0,073 = 0, 0029
WebcE =
0,044·0,076
0,001·0,057+0,044·0,076+0,22·0,073 = 0, 17
WebcB =
0,22·0,073
0,001·0,057+0,044·0,076+0,22·0,073 = 0, 82
(3.6)
Come vedremo nel Paragrafo 5.4, gli esperimenti hanno dimostrato che la
WEBC riesce effettivamente a caratterizzare i nodi piu` centrali da un punto di
vista qualitativo e introduce delle variazione evidenti rispetto al corrispondente
indice di EBC.
I cambiamenti introdotti dalla WEBC sottolineano un aspetto fondamentale del
sistema considerato e delle misure di centralita` in generale: poiche´ il sistema evolve
nel tempo, i nodi topologicamente piu` centrali potrebbero non esserlo dal punto
di vista temporale [36]. Analizziamo questo aspetto nel capitolo successivo.
3.6 EBC statica e dinamica
L’assenza o la presenza di determinati link all’interno della DOSN dipende princi-
palmente dalla presenza o meno del nodo nella rete e quindi dal fatto che un utente
sia online o oﬄine. La maggior parte degli indici di centralita` vengono calcolati
su grafi sociali, dove i vertici e gli archi modellano le relazioni di amicizia tra gli
utenti del sistema. Tuttavia il grafo sociale preso in considerazione rappresenta
un’astrazione ad alto livello del sistema reale (cioe` un sistema che evolve nel tem-
po). Non considerare questa caratteristica delle DOSNs puo` portare a semplificare
il sistema considerato e a non catturare il dinamismo del sistema.
Il grafo sociale considera i link come sempre disponibili e persistenti nel tempo,
e quindi sovrastima il numero di path tra due nodi mentre sottostima l’effettiva
distanza tra due nodi. Tale problema e` stato osservato e analizzato negli espe-
rimenti condotti nel Paragrafo 5.4 e 5.5. Il calcolo della EBC puo` prendere in
considerazione due tipi di configurazioni del nodo ego:
configurazione statica Il calcolo della EBC prende in considerazione tutti i nodi
che possono essere connessi all’ego, indipendentemente dal fatto che questi
siano online o oﬄine. La EBC statica (StaticEBC) ci consente di calcolare
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l’importanza sociale che un nodo ha nei confronti delle sue relazioni sociali
stabili, indipendentemente dalla reale configurazione della sua ego network.
dinamica Il calcolo della EBC prende in considerazione solo i nodi che sono col-
legati al nodo ego nell’istante in cui si esegue il calcolo. La EBC dinamica
(DynamicEBC) permette di associare al nodo un’importanza che dipende
solo dalla configurazione attuale della sua ego network e non considera quin-
di i nodi che si trovano oﬄine. Tale misura rappresenta quindi l’importanza
reale che il nodo ego assume in una determinata configurazione sociale che
potrebbe verificarsi durante il tempo di vita del sistema.
Inoltre, la DynamicEBC e la StaticEBC possono essere ridefinite nella loro ver-
sione pesata, cioe` considerando delle generiche proprieta` relative alle relazioni so-
ciali prese in considerazione. Gli esperimenti condotti nel Paragrafo 5.5 analizzano
le correlazioni tra la StaticEBC, StaticWEBC, DynamicEBC e DynamicWEBC.
3.7 Algoritmi distribuiti per il calcolo della Ego
Betweenness Centrality
3.7.1 Modello di riferimento
Proponiamo due protocolli per il calcolo della EBC prendendo come sistema di
riferimento una social overlay Dunbar-based. Assumiamo che la social overlay
sia rappresentata, in un determinato istante di tempo, da un grafo non orientato
G = (V,E).
I protocolli proposti calcolano il valore della EBC attraverso la costruzione e il
mantenimento della matrice di adiacenza della propria ego network (come descritto
nel Paragrafo 3.4). I due protocolli si distinguono principalmente per il metodo
con il quale la matrice viene mantenuta aggiornata. Il primo protocollo, chiamato
Ego-BC broadcast (EBC Broadcast), mantiene aggiornata la matrice di adiacenza
eseguendo delle comunicazioni con tutti i nodi della propria ego network, mentre il
secondo protocollo, chiamato Ego-BC Gossip (EBC Gossip), mantiene aggiornata
la matrice di adiacenza attraverso tecniche di gossip [41].
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3.7.2 Protocollo Ego-BC broadcast
Il protocollo definisce due tipi di messaggi:
MessageUpdate Messaggio per inviare aggiornamenti riguardanti i nodi nella
ego network.
MessageDelete Messaggio per inviare aggiornamenti riguardanti i nodi nella
propria ego network che hanno lasciato il sistema.
disconnect Messaggio inviato da un nodo ai suoi vicini per segnalare la sua uscita
dal sistema.
Il protocollo puo` essere schematizzato nei seguenti passi:
Connessione quando un nodo v e un nodo n si collegano nell’overlay scambiano
la propria lista dei nodi vicini N(n) e N(v). Inoltre, i nodi v e n segnalano
ai propri nodi vicini N(v) e N(n) gli aggiornamenti avvenuti nella propria
ego network. L’Algoritmo 1 definisce i passi eseguiti dal nodo v quando si
collega al nodo alter; il nodo alter, in modo analogo esegue la procedura
connect(v). In Figura 3.7 viene mostrato un esempio dell’esecuzione della
procedura connect sui nodi E e B. In Figura 3.7(a) i nodi E e B eseguono
lo scambio dei messaggi contenenti i nodi interni alle proprie ego network.
Nel passo conclusivo, mostrato in Figura 3.7(b), i nodi E e B comunicano il
nuovo nodo attivo ai nodi delle rispettive ego network. Questo garantisce un
rapido aggiornamento dello stato della ego network. In questa fase ogni nodo
ego v scambia solo O(|N(v)|) messaggi, cioe` i soli messaggi indispensabili
a notificare i cambiamenti avvenuti a tutti i nodi attivi della propria ego
network.
Algorithm 1 Il nodo v si collega al nodo alter
function connect(alter)
send MessageUpdate(N(v),v) to alter; ) Invio nodi vicini a alter
send MessageUpdate(alter,v) to N(v); ) Invio alter ai nodi vicini
N(v)=N(v) U alter; ) Aggiornamento nodi vicini
end function
Sconnessione un nodo v quando abbandona il sistema invia un messaggio di
notifica (disconnect) ai propri vicini in N(v). (Figura 3.8)
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Handler Messaggi ogni nodo e` dotato di un handler per la ricezione di mes-
saggi, descritto dall’Algoritmo 2), che specifica le operazioni eseguite dal
nodo v in corrispondenza dei vari messaggi. Quando un nodo ego v rice-
ve un messaggio di disconnect da un nodo n, aggiorna la proprie strutture
dati (updateEBC) e comunica ai nodi vicini la rimozione del nodo n dalla
propria ego netwok attraverso il messaggio MessageDelete. In Figura 3.8 ven-
gono mostrati i messaggi scambiati durante l’operazione di abbandono del
sistema da parte del nodo D. Anche nella gestione di questa fase ogni nodo
ego v scambia solo O(|N(v)|) messaggi, cioe` i soli messaggi indispensabili a
notificare i cambiamenti avvenuti a tutti i nodi attivi della propria ego net-
work. Quando il nodo v riceve dei messaggi contenenti degli aggiornamenti
riguardo le ego network di propri vicini (MessageUpdate o MessageDelete)
esegue la modifica delle strutture dati locali.
Algorithm 2 Handler per la gestione dei messaggi
function OnMessageReceive(message)
if message = disconnect(n) then ) Messaggio disconnect
updateEBC(v,disconnect);
N(v) = N(v) - {n};
send MessageDelete(n,v) to N(v);
end if
if message = MessageUpdate(nodes,n) then ) Messaggio Update
updateEBC(n,nodes,update);
end if
if message = MessageDelete(nodes,n) then ) Messaggio Delete
updateEBC(n,nodes,delete);
end if
end function
Aggiornamenti un nodo v segnala periodicamente, e alla frequenza che ritiene
opportuno, le variazioni sui valori della tie strength delle relazione sociali
attive nella propria ego network. L’Algoritmo 3 specifica i passi eseguiti dal
nodo v quando vuole notificare ai suoi vicini un aggiornamento sulla relazione
di interazione con il nodo vicino n. Tali aggiornamenti saranno utilizzati dal
protocollo per il calcolo della EBC pesata. Gli aggiornamenti da notificare ai
nodi della propria ego network possono essere aggregati in singoli messaggi
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e inviati periodicamente ai diretti interessati in modo da ridurre il numero
di comunicazioni.
Algorithm 3 Funzione per la segnalazione di aggiornamenti da parte del nodo v
function signalUpdate(n)
send MessageUpdate({v},v) to N(v)-{n};
end function
Quando un nodo v effettua il login nel sistema esegue una o piu` chiamate
della procedura connect prendendo in considerazione i nodi attivi della propria
ego network. Il numero di messaggi inviati da un’istanza del protocollo e` lo stretto
indispensabile affinche´ il valore della EBC risulti essere aggiornata in ogni istante.
Infatti, ogni istanza comunica solo le modifiche avvenute nella propria ego network,
istantaneamente o alla frequenza che ritiene opportuna. Inoltre, il calcolo della
EBC, attraverso il metodo descritto nel Paragrafo 3.3, puo` essere ammortizzato
andando a considerare solo le entry che hanno subito delle modifiche.







(a) Primi passi dell’algoritmo 1.





 


(b) Terminazione dell’algoritmo 1.
Figura 3.7: Esempio: il nodo E e il nodo B si collegano tra di loro.
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

Figura 3.8: Esempio operazione disconnect e Handler protocollo.
3.7.3 Protocollo Ego-BC Gossip
Proponiamo un protocollo gossip style per il calcolo della EBC. Il modello di
riferimento e` naturalmente quello SIR (Susceptible, Infected, Removed) [41]. Il
protocollo definito e` di tipo notify-pull.
Per ogni nodo v nella rete indichiamo con N(v) l’insieme dei nodi che si tro-
vano nella ego network del nodo v e con Ev l’insieme dei corrispondenti archi. Il
protocollo definisce due tipi di messaggi:
UpdateRequest Messaggio di richiesta inviato dal nodo a al nodo b per richiedere
informazioni riguardanti i vicini N(b) del nodo b.
UpdateReply Messaggio di risposta del nodo b al nodo a contenente informazioni
riguardanti i vicini N(b) del nodo b
La fase di pull si occupa principalmente di inviare richieste di update verso nodi
vicini di cui non si conoscono ancora le ego network. Un nodo puo` terminare la fase
di pull quando ha ricevuto tutte le informazioni sulle ego network dei propri vicini.
Sia Kv l’insieme degli alter dei quali il nodo ego v vuole conoscere la ego network,
l’Algoritmo 4 definisce la fase di pull del protocollo, la quale viene eseguita da ogni
nodo, periodicamente, ogni ∆1 unita` di tempo, fino a quando Kv = ∅.
L’handler OnUpdateRequest definito dall’Algoritmo 5 si occupa di rispondere
alle richieste di update ricevute dai nodi della rete. Quando il nodo v riceve una ri-
chiesta di update (UpdateRequest) da un nodo n, risponde con un UpdateMessage
comunicando tutti i nodi nella propria ego network.
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L’handler OnUpdateReply definito dall’Algoritmo 6 si occupa della gestione
dei messaggi di UpdateReply. La funzione update effettua l’aggiornamento delle
strutture dati secondo quando descritto nel messaggio ricevuto.
A partire dagli algoritmi fino ad ora definiti (Algoritmo 4, Algoritmo 6 e Al-
goritmo 5) un qualsiasi nodo v e` in grado di conoscere, dopo un certo numero di
fasi di pull, che dipende dal valore di ∆1, tutte le informazioni relative alle ego
network dei propri vicini N(v), per poter effettuare il calcolo della ego-bc.
Algorithm 4 Pull
while Kv 0= ∅ do
select random alter n ∈ Kv;
Send UpdateRequest to n;
Kv = Kv − {n};
wait ∆1;
end while
Algorithm 5 OnUpdateRequest
function OnUpdateRequest(m)
Send UpdateReply({l|l ∈ E(N(v)) ∧ target(l) 0= m.sender}) to m.sender;
end function
Algorithm 6 OnUpdateReply
function OnUpdateReply(m)
update(m.data,m.sender);
end function
La fase di notify, definita dall’Algoritmo 7, permette di far conoscere le modi-
fiche che avvengono nella ego network del nodo v a tutti i nodi n che hanno come
alter il nodo v. Indichiamo con Evo l’insieme dei nodi ai quali deve essere notificato
l’aggiornamento o relativo alla ego network del nodo v. La fase di notifica viene
eseguita periodicamente ogni ∆2 unita` di tempo, e termina quando non ci sono
piu` aggiornamenti da notificare. La selezione del nodo n al quale inviare gli upda-
te puo` avvenire casualmente o in base al numero di aggiornamenti da notificare.
Inoltre, e` possibile ridurre il numero di messaggi scambiati aggregando in un unico
messaggio tutte le notifiche o interessanti per il nodo n, cioe` l’insieme {o | n ∈ Evo}.
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Algorithm 7 Nofity
function notify
while (∃ o : Evo 0= ∅) do
select n ∈ Evo ;
Send UpdateMessage({o | n ∈ Evo}) to n;
for {o | n ∈ Evo} do
Evo = E
v
o − {n};
end for
wait ∆2;
end while
end function
Le due fasi del protocollo possono essere mantenute separate ed eseguite con
frequenze diverse a seconda della dinamicita` della rete considerata.
In definitiva possiamo associare ai seguenti eventi le corrispondenti operazioni:
Accesso alla rete Quando un nodo si collega per la prima volta alla rete esegue
una o piu` fasi di Pull (Algoritmo 4).
Instaurazione di un nuovo link Quando due nodi a e b della rete instaurano
un link tra di loro aggiornano le liste dei nodi per i quali non si conoscono i
vicini Ka = Ka ∪ b e Kb = Kb ∪ a. Cio` consente di eseguire una fase di Pull
(Algoritmo 4) per la richiesta di update. Inoltre i nodi a e b aggiungono una
nuova entry nelle loro liste degli aggiornamenti da segnalare Eaob e E
b
oa , cioe`
notificano la presenza del nuovo link ai loro vicini (Algoritmo 7).
Rimozioni di un link Quando il nodo v rimuove un link verso un suo alter a ∈
N(v) notifica la rimozione del link ai suoi vicini inserendo nella propria lista
degli aggiornamenti la notifica oa relativa alla rimozione del nodo a, Evoa .
(Algoritmo 7).
Aggiornamento di proprieta` legate ai link Quando un nodo v aggiorna del-
le proprieta` p legate ai link della propria ego network lo notifica ai vicini
inserendo, nella propria lista degli aggiornamenti Ev, quello relativo alla
proprieta` p.
La fase di Pull per il generico nodo v, definita dall’Algoritmo refalg:pull, termi-
na dopo O(|N(v)|)∆1 fasi di gossip e comporta l’invio di un messaggio di richiesta
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(UpdateRequest) e di risposta (UpdateReply) ad ogni fase. Nella fase di Nofity
viene inviato un unico messaggio per ogni ciclo di gossip ∆2 e la terminazione della
fase dipende dalle caratteristiche temporali del sistema.
3.8 Selezione di Social Cache
Dopo aver analizzato le misure e proposto metodi efficienti per la loro derivazione in
social overlay Dunbar-based (Paragrafo 3.4), proponiamo un algoritmo distribuito
per l’individuazione dei social cache, che sfrutta le proprieta` strutturali e temporali
dei nodi per effettuare una selezione efficiente.
Ogni utente di una OSN puo` essere consumatore o produttore di informazioni
sociali. I social cache hanno il compito di costituire dei punti di memorizzazione
affidabili delle informazioni che un nodo ego genera. Ogni nodo ego della rete
possiede almeno un social cache all’interno della propria ego network. Inoltre per
ogni relazione sociale tra l’ego e un suo alter, se nessuno dei due nodi e` un social
cache, questi devono essere collegati ad almeno un social cache con il quale hanno
delle relazioni (cioe` in comune).
Un arco e` coperto da un social cache se uno dei due vertici e` un social cache
oppure se esiste un vicino di entrambi i vertici dell’arco che e` un social cache. Dalla
definizione risulta ovvio che un nodo social cache ha tutti gli archi della propria
ego network coperti. Indichiamo con Su l’insieme degli archi coperti da un nodo
u nella propria ego network EN(u). L’algoritmo di approssimazione utilizzato
per ottenere l’insieme dei social cache genera un’istanza del Set Covering Problem
(SCP), definita in 3.7.
Data una collezione di insiemi Ssu un universo U,
un insieme coperto e` una collezione di insiemi di S la cui unione e` U.
(3.7)
L’insieme universo U corrisponde all’insieme degli archi E che si vuole coprire,
mentre la collezione S e` rappresentata dall’insieme Su, generato da ogni vertice
u ∈ V . L’algoritmo proposto prende spunto da quello descritto in [39], ma si
differenzia per l’uso di misure sociali quali la ego betweenness centrality pesata e
informazioni temporali del nodo.
Durante l’esecuzione dell’algoritmo di selezione, ogni nodo v ∈ V appartiene
ad una delle seguenti categorie:
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white Il nodo non e` un social cache e alcune relazioni nella propria ego network
potrebbero essere non coperte da social cache.
black Il nodo ricopre il ruolo di social cache.
grey Il nodo non e` selezionato come social cache ma tutte le relazioni nella propria
ego network EN(v) sono coperte da social cache.
Indichiamo con il termine span(v) il numero di archi non coperti da social cache
nella ego network EN(v). Inizialmente, span(v) = |Ev| in quanto nella rete non
sono presenti ancora social cache.
Definiamo due algoritmi distribuiti: Randomized Social Cache (RSC) e Social
Score Social Cache (SSSC). L’algoritmo RSC proposto in [39], viene anche uti-
lizzato come base di valutazione, e elegge i nodi social cache casualmente in base
ad una probabilita` soglia θ. L’Algoritmo 8 definisce i passi eseguiti per RSC da
ogni nodo del sistema. Ogni nodo v che non e` etichettato BLACK o GREY
calcola il suo span(v). Se span(v) == 0, il nodo si etichetta GREY , altrimenti
il nodo estrae un numero casuale p(v), e diventa social cache se p(v) > θ. Ogni
nodo v puo` eseguire il calcolo dello span(v) individuando i nodi social cache nella
propria ego network. Le performance del metodo sono determinata dal valore di
θ. L’algoritmo termina quando ogni nodo ottiene span(v) == 0.
Algorithm 8 Randomized Social Cache (RSC)
mark v as WHITE;
get span(v) from neighbors;
while span(v) > 0 do
generate random p(v) ∈ [0, 1]; ) distribuzione casuale uniforme
if p(v) > θ then
mark v as BLACK;
else
get span(v) from neighbors;
end if
end while
if not BLACK then
mark v as GREY;
end if
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La selezione casuale dei social cache puo` essere ottimizzata considerando le pro-
prieta` locali/globali di un nodo. Ad ogni nodo puo` essere associato un punteggio di
social score che misura l’attitudine del nodo ad assumere il ruolo di social cache in
base alle sue proprieta` strutturali e temporali. L’algoritmo SSSC, suddiviso in due
fasi, esegue l’elezione dei social cache in base al valore di un punteggio chiamato
Social Score (SS), che associa ad ogni nodo un peso che misura le sue caratteristi-
che strutturali locali e temporali. Le misure di centralita` prese in considerazione
sono quelle esaminate nel Paragrafo 3.3. La SS potrebbe essere definita come una
qualsiasi combinazione di queste proprieta` che catturano le caratteristiche interes-
santi da attribuire ai social cache. All’interno della misura di social score definita
e` possibile introdurre dei pesi in modo da bilanciare le caratteristiche considerate.
SS ∝ StaticEBC,DynamicEBC,DynamicWEBC,NodeAvailability (3.8)
La SS considera anche le proprieta` temporali di un nodo attraverso la variabile
NodeAvailability che quantifica il tempo in cui un nodo rimane online. Come
specificato in Appendice A, la presenza o meno di un utente nel sistema puo`
essere modellata attraverso un processo stocastico, dove i periodi di online e oﬄine
vengono ricavati attraverso distribuzioni esponenziali o di Pareto, eterogenee per
ogni nodo. Utilizzando il modello di disponibilita` descritto e` possibile definire la
NodeAvailability come rapporto tra il tempo medio in cui il nodo si trova online
e il tempo medio in cui il nodo si trova oﬄine, definito dall’Equazione 3.9.
NodeAvailability =
Tempo Medio online
Tempo Medio offline
(3.9)
Gli esperimenti condotti nel Paragrafo 5.6 mostrano come la NodeAvailability
definita catturi i nodi della rete che hanno una maggiore possibilita` di essere on-
line. Utilizziamo la NodeAvailability definita in Equazione (3.9) come proprieta`
temporale che vogliamo sia garantita sui social cache. Infatti un nodo con un valo-
re di NodeAvailability alto trascorre piu` tempo online nel sistema, e se utilizzato
come social cache garantisce una maggiore disponibilita` dei dati. Prendiamo in
considerazione i seguenti modelli di Social Score:
SS1 = DynamicEBC +NodeAvailability (3.10)
SS2 = DynamicWEBC +NodeAvailability (3.11)
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Nel Paragrafo 5.7 vengono analizzate le caratteristiche dei modelli di Social
Score proposti. Entrambe le misure proposte hanno un buona correlazione rispetto
alla NodeAvailability. Il valore delle frequenze di contatto, utilizzate come pesi
nel calcolo della DynamicWEBC consente di caratterizzare un nodo prendendo in
considerazione la frequenza con le quale avvengono le interazioni sui link adiacenti
ad esso.
Il punteggio di social score da assegnare ad ogni nodo puo` essere ottenuto
attraverso uno dei precedenti modelli. Esso viene utilizzato nella prima fase del-
l’algoritmo SSSC definita in 9, ed eseguita da ogni nodo u della rete. Tale fase
permette ad ogni nodo ego della rete di selezionare un social cache dalla propria
ego network EN(u) in base al punteggio massimo di SS dei vari nodi. La prima
fase termina con la selezione di un social cache.
Algorithm 9 SSSC - Fase 1
if Nu − {u} 0= 4 then
get SSv, ∀v ∈ Nu;
select n, SSn = maxv∈N(u){SSv};
mark n as BLACK;
end if
Successivamente, ogni nodo u che non e` stato eletto social cache, esegue la
seconda fase dell’algoritmo, che consiste principalmente nel calcolare il numero di
archi della propria ego network non coperti da social cache span(u) e il numero
di archi |Eu| nella propria ego network. Se span(u) = 0 ogni nodo che ha una
relazione con u e` collegato ad un social cache con il quale u ha una relazione,
quindi il nodo u viene etichettaco GREY . Se span(u) > 0, il nodo u calcola la
quantita` ratio(u) definita dall’Equazione (3.12). Se ratio(u) > γ ∈ [0, 1] il nodo u
elegge se stesso come social cache.
ratio(u) =
span(u)
|Eu| (3.12)
L’algoritmo 10 specifica la procedura descritta precedentemente. La variabi-
le γ puo` essere inizialmente posta a 1 e successivamente viene decrementata di
RATIO STEPSIZE ad ogni iterazione in modo da coprire l’intero grafo. Infat-
ti, ad ogni iterazione, il valore dello span(u) puo` diminuire oppure rimanere lo
stesso. I social cache che sono eletti contribuiscono a far diminuire lo span(u).
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Algorithm 10 SSSC - Fase 2
if span(u)=0 then
mark u as GREY;
else
repeat
compute ratio(v);
if ratio(u) > γ then ) Inizialmente γ = 1
mark u as BLACK;
exit;
else
γ− = RATIO STEPSIZE;
end if
until span(u) > 0
if not BLACK then
mark u as GREY;
end if
end if
Possiamo misurare la complessita` in tempo dell’algoritmo SSSC sommando
il numero di iterazioni totale di entrambe le fasi, rispettivamente pari a 1 e
1/RATIO STEPSIZE. Nella prima fase, descritta dall’algoritmo 9, si esegue
un’unica iterazione nella quale ogni nodo elegge un social cache dalla propria ego
network, mentre nella seconda fase ogni nodo che non e` stato eletto social cache
esegue l’algoritmo 10, dove γ e` inizialmente uguale a 1, e viene decrementata ad
ogni iterazione fino alla terminazione dell’algoritmo. Il numero di comunicazioni
effettuate dall’algoritmo e` pari a |E|+ |E|RATIO STEPSIZE . Nel Paragrafo 5.8 vengono
analizzati i due algoritmi di Distributed Social Caching proposti. Gli esperimenti
condotti mostrano che l’algoritmo SSSC proposto riesce a coprire gia` a partire
dalla prima fase circa l’80% degli archi della rete.
In Figura 3.9 viene mostrata una possibile selezione eseguita dall’algoritmo
SSSC sulla rete utilizzata in Paragrafo 3.2. Per ogni nodo della rete viene mostrato
il valore di DynamicWEBC (EBC) e di NodeAvailability (Node Av.), utilizzati per
il calcolo del punteggio di social score. Durante la prima fase dell’algoritmo i nodi
effettuano le seguenti selezioni:
(F) Il nodo F sceglie un social cache tra i nodi della propria ego network: {D,E,F}.
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Il nodo E viene selezionato come social cache, in quanto possiede le caratte-
ristiche migliori rispetto ad F e D.
(D,E,A,C) I nodi selezionano come social cache il nodo A, il quale e` comune a
tutte le loro ego network ed inoltre costituisce il nodo piu` centrale nella rete.
(B) Il nodo B seleziona come social cache il nodo C.
La seconda fase dell’algoritmo SSSC non viene eseguita da nessun nodo; in
quanto, l’insieme dei social cache {E,A,C}, selezionati durante la prima fase, co-
stituisce gia` una copertura della rete. Infatti, per ogni arco (a, b) della rete, se a e
b non sono social cache allora hanno in comune nella propria ego network almeno
una relazione di amicizia con un nodo social cache.

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Figura 3.9: Esempio algoritmo SSSC.
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Capitolo 4
Implementazione simulazione
4.1 PeerSim P2P Simulator: caratteristiche e de-
scrizione
PeerSim [4] e` una libreria per la simulazione di reti P2P basata sul linguaggio Java.
La libreria contiene un simulatore che consente di creare dei nodi virtuali il cui
comportamento e` personalizzabile dal programmatore. La simulazione e` completa-
mente sequenziale a thread unico: grazie a PeerSim un’unica macchina e` in grado
di simulare un’intera rete P2P, senza la complessita` relativa alla sincronizzazione
e allo scambio di messaggi su una rete fisica.
In PeerSim, una rete e` vista come un vettore di nodi virtuali: ogni nodo e`
rappresentato da un’istanza di classe che implementa l’interfaccia Node. Ogni
peer viene identificato da un ID univoco. I nodi della rete sono tutti direttamente
accedibili dal simulatore e raggiungibili dagli eventi generati da PeerSim, quindi la
topologia di base e` rappresentata da una rete completamente connessa. I nodi della
rete virtuale costruita tramite PeerSim, interagiscono tra di loro inviandosi degli
eventi, ai quali reagiscono con tempistiche determinate da una linea temporale.
Ogni evento e` caratterizzato da un istante in cui viene ricevuto dal destinatario, il
quale provvede a gestire il messaggio tramite una apposita procedura. L’istante che
caratterizza l’evento dipende sia dal momento in cui viene creato nella simulazione,
sia dalla latenza virtuale che PeerSim puo` aggiungere nella comunicazione virtuale
tra mittente e destinatario. Questa latenza puo` essere personalizzata tramite la
configurazione del simulatore.
Su ogni singolo nodo e` possibile individuare tre interfacce principali che ne
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determinano il funzionamento: Linkable, Protocol e Transport. L’interfaccia
Linkable contiene i metodi che permettono di gestire i collegamenti con gli altri
nodi della rete, e quindi di definire la topologia della overlay network. Attraverso
questo elemento si possono simulare i link esistenti tra i nodi fisici in modo che
non si possa scambiare eventi tra nodi che non hanno un link, oppure simulare, ad
un determinato istante della linea temporale, il fallimento di un nodo. Una classe
che implementa questa interfaccia permette quindi di variare la topologia di base
della rete di PeerSim, anche dinamicamente.
L’interfaccia Protocol implementa il nucleo applicativo del nodo. Un nodo puo`
avere molti elementi che implementano l’interfaccia Protocol: ognuno di questi
implementa un diverso tipo di protocollo virtuale e definiscono un metodo, invo-
cato dal simulatore, che effettua la consegna di un determinato evento ad un certo
nodo destinatario. Il corpo di tale metodo rappresenta l’insieme delle azioni che
costituiscono la gestione dell’evento. Ogni evento rappresenta un messaggio scam-
biato tra due nodi, i parametri dell’evento rappresentano i corrispondenti parame-
tri del messaggio, mentre il corpo del metodo invocato alla ricezione dell’evento
rappresenta la gestione del messaggio.
L’interfaccia Transport consente di definire il sistema di comunicazione uti-
lizzato dai nodi, con il quale e` possibile immettere eventi all’interno della rete.
L’interfaccia consente di simulare e di configurare diversi fenomeni reali che po-
trebbero influenzare il sistema di comunicazione: come la latenza dei collegamenti
fisici, user churn, la perdita di messaggi, etc. Una classe che implementa que-
sta interfaccia implementa il metodo Send con cui viene simulata la spedizione
di un messaggio a livello fisico. Le tre componenti descritte sono interamente
personalizzabili dal programmatore.
Esiste la possibilita` di aggiungere dei controllori esterni alla simulazione (che
implementano un’interfaccia di tipo Control) per agire sui componenti della si-
mulazione. Questi possono essere eseguiti ad intervalli regolari o nella fase di
inizializzazione della simulazione e vengono utilizzati per specificare operazioni
periodiche o per inizializzare i componenti della simulazione. I controllori hanno
una visione globale della rete in quanto possono accedere a qualsiasi componente
della rete.
Le classi che implementano l’interfaccia Control vengono solitamente utilizzate
per raccogliere le statistiche che riguardano la simulazione, estraendo valori con-
tenuti nei nodi, oppure possono intervenire nella simulazione, generando eventi
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esterni alla rete.
In PeerSim il simulatore ha un ridotto numero di compiti: gestisce la linea
temporale, permettendo l’iscrizione e l’attivazione degli eventi, effettua la creazione
dei nodi che devono essere presenti all’avvio della simulazione ed interpreta il
file di configurazione della simulazione. Il file di configurazione e` utilizzato per
caricare e configurare tutti gli elementi che compongono la simulazione (Linkable,
Protocol, Transport, Node, Control, etc).
PeerSim permette un ulteriore livello di personalizzazione nella gestione della
linea temporale, mettendo a disposizione due tipologie di simulazione: cycle based
ed event based. La simulazione event based prevede la strutturazione a scambio di
eventi tra nodi descritta precedentemente, mentre la simulazione cycle based opera
tramite un modello semplificato di simulazione in cui ogni nodo viene attivato ad
instanti periodici definiti cicli. Per quest’ultima tipologia viene definito nel file
di configurazione il numero dei cicli da svolgere. Questo modello semplificato
consente al programmatore di non ridefinire il livello di tipo Transport all’interno
del nodo. Ad ogni cliclo della simulazione vengono eseguiti i protocolli (Protocol)
e i controlli della simulazione (Control) definiti nel file di configurazione.
Infine e` possibile effettuare simulazioni di tipo ibrido, ovvero che consentono
contemporaneamente sia l’esecuzione cycle based che quella event based. In questo
caso, sulla linea temporale sono presenti sia le chiamate periodiche dovute all’ese-
cuzione dei cicli, sia le registrazioni degli eventi scambiati tra i nodi. I due modelli
non sono in conflitto dato che i nodi, per poter essere attivati dalle due tipologie
di simulazione, devono implementare interfacce diverse.
4.2 Architettura della simulazione
Gli algoritmi progettati e definiti nel Capitolo 3 vengono analizzati e valutati at-
traverso una simulazione software. A tale scopo utilizziamo il simulatore P2P
PeerSim per implementare una social overlay Dunbar-based costruita attraverso
tracce di OSN reali. La social overlay verra` utilizzata come topologia di base sulla
quale osservare ed analizzare i protocolli definiti. L’uso di PeerSim porta inevita-
bilmente ad una suddivisione delle funzionalita` del sistema in termini di classi che
implementano l’interfaccia Protocol o Control.
La simulazione costruita e` di tipo ibrida, in quando esistono protocolli che vengono
eseguiti periodicamente (cycle based) e che reagiscono in presenza di determinati
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Figura 4.1: Architectural view del sistema
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eventi (event based).
In Figura 4.1 viene mostrata l’organizzazione logica della simulazione mentre nelle
Figure 4.2 e 4.3 vengono mostrate le corrispondenti implementazioni in termini di
classi Java. Sono stati implementati i protocolli per il Distributed Social Caching,
SSSC e RSC, e quelli per il calcolo della Ego Betweenness Centrality, EBC Broa-
dcast e EBC Gossip.
La modellazione del fenomeno reale del churn viene realizzata attraverso il proto-
collo Churn Model, che simula lo scorrere del tempo e la generazione degli eventi
di log-in e di log-out, in base al modello di churn descritto in Appendice A. Ogni
nodo della simulazione possiede un’istanza dei protocolli definiti.
Il livello Linkable definisce la topologia di rete del sistema attraverso la ta-
bella di routing (chiamata Social Table) che viene utilizzata da ogni nodo della
simulazione per mantenere i link verso i nodi a cui e` connesso.
Il livello Initializer definisce gli inizializzatori dei protocolli (EBC Broadcast
Initializer, EBC Gossip Initializer e Churn Model Initializer) e della topologia
della rete (Wire From Dataset Initializer). Questi vengono eseguiti una sola volta,
all’inizio della simulazione, e consentono di inizializzare lo stato dei protocolli (EBC
Broadcast, EBC Gossip e Churn Model) e la topologia della rete (Social Table).
La topologia della rete viene inizializzata in base a quanto contenuto nel dataset
reale ottenuto una Facebook Regional Network (Capitolo 5).
Infine abbiamo il livello dei Controller, nel quale vengono definite le compo-
nenti che permettono di effettuare osservazioni/modifiche periodiche dello stato
globale del sistema o dello stato delle singole componenti (Protocoll o Linkable). I
controller RSC Observer e SSSC Observer analizzano i protocolli per il Distributed
Social Caching; il primo restituisce informazioni sul numero di nodi della rete, sul
numero di social cache presenti e sul numero di archi non coperti mentre il secondo
calcola il numero di nodi della rete, il numero di social cache, il punteggio medio di
social score dei nodi social cache e il numero di archi non coperti. Il Social Score
Observer e` un controller che raccoglie informazioni sul punteggio di social score
dei nodi. Il valore di EBC calcolato dai protocolli EBC Broadcast e EBC Gossip e`
osservato attraverso il controller EBC Broadcast Observer e EBC Gossip Observer.
La social overlay puo` essere osservata attraverso il controller Network Observer.
Infine viene definito il controller Churn Evolution che visualizza informazioni sui
periodi di online e oﬄine dei nodi.
A supporto della simulazione viene creato il livello Support, che definisce gli ele-
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menti di base a disposizione della simulazione (Nodi) e le strutture dati a supporto
dei livelli superiori (Data Structures e Messaggi).
In Figura 4.3 vengono mostrate le classi di supporto per la rappresentazione
dei nodi della rete (SpecificNode), per i messaggi dei protocolli e per le strut-
ture dati utilizzate dai livelli superiori. Una delle strutture dati principali e` il
gestore della matrice di adiacenza (AdjacentMatrixManager), che implementa
la matrice di adiacenza pesata per il calcolo della EBC descritto del Paragrafo
3.4. Infine vengono definite delle strutture dati a supporto dei messaggi (Pair e
SocialTableEntryDigest).
4.3 Nodi
I nodi della simulazione sono definiti attraverso la classe SpecificNode, la quale
implementa l’interfaccia predefinita Node. In numero di nodi creati durante la si-
mulazione e` definito nel file di configurazione descritto nel Paragrafo 4.8. Ad ogni
nodo vengono associati un identificatore univoco, uguale per tutta la durata della
simulazione, e un’istanza di ogni protocollo definito. Inoltre, al nodo viene anche
associata un’istanza della SocialTable, la quale definisce la sua ego network. Il
nodo e le istanze ad esso associate vengono prese in considerazione dalla simula-
zione solo se il nodo e` nello stato OK. Ogni nodo della rete puo` essere in uno dei
seguenti stati:
OK indica che il nodo risulta essere operativo nel sistema
DOWN indica che il nodo non e` DEAD, ma risulta temporaneamente non operativo
DEAD indica che il nodo non e` piu` operativo nel sistema
4.4 Social Table
La Social Table definisce, per ogni nodo della rete, i vicini e le informazioni ad essi
associate. La componente viene implementata attraverso la classe SocialTable,
la quale implementa l’interfaccia Linkage, e mette a disposizioni dei metodi per ef-
fettuare l’accesso alle informazioni in essa contenute. In Figura 4.4 viene mostrata
la struttura di una Social Table. Ogni entry della Social Table e` un oggetto della
classe SocialTableEntry che specifica il nodo alter vicino (Node), la frequenza di
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Figura 4.2: Diagramma classi implementate
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Figura 4.3: Diagramma classi per livello di supporto alla simulazione

   
   
   
Figura 4.4: Struttura della Social Table
contatto da ego a alter (Out Contact Freq), la frequenza di contatto da alter a
ego (In Contact Freq) e il valore della forza del legame (Tie Strength), ottenu-
to attraverso una combinazione delle frequenze di contatto in uscita e in entrata
(In Contact Freq e Out Contact Freq).
La classe mette implementa un metodo che verifica in quale cerchia di Dun-
bar si trova un nodo alter in base al valore della Tie Strength contenuto nella
Social Table. Inoltre viene fornito un metodo che permette di leggere una en-
try della Social Table in un formato adatto ad essere inviato ad un altro nodo
(SocialTableEntryDigest).
Le entry della Social Table vengono inizializzate dalla classe WireFromDataset-
Ego in base a quanto contenuto nel dataset configurato come parametro. Il dataset
66
e` descritto secondo la rappresentazione comma-separated values (CSV) dove ogni
riga specifica tre valori: identificatore del nodo ego (alfanumerico), identificato-
re del nodo alter (alfanumerico) e frequenza di contatto da ego a alter (virgola
mobile).
Definito il massimo numero di nodi della simulazione (maxNetworkSize) e il
numero massimo di nodi ego da importare dal dataset (maxNumEgo), il processo
di estrazione della topologia di rete esegue i passi specificati nell’Algoritmo 11. Le
Social Table dei nodi vengono inizializzate in accordo alla rete estratta.
Algorithm 11 Estrazione casuale della rete dal dataset
function load(dataset, maxNetworkSize, maxNumEgo)
e = getRandomNode(dataset);
L = getNeighbors(e); ) insieme dei nodi da inserire
networkSize = 1; numEgo = 1; ) contatori
V = {e}; ) Insieme dei nodi inseriti
while L 0=4 ∧ networkSize<maxNetworkSize ∧ numEgo<maxNumEgo
do
e = removeRandomNode(L);
V = V ∪ {e};
if getNeighbors(e) 0= 4 then ) nodi che hanno almeno un vicini
numEgo++;
L = L ∪ (getNeighbors(e)− V );
end if
networkSize++;
end while
E = getIncidentEdges(V, dataset); ) Archi incidenti ai nodi inseriti
G = (V,E);
end function
La overlay network viene osservata attraverso il controller implementato dalla
classe NetworkObserver, che periodicamente accede alle Social Table dei nodi per
leggerne il contenuto.
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4.5 Implementazione Churn Model
Il modello di churn utilizzato e` quello definito in Appendice A, e viene realizzato
attraverso un protocollo cycle based implementato dalla classe ChurnModel. Un
protocollo cycle based definisce un metodo nextCycle che viene chiamato periodi-
camente su ogni istanza del protocollo associata ad un nodo. Il metodo nextCycle
del protocollo ChurnModel decrementa un contatore di tempo associato al nodo.
Quando il contatore del tempo e` pari a 0 lo stato di disponibilita` del nodo puo`
essere:
online Allora il nodo termina il periodo di tempo in cui si trova online. Il conta-
tore viene inizializzato con un valore casuale ottenuto da una distribuzione
di frequenza che descrive la durata dei periodi di oﬄine del nodo.
oﬄine Allora il nodo termina il periodo di tempo in cui si trova oﬄine e il con-
tatore viene inizializzato ad un periodo di tempo casuale ottenuto da una
distribuzione di frequenza che descrive la durata dei periodi di online del
nodo.
Le distribuzioni utilizzate per generare i periodi di tempo in cui un nodo si trova
oﬄine e online sono descritte in Appendice A e possono essere scelte attraverso il
file di configurazione della simulazione.
All’inizio della simulazione ogni ogni si trova online; il protocollo viene inizia-
lizzato attraverso la classe initChurnModel che genera il primo periodo di online
del nodo.
Il controller implementato dalla classe ControlChurnEvolution permette di
osservare il tempo medio di online e oﬄine di ogni nodo.
4.6 Implementazione algoritmi Ego Betweenness
Centrality
Gli algoritmi per il calcolo della ego betweenness centrality (EBC) vengono im-
plementati attraverso i protocolli EBC Broadcast e EBC Gossip. A supporto del
calcolo della EBC (descritto nel Capitolo 3.4) e` stato realizzato un gestore di matri-
ci di adiacenza, definito dalla classe AdjacentMatrixManager (descritta in Figura
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4.3, che implementa una matrice di adiacenza simmetrica, pesata e modificabi-
le. La struttura dati mette a disposizione i metodi necessari alla computazione
della EBC pesata e non. L’inizializzazione del gestore della matrice di adiacenza
dei protocolli EBC Broadcast e EBC Gossip e` implementata dalgli inizializzatori
InitBroadcastEgoBCProtocol e InitGossipEgoBCProtocol.
Il protocollo BroadcastEgoBCProtocol si caratterizza a livello architetturale
come indicato in Figura 4.5.


 








 











 
 




Figura 4.5: Architectural view of the protocol
Il protocolli implementati sono indipendenti dalla Social Table utilizzata a li-
vello sottostante ed assumono una comunicazione di rete affidabile e senza latenza.
In particolare si ipotizza che ogni entry della social link table contenga almeno l’i-
dentificatore del nodo alter (NodeId) e la misura della forza del legame tra l’ego
e l’alter (Tie Strength). In questo modo e` possibile utilizzare a livello sottostante
qualsiasi modello per il calcolo della Tie Strength (numero di contatti, durata dei
contatti, frequenza dei contatti, etc.) e qualsiasi protocollo per la gestione della
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Social Table. Il flusso di funzionamento principale di EBC Broadcast e` descritto
in Figura 4.6. Le attivita` principali che un nodo ego esegue sono tre:
• Scambia la propria lista dei vicini con quella dell’alter al quale si collega.
• Notifica le nuove connessioni create o rimosse dalla propria ego network ai
nodi alter.
• Notifica i valori della Tie strength delle relazioni nella propria ego network
ai nodi alter.
 

















Figura 4.6: Funzionamento del protocollo
I messaggi necessari all’algoritmo distribuito EBC Broadcast sono definiti dal-
la classe UpdateMessageBP mostrata in Figura 4.7, composta da un identificatore
univoco del messaggio (messageId), dalla data di invio del messaggio (timestamp),
dal nodo mittente (source), dalla lista dei dati inviati da source (node entry digest)
e da un flag che specifica il tipo di messaggio (operationFlag).
I messaggi necessari all’algoritmo distribuito EBC Gossip sono definiti dalle classi
UpdateRequest e UpdateReply, descritte in Figura 4.8 e Figura 4.9. Il messaggio
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Update Request e` utilizzato da un nodo ego per richiedere i vicini di un suo al-
ter, ed e` composto da un identificatore univoco del messaggio (messageId), dalla
data di invio del messaggio (timestamp) e dal nodo mittente (source). Il mes-
saggio Update Reply e` composto dai seguenti campi: identificatore univoco del
messaggio (messageId), data di invio del messaggio (timestamp), nodo mittente
(source), lista dei dati inviati da source (node entry digest), flag che specifica il
tipo di messaggio (operationFlag) e identificatore unico del messaggio di richiesta
(UpdateRequestMessageId). Il campo operationFlag puo` assumere due valori:
RESPONSE Indica che il messaggio deriva dalla fase di Pull dell’algoritmo. Il
messaggio rappresenta un risposta ad un Update Request con messageId pari
a UpdateRequestMessageId.
UPDATE Indica che il messaggio deriva dalla fase di Notify dell’algoritmo. Il
messaggio non e` legato ad alcuna richiesta e rappresenta una notifica di
aggiornamento.
    












Figura 4.7: Formato dei messaggi del protocollo EBC Brodacast.
Le classi GossipEgoBCProtocol e BroadcastEgoBCProtocol implementano il
metodo processEvent, il quale viene utilizzato da PeerSim come handler per la
gestione dei messaggi ricevuti dai protocolli. Le fasi di Pull e Notify del protocollo
EBC Gossip, definite nel Paragrafo 3.7.3, vengono implementate ed eseguite perio-
dicamente per mezzo del metodo nextCycle della classe GossipEgoBCProtocol.
71
  

Figura 4.8: Formato del messaggio UpdateRequest del protocollo EBC Gossip.
    












Figura 4.9: Formato del messaggio UpdateReply del protocollo EBC Gossip.
Per osservare il comportamento dei protocolli e` stato definito il Controller
EgoBCObserver, che periodicamente osserva i valori della DynamicEBC e Dynami-
cWEBC calcolati dalle varie istanze di EBC Broadcast e EBC Gossip in esecuzione
sui nodi.
4.7 Implementazione algoritmi Distributed So-
cial Caching
Gli algoritmi per il distributed social caching, definiti nel Paragrafo 3.8, sono rea-
lizzati attraverso dei protocolli cycle based implementati dalle classi SocialScore-
SocialCache e RandomizedSocialCache. Le classi definiscono il metodo next-
Cycle che implementa le operazioni eseguite dal protocollo. Il metodo viene
invocato periodicamente in base a quanto definito nel file di configurazione.
L’Algoritmo 12 descrive il metodo nextCycle del protocollo RSC. Inizialmente
ogni nodo della simulazione e` etichettato come WHITE, in quanto non sono
presenti archi coperti.
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Algorithm 12 Protocollo RandomizedSocialCache
function nextCycle(Node node) ) nodo sul quale e` eseguita l’istanza
if node 0= BLACK ∧ node 0= GREY then
n = getNotCoveredEdges(); ) archi non coperti in ego network
if n = 0 then
mark node as GRAY ;
else
p = getRandomV alue();
if p > Θ then
mark node as BLACK;
end if
end if
end if
end function
L’Algoritmo 13 descrive il metodo nextCycle del protocollo SSSC. Nella pri-
ma fase ogni nodo calcola il suo punteggio di social score, attraverso il valore della
EBC e il tempo medio di attivita` online. Successivamente ogni nodo ego sele-
ziona il nodo della propria ego network che ha un valore di social score piu` alto.
Nella seconda fase si esegue la copertura dei link della rete. Quando il metodo
nextCycle viene invocato la prima volta dal simulatore si esegue la prima fase
del protocollo, mentre nelle successive invocazioni si procede all’esecuzione della
seconda fase. Il valore delle costanti Θ e RATIO STEPSIZE puo` essere definito
parametricamente attraverso il file di configurazione della simulazione.
La raccolta delle informazioni sul processo di selezione e` effettuato dai control-
ler NetworkRandomizedCacheObserver e NetwrokSocialCacheObserver. Inoltre
viene definito il controller NetworkSocialScoreObserver che raccoglie informa-
zioni sul valore di social score dei nodi.
4.8 File di configurazione
Il file di configurazione definisce due tipi di impostazioni: quelle globali della simu-
lazione e quelle locali delle singoli componenti Protocol, Control, Linkage, Trans-
port, etc. Il file e` composto da coppie nome-valore (secondo la rappresentazione
java.util.Properties), dove le righe che iniziano con il carattere “#” sono ignorate.
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Algorithm 13 Protocollo SocialScoreSocialCache
function nextCycle(Node node) ) nodo sul quale e` eseguita l’istanza
if fase1 then ) SSSC: Fase 1
computeFase1();
fase1 = false;
fase2 = true;
end if
if fase2 then ) SSSC: Fase 2
if node 0= BLACK ∧ node 0= GREY then
n = getNotCoveredEdges();
if n = 0 then
mark node as GRAY ;
else
compute ratio;
if ratio > γ then ) Inizialmente γ = 1
mark node as BLACK;
fase2 = false;
else
γ = −RATIO STEPSIZE;
end if
end if
else
fase2 = false;
end if
end if
end function
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In Listing 4.1 vengono descritte le proprieta` globali necessari alla configurazio-
ne della simulazione. La proprieta` seed specifica il seme del generatore (pseu-
do) casuale del simulatore e viene utilizzato per replicare esperimenti basati su
comportamenti casuali. Inoltre, vengono definiti il numero massimo di nodi del-
la rete (network.node) e il numero di clicli di cui e` composta la simulazione
(simulation.endtime).
PeerSim definisce la classe GeneralNode che viene utilizzata di default per la
rappresentazione dei nodi. Tuttavia, e` possibile specificare un’implementazione
diversa dei nodi attraverso la proprieta` network.node. I controlli e gli inizia-
lizzatori che si vuole utilizzare nella simulazione devono essere specificati dalle
proprieta` include.control e include.init. Ad ogni componente definito nel
file di configurazione viene associato un nome univoco.
La simulazione puo` essere eseguita attraverso il comando mostrato in Listing
4.2. La classe predefinita Simulator, si occupa di creare la simulazione in baso
a quanto definito nel file di configurazione, di cui viene specificato il path come
parametro.
Listing 4.1: Proprieta` globali della simulazione
#PeeSim Simulation
random.seed 1234567890
#Numero di nodi massimo della rete
SIZE 5000
#Durata della simulazione
CYCLES 80
network.size SIZE
simulation.endtime CYCLES
#Implementazione nodi rete
network.node it.simulation.data.SpecificNode
#Inizializzatori da utilizzare
include.init
#initLoadDataset: Inizializza Social Table da data set
#binit: EBC Broadcast Initializer
#initEbcG: EBC Gossip Initializer
#initChurn: Churn Model Initializer
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#initScheduler: Schedulazione periodica del protocollo nextCycle
#Controller da eseguire e ordine di esecuzione
include.control
#SSSCinfo:Informazioni su protocollo SSSC
#RSCinfo: Informazioni su protocollo RSC
#SSinfo: Informazioni misura Social Score
#shf: Shuffle lista nodi
#ebcInfo: Informazioni EBC
#churnEvolution: Controllo Churn Model
Listing 4.2: Esecuzione simulazione
java peersim.Simulator config -file.txt
4.8.1 Protocolli
La configurazione dei protocolli utilizzati nella simulazione avviene attraverso I’in-
serimento dei seguenti frammenti di configurazione, ognuno dei quali permette di
specificare il comportamento del protocollo e i parametri richiesti. Un protocollo
puo` essere di tipo cycle based e/o event based. Un protocollo di tipo cycle based
implementa il metodo nextCycle, il quale viene eseguito periodicamente in ba-
se a quanto definito dalle proprieta` from, step, until nel file di configurazione.
La proprieta` from specifica il ciclo di simulazione dal quale ha inizio l’esecuzione
metodo nextCycle, la proprieta` step definisce ogni quanti cicli eseguire il me-
todo nextCycle mentre la proprieta` until specifica il ciclo di simulazione in cui
termina l’esecuzione del protocollo.
In Listing 4.3 e Listing 4.4 vengono configurati i protocolli da utilizzare per
la Social Table e per il livello di trasporto. La classe UniformRandomTrasport
implementa un protocollo di trasporto affidabile con latenza di comunicazione
nulla. Esso permette lo scambio di messaggi tra le diverse istanze dei protocolli in
esecuzione sui nodi della rete.
In Listing 4.5 viene descritta la configurazione del componente Churn Mo-
del. La distribuzione da utilizzare per generare i periodi di online e oﬄine viene
specificata attraverso la proprieta` type.
Il Listing 4.6 e il Listing 4.7 descrivono la configurazione dei protocolli di Ego
Betweenness Centrality e di Distributed Social Caching. I protocolli possono ri-
cevere come parametro l’identificatore di altre componenti per accedere alle loro
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funzionalita`. Per i protocolli principali e` stato definito il parametro debug, che
permette di visualizzare informazioni piu` dettagliate sullo stato di esecuzione del
protocollo.
Listing 4.3: Social Table
#Protocollo Social Table
protocol.lnk it.simulation.table.SocialTable
#Dimensione iniziale della Social Table
protocol.lnk.capacity 1
Listing 4.4: Transport
#Protocollo di trasporto affidabile
protocol.tr UniformRandomTransport
#Ritardo casuale minimo/massimo del messaggio
protocol.tr.mindelay 0
protocol.tr.maxdelay 0
Listing 4.5: Chunr Model
#Tipo di distribuzione da utilizzare
#per generare i periodi di online e offline
DISTR_TYPE1 1 #DEFAULT
# online = pareto (3,2 averageONtime)
# offline = pareto (3,2 averageOFFtime)
DISTR_TYPE2 2
# online = pareto (1.5, averageONtime /2)
# offline = pareto (1.5, averageOFFtime /2)
DISTR_TYPE2 3
# online = exp(1/ averageONtime)
# offline = pareto (3,2 averageOFFtime)
#Protocollo per la modellazione del Churn
protocol.churn it.simulation.CDprotocol.ChurnModel
#Social Table
protocol.churn.linkable lnk
#Distribuzione da utilizzare
protocol.churn.type DISTR_TYPE1
Listing 4.6: Ego Betweenness Centrality
#Protocollo EBC Broadcast
protocol.ebcB it.simulation.EDprotocol.BroadcastEgoBCProtocol
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#Social Table
protocol.ebcB.linkable lnk
#Protocollo di trasporto per invio messaggi
protocol.ebcB.transport tr
protocol.ebcB.step 1
#Protocollo EBC Gossip
protocol.ebcG it.simulation.EDprotocol.GossipEgoBCProtocol
#Social Table
protocol.ebcG.linkable lnk
#Protocollo di trasporto per invio messaggi
protocol.ebcG.transport tr
protocol.ebcG.step 2
Listing 4.7: Distributed Social Caching
#Social Score Social Caching Protocol
protocol.scSC it.simulation.EDprotocol.SocialScoreSocialCache
#Social Table
protocol.scSC.linkable lnk
#Protocollo di trasporto
protocol.scSC.transport tr
#Protocollo per calcolo EBC
protocol.scSC.ebcb ebcB
#Protocollo Churn Model
protocol.scSC.churn churn
#Numero di social cache che ogni nodo
#sceglie nella prima fase (default value 1)
protocol.scSC.number
#Valore iniziale variabile gamma (default value 1)
protocol.scSC.gamma
#Valore costate RATIO_STEPSIZE
protocol.scSC.stepsize 0.1
#Stampa informazioni sullo stato
#del protocollo (default value false)
protocol.scSC.debug false
protocol.scSC.from 60
protocol.scSC.step 1
protocol.scSC.until 79
#Randomized Social Caching Protocol
protocol.randomSC it.simulation.EDprotocol.RandomizedSocialCache
#Social Table
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protocol.randomSC.linkable lnk
*# Stampa informazioni sullo stato
#del protocollo (default value false )*|
protocol.randomSC.debug false
#Valore costate theta
protocol.randomSC.threshold 0.85
protocol.randomSC.from 5
protocol.randomSC.step 1
protocol.randomSC.until 30
4.8.2 Inizializzatori
Gli inizializzatori da utilizzare nella simulazione sono definiti attraverso la pro-
prieta` include.init definita in Listing 4.1. Essi vengono eseguiti una sola vol-
ta, prima dell’inizio dei cicli di simulazione. Il protocollo da inizializzare viene
specificato nei parametri di configurazione attraverso la proprieta` protocol.
In Listing 4.8 viene descritta la configurazione di Wire From Dataset Initializer,
che si occupa di inizializzare le Social Table dei nodi (come descritto nel Paragrafo
4.4).
In Listing 4.9 vengono mostrati gli Initializer dei protocolli EBC Broadcast
e EBC Gossip mentre in Listing 4.10 viene mostrato l’Initializer del protocollo
Chunr Model.
In una simulazione di tipo ibrida (cycle based e event based), l’esecuzione perio-
dica del metodo nextCycle implementato dai protocolli viene realizzata attraverso
l’inizializzatore predefinito CDScheduler definito in Listing 4.11. Il protocollo che
si vuole schedulare periodicamente viene specificato dalla proprieta` protocol.
Listing 4.8: Wire From Dataset Initializer
#Inizializza Social Table da data set
init.initLoadDataset it.simulation.init.WireFromDatasetEgo
#Social Table
init.initLoadDataset.protocol lnk
#Path dataset
init.initLoadDataset.file approximatedWeaklyComponent.csv
#Numero massimo di nodi ego
init.initLoadDataset.ego 1000
Listing 4.9: Ego Betweenness Centrality Initializer
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#EBC Broadcast Initializer
init.binit it.simulation.init.InitBroadcastEgoBCProtocol
#Protocollo da inizializzare
init.binit.protocol ebcB
#EBC Gossip Initializer
init.initEbcG it.simulation.init.InitGossipEgoBCProtocol
#Protocollo da inizializzare
init.initEbcG.protocol ebcG
Listing 4.10: Churn Model Initializer
#Churn Model Initializer
init.initChurn it.simulation.init.InitChurnModel
#Protocollo da inizializzare
init.initChurn.protocol churn
Listing 4.11: Init Cycle Based Simulation
#Schedulazione periodica del protocollo nextCycle
init.initScheduler CDScheduler
#Identificatore protocollo
init.initScheduler.protocol protocolName
4.8.3 Controlli
I controlli vengono eseguiti in base a quanto definito dalle proprieta` from, step
e until durante i cicli di simulazione. Ogni controllo ha accesso alle funzionalita`
del protocollo specificato dalla proprieta` protocol.
In Listing 4.12, Listing 4.13 e Listing 4.14 sono descritte le configurazione
dei controller SSSC Observer, RSC Observer e Social Score Observer. I valori
osservati dai controlli possono essere memorizzati sul file specificato dalla proprieta`
filename.
Il controller in Listing 4.15 consente di introdurre casualita` nell’ordine di ese-
cuzione delle componenti, durante un ciclo di esecuzione.
In Listing 4.17 viene mostrato il frammento di configurazione del controllo che
osserva i periodi di online e di oﬄine del protocollo Churn Model.
Infine, in Listing 4.16 viene definito il controller EgoBC Observer che memo-
rizza nel file specificato dalla proprieta` filename i valori di EBC calcolati dal
protocollo osservato.
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Listing 4.12: SSSC Observer
#Informazioni su protocollo SSSC
control.SSSCinfo it.simulation.control.NetworkSocialCacheObserver
#Protocollo da osservare
control.SSSCinfo.protocol scSC
#File su cui scrivere i valori osservati
control.SSSCinfo.filename socialCacheInfoSS3.csv
control.SSSCinfo.from 61
control.SSSCinfo.step 1
control.SSSCinfo.until 80
Listing 4.13: RSC Observer
#Informazioni su protocollo RSC
control.RSCinfo it.simulation.control.NetworkRandomizedCacheObserv
#Protocollo da osservare
control.RSCinfo.protocol randomSC
#File su cui scrivere i valori osservati
control.RSCinfo.filename socialCacheInfoRandomized.csv
control.RSCinfo.from 61
control.RSCinfo.step 1
control.RSCinfo.until 80
Listing 4.14: Social Score Observer
#Informazioni misura Social Score
control.SSinfo it.simulation.control.NetworkSocialScoreObserver
#Protocollo da osservare
control.SSinfo.protocol scSC
#File su cui scrivere i valori osservati
control.SSinfo.filename socialScoreInfoSS3.csv
control.SSinfo.from 61
control.SSinfo.step 1
control.SSinfo.until 80
Listing 4.15: Shuﬄer Node
# Shuffle lista nodi
control.shf Shuffle
control.shf.step 1
Listing 4.16: EgoBC Observer
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#Informazioni EBC
control.ebcInfo it.simulation.control.EgoBCObserver
#Protocollo da osservare: ebcB , ebcG
control.ebcInfo.protocol ebcB
#File su cui scrivere i valori osservati
control.ebcInfo.filename ebc.csv
Listing 4.17: Control Evolution
#Controllo Churn Model
control.churnEvolution it.simulation.control.ControlChurnEvolution
#Protocollo da osservare
control.churnEvolution.protocol churn
control.churnEvolution.step 1
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Capitolo 5
Descrizione del Dataset e
Esperimenti
5.1 Descrizione del data set
Il dataset considerato e` ottenuto da una Facebook Regional Network1 ed e` com-
posto da:
• Un Social Graph: Che definisce un grafo non orientato che descrive l’intera
struttura della rete. Un arco rappresenta la relazione di amicizia tra due
utenti Facebook.
• Quattro Interaction Graph: che definiscono dei grafi non orientati i qua-
li descrivono le interazioni tra gli utenti in diverse finestre temporali. A
partire dalla data di scansione della rete (Aprile, 2004) vengono definite 4
finestre temporali: ultimo mese, ultimi 6 mesi, ultimo anno, tutta la scansio-
ne. L’Interaction graph contiene un arco per ogni interazione (Post o Photo
Comment) avvenuta tra i due utenti nell’intervallo temporale considerato.
Il dataset contiene delle relazioni di amicizia con nessuna interazione. Queste
relazioni vengono considerate inattive e non vengono prese in considerazione nel-
l’analisi. L’esistenza di un arco tra due utenti nell’Interaction graph implica la
presenza di una relazioni di amicizia (cioe` di un arco) tra i due nel Social graph.
La Tabella 5.1 elenca alcune caratteristiche del Social graph calcolate in [54].
1Disponibile all’indirizzo http://current.cs.ucsb.edu/facebook/
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# Nodi 3,097,165
# Archi 23,667,394
Degree medio 15.283
Coefficiente di clustering medio 0.098
Assortativity 0.048
Tabella 5.1: Social Graph
Poiche´ nel data set non sono presenti informazioni temporali ne´ sulle occor-
renze delle interazioni ne´ sull’instaurazione delle relazioni di amicizia tra utenti,
e` necessario stimare la durata di ogni relazione sociale andando a vedere in quale
finestra temporale e` avvenuta la prima interazione, come illustrato in Figura 5.1.
La data delle interazioni viene stimata in base alle finestre temporali che compon-
gono l’Interaction graph [54]. Dal processo di raffinazione descritto viene estratto
un nuovo dataset dove per ogni relazione di amicizia vengono prodotti due archi
pesati con la frequenza di contatto tra i due utenti. Tale frequenza puo` essere
ottenuta considerando il numero di interazioni avvenute tra due utenti a partire
dalla creazione del link sociale (cioe` della relazioni di amicizia) tra i due. La dura-
ta della relazione di amicizia tra due utenti viene stimata attraverso la data della
prima interazione tra i due.
Figura 5.1: Stima inizio relazione sociale
Dal data set sono state rimosse le ego network degli utenti che si sono iscritti
negli ultimi sei mesi e che hanno, in media, meno di 10 interazioni per mese. Il
data set risultante contiene 91,347 ego.
La Tabella 5.2 descrive alcune caratteristiche del data set che andremo ad
analizzare nella Sezione 5.2.
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Frequenza di contatto minima 0.00004839
Frequenza di contatto massima 1
Frequenza di contatto media 0.151306
# Archi 4,619,221
# Nodi 876,071
Tabella 5.2: Statistiche data set
5.2 Analisi data set
Prima di procedere ad analisi piu` mirate osserviamo la distribuzione di frequenza
delle frequenze di contatto del data set. Il grafico in Figura 5.2 mostra come piu`
della meta` degli archi (57 %) possiedano una frequenza di contatto compresa tra
[0 - 0.1). La distribuzione di frequenza degli archi decresce all’aumentare della
frequenza di contatto. Si puo` notare che il numero di archi che hanno frequenza di
contatto compresa tra [0.9 - 1] risulta piu` grande rispetto agli intervalli precedenti.
Di questi archi l’83% ha una frequenza di contatto pari a 1.
Figura 5.2: Distribuzione delle frequenze di contatto del dataset
Il grafico in Figura 5.3 mostra come la distribuzione delle frequenze di contatto
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degli archi che cadono nell’intervallo [0 - 0.1] sia piu` o meno uniforme. Siamo quindi
di fronte ad una rete eterogenea dal punto di vista della comunicazione, dove la
maggior parte degli utenti ha una frequenza di contatto media relativamente bassa.
Tale informazione ci permette anche di osservare che molti utenti comunicano poco
frequentemente, cioe` sono per lo piu` utenti osservatori oppure utenti occasionali
(cioe` sono on-line solo per brevi periodi di tempo), e si trovano nelle cerchie di
Dunbar piu` esterne. Le interazioni che hanno una frequenza di contatto alta
rappresentano una piccola parte del dataset e corrispondono alle relazioni che si
trovano nelle cerchi di Dunbar piu` interne.
Figura 5.3: Distribuzione delle frequenze di contatto nell’intervallo [0 - 0.1]
5.2.1 Degree distribution
Il grafico in Figura 5.4 e in Figura 5.5 mostrano le distribuzioni degli archi in
ingresso (in-degree) e in uscita (out-degree) dei nodi. La distribuzione degli in-
degree segue una legge di tipo Power Law. La maggior parte dei nodi vengono
contattati frequentemente da un numero di utenti che non supera le 20 unita`.
Esistono tuttavia dei nodi, in numero minore rispetto ai precedenti, che vengono
contattati frequentemente da un numero considerevole di utenti. Il 50% dei nodi
ha un in-degree pari a 1, cioe` vengono contattati solo da una persona. Anche la
distribuzione degli out-degree sembra seguire inizialmente una legge di tipo Power
Law per il 10% dei nodi. Tuttavia tale andamento si interrompe bruscamente sul
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restante 90% dei nodi. La presenza cos`ı predominate di nodi con in-degree pari a
1 e di nodi con out-degree pari a 0 e` dovuta principalmente a due fattori:
• Il data set e` stato ottenuto da una Facebook Regional Network in modo del
tutto sconosciuto. Non si conoscono le metodologie con le quali sono stati
selezionati gli utenti della rete (si e` assunto una selezione casuale). Inoltre il
data set rappresenta una porzione della Facebook Regional Netowrk (circa
il 50%), di conseguenza per ogni utente nel data set abbiamo circa il 50%
della sua rete sociale (ego network). Tale effetto, chiamato finite size effect si
manifesta attraverso la presenza di nodi con in/out-degree pari a 0 o 1. Tali
nodi si trovano all’interno di una ego network ma non sono stati considerati
nel processo di crawling.
• Le tecniche di raffinamento eseguite sul data set portano ad un isolamento
delle ego network di ogni utente. Infatti, secondo quanto detto in Sezione 5.2
sono state rimosse le reti sociali degli utenti che si sono iscritti negli ultimi
sei mesi prima della fine della scansione da parte del crawler. Inoltre non
vengono considerate le ego network di utenti che hanno in media, meno di 10
interazioni al mese. Questo spiega l’elevata presenza di nodi con out-degree
pari a 0. Questi nodi infatti, poiche´ si trovano all’interno della rete avranno
un in-degree maggiore uguale a 1, cioe` vengono contattati da almeno un
utente e quindi contribuiscono a formare le ego network presenti nel data
set.
La distribuzione dei gradi evidenzia la caratteristica scale-free della rete (Pa-
ragrafo 2.2.4). Come noto, tali reti favoriscono i processi di diffusione delle infor-
mazioni e presentano una buon resistenza ai fallimenti casuali di nodi. Tuttavia,
come per molte reti complesse, risultano molto vulnerabili e fragili ad attacchi
mirati [57].
5.2.2 Degree correlation
La degree correlation ci permette di capire se i nodi della rete hanno delle prefe-
renze a connettersi al altri nodi che hanno un in/out-degree simile. Come spiegato
in [21], questa proprieta` strutturale puo` essere calcolata attraverso l’indice di corre-
lazione di Pearson r(α, β) ∈ [−1, 1] (descritto nel Paragrafo 2.2.3) dove la variabile
α e β, appartenenti a {in,out}, definiscono rispettivamente il tipo di degree preso
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Figura 5.4: Distribuzione delle frequenze di contatto del dataset
Figura 5.5: Distribuzione delle frequenze di contatto del dataset
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in considerazione sul nodo sorgente e sul nodo destinatario di un arco i del grafo.
Una correlazione positiva con r(α, β) > 0 significa che i nodi con α-degree alto
tendono a connettersi a nodi che hanno un β-degree alto o simile. Viceversa, un
indice di correlazione negativo r(α, β) < 0 indica che i nodi con α-degree basso
tendono a connettersi a nodi con β-degree alto. La Tabella 5.3 mostra l’indice di
correlazione r(α, β) calcolato per ogni possibile combinazione di α e β.
r(in, in) La correlazione risulta essere positiva. Cio` significa che gli utenti che vengono
contattati da un certo numero di persone tendono a collegarsi a utenti che
sono contattati da un numero simile di persone.
r(in, out) Esiste una correlazione positiva anche tra l’in-degree dei nodi sorgenti e l’out-
degree dei nodi destinatari, piu` debole rispetto alla correlazione precedente.
r(out, in) Prossimi all’assenza di correlazione.
r(out, out) Leggera correlazione negativa, molto prossima all’assenza di correlazione.
Questo sottolinea la leggera tendenza dei nodi centrali a comunicare con
nodi meno centrali nella rete.
r(in, in) 0.2207
r(in, out) 0.1546
r(out, in) 0.0327
r(out, out) -0.0156
Tabella 5.3: Pearson correlation
Poiche´ le correlazioni sono molto prossime allo 0 risulta molto difficile fare
ipotesi sulla relazione esistente tra i gradi. Analizziamo quindi i grafici delle Joint
Degree Distribution Jα,β, con α, β ∈ {in, out}, mostrati in Figura 5.6 (definita nel
Paragrafo 2.2.3).
Il grafico in Figura 5.6(a) mostra la correlazione positiva indicata dall’indice di
correlazione di Pearson r(in, in). I nodi che hanno un in-degree compreso tra 0 e
50 si collegano, in media, a nodi con un in-degree simile. Tale correlazione risulta
essere molto forte se consideriamo che il 90% dei nodi della rete ha un in-degree che
cade all’interno di questo intervallo. Questo significa che la maggior parte degli
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archi del grafo collegano utenti che hanno una comunicazione in entrata molto
simile. La correlazione sembra disperdersi per in-degree superiori a 50.
La correlazione tra in-degree e out-degree mostrata nel grafico in Figura 5.6(b)
ha un andamento molto simile alla precedente correlazione.
Il grafico in Figura 5.6(c) mostra l’assenza di correlazione tra out-degree e in-
degree dei nodi. Gli ego centrali della rete, cioe` che mantengono comunicazioni
con piu` di 50 alter, sono collegati a nodi che hanno caratteristiche molto diverse
o simili tra di loro. Questi nodi potrebbero essere gruppi di aggregazione o ego
particolarmente influenti.
Il grafico in Figura 5.6(d) mostra la correlazione negativa calcolata da r(out, out).
I nodi con out-degree pari a 0, cioe` il 90% dei nodi (come mostrato dal grafico in
Figura 5.5), si collegano a nodi che hanno un out-degree molto alto. Questi nodi
contribuiscono a formare le ego network dei nodi.
(a) J(in,in) (b) J(in,out)
(c) J(out,in) (d) J(out,out)
Figura 5.6: Joint Degree Distribution
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Dai grafici esaminati emerge che le ego network del utenti Facebook hanno una
dimensione molto simile tra di loro. Infatti, la maggior parte degli utenti viene
contattata e contatta frequentemente non piu` di 50 vicini. Inoltre, e` possibile
notare l’esistenza di nodi centrali che mantengono relazioni con piu` di 50 persone.
Questi nodi possono essere dei gruppi o persone molto influenti.
5.2.3 Analisi data set su frequenze di contatto alte
Gli utenti che hanno delle frequenza di contatto alte sono molto importanti al-
l’interno della ego network e negli algoritmi progettati nel Capito 3. Per capire
meglio le caratteristiche di tali utenti andiamo a analizzare le reti che rimangono
nel data set dopo aver rimosso gli archi con frequenze di contatto superiori ad una
cerca soglia. Andiamo a esaminare tre grafi, estratti dal data set, che prendono in
considerazione solo le relazioni che hanno una frequenza di contatto maggiore di
0.9, 0.5 e 0.1. La Tabella 5.4 mostra il numero di archi e di nodi data set generati.
Grafi considerati
Frequenze di contatto > 0.9 > 0.5 > 0.1
numero nodi 109,560 149,679 511,398
numero archi 96,382 241,409 1,564,832
Tabella 5.4: Caratteristiche dei data set considerati
Il grafici in Figura 5.7 mostrano le distribuzioni degli in-degree e out-degree
degli nodi. La maggior parte degli utenti Facebook mantiene un numero di rela-
zioni sociali attive appartenente all’intervallo [20 - 50]. Come studiato in [54], la
dimensione media della active network di un ego cade all’interno di questo inter-
vallo. Inoltre, come definito in [43], un tale numero di relazioni sociali sono quelle
trovate nell’Affinity Group di ego network umane. Questi studi sottolineano le
forti analogie strutturali tra ego network reali e virtuali.
Il grafico in Figura 5.8(a) mostra la distribuzione dei coefficienti di clustering
dei vari nodi, calcolato dividendo il numero di triangoli contenenti il nodo v per
il numero di archi possibili tra i vicini di v (Paragrafo 2.2.2). Molti degli utenti
presenti nella rete sono abbastanza clusterizzati ed hanno un coefficiente di clu-
stering compresto tra 0.1 e 1. Il coefficiente di clustering globale tende ad essere
molto basso a causa delle raffinazioni eseguite sul data set.
91
Il grafico in Figura 5.8(b) mostra il coefficiente di clustering medio del data set,
calcolato considerando solo archi con frequenze di contatto superiori ad una certa
soglia. Dal grafico osserviamo un sensibile aumento del coefficiente di clustering
medio. Gli archi gradualmente aggiunti in parte formano dei ponti verso gruppi di
utenti diversi e in parte contribuiscono a rendere il nucleo della rete piu` aggregato
e clusterizzato.
(a) In-degree distribution (b) Out-degree distribution
Figura 5.7: Degree Distribution
(a) Distribuzione coefficiente di cluste-
ring
(b) Coefficiente di clustering medio del-
la rete al diminuire delle frequenze di
contatto
Figura 5.8: Coefficiente di clustering
Il grafico in Figura 5.9 mostra le componenti connesse presenti nel data set
considerando archi con frequenze di contatto maggiori o uguali a 0.9. La fram-
mentazione e` accentuata a causa del taglio sulle frequenze di contatto. La presenta
cos`ı elevata di piccole componenti connesse composte da due soli nodi ci permette
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di affermare che molti utenti comunicano frequentemente con un numero molto
limitato di persone. La componente connessa massima e` composta da 58,747 nodi,
e rappresenta il nucleo della rete. I nodi della componente connessa comunicano
tutti frequentemente tra di loro.
Il grafo in Figura 5.10 mostra un’approssimazione della componente connessa
ottenuta dal data set considerando archi che hanno frequenze di contatto tra (0−
0.1]. In rosso, ai bordi della componente, sono mostrati i nodi che hanno interazioni
poco frequenti con un numero di vicini compreso tra 180 e 544. I nodi che si trovano
al centro della componete connessa contribuiscono a formare le ego network dei
nodi in rosso. Il 60% dei nodi della rete cade all’interno della componente connessa.
Figura 5.9: Distribuzione delle componenti connesse.
Abbiamo estratto dal grafo la weak componente massima avente le caratteri-
stiche descritte in Tabella 5.5. La rete risulta essere molto connessa considerando
che sono presenti circa il 97 % dei nodi e degli archi del data set. Utilizziamo la
componente connessa come data set di base degli esperimenti.
I grafici in Figura 5.11 analizzano le comunicazioni in entrata e in uscita di ogni
nodo nel data set. In Figura 5.11(a) viene mostrata la differenza tra out−degree(v)
e in − degree(v) di ogni nodo v della componente connessa. Solo il 10 % degli
utenti ha un out-degree superiore all’in-degree. Il rimanente 90 % dei nodi ha un
in-degree superiore all’out-degree. I nodi che hanno out − degree > in − degree
rappresentano i nodi ego del dataset. I restanti nodi contribuiscono a formare le
ego network dei nodi ego.
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Figura 5.10: Weak Component con Nodi 508,500 e archi 1,959,575.
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Il grafico in Figura 5.11(b) mostra per ogni ego la comunicazione di rientro
definita dall’Equazione (5.1). Dal grafico e` possibile osservare che per i nodi ego
la comunicazione in uscita prevale nettamente rispetto a quella in ingresso.
C(a) = out− degree(a)− |{b : ∀a→ b ∃ b→ a ∈ E}| a ∈ V (5.1)
# Nodi 857,090
# Archi 4,450,669
Tabella 5.5: Weak Component Dimension
(a) Per ogni nodo del grafo viene mo-
strata la differenza tra in-degree e
out-degree
(b) Comunicazione di rientro
Figura 5.11: Analisi della comunicazione nelle relazioni di amicizia
5.3 Esperimenti correlazione tra EBC e BC
In questo esperimento si vuole analizzare e misurare la correlazione esistente tra
i due indici di centralita` BC e EBC. Infatti, la presenza di una forte correlazione
tra le due misure di centralita`, consentirebbe di utilizzare la EBC come misura di
approssimazione della BC, la quale ha una complessita` di calcolo molto superiore
rispetto a quella della EBC. La BC ha una complessita` pari a O(nm) dove n e` il
numero di nodi mentre m il numero di archi della rete; mentre il calcolo della EBC
95
richiede una complessita` pari a O(k3), dove k e` la dimensione della ego network,
in media pari al numero di Dunbar (150).
L’esperimento e` stato condotto estraendo dal data set un campione composto
da 9 reti casuali di dimensioni crescenti. Per ogni rete nel campione vengono
calcolate le BC e le EBC di tutti i suoi nodi.
In Tabella 5.6 sono mostrate le misure di correlazione ottenute per reti estratte
casualmente. La correlazione tra i due indici di centralita` e` stata calcolata attra-
verso l’indice di correlazione di Pearson (definito nel Paragrafo 2.2.3). Per ogni
rete vengono indicati: il numero di nodi (Nodi), il numero di archi (Archi) e il
numero di nodi ego che hanno una ego network non vuota (Ego) e la correlazione
tra i valori di BC e EBC. La correlazione ottenuta e` risultata, in media, sempre
superiore all’80%. Un valore di correlazione simile e` ottenuto anche dagli algoritmi
di approssimazione della BC proposti in letteratura e descritti nel Paragrafo 2.3.3.
#Nodi #Archi #Ego Correlazione
1287 1906 78 0.704
1595 2606 94 0.908
2068 3253 127 0.853
2712 5716 188 0.922
2951 4391 178 0.836
5220 8834 287 0.878
7218 18911 1892 0.932
19267 45998 1144 0.869
Tabella 5.6: Correlazione tra BC e EBC calcolata su reti estratte casualmente da
Facebook
Il grafico in Figura 5.12 mostra, per ogni nodo di una rete esaminata, i corri-
spondenti valori di BC e EBC normalizzati. La correlazione risulta essere molto
forte. In particolare, le due misure coincidono sui nodi con centralita` pari a 0. Il
grafico mostra come la EBC riesce a catturare in maniera efficiente (e con un costo
computazionale molto inferiore) i nodi piu` centrali della rete.
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Figura 5.12: Valori di BC e corrispondenti valori di EBC normalizzati tra [0,1] per
rete composta da 1595 in Tabella 5.6
5.4 Esperimenti per WEBC e EBC
In questo esperimento di vuole analizzare il comportamento della misura di WEBC
(ego betweenness centrality pesata) rispetto alla EBC (ego betweenness centrality)
su reti contenute nel dataset. L’esperimento e` stato condotto estraendo dal data
set un campione composto da 6 reti casuali di dimensioni crescenti. Per ogni rete
nel campione vengono calcolate le WEBC e le EBC di tutti i suoi nodi.
I Grafici in Figura 5.13 mostrano per ogni rete estratta i valori di WEBC e
di EBC dei nodi. Sull’asse delle ordinate viene espresso il valore degli indici di
centralita` in scala logaritmica, mentre sulle ascisse troviamo gli identificatori dei
nodi. Il valore di WEBC viene calcolato in funzione delle frequenze di contatto. Le
variazioni introdotte dalla WEBC rispetto ai corrispondenti valori di BC mostrano
come la WEBC permette effettivamente di caratterizzare i nodi non solo da un
punto di vista strutturale, ma anche da un punto di vista qualitativo, in base alle
frequenze di contatto dei suoi path. Poiche´ la frequenza di contatto tra due nodi
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rappresenta una proprieta` temporale del sistema. I cambiamenti introdotti dalla
WEBC sottolineano un aspetto fondamentale del sistema considerato e delle misure
di centralita` in generale: poiche´ il sistema evolve nel tempo, i nodi topologicamente
piu` centrali potrebbero non esserlo dal punto di vista temporale. Tale fenomeno e`
stato inizialmente osservato da Kleinberg et al. in [36].
Un nodo con un valore di WEBC alto mette a disposizione molti path di
comunicazione tra due suoi alter non connessi. Inoltre, tali path sono caratterizzati
da frequenze di interazione molto alte tra i nodi del path. Un nodo alter con valore
di WEBC alto risulta molto importanti dal punto di vista della disponibilita` dei
dati del nodo ego per i seguenti motivi:
• il nodo alter permette di raggiungere porzioni di rete altrimenti non raggiun-
gibili dal nodo ego.
• il nodo alter ha un grado di interazione elevato con i nodi della propria ego
network; cio` consente di ridurre le comunicazioni necessarie alla notifica di
un social update.
• in un contesto di ego network Dunbar-based il grado di interazione tra due
nodi rappresenta un’approssimazione del loro grado di fiducia.
5.5 Esperimenti Static/Dynamic WEBC/EBC
In questo esperimento si vuole analizzare le misure di StaticEBC, DynamicEBC
e le corrispondenti versioni pesate. L’esperimento e` stato condotto estraendo dal
data set una rete casuale di circa 2000 nodi.
La StaticEBC e StaticWEBC sono state calcolata su tutti i nodi della rete
estratta e considerando tutti i link in essa contenuti. La DynamicEBC e Dyna-
micWEBC vengono calcolate sui nodi rimasti online nella rete dopo aver simulato
per un certo periodo di tempo il modello di disponibilia` definito in Appendice A.
La DynamicWEBC e StaticWEBC considera come pesi le frequenze di contatto
tra le varie relazioni.
I grafici in Figura 5.14 mostrano le correlazioni tra i valori di DynamicEBC,
StaticEBC, StaticWEBC e DynamicWEBC.
Il grafici in Figura 5.14(b) e in Figura 5.14(c) mostrano i valori di Dynami-
cEBC/StaticEBC e DynamicWEBC/StaticWEBC dei nodi. Dai grafici e` possibile
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Figura 5.13: Variazione tra EBC e WEBC per reti estratte casualmente da
Facebook
osservare le modifiche introdotte dalle frequenze di contatto, considerate come pesi
nel calcolo della EBC sia in ambito statico sia dinamico. I Nodi che presentano
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una StaticEBC/DynamicEBC uguale tra di loro vengono ridistribuiti dalla Stati-
cWEBC/DynamicWEBC in base alle frequenze di contatto dei path interessati.
Inoltre le misure mantengono una correlazione positiva.
Il grafico in Figura 5.14(a) considera i valori di StaticEBC e DynamicEBC dei
nodi rimasti online. Le variazioni dei valori della DynamicEBC mostrano l’im-
portanza attuale del nodo rispetto a quella associata in un contesto statico dalla
StaticEBC. Infatti, nel calcolo della StaticEBC si sovrastimano il numero di path
considerati attivi tra due nodi mentre si sottostima l’effettiva distanza tra due
nodi. La maggior parte degli indici di centralita` vengono calcolati su grafi sociali,
dove i vertici e gli archi modellano le relazioni di amicizia tra gli utenti del sistema.
Tuttavia, il grafo sociale preso in considerazione rappresenta un’astrazione statica
ad alto livello del sistema reale (cioe` un sistema che evolve nel tempo). Non con-
siderare il dinamismo dei nodi puo` portare a delle scelte sbagliate che potrebbero
risultare inefficienti o degradanti a causa della sovrasemplificazione dell’ambiente
considerato. La correlazione esistente tra la StaticEBC e DynamicEBC, anche se
positiva, risulta essere abbastanza sparsa.
5.6 Esperimenti Node Availability
In questo esperimento si vuole osservare il comportamento della Node Availability
(definita nel Paragrafo 3.8) sul dataset preso in esame. L’esperimento e` stato
condotto estraendo dal data set una rete casuale di circa 2000 nodi e simulando sui
nodi della rete il modello di disponibilita` definito in Appendice A. Successivamente
si e` calcolato la misura di Node Availability su tutti i nodi della rete.
I grafici in Figura 5.15 mostrano come la NodeAvailability catturi i nodi della
rete che hanno una maggiore possibilita` di essere online. Il grafico in Figura 5.15(a)
mostra i nodi che hanno un valore alto di NodeAvailability in funzione del loro
tempo medio di attivita` online e oﬄine. I nodi selezionati sono solo quelli che hanno
un rapporto positivo tra tempo medio di online e oﬄine. I grafici in Figura 5.15(b)
e 5.15(c) mostrano la correlazione positiva/negativa tra la NodeAvailability e il
tempo medio online/oﬄine dei nodi colorando con colori caldi i nodi che hanno un
punteggio di social score alto.
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(a) StaticEBC e DynamicEBC (b) DynamicEBC e DynamicWEBC
(c) StaticEBC e StaticWEBC
Figura 5.14: Correlazione tra StaticEBC, StaticWEBC, DynamicEBC e
DynamicWEBC
5.7 Esperimenti Social Score
Analizziamo le misure di Social Score (SS) definite nel Paragrafo 3.8 e riportate in
Equazione 5.2 e Equazione 5.3.
SS1 = DynamicEBC +NodeAvailability (5.2)
SS2 = DynamicWEBC +NodeAvailability (5.3)
Il modello SS1 utilizza la centralita` del nodo (DynamicEBC) e la sua disponibi-
lita` (NodeAvailability) mentre il secondo modello considera la centralita` del nodo
pesata con le frequenze di contatto tra i vari nodi (DynamicWEBC). I modelli
rappresentano l’insieme delle proprieta` di cui gode un nodo social cache. L’espe-
rimento e` stato condotto estraendo dal data set una rete casuale di circa 5000
nodi. Su ogni nodo della rete viene simulando il modello di disponibilita` definito
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(a) NodeAvailabilities in funzione del tempo medio in
cui l’utente si trova online e oﬄine
(b) Correlazione positiva tra NodeAvailabilities e tempo
medio online del nodo
(c) Correlazione negativa tra NodeAvailabilities e
tempo medio oﬄine del nodo
Figura 5.15: NodeAvailabilities per reti da 1000 a 2000 nodi estratte casualmente
dal data set.
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in Appendice A. Dopo un certo periodi di esecuzione della simulazione sono state
calcolate le misura di SS1 e SS2 su tutti i nodi della rete.
Il grafico in Figura 5.16 mostra la correlazione positiva esistente tra la SS2
e NodeAvailability. Dal grafico e` possibile notare come i nodi che hanno valore
di DynamicWEBC simile vengono distribuiti in accordo alla loro disponibilita` di
essere online. Questo consente di caratterizzare i nodi che hanno un maggiore
periodo di attivita` online. Lo stesso tipo di correlazione e` stata osservata anche
tra la social score SS1 e NodeAvailability.
Figura 5.16: Correlazione tra SS2 e NodeAvailabilities per reti da 5000 nodi
estratte casualmente dal dataset.
Il grafico in Figura 5.17 analizza i valori di SS2, DynamicWEBC e NodeAvai-
labilities ottenuti dai nodi della rete. Dal grafico e` possibile notare la correlazione
positiva esistente tra SS1, DynamicWEBC e NodeAvailabilities. La misura SS1
presenta delle caratteristiche simile a quelle mostrate in Figura 5.17, in quanto, a
parita` di NodeAvailabilities, esiste una correlazione positiva tra DynamicEBC e
DynamicWEBC. I nodi che hanno un punteggio di social score SS2 piu` alto risul-
tano molto centrali ed hanno un periodo di attivita` online molto piu` alto rispetto
agli alti nodi.
Il grafico in Figura 5.18 mostra la correlazione tra i valori calcolati da SS1 e
SS2. A parita` del valore di NodeAvailabilities in SS1 e SS2, i nodi al di sotto
(o al di sopra) della diagonale sono quelli ritenuti meno centrali (o piu` centrali)
dalla DynamicWEBC rispetto al valore calcolato dalla DynamicEBC. Il valore
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delle frequenze di contatto, utilizzate come pesi nel calcolo della DynamicWEBC
consente di valutare la centralita` di un nodo considerando la qualita` dei path in
esso contenuti. Cio` rende il modello SS2 molto piu` preciso e significativo rispetto
a SS1.
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Figura 5.17: Per ogni nodo viene mostrato i valori di SS2, DynamicWEBC e
NodeAvailabilities per reti di 5000 nodi.
Figura 5.18: Correlazione tra SS1 e SS2 per reti di 5000 nodi estratte casualmente
dal dataset.
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5.8 Esperimenti Distributed Social Caching
Analizziamo i protocolli di Social Score proposti nel Capitolo 3.8. Procediamo
estraendo dal dataset 5 reti casuali composte da un numero di nodi prefissato.
Le reti vengono classificate in base al loro numero di nodi, rispettivamente pari a
1000, 2500, 5000 e 8000 nodi. Sulle reti estratte e` stato eseguito l’algoritmo SSSC
e RSC. La costante di decremento STEPSIZE RATIO definita dall’algoritmo
SSSC ha un valore pari a 0.1 . Per le reti estratte sono stati calcolati il numero
medio di archi (#Archi), il diametro medio delle reti (Diametro), il coefficiente di
clustering medio (CC), i gradi medi dei nodi (Grado Medio) e la lunghezza media
dei path minimi (AvaragePL). In Tabella 5.7 sono elencate tali misure medie per
i vari campioni considerati. Le reti estratte presentano delle caratteristiche molto
comuni alle OSN (descritte nel Capitolo 2).
Reti #Archi Diametro CC Grado Medio AvaragePL
1000 9230 4 0.41 10 3.2
2500 81911 5.5 0.35 10 3.91
5000 29212 5.5 0.33 10 4
8000 68621 6 0.26 10 3.98
Tabella 5.7: Caratteristiche medie delle reti estratte dal dataset.
Per l’algoritmo SSSC prendiamo in considerazione la misura di Social Score
definita dall’Equazione 5.4.
SS = DynamicWEBC +NodeAvailability (5.4)
In Tabella 5.8 vengono mostrate, per ogni classe di rete considerata, il SS
minimo medio (SS min), il SS massimo medio (SS max) e SS medio delle reti
contenute in ogni classe.
Nel grafico in Figura 5.19 viene mostrata la percentuale di nodi selezionati
come Social Cache nella prima fase dell’algoritmo SSSC e nella prima iterazione
dell’algoritmo Random Social Score (RSC). Per le varie classi di reti considerate
nell’esperimento la percentuale di nodi che vengono selezionati come social cache
dall’algoritmo SSSC risulta essere molto bassa. In particolare, solo l’8% dei nodi
vengono selezionati come social cache per reti composte da 1000 nodi; mentre per
le reti composte da 8000 nodi, solo il 16 % di questi viene selezionato come social
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Reti SS medio SS max SS min SS social cache (SSSC)
1000 1.3 2.61 0.24 2.42
2500 1.38 2.66 0.08 2.03
5000 1.82 6.32 0.26 3.57
8000 2 7 0.23 3.3
Tabella 5.8: Social Score delle classi di rete estratte dal dataset.
cache. Per l’algoritmo RSC la percentuale di nodi eletti social cache nella prima
iterazione risulta essere molto piu` alta rispetto a SSSC. Infatti, durante la prima
fase dell’algoritmo SSSC, ogni nodo seleziona come social cache il nodo della pro-
pria ego network che possiede il punteggio di Social Score piu` alto. Di conseguenza,
i nodi che hanno un punteggio di social score alto hanno piu` probabilita` di essere
selezionati come social cache dai loro nodi vicini.
Figura 5.19: Percentuale di nodi selezionati come social cache per le classi di reti
esaminate.
In Tabella 5.8 vengono mostrati il punteggio medio di social score dei nodi social
cache selezionati nella prima fase dell’algoritmo SSSC (SS social cache SSSC). Il
social score medio dei nodi selezionati come social cache risulta superiore alla
media.
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Per valutare al meglio le caratteristiche degli algoritmi e` necessario capire come
i social cache selezionati nella prima fase degli algoritmi si comportano dal punto
di vista del problema della copertura della rete, eseguita nelle successive fasi degli
algoritmi SSSC e RSC. Il grafico in Figura 5.20 mostra la percentuale di archi
coperti dai social cache, dopo la prima fase dell’algoritmo SSSC e dopo la prima
iterazione dell’algoritmo RSC. Dal grafico e` possibile notare come i social cache
selezionati nella prima fase dell’algoritmo SSSC coprono almeno l’80% degli archi
delle reti esaminate.
Figura 5.20: Percentuale di archi coperti dai social cache per le classi di reti
esaminate.
La seconda fase dell’algoritmo SSSC si occupa di coprire, in modo iterativo, i
rimanenti archi della rete. La fase termina in un numero finito di passi determinato
dal valore della costante di decremento STEPSIZE RATIO (pari a 0.1).
In [39] viene proposto un algoritmo, simile a SSSC, per affrontare il problema
della diffusione delle informazioni sociali in (descritto in Paragrafo 2.3.1). La
misura di social score calcolata da ogni nodo prende in considerazione la sua EBC,
il grado e il coefficiente di clustering. Nella prima fase dell’algoritmo ogni nodo
calcola il proprio punteggio di social score e diventa social cache se il suo punteggio
supera una certa soglia. Il numero di social cache da selezionare nella prima fase
puo` essere fissato attraverso la variabile soglia.
La seconda fase dell’algoritmo SocialCDN e` uguale a quella dell’algoritmo SSSC.
Il numero di social cache selezionati dai due algoritmi e` uguale, tuttavia la misura
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di social score utilizzata in SocialCDN non prende in considerazioni proprieta`
temporali dei nodi. Tuttavia, come hanno dimostrato gli esperimenti nei Paragrafi
5.4 e 5.5, non considerare la dinamicita` dei nodi puo` causare la degradazione delle
prestazioni del sistema.
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Capitolo 6
Conclusioni e lavori futuri
Nel lavoro di tesi sono state analizzate le problematiche relative alla gestione di
informazioni sociali; problematiche che emergono dalla distribuzione e decentraliz-
zazione del servizio di OSN attraverso un approccio P2P. A supporto del problema
e` stata definita una overlay network innovativa, social overlay Dunbar-based, ba-
sata sul concetto di ego network. Una ego network e` una rete composta da un
utente e da tutti gli altri individui che hanno una relazione stabile con esso. Gli
studi condotti sulle ego network sia in campo antropologico da Dunbar [31,49] sia
in ambienti virtuali [18, 43], hanno permesso la definizione di una social overlay
dove ogni peer e` collegato ad un insieme di nodi limitato dal numero di Dunbar
(150) ed i collegamenti che instaura un peer sono solo verso peer con i quali esso
mantiene una relazione stabile. La social overlay definita gode di un certo livello
di fiducia, in quanto, ogni individuo e` collegato solo agli utenti con cui ha una
relazione stabile e quindi di cui si fida maggiormente.
La disponibilita` dei dati viene garantita attraverso l’utilizzo della tecnica del Di-
stributed Social Caching, dove ogni peer ha a disposizione nodi vicini da utilizzare
come server locali (social cache) per la memorizzazione delle proprie informazioni
sociali. I nodi che agiscono da social cache rendono disponibili i dati di un utente
anche quando esso abbandona il sistema.
E` stato proposto un algoritmo distribuito di selezione dei social cache, che
considera il comportamento temporale del nodo e le sue caratteristiche strutturali
locali (Social Score) per decidere quali vicini sono piu` adatti a ricoprire il ruolo
di social cache. L’algoritmo ha dimostrato avere buone capacita` di selezione dei
social cache e buone caratteristiche di copertura della social overlay. Inoltre il
modello di Social Score utilizzato per la selezione dei social cache puo` essere esteso
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in modo da considerare altre proprieta` interessanti dei nodi (come ad esempio la
Degree Centrality [42]).
La Ego Betweenness Centrality (ego-bc) e` stata studiata e utilizzata come misura
dell’importanza topologica di un nodo. Il metodo proposto per il calcolo della
ego-bc presenta una complessita` computazionale molto bassa e una correlazione
positiva molto forte rispetto ai metodi comunemente adottati per il calcolo della
centralita` di un nodo. Inoltre il metodo per il calcolo della ego-bc puo` essere
utilizzato a supporto di altri problemi che si presentano nell’ambito delle DOSN
come: update diffusion, top-k, searching, etc.
Il metodo di selezione proposto considera i social cache persistenti e sempre
disponibili nel tempo. Tuttavia, sia il dinamismo infrastruttura sia il dinami-
smo relazionale dei nodi provoca un cambiamento della sottostante social overlay
Dunbar-based e, di conseguenza, una rielezione dei social cache. Si potrebbero
introdurre dei meccanismi che cercano di mantenere l’insieme dei social cache una
copertura minima della social overlay. Ad esempio, nel caso in cui un nodo instau-
ra delle connessioni con altri nodi possiamo distinguere i seguenti casi: (i) un nodo
cache (social cache) si collega ad un nodo non cache (non social cache), (ii) un
nodo cache si collega ad un nodo cache oppure (iii) un nodo non cache si collega
ad un nodo non cache. I casi (i) e (ii) non necessitano di una rielezione dei social
cache, anche se la nuova copertura della rete potrebbe non essere piu` minima.
Nel caso (iii), i due nodi non cache devono verificare la copertura dell’arco nella
propria ego network e, se necessario, eseguire una rielezione dei social cache.
In modo simile, nel caso in cui un nodo rimuove una connessioni con un altro
nodo possiamo distinguere i seguenti casi: (i) un nodo cache si disconnette da un
nodo non cache, (ii) un nodo cache si disconnette da un nodo cache oppure (iii)
un nodo non cache si disconnette ad un nodo non cache. I casi (ii) e (iii) non
necessitano di una rielezione dei social cache. Nel caso (i) bisogna eseguire una
verifica della copertura e se necessario una rielezione di social cache.
La rapida diffusione delle tecnologie Mobile come smartphone ha accentuato
ancora di piu` le caratteristiche di dinamicita` del sistema. Il formalismo, recente-
mente introdotto, dei time-varing graph puo` essere utilizzato per avere una visione
temporale di quello che sono le caratteristiche della rete e di come essa evolve nel
tempo. Questo ci puo` dare molte informazioni su come potrebbero evolvere i pro-
cessi che operano su tali sistemi.
Infine, differenti strategie di replicazione dei dati possono essere studiate e intro-
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dotte nel sistema per garantire una maggiore disponibilita` dei dati e una maggiore
robustezza del sistema.
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Appendice A
User Churn Model
Una delle caratteristiche principali delle DOSN e` la loro dinamicita`. L’assenza
o la presenza di determinati link all’interno della DOSN dipende principalmente
dallo stato in cui un utente si trova (online o oﬄine). Gli utenti di una OSN sono
caratterizzati da una disponibilita` di tipo eterogenea, in quanto ogni utente ha una
propria probabilita` di essere online o oﬄine in un determinato istante di tempo, che
e` diversa da quella di un altro utente. Tale fenomeno puo` essere modellato come
un processo stocastico. Con il termine di user churn viene indicato il processo di
arrivo/abbandono dei nodi all’interno di un sistema. Il churn e` caratterizzato da:
lifetimes distribution Che determina la quantita` di tempo in cui l’utente e`
presente nel sistema
oﬄine distribution Che determinala la quantita` di tempo in cui l’utente non e`
presente nel sistema
Questi due elementi definiscono cio` che viene chiamata disponibilita` di un nodo.
Utilizziamo il modello definito in [58] per caratterizzare la disponibilita` dei nodi.
Il modello e` ottenuto considerando caratteristiche comportamento degli utenti in
sistemi P2P reali.
Consideriamo un sistema P2P con n utenti, dove ogni utente i in un determina-
to istante di tempo t puo` essere online o oﬄine. Questo comportamento puo` essere
modellato attraverso un processo di renewal Zi(t) definito in Equazione (A.1).
Zi(t) =
1 i e` online al tempo t
0 altrimenti
(A.1)
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Il tale processo, i periodi in cui il nodo i si trova online e oﬄine sono ricavati da
variabili casuali X ion e X
i
off ognuna delle quali ha associato una distribuzione F
i
on e
F ioff . Le distribuzioni esponenziali (definite dall’Equazione (A.2)) e le distribuzioni
di Pareto (definite dall’Equazione (A.3)) sono quelle piu` utilizzare per descrivere la
durata dei periodi di online (F ion) e di oﬄine (F
i
off ) per ogni utente i. Le variabili
λ, α e β rappresentano i parametri delle distribuzioni.
Fi(x) = 1− e−λix (A.2)
pareto[α, β] = Fi(x) = 1− (1 + x/βi)−αi , x > 0, αi > 1 (A.3)
Indichiamo con li = E(X ion) e con di = E(X
i
off ) la durata media dei periodi
di online e oﬄine del nodo i. L’eterogeneita` tra le disponibilita` degli utenti viene
introdotta generando casualmente i valori li e di per ogni utente i, attraverso
l’utilizzo di due distribuzioni di Pareto con α = 3 e β = 1 per li, e α = 3 e
β = 2 per di. Queste distribuzioni ci permettono di avere un tempo medio di
online e oﬄine pari rispettivamente a E(li) = 0.5 ore e E(di) = 1 ora. Tali valori
coincidono con quelli riscontrati in molti studi sperimentali [58].
Dopo aver selezionato una coppia (li, di) per ogni utente i, i tempi di online e
oﬄine attuali vengono ottenuti dalle distribuzioni F ion e F
i
off , definite in modo che
la propria media sia uguale ai corrispondenti valori li e di. Le distribuzioni che e`
possibile utilizzare in questa fase sono elencate di seguito:
• F ion ∼ pareto[3, 2li], F ioff ∼ pareto[3, 2di]
• F ion ∼ pareto[1.5, li/2], F ioff ∼ pareto[1.5, di/2]
• F ion ∼ exp[1/li], F ioff ∼ pareto[3, 2di]
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