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Abstract
A class of singular solutions of the 3D Euler equation corresponds to
a class of singular solutions of the incompressible Navier Stokes equation
with time dependent force terms, as the time-dependent force terms can
be chosen such that they cancel the viscosity terms of the incompressible
Navier Stokes equation. In this context classical solution branches of the
three dimensional incompressible Euler equation are constructed where at
least one vorticity component blows up at some point after finite time for
regular velocity component data. Furthermore, we show that there are
classical solution branches with Ck ∩ Hk-data for k ≥ 2 which develop
weak singularities (kinks) at some point of space time in Ck−1 \ Ck for
any k ≥ 2 after finite time. The time-local solution branches of the Euler
equation are obtained by viscosity limits of solutions of Navier-Stokes-
type viscosity (ν)-extensions of time-reversed Euler-type equations. Here,
Lipschitz continuity of (spatial first order derivatives of) the Leray projec-
tion term and the Burgers term are used in local time iteration schemes
in terms of convolutions with the Gaussian of dispersion ν and first order
spatial derivatives of this Gaussian. For the time reversed equations and
related Navier Stokes type equation extensions data with singular vortic-
ity at the origin and strong polynomial decay are used. The functional
solution increment and derivatives up to some order, i.e., the solution mi-
nus the spatially convoluted data snd spatial derivatives of this increment
up to some order, preserve strong polynomial decay of some order. This
polynomial decay of the local time solution is strong enough such that
compactness arguments can be constructed in classical Banach spaces.
The Lipschitz continuity of the first order derivatives of the Leray projec-
tion term and of the Burgers term implies that regularity is gained after
any finite time for the time-reversed equation. This result can be sharp-
ened in the sense that the second order derivatives of the Leray projection
term of a local solution are Lipschitz even in a viscosity limit. As a conse-
quence, the original Euler equation has a solution branch which develops
singular solutions or kinks from regular data after some finite time.
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1 Idea of construction and statement of weak
singularity theorems
We determine data with weakly singular short-time solutions of the three di-
mensional incompressible Euler equation on the whole Euclidean space. Let
vi, 1 ≤ i ≤ D denote the velocity component functions in dimension D = 3,
and let
ω = curl(v) =
(
∂v3
∂x2
− ∂v2
∂x3
,
∂v1
∂x3
− ∂v3
∂x1
,
∂v2
∂x1
− ∂v1
∂x2
)
(1)
denote the corresponding vorticity functions. The incompressible Euler equation
in vorticity form is
∂ω
∂τ
+ v · ∇ω = 1
2
(∇v +∇vT )ω, (2)
and for the corresponding Cauchy problem this equation has to be solved with
some initial data curl(f) at time τ = 0 of some function f = (f1, f2, f3)
T with
fi ∈ R3 → R. It is well-known that (for sufficiently regular ω) the velocity is
determined by
v(τ, x) =
∫
R3
K3(x− y)ω(τ, y)dy, where K3(x)h = 1
4π
x× h
|x|3 . (3)
This Biot-Savart law is also important for our construction of a viscosity limit of
an extended equation of Navier Stokes type. This limit is not a unique but a local
time solution of the Euler vorticity equation which is Lipschitz and of some order
of polynomial decay at spatial infinity. The Biot-Savart law can then be imposed
in order to obtain Lipschitz continuity (and some order of polynomial decay at
spatial infinity) of first order spatial derivatives of the velocity components for
some positive time, which in turn leads to higher regularity of the velocity
solution increment (velocity solution minus initial data) in a viscosity limit.
In order to construct local-time and long-time singularities we consider first a
related equation which is obtained from (2) by the simple time transformation
τ = −t, ω−i (t, .) = ωi(τ, .), v−i (t, .) = vi(τ, .), 1 ≤ i ≤ D. (4)
Spatial derivatives are untouched, so multiplying the spatial part of transformed
equation by −1 and writing the equation in coordinates we have
∂ω−i
∂t
−
3∑
j=1
v−j
∂ω−i
∂xj
= −
3∑
j=1
1
2
(
∂v−i
∂xj
+
∂v−j
∂xi
)
ω−j , 1 ≤ i ≤ D = 3. (5)
We refer to the equation in (5) as the ’time-reversed Euler equation’. We shall
observe that the ’Navier-Stokes type’ extension of the latter equation with an
additional viscosity term, i.e., the equation
∂ων,−i
∂t
− ν∆ων,−i −
3∑
j=1
v−j
∂ων,−i
∂xj
= −
3∑
j=1
1
2
(
∂vν,−i
∂xj
+
∂vν,−j
∂xi
)
ων,−j , (6)
for 1 ≤ i ≤ D (and with a positive constant ν > 0), has a regular solution on a
time interval [0, T ] for some T > 0 for a certain class of data in H1 which have
2
a singular vorticity at some point in space time with spatial dimension n ≥ 3.
Regularity results for this specific class of data ων,−i (0, .) = ω
f,−
i , 1 ≤ i ≤ D
lead to the conclusion that short or long-time solution families with parameter
ν > 0 have a viscosity limit solution branch
ω−i (t, .) = lim
ν↓0
ων,−i (t, .), 1 ≤ i ≤ D (7)
of the time-reversed Euler equation with the same initial data, where some
regularity is preserved. The initial data ωf,−i , 1 ≤ i ≤ D of the the time-reversed
Euler equation are then ’final data’ of the original incompressible Euler equation,
which, hence, has a vorticity singularity after finite time. If the solution branch
constructed for the time-reversed Euler equation is short-time, then the solution
for the original Euler equation is short-time with a short-time singularity, and
if the solution branch constructed for the time-reversed Euler equation is long-
time, then the solution for the original Euler equation is long-time with a long-
time singularity. We state these results more precisely in the two theorems at
the end of this section. In this paper we shall prove the existence of short time
singularities for regular data. The proof of long-time singularities follows from
the construction of global regular upper bounds, which imply the existence of
global regular solution branches. This extension to global time is not the main
interest of this paper, so we sketch an argument for the existence of global
regular solution branches of the Euler equation in a remark below. In the
following let C∞ be the function space of real-valued functions on RD with
continuous derivatives of any order, and let Hs denote the Sobolev function
space (in L2-sense) of order s ≥ 0 (for real numbers s). Furthermore, we denote
the space of functions (defined on the domain [0, T ) × RD) with continuous
time derivatives up to order m (nonnegative integer) and multivariate spatial
derivatives up to order n (nonnegative integer) by Cm,n
(
[0, T )× RD) or just
by Cm,n if the reference to the domain is known from the context. We have
Theorem 1.1. Let D = 3. There exist data ωfi = ωi(0, .) ∈ H2∩C2, 1 ≤ i ≤ D
and a vorticity solution ωi, 1 ≤ i ≤ D of the three dimensional incompressible
Euler equation Cauchy problem such that after some finite time T > 0 there is
a blow-up of the classical solution, i.e.,
i) for some T > 0 there is a solution function ωi : [0, T ) × RD → R, 1 ≤
i ≤ D in C1 ([0, T ) , H2 ∩ C2) which satisfies the incompressible Euler
equation pointwise on the domain [0, T ) × RD in a classical sense with
data ωi(0, .) = ω
f
i , 1 ≤ i ≤ D;
ii) for the solution in item i) we have
sup
τ∈[0,T )
|ωi(τ, x)| =∞, (8)
i.e., there is no finite upper bound for the left side of (8)on the time interval
[0, T ).
Even a long time singularity version of Theorem 1.1 holds. We have
Theorem 1.2. A stronger version of Theorem 1.1 holds with the same text
except for the replacement of the quantor ’after some finite time T > 0’ by
’after any finite time T > 0’.
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Remark 1.3. Theorem 1.2 follows from Theorem 1.1 if the existence of global
regular solution branches of the Euler equation can be shown. Strictly speaking
following our argument we need to construct global regular solution branches
of the time-reversed Euler equation for regular data. However, the following
argument does not depend on the signs of the nonlinear terms such that it
suffices to construct global regular solution branches of the incompressible Euler
equation. In the next remark we note some simple observations which lead to
the construction of global regular solution branches.
Remark 1.4. It is not a simple scaling argument which leads to the conclu-
sion that a certain classes of nonlinear equations have global regular solution
branches. We sketch an argument here which may be applied for a certain class
of equations which have no damping term. In order to construct global regular
solution branches we have to exploit some structure of the equations. A first
essential characteristic of the classes of equations we have in mind is that lo-
cal time solutions can be represented in terms of convolutions with first order
spatial derivatives of the Gaussian. In case of the incompressible Navier Stokes
equation the incompressibility condition helps in order to obtain local time rep-
resentations of the value function itself in terms of convolutions with the first
order spatial derivatives of the Gaussian (note that this is not possible for typ-
ical blow-up equations as vi,τ = v
2
,i, 1 ≤ i ≤ D). For the construction of global
regular solution branches of the incompressible Euler equation we need the con-
struction of a viscosity limit ν ↓ 0 in addition. This is possible if the convoluted
data of the nonlinear terms with the Gaussian and or with first order spatial
derivatives of the Gaussian in a local time representation of the solution of the
Navier Stokes equation are Lipschitz. This leads to upper bounds in terms of
second moments of the Gaussian, where the upper bound of this second moment
constant is an essential difference to other equations which do not have local
representations in terms of convolutions with spatial first order derivatives of
the Gaussian. We note that the dimension constraint D ≥ 3 is due to structural
constraints in the case of doemension less than three which are apparent in the
the vorticity for ofthe equation. Let us now sketch an argument starting with
the local time solution of the Navier Stokes equation. We introduce the scaling
τ = ρτρ which is also useful later when we consider local contraction results and
their independence from the viscosity parameter ν > 0. Let vρi (τρ, .) = vi(τ, .).
We have
vi,τρ = ρvi,τ . (9)
Let us assume that for some time τρ0 ≥ 0 we have
vρi (τρ0, .) ∈ Hm ∩ Cm,
∣∣vρi (τρ0, .)∣∣Hm∩Cm ≤ Cm for some m ≥ 2. (10)
For the construction of global regular solution branches the parameter ρ > 0
will depend only on the spatial
∣∣.∣∣
Hm∩Cm-norm and on a constant related to the
local L1-norms of the /first order derivatives of the) Laplacian kernel, i.e., on
CK := 1 + max
1≤i≤D
∫
B1(0)
∣∣K,i(y)∣∣dy +
∫
B1(0)
∣∣K(y)∣∣dy + ∣∣KD,i∣∣L2(RD\B1), (11)
where B1(0) is the ball of radius 1 around the origin in R
D. Next we note that
local contraction arguments lead to the conclusion of existence of local time
solutions in a time interval [τ0, τ0 + ∆] for some ∆ > 0. For 1 ≤ i ≤ D, and
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multiindices β, γ with 1 ≤ |β| = |γ| + 1, where βk = γk + 1 and βj = γj for
j ∈ {1, · · · , D} \ {k} we have for all 1 ≤ i ≤ D the local time representation
Dβxv
ρ,ν
i (τρ, .) = D
β
xv
ρ,ν
i (t0, .) ∗sp Gρν(τρ, .)
−ρ ∫ τρ0 ∫RD ∑Dj=1Dγx (vρ,νj vρ,νi,j ) (σ, y)( −2(.−y)k4νρ(τρ−σ)
)
Gρνdydσ
+ρ
∫ τρ
0
∫
RD
(∫
RD
(KD,i(y − z))
∑D
j,m=1D
γ
x
(
∂vρ,νm
∂xj
∂vρ,νj
∂xm
)
(σ, z)dz
)
×
×
(
−2(.−y)k
4νρ(τρ−σ)
)
Gρν(τρ − σ, .− y)dydσ,
(12)
where the first derivatives of the spatially scaled Gaussian Gρν are given by
Gρν,k(τρ, z; 0, 0) =
(
−2zk
4ρντρ
)
1√
4πρντρ
D exp
(
− |z|24ρντρ
)
=:
(
−2zk
4ρντρ
)
Gρν(τρ, z; 0, 0) =:
(
−2zk
4ρντρ
)
Gρν(τρ, z),
(13)
where the latter definition is an abbreviation sometimes used in the following.
Now it is interesting that the value functions themselves have a local time rep-
resentation in terms of convolutions with the first order spatial derivatives of
the Gaussian. Indeed, due to incompressibility we have
vρ,νi (τρ, .) = v
ρ,ν
i (t0, .) ∗sp Gρν(τρ, .)
−ρ ∫ τρ0 ∫RD ∑Dj=1 (vρ,νj vρ,νi ) (σ, y)( −2(.−y)i4νρ(τρ−σ)
)
Gρνdydσ
+ρ
∫ τρ
0
∫
RD
(∫
RD
(KD(y − z))
∑D
j,m=1
(
∂vρ,νm
∂xj
∂vρ,νj
∂xm
)
(σ, z)dz
)
×
×
(
−2(.−y)i
4νρ(τρ−σ)
)
Gρν(τρ − σ; .− y)dydσ.
(14)
Here the incompressibility condition is used in order to rewrite the Burgers term.
We may abbreviate
B0i ∗Gρν :=
∫ τρ
0
∫
RD
D∑
j=1
(
vρ,νj v
ρ,ν
i
)
(σ, y)
( −2(.− y)i
4νρ(τρ − σ)
)
Gρνdydσ, (15)
and
L0 ∗Gρν :=
∫ τρ
0
∫
RD
(∫
RD
(KD(y − z))
∑D
j,m=1
(
∂vρ,νm
∂xj
∂vρ,νj
∂xm
)
(σ, z)dz
)
×
×
(
−2(.−y)i
4νρ(τρ−σ)
)
Gρν(τρ − σ; .− y)dydσ,
(16)
which implicitly defines the symbols B0i and L
0, where we note that the latter
does not depend on the component index i. From the equation (12) we may
define abbreviations Bi and Li for the convoluted Burgers and Leray data anal-
ogously. Spatial derivatives of these functions are denoted in Einstein notation.
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We observe that the representation in (14) as well as the representation in (12)
have the parameter ρ as a coefficient. Furthermore for local time regular solu-
tions vρ,νi (τρ, .) ∈ Hm ∩ Cm, 1 ≤ i ≤ D with m ≥ 2 and τρ ∈ [τρ0, τρ0 + ∆]
the Burgers-and Leray functions B0i , L
0, 1 ≤ i ≤ D, Bi, Li, 1 ≤ i ≤ D, and
Bi,j , Li,j , 1 ≤ i, j ≤ D are all Lipschitz such that we get interesting upper
bounds of the convolutions
B0i ∗Gρν,k, L0 ∗Gρν,k, Bi ∗Gν,k, Li ∗Gν,k, Bi,j ∗Gρν,k, Li,j ∗Gρν,k. (17)
Note that the first order spatial derivatives of the Gaussian are antisymmetric
in the sense that( −2yi
4νρ(τρ − σ)
)
Gρν(τρ, y) =
(
2y−i
4νρ(τρ − σ)
)
Gρν(τρ, y
−), (18)
where y− = (y−1 , · · · , y−D) with y−i = −yi and y−j = yj for j ∈ {1, · · ·D} \ {i}.
For any spatially global Lipschitz continuous function F we have∣∣∣ρF ∗Gρν,i = ρ ∫ F (τρ−σ, x − y)( −2yi4νρ(σ))Gρν(σ, y)dydσ∣∣∣
=
∣∣∣ρ ∫ ∫yi≥0 (F (τρ − σ, x− y)− F (τρ − σ, x − y−))
(
−2yi
4νρ(τρ−σ)
)
Gρν(σ, y)dydσ
∣∣∣
≤
∣∣∣ρL ∫ ∫yi≥0
(
4y2i
4νρσ
)
Gρν(σ, y)dydσ
∣∣∣ = 4ρLM2,
(19)
where M2 is a finite second moment constant of the Gaussian which is small
in the following sense (note here, that the integral
∫
yi≥0 is with respect to the
domain {y ∈ RD|yi ≥ 0}) . We consider the case D = 3. First note that for any
small time σ > 0 the main mass of the spatial integral is on a ball of radius
√
ρν.
Now, given ν > 0, small
√
ρν and small time σ, and using partial integration
and polar coordinates we observe that (denoting the three-dimensional ball by
B3√ρν and the one dimensional ball by B√ρν = {r > 0|r ≤
√
νr}, and choosing
implicitly a time interval [τρ0, τρ0+∆]) with τρ0 = 0 without loss of generality )
1
4π2
∣∣∣ρL ∫ ∫{y|yi≥0}∩B3√ρν
(
4y2i
4νρσ
)
Gρν(σ, y)dydσ
∣∣∣
≤
∣∣∣ρL ∫ ∫r∈B√ρν
(
4r2
4νρσ
)
Gρν(σ, r)r
2drdσ
∣∣∣
≤
∣∣∣ρL ∫ ( r55νρσ) 1√4πρνσD exp
(
− |r|24ρνσ
) ∣∣∣√ρν
0
dσ
+ρL
∫ ∫
r∈B√ρν
(
r5
5νρσ
)(
−2r
4νρσ
)
1√
4πρνσD
exp
(
− r24ρνσ
)
drdσ
∣∣∣
≤
∣∣∣ρL ∫ 15σ 1√4πσD exp (− 14σ ) dσ
−ρL ∫ ∫r∈B√ρν
(
r6
10ν2ρ2σ2
)
1√
4πρνσD
exp
(
− r24ρνσ
)
drdσ
∣∣∣.
(20)
Iterating this partial integration procedure we get a geometric series upper
bound. More precisely, note that for the last term on the right side in (20) we
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have (recall D = 3)∣∣∣ρL ∫ ∫r∈B√ρν
(
r6
10ν2ρ2σ2
)
1√
4πρνσD
exp
(
− r24ρνσ
)
drdσ
∣∣∣
≤
∣∣∣ρL ∫ ( r770ν2ρ2σ2) 1√4πρνσD exp
(
− |r|24ρνσ
) ∣∣∣√ρν
0
dσ
∣∣∣
+ρL
∫ ∫
r∈B√ρν
(
r7
70ν2ρ2σ2
)(
−2r
4νρσ
)
1√
4πρνσD
exp
(
− r24ρνσ
)
drdσ
∣∣∣
≤
∣∣∣ρL ∫ 170σ2 1√4πσD exp (− 14σ ) dσ
−ρL ∫ ∫
r∈B√ρν
(
r8
140ν3ρ3σ3
)
1√
4πρνσD
exp
(
− r24ρνσ
)
drdσ
∣∣∣.
(21)
Inductively we have for any m ≥ 1∣∣∣ρL ∫ ∫{y|yi≥0}∩B√ρν
(
4y2i
4νρσ
)
Gρν(σ, y)dydσ
∣∣∣
≤
∣∣∣∑mk=1(−1)k+1ρL ∫ Rkσk 1√4πσD exp (− 14σ ) dσ
∣∣∣
+
∣∣∣ρL ∫ ∫r∈B√ρν
(
Rmr
2m+2
2νmρmσm
)
1√
4πρνσD
exp
(
− r24ρνσ
)
drdσ
∣∣∣,
(22)
where the rapidly decreasing series of numbers Rk is recursively defined by
R1 =
1
5
, Rk+1 =
1
2
1
6 + 2k − 1Rk, for all k ≥ 1. (23)
We observe that on a small time interval [0,∆] we have a converging alternating
series on the right sight of (22), because the members of the series behave like
O
(
1√
k
)
- as is easily inferred from Stirlings formula etc., i.e., the numbers Rk
converge fast enough such that the right side of the inequality∣∣∣ρL ∫ ∫{y|yi≥0}∩B√ρν
(
4y2i
4νρσ
)
Gρν(σ, y)dydσ
∣∣∣
≤∑∞k=1 ∣∣∣ρL ∫ Rkσk 1√4πσD exp (− 14σ ) dσ
∣∣∣
(24)
is finite, and the absolute value is decreasing (a detailed analysis than in this
remark will be provided elsewhere). Hence for small
√
ρν we surely have the
upper bound ∣∣∣ρL ∫ ∫{y|yi≥0}∩B√ρν
(
4y2i
4νρσ
)
Gρν(σ, y)dydσ
∣∣∣
≤
∣∣∣ρL ∫ 14σ 1√4πσD exp (− 14σ ) dσ
∣∣∣.
(25)
For a small time step size ∆ this upper bound becomes small as
∣∣∣ρL ∫ ∆
0
1
4
1
√
4π
D
1
σ2.5
exp
(
− 1
4σ
)
dσ
∣∣∣ (26)
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becomes small for small ∆ > 0. Note that this upper bound becomes small as ∆
becomes small independently of the parameters ν or ρ. Note that this additional
scaling is obtained by a) the Lipschitz continuity of the nonlinear terms in the
probabilistic local time solution representation, and b) by the combination of
this Lipschitz continuity with the possibility to rewrite the equation in terms of
convolutions with first order derivatives of the Gaussian. An analogous estimate
as in (26) holds oaslo on the interval [τρ0, τρ0+∆] (assuming that we have regular
Hm ∩ Cm data for m ≥ 2 at time τρ0). The estimate in (26) implies that∣∣∣ρL ∫ ∆
0
1
4
1
√
4π
D
1
σ2.5
exp
(
− 1
4σ
)
dσ
∣∣∣ ∈ o(∆) for small ∆, (27)
which implies in turn that a potential damping term introduced by a time
transformation (cf. below) becomes dominant if a regular norm exceeds a
certain level. For a local solution with data as in (10) you can check that
B0i , L
0, Bi, Li, Bi,j , Li,j are Lipschitz for 1 ≤ i, j ≤ D. These considerations
together with application of Young inequalities lead to the conclusion that forall
τρ ∈ [τρ0, τρ0 +∆0] we have
max
1≤i≤D
∣∣B0i ∗Gρν,k(τρ, .)∣∣H2∩C2 + ∣∣L0 ∗Gρν,k(τρ, .)∣∣H2∩C2 ≤ ρcDC2mCKM2 (28)
or for all 1 ≤ i ≤ D∣∣Bi ∗Gρν(τρ, .)∣∣H2∩C2 + ∣∣Li ∗Gρν,k(τρ, .)∣∣H2∩C2 ≤ ρcDC2mCKM2, (29)
where cD is a finite constant which depends only on dimension D, and where
m = 2 may be chosen. This is an upper bound of growth which can be offset
by an autocontrol scheme. We may choose∆ > 0 small such that M2 becomes
small (smaller than 1 especially) and then choose any ρ with
0 < ρ ≤ 1
4cDC2mCK
(30)
in order to obtain a global scheme. For the Navier Stokes equation, i.e., for
fixed ν > 0 it is possible to analyze the damping term and compare it with
upper bounds of the increment of the nonlinear terms over the time interval
[τρ0, τρ0 + ∆]. We cannot do this in the case of the Euler equation, of course.
However the upper bound constructed above indicates that we can set up an
autocontrol scheme which works without viscosity damping estimates. Here it
is essential to have estimates which are independent of ν > 0, i.e., estimates
which work in the case of the Navier Stokes equation uniformly with respect to
the viscosity ν > 0 (we then may invoke Lipschitz continuity of the convoluted
Leray projection term and Burgers term, and apply some compactness argument
in order to obtain a viscosity limit as in the main text). So let us consider fixed
ν > 0 in this remark.
For τρ0 ≥ 0 and a time interval [τρ0, τρ0 +∆0] for some ∆0 ∈ (0, 1) we
consider a comparison function uρ,ν,τ0i , 1 ≤ i ≤ D by a global time transfor-
mation with local time dilatation on a short time interval, i.e., we consider the
transformation
(1 + τρ)u
ρ,ν,τρ0
i (s, y) = v
ρ,ν
i (τρ, y),
where s =
τρ−τρ0√
1−(τρ−τρ0)2
, τρ − τρ0 ∈ [0,∆0], 1 ≤ i ≤ D
(31)
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where ∆0 ∈ [0, 1). Using the abbreviation ∆τρ = τρ − τρ0, we have
vρ,νi,τρ = u
ρ,ν,τρ0
i + (1 + τρ)u
ρ,ν,τρ0
i,s
ds
dτρ
,
ds
dτρ
=
1√
1−∆τ2ρ
3 . (32)
We choose a time interval length ∆0 ≤ 0.5 such that local time contraction, and,
hence, a local time solution exists on the interval [τρ0, τρ0 +∆0]. The equation
for u
ρ,ν,τρ0
i , 1 ≤ i ≤ D becomes
u
ρ,ν,τρ0
i,s +
√
1−∆τ2ρ
3
1+τρ
ρν∆u
ρ,ν,τρ0
i + ρ
√
1−∆τ2ρ
3
1+τρ
∑D
j=1
(
u
ρ,ν,τρ0
j
∂u
ρ,ν,τρ0
i
∂xj
)
−ρ
√
1−∆τ2ρ
3
1+τρ
∫
RD
KD,i(.− y)
∑D
j,m=1
(
∂u
ρ,ν,τρ0
m
∂xj
∂u
ρ,ν,τρ0
j
∂xm
)
(., y)dy
−
√
1−∆τ2ρ
3
1+τρ
u
ρ,ν,τρ0
i = 0,
uρ,ν,τρ0(0, .) = vρ,ν(τρ0, .).
(33)
This equation is defined on a dilated time interval [0,∆d], where the relation of
∆d to ∆0 follows from the time transformation. Now assume that an arbitrary
large but fixed time horizon Tρ > 0 is given. Note that this corresponds to an
original time horizon T = ρTρ with ρ as in (30). Since ρ depends only on the
dimension and the data size in the Hm∩Cm-norm essentially, a spatial norm of
the initial data (and the spatial kernel constant CK) global results with arbitrary
horizon Tρ transfer to global results with respect to original time. Assume that
for m ≥ 2 and for some 0 ≤ τρ0 < T we have a global upper bound
max
1≤i≤D
∣∣∣vρ,νi (t0, .)∣∣∣
Hm∩Cm
≤ C(1 + τ0) <∞. (34)
We may assume that C ≥ 3. Then
max
1≤i≤D
∣∣∣uρ,ν,τρ0i (0, .)∣∣∣
Hm∩Cm
=
1
1 + τρ0
max
1≤i≤D
∣∣∣vρ,νi (τρ0, .)∣∣∣
Hm∩Cm
≤ C, (35)
if ρ is chosen as in (30). Hence,
max
1≤i≤D
∣∣∣uρ,ν,τρ0i (∆d, .)∣∣∣
Hm∩Cm
≤ C. (36)
This implies that
max1≤i≤D
∣∣∣vρ,νi (τρ0 +∆0, .)∣∣∣
Hm∩Cm
≤ max1≤i≤D(1 + τρ0 +∆0)
∣∣∣uρ,ν,τρ0i (∆d, .)∣∣∣
Hm∩Cm
≤ C(1 + τρ0 +∆0).
(37)
Iterating this procedure for all integers k ≥ 0 with k∆0 ≤ Tρ we have
max1≤i≤D
∣∣∣vρ,νi (k∆0, .)∣∣∣
Hm∩Cm
≤ max1≤i≤D(1 + k∆0)
∣∣∣uρ,ν,τρ0i (0, .)∣∣∣
Hm∩Cm
≤ C(1 + k∆0).
(38)
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Then by a local time contraction we can interpolate and have for all 0 ≤ τρ ≤ Tρ
max1≤i≤D
∣∣∣vρ,νi (τρ, .)∣∣∣
Hm∩Cm
≤ max1≤i≤D(1 + τρ)
∣∣∣uρ,ν,τρ0i (0, .)∣∣∣
Hm∩Cm
≤ 2C(1 + τρ).
(39)
Remark 1.5. The argument below shows that singularities can be constructed
even for data ωfi ∈ C∞0 , 1 ≤ i ≤ D, where C∞0 the space of smooth functions
vanishing at infinity. However, ωfi ∈ H2 ∩ C2, 1 ≤ i ≤ D is essential, and
we consider further regularity results and long-time kinks and singularities else-
where. Here we are interested mainly in the connection to singular solution or
kinks of the Navier Stokes equation with regular time dependent force terms.
Theorem 1.1 can be extended in the sense that there are solution branches
with weak singularities of any integer order k in the sense that a solution function
is only in Ck−1 \ Ck. In order to have a succinct statement we introduce the
concept of a ’spatial kink of order k’ of a classical solution.
Definition 1.6. We say that a classical solution branch ωi, 1 ≤ i ≤ D of an
incompressible Euler Cauchy problem with data ωf,−i , 1 ≤ i ≤ D with ωfi ∈ Cm
for m ≥ k has spatial a kink of order k ≥ 1, if there is a space-time point (τ, x)
with τ > 0 and x ∈ RD such that
ωi ∈ Ck−1 \ Ck at (τ, x) (40)
for some integer k ≥ 1.
Corollary 1.7. Let D = 3. For any k ≥ 2 and s ≥ 0 there exist data ωfi ∈
Hm ∩Cm, 1 ≤ i ≤ D with m ≥ k+ 2 and a vorticity solution ωi, 1 ≤ i ≤ D of
the three dimensional incompressible Euler equation Cauchy problem with data
ωfi , 1 ≤ i ≤ D such that after some finite time the solution has a kink of order
k.
Remark 1.8. We treat the latter result as a Corollary because the proof method
is the same, and only the choice of data for the time reversed Euler-type Cauchy
problem has to be adapted.
Next we draw consequences for the Navier Stokes equation. A classical
solution
ωi, 1 ≤ i ≤ D, ωi ∈ C1
(
[0, T ) , H2 ∩ C2) (41)
of the incompressible Euler equation (on the interval [0, T ) without the point
T ) and with a blow-up of vorticity at time T satisfies the vorticity form of the
Navier Stokes equation
∂ω
∂τ
− ν∆ω + v · ∇ω = 1
2
(∇v +∇vT )ω + F, (42)
with force term F = (F1, F2, F3)
T
(on the same time interval [0, T )) if
for all t Fi(t, .) = −ν∆ωi(t, .) ∈ L2 ∩ C, 1 ≤ i ≤ 3. (43)
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The analysis below shows that Fi is also L
2 with respect to time on the time
interval [0, T ], where T > 0 is the time where the vorticity of the Euler equation
blows up. Similarly, a regular classical solution on the time interval [0, T )
ωi, 1 ≤ i ≤ D, ωi(τ, .) ∈ H2+k ∩ C2+k (44)
of the incompressible Euler equation with a kink of order k at time T > 0 such
that
ω(T, .) ∈ Ck−1 \ Ck, (45)
satisfies the vorticity form of the Navier Stokes equation (42), where
for all t ∈ [0, T ) Fi = −ν∆ωi(τ, .) ∈ Hk ∩Ck, 1 ≤ i ≤ 3. (46)
We conclude
Theorem 1.9. For the Cauchy problem for the Navier Stokes equation (42) for
some time T > 0 time dependent force terms with
Fi(τ, .) ∈ Hk ∩ Ck, k ≥ 0, for all τ ∈ [0, T ) (47)
and data ωi(0, .) ∈ H2+k ∩ C2+k, 1 ≤ i ≤ 3, k ≥ 0 can be chosen such that
a regular classical solution of the Navier Stokes equation on the time interval
[0, T ) has a blow-up (case k = 0) or can be extended beyond the time interval
[0, T ] and then has a kink of order k ≥ 1 at time T .
2 Proof of Theorem 1.1 and Corollary 1.7
For the Gaussian fundamental solution Gν of the equation
p,t − ν∆p = 0 (48)
we consider on some time interval [0, T ] with time horizon T > 0 the iteration
scheme vν,−,ki , 1 ≤ i ≤ D, k ≥ 0, where for k ≥ 1
vν,−,ki = v
f,−
i ∗sp Gν +
∑D
j=1
(
vν,−,k−1j
∂vν,−,k−1i
∂xj
)
∗Gν
−
(∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)(
∂vν,−,k−1m
∂xj
∂vν,−,k−1j
∂xm
)
(., y)dy
)
∗Gν ,
and where this scheme is initialized by
vν,−,0i := v
f,−
i (.) ∗sp Gν .
(49)
Here the velocity data vf,−i , 1 ≤ i ≤ D are determined by the vorticity data
ωf,−i , 1 ≤ i ≤ D via the Biot-Savart law. The upper script − reminds us that
we consider a time-reversed problem auch that the data chosen here are not
confused with the initial data ωfi , 1 ≤ i ≤ D in the statement of our main
theorem (which are the final data at some time T > 0 of the time reversed
problem). In this paper we choose a refined version of the scheme in (49), where
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we construct a singularity for at least one velocity component. We single out
one velocity component in H1 \ C1, and initialize the scheme in (49) with
vν,−,0i0 := v
f,−
i0
(.) ∗sp Gν (50)
as before, while for j 6= i0 we choose
vν,−,0j := v
f,−
j (.), (51)
where we observe below that the data vfj (.), j 6= i0 can be chosen to have
full regularity (cf. item i) below). We shall consider possible constructions of
data with stronger and weaker singularities below, where we also consider some
variations of argument depending on the choice of the data.
Note that we start the iteration scheme with smoothed data vf,−i0 (.) ∗sp Gν
which appear in the first approximating increment δvν,1,−i = v
ν,−,1
i − vf,−i ∗sp
Gν , 1 ≤ i ≤ D. This makes it possible to use estimates of vf,−i0 ∗sp Gν,j , 1 ≤
i, j ≤ D in the estimation of the functional increments of the iterated scheme.
In a former version of this paper we started the iteration scheme with the data
vf,−i , 1 ≤ i ≤ D themselves, and this has the effect that the smoothing in the
increment is felt only after the second iteration. Smoothing coefficients is often
useful (sic Leray). Here we use smoothed approximations in the nonlinear terms
of local iteration schemes.
We note that the symbol ∗sp denotes convolution with respect to the spatial
variables, and ∗ denotes convolution with respect to the time variable and the
spatial variables. It is an advantage to start the scheme with the spatially
convoluted data vf,−i (.) ∗sp Gν at least for one velocity component, since we
choose the data vf,−i , 1 ≤ i ≤ D to be only locally Lipschitz for one velocity
component vi0 . The approximation of first order derivatives v
f,−
i ∗sp Gν,j , 1 ≤
i, j ≤ D in the nonlinear functional increments δvν,1,−i is an advantage for the
estimates. Note that all velocity component data are chosen such that they are
smooth in the complement of the origin and have strong spatial decay at spatial
infinity.
Remark 2.1. Note that the data we choose below are only locally Lipshitz and
globally Ho¨lder continuous. If we apply the argument to globally Lipschitz
continuous data ( e.g. α0 = β0 in the choice of data in item i) below), then we
obtain weaker singularities of bounded oscillatory type.
All data for all velocity components are in H1 such that the first derivatives
in the approximation of the velocity have the representation
vν,−,0i,j := v
f,−
i (.) ∗sp Gν,j = vf,−i,j (.) ∗sp Gν . (52)
The data vν,−,0i , 1 ≤ i ≤ D themselves are Ho¨lder continuous with exponent
β0 close to 1 (even Lipschitz at the origin) for one velocity component and,
depending on the variation of arguments considered below, they are also Ho¨lder
continuous, or Lipschitz continuous, or even of full regulrity for the other velocity
components. We shall use the fact that Lipschitz continuous data convoluted
with the first order derivatives of the Gaussian have convenient upper bounds,
which are even ν-independent. However, this is not decisive since we have this
effect for vν,−,ki for k ≥ 2 anyway if we start the scheme with vf,−i (.) instead
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of vf,−i (.) ∗sp Gν at k = 0. We choose an index i0 ∈ {1, · · · , D} and data
vfi0 and complement data v
f
j , j ∈ {1, · · · , D} \ {i0} such that corresponding
vorticity component ωf,−i0 are singular at one point. Furthemore the complement
data vf,−j , j ∈ {1, · · · , D} \ {i0} are constructed with the iteration scheme
vν,−,ki , 1 ≤ i ≤ D, k ≥ 1 such that for all k
for all t ∈ (0, T ]
D∑
i=1
vi,i = lim
k↑∞
D∑
i=1
vν,−,ki,i (t, .) = 0. (53)
The basic idea to realise the additional constraint in (53) is as follows. Local
contraction leads to a local representation
vν,−i = v
f,−
i ∗sp Gν +
∑D
j=1
(
vν,−j
∂vν,−i
∂xj
)
∗Gν
−
(∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)(
∂vν,−m
∂xj
∂vν,−j
∂xm
)
(., y)dy
)
∗Gν
=: vf,−i ∗sp Gν + δvν,−i .
(54)
Applying the divergence operator we get for any ν > 0∑D
i=1 v
ν,−
i,i =
∑D
i=1 v
f,−
i ∗sp Gν,i +
∑D
i,j=1
(
vν,−j,i v
ν,−
i,j
) ∗Gν
−∑Di=1
(∑D
j,m=1
∫
RD
(
∂2
∂x2i
KD(.− y)
)(
∂vν,−m
∂xj
∂vν,−j
∂xm
)
(., y)dy
)
∗Gν .
(55)
In a viscosity limit νk ↓ 0 the pressure condition
∆p = lim
k↑∞
D∑
i,j=1
(
vνk,−j,i v
νk,−
i,j
)
(56)
is satisfied, where
−
D∑
i=1
D∑
j,m=1
∫
RD
(
∂2
∂x2i
KD(.− y)
) D∑
j,m=1
(
∂vν,−m
∂xj
∂vν,−j
∂xi
)
= −∆p. (57)
Hence, if the increment limk↑∞ δv
−,νk
i , 1 ≤ i ≤ D is regular, then the incom-
pressibility condition (on a time interval (0, T ]) for a viscosity limit
lim
k↑∞
D∑
i=1
vνk,−i,i = 0 (58)
becomes equivalent to
lim
k↑∞
D∑
i=1
vνk,−i,i = lim
k↑∞
D∑
i=1
vf,−i ∗sp Gνk,i = 0 (59)
on a time interval (0, T ]. Now note that for our choice of data vfi0 below at item
i) we have for given ν > 0 and t > 0
(vf,−i0 ∗sp Gν,i0 )(t, 0) =
∫
φ0(r)
−(0 − yi0)
4νt
Gν(t, 0− y)dy = 0, (60)
13
since the data φ0 (cf. below) are symmetric (here r =
√∑D
i=1 y
2
i ). We shall
use data below which are locally regular in the complement of the origin. Next
we observe for any global bounded continuous and locally regular function f we
have a degeneracy in the viscosity limit as with yi = νtzi, 1 ≤ i ≤ D∣∣∣ ∫ f(x− y)−(yi)4νt Gν,i(t, y)dy∣∣∣ = ∣∣∣ ∫ f(x− y)−(yi)4νt 1√4πνtD exp
(
− |y|24νt
)
dy
∣∣∣
≤
∣∣∣ ∫ f(x− νtz)zi 1√
4πνt
D exp
(−|z|2νt) (νt)Ddz∣∣∣ ↓ 0 as ν ↓ 0.
(61)
Here local regularity around x and a local multivariate Taylor formula can be
used. More precisely, we may use for m = 1
Lemma 2.2. Let x ∈ U ⊂ RD be an open set. For 1 ≤ m ≥ l ≥ 0 and
f ∈ Cm(U) we have for all x, h ∈ RD with {x+ sh|s ∈ [0, 1]} ⊂ U
f(x+ h) = f(x) +
∑
0<|α|<m
(∂αf)(x)
α!
+m
∑
|α|=m
hα
α!
∫ 1
0 (1− θ)m−1 (∂αf) (x+ θh)dθ,
(62)
where ∂αf denotes the multivariate partial derivative of f of order α with respect
to the multiindex α = (α1, · · · , αD).
In (61) the right term of the inequality can be estimated by two summands.
The first summand of order zero in νtz is∣∣∣ ∫ f(x)zi 1√
4πνt
D
exp
(−|z|2νt) (νt)Ddz∣∣∣ ↓ 0 as ν ↓ 0. (63)
Furthermore, if for 0 6= x f is locally regular, then there is a neighborhood U of
x where the first order partial derivatives are bounded. If z is in any compact
(large) neighborhood then {x + θνtz, θ ∈ [0, 1]} is in U and the additional
fcato νtz of the Taylor formula remainder term ensures that the integral over
any compact set converges to zero as ν converges to zero. It is then observed
straightforwoardly that the integral over the complement of that large compact
set also converges to 0 as ν converges to 0.
However in the local solution increments δvν,−,ki , 1 ≤ i ≤ D the first order
derivatives of the data
vν,−,0i0,k = v
f,−
i0,k
∗sp Gν , vν,−,0j,k = vf,−j,k , j 6= i0 (64)
for all 1 ≤ k ≤ D contribute to the local solution, and this also holds in the
viscosity limit.
We note that especially for given ν > 0 t ∈ (0, T ] x → (vf,−i0 ∗sp Gν,i0 )(t, x)
is continuous and bounded by a constant which is independent of ν and t.
Hence our analysis of the functional solution increment below shows that we
may choose functions vf,−j for j 6= i0 which are C1 and have bounded first order
derivatives such that the incompressibility condition
vf,−i0 ∗sp Gν,i0 +
∑
j 6=i0
vf,−j ∗sp Gν,j = 0 (65)
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is satisfied on (0, T ] and such that the incompressibility relation
∑D
i=1 v
−
i,i =
limk↑∞
∑D
i=1 v
νk,−
i,i holds pointwise on (0, T ] in the viscosity limit. Well for one
variation of argument and our choice below of the data vf,−i0 we can even choose
data vf,−j in Schwartz space for j 6= i0. We can make the general statement:
the data vf,−i , i 6= i0 can be chosen in the same regularity class (ar least) as
the solution increment δv−i = v
−
i − vf,−i , 1 ≤ i ≤ D of the local time solution
increment of the Euler equation.
Concerning the regularity of the local solution increments consider their first
approximations in the iteration scheme. We have for ν > 0
δvν,−,1i = v
ν,−,1
i − vf,−i ∗sp Gν
=
∑D
j=1
((
vf,−j ∗sp Gν
)(
vf,−i ∗sp Gν,j
))
∗Gν
−
(∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)
×
×
((
vf,−m ∗sp Gν,j
) (
vf,−j ∗sp Gν,m
))
(., y)dy
)
∗Gν
=: vf,−i ∗sp Gν + δvν,−,1i .
(66)
Only one component of the velocity data, i.e., vf,−i0 is chosen such that the
vorticity has a singularity; the other are chosen to be regular. The regularity of
the other data vf,−j , j 6= i0 can be exploited in order to represent second order
spatial derivatives vν,−i0,i0,i0 by
vν,−i0,i0,i0 = −
∑
j 6=i0
vν,−j,j,i0 . (67)
For any ν > 0 we get the local representation
δvν,−,1i0,i0,i0 = v
ν,−,1
i0,i0,i0
− vf,−i0,i0 ∗sp Gν,i0
=
∑
j 6=i0
((
vf,−j ∗sp Gν
)(
vf,−i0 ∗sp Gν,j
))
,i0
∗Gν,i0
+
((
vf,−i0 ∗sp Gν
)(
−∑j 6=i0 vf,−j ∗Gν,j
))
,i0
∗Gν,i0
−∑Dj,m 6=i0 ∫RD KD,i0(.− y)×
×
((
vf,−m ∗sp Gν,j
) (
vf,−j ∗sp Gν,m
))
,i0
(., y)dy ∗Gν,i0
−2∑Dj=1 ∫RD KD,i0(.− y)((vf,−i0 ∗sp Gν,j)(vf,−j ∗sp Gν,i0)) (., y)dy ∗Gν,i0 ,
(68)
where in the last line
(
vf,−i0 ∗sp Gν,j
)
can be substituted by
∑
j 6=i0 v
f,−
j ∗ Gν,j
as in the Burgers term above. Hence, as vf,−j , j 6= i0 are regular data, this
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can clearly be exploited in order to obtain regularity of second derivatives of
the velocity component vi0 . For our choice of data in item i) below we even
have a further reduction (concerning regularity) for the terms vf,−i0 ∗sp Gν,j .
Furthermore, we choose the data vf,−i , 1 ≤ i ≤ D such that Burgers term data
and the Leray projection data in the iteration scheme are Lipschitz. Especially
we choose the data such that the Burgers terms((
vf,−j ∗sp Gν
)(
vf,−i ∗sp Gν,j
))
(69)
and the Leray projection terms
∫
RD
(
∂
∂xi
KD(.− y)
) D∑
j,m=1
((
vf,−m ∗sp Gν,j
) (
vf,−j ∗sp Gν,m
))
(., y)dy (70)
are Lipschitz. Two remarks are in order here: a) we explain the role of Lipschitz
continuity of the data, and b) we give the reason, why the construction works
in dimension D = 3 and not D = 2 or D = 1. Ad a), we shall choose the data
vfi0 to be locally Lipschitz continuous such that the symmetry of the first order
spatial derivative of the Gaussian (cf. (103) and the related estimate below)
such that
vν,−i0,i0(t, .) = v
f,−
i ∗sp Gν,i0 (t, .) + δvν,−i0,i0(t, .) (71)
has an appropriate upper bound for t ∈ (0, T ], where regularity observations
concerning the increment δvν,−i0,i0(t, .) come into play. In the latter context we
define for k ≥ 1
δvinit,ν,−,ki = v
ν,−,k
i − vf,−i ∗sp Gν , (72)
and
δvν,−,ki = v
ν,−,k
i − vν,−,k−1i . (73)
We show that for some time horizon T > 0 the local time solution function
vν,−i , 1 ≤ i ≤ D of the Navier Stokes type extension of the time-reversed Euler
equation has a representation of the form
vν,−i = v
f,−
i ∗sp Gν + δvinit,ν,−,2i +
∞∑
k=3
δvν,−,ki , (74)
which is spatially in H3 ∩ C3 for evaluations at all time t ∈ (0, T ].
Remark 2.3. Note the choice k = 2 in (74) with respect to the initial increment
( cf. (72)). However, as we start with the iteration scheme with the data
vν,−,0i := v
f,−
i (.) ∗sp Gν this is not necessary and the alternative representation
vν,−i = v
f,−
i ∗sp Gν + δvinit,ν,−,1i +
∞∑
k=3
δvν,−,ki , (75)
is also sufficient for this improved scheme. If we start with data vf,−i (.) at k = 0
(as we did in a former version of this paper) instead, then the choice k = 1 is
not sufficient as the first initial increment in (75) is then of lower regularity -at
least for some of the possible choices of data considered below.
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Next ad b) we note that there is a dependence on dimension in the con-
struction of the viscosity limit. For one variation of argument where we use
the degeneracy of of the first order derivative data term vf,−i0 ∗sp Gνk,i0 in the
viscosity limit for νk ↓ 0 this and H1 ∩ C1-regularity or even full reesgultity of
the data function vf,−j we need D ≥ 3 obviously. A local solution of the time-
reversed Euler equation is constructed via a viscosity limit of a subsequence
vνk,−i , 1 ≤ i ≤ D with νk ↓ 0 (a compactness argument). In this compactness
argument we need a uniform upper bound
max
1≤i,j≤D
sup
0≤t≤T
∣∣vf,−i ∗sp Gνk,j(t, .)∣∣ ≤ C (76)
for some finite constant C > 0 which is independent of ν (or νk, k ≥ 1 at least).
Note that the classical Gaussian estimate
Gν(t, z) =
√
π
−D/2 ( |z|2
4νt
)D/2−δ
1
|z|D−2δ(4νt)δ exp
(
−|z|2
4νt
)
≤ C|y|D−2δ(4νt)δ ,
(77)
where
C = sup
|w|>0
|w|D−2δ exp(−|w|2), (78)
imposes no serious restrictions regarding dimension. For first order spatial
derivatives of the Gaussian we use Lipschitz continuous upper bounds of con-
voluted data terms, where we use spatial antisymmetry of the Gaussian /cf.
below). For some variation of argument it can be useful to have δ > 0.5, such
that the independence of the finite constant in (78) of ν is only ensured ofD > 1.
However, we are interested in D ≥ 3 only anyway. The 2-dimensional flows with
scalar vorticity lead to the constraint
ω · ∇v = 0 (dimD = 2), (79)
(cf. [3]), which means that the Leray projection term cancels. Hence under
this specific circumstances an inviscid Burgers equations results, which may
also have singular solutions (the Burgers equation with in spatial dimension
definitely has a shock wave). The vorticity form of the incompressible Euler-
and Navier Stokes equation is clearly a strong constraint in case of diemsnion
D ≤ 2, such that it is no suprise that in case D = 2 singularities can only be
proved in case of more comlex problems with boundaries(cf. [1]).
However, this is not our main interest, and we restrict our discussion to
the case D = 3 or D ≥ 3 (as far as velocity is concerned). Let us pause for
a moment here and show that the Leray projection operator and the Burgers
operator applied to data functions in H2∩C2 are Lipschitz continuous functions
which have Lipschitz continuous first order derivatives. We consider the Leray
projection term (a simplified similar argument works for the Burgers term). For
g = (g1, · · · , gD)T with max1≤i≤D
∣∣gi∣∣H2∩C2 ≤ C2 consider the function
Lgi(.) :=
∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)(
∂gm
∂xj
∂gj
∂xm
)
(y)dy. (80)
Here it is sufficient to consider functions gi, 1 ≤ i ≤ D without time dependence,
as the estimate transfer straightforwardly to the local solution functions. For
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given x, x′ ∈ RD we verify Lipschitz continuity (thereby verifying Lipschitz
continuity on compact domains). We have for x, x′ ∈ RD∣∣Lgi(x) − Lgi(x′)∣∣ ≤
∣∣∑D
j,m=1
∫
RD
(KD,i(x
′ − y)−KD,i(x− y))
(
∂gm
∂xj
∂gj
∂xm
)
(y)dy
∣∣
≤
∣∣∣∑Dj,m=1 ∫RD ∣∣KD,i(x′ − y)−KD,i(x− y)∣∣
∣∣∣C2 ∂gj∂xm
∣∣∣(y)dy∣∣∣
≤ C2
∣∣∣ ∫
RD
∣∣∣KD,i(y)∣∣∣∑Dj,m=1 ∣∣∣ ∂gj∂xm (x′ − y)− ∂gj∂xm (x− y)
∣∣∣dy∣∣∣
≤ C3
∣∣∣ ∫
RD
∣∣∣KD,i(y)∣∣∣∑Dj,m,k=1 ∣∣∣ ∫ 10 gj,m,k(x′ − y + θ(x− x′))dθ|x′ − x|
∣∣∣dy∣∣∣
≤ C3CK lg1|x− x′|,
(81)
where we use the general Young inequality and the equivalence of finite dimen-
sional norms, i.e. the equivalence of the Euclidean norm and the maximum
norm of RD (this leads to an additional constant which we absorbed into the
constant C3). Furthermore, where lg1 is a maximum of Lipschitz constants of
the first order spatial derivatives of the functions gj, 1 ≤ j ≤ D and CK is an
integral constant related to the Laplacian kernel. Note that all these constants
are independent of ν. It is clear that Lipschitz continuity on compact domains is
sufficient for our purposes, but global Lipschitz continuity follows as well. Next
for the first order spatial derivatives of the Leray projection term consider for
1 ≤ k ≤ D the functions
Lgi,k(.) := 2
∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)(
∂gm
∂xj
∂2gj
∂xm∂xk
)
(y)dy. (82)
Concerning Lipschitz continuity of this function on compact domains we can
argue as above. For given x, x′ ∈ RD we verify Lipschitz continuity (on compact
domains). We have∣∣Lgi,k(x) − Lgi,k(x′)∣∣ ≤
2
∣∣∑D
j,m=1
∫
RD
(KD,i(x
′ − y)−KD,i(x− y))
(
∂gm
∂xj
∂2gj
∂xm∂xk
)
(y)dy
∣∣
≤ 2
∣∣∑D
j,m=1
∫
RD
∣∣∣KD,i(x′ − y)−KD,i(x− y)∣∣∣∣∣∣C2 ∂gm∂xj
∣∣∣(y)dy∣∣
≤ 2C2
∣∣∑D
j=1
∫
RD
∣∣∣KD,i(y)∣∣∣∣∣∣ ∂gj∂xm (x′ − y)− ∂gj∂xm (x− y)
∣∣∣dy∣∣
≤ 2C3CK lg1|x− x′|.
(83)
Next note that the data vf,−i , 1 ≤ i ≤ D are ν-independent Ho¨lder continuous
data such that we have
lim
ν↓0
vf,−i ∗sp Gν = vf,−i , 1 ≤ i ≤ D. (84)
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Moreover for Lipschitz continuous data vf,−i we have even a pointwise upper
bound for first order derivatives vf,−i ∗spGν,j which can be used in the iteration
scheme. The convergence in (84) is in H2 spatially (for the data chosen below).
Hence we have Ho¨lder continuous and pointwise convergence in case of dimension
D = 3. However, our main interest concerns the regularity of the increment
δv−i = lim
ν↓0
vν,−i − vf,−i . (85)
For this purpose we need ν-independent estimates of convolutions
gν ∗Gν , gν ∗Gν,i (86)
with data
gν ∈ S :=
{
δvinit,ν,−,2i , δv
ν,−,k
i , k ≥ 3
}
. (87)
Note that G ν
2
is a probability density, so Gν is essentially one, i.e., up to a
constant. The hypothesis of an existing continuous viscosity limit
g = lim
ν↓0
gν (88)
for gν ∈ S implies that the viscosity limit
lim
ν↓0
gν ∗Gν exists. (89)
Indeed for gν ∈ S for zi = yi√ν , 1 ≤ i ≤ D we have
gν ∗Gν =
∫ t
0
∫
RD
gν(s, x− y) 1√
4πνs
D exp
(
− |y|24νs
)
dyds =
∫ t
0
∫
RD
gν(s, x−
√
νz) 1√
4πs
D exp
(
− |z|24s
)
dzds→ ∫ t
0
g(s, x)ds as ν ↓ 0.
(90)
Similar considerations can be applied for multivariate spatial derivatives of order
γ if Dγxgν is at least continuous and D
γ
xg = limν↓0D
γ
xgν exists. In (49) for k = 1
we have vν,−,k−1i = v
ν,−,0
i = v
f,−
i , 1 ≤ i ≤ D. Hence for k = 1 the data vf,−i
in the convolutions vf,−i ∗ Gν and vf,−i ∗sp Gν are independent of ν and there
are natural viscosity limits of these terms. For k = 2 convolutions of the form
Dγx
(
vf,−i ∗sp Gν
)
appear in the recursive scheme (especially with 0 ≤ |γ| ≤ 1)
and as part of the function vν,−,1i . We observe ( according to the previous
remarks) that these functionsDγx
(
vf,−i ∗sp Gν
)
=
(
Dγxv
f,−
i
)
∗spGν , 0 ≤ |γ| ≤ 1
have a ν-independent upper bound.
If we apply spatial derivatives to the scheme in (49), then it is natural to
consider convolutions with first order spatial derivatives of the Gaussian Gν,i.
We prove the existence of ν-independent upper bounds h2, hk, k ≥ 3, where for
some T > 0
sup
t∈[0,T ]
∣∣δvinit,ν,−,2i (t, .)∣∣H3∩C3 ≤ h2, (91)
and where for k ≥ 3
sup
t∈[0,T ]
∣∣(δvν,−,ki (t, .)∣∣H3∩C3 ≤ hk. (92)
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Here we shall use spatial Lipschitz continuity of the convoluted data
δvinit,ν,−,2i , δv
ν,−,k
i , 1 ≤ i ≤ D, for k ≥ 3.
Local time ν-independent contraction in spatial |.|H3∩C3-norms of the higher
order increments δvν,−,ki , 1 ≤ i ≤ D for k ≥ 3 leads to a regular limit for the
functional series in (74) on the time interval (0, T ] for some time horizon T > 0.
Furthermore we shall observe that strong polynomial decay of order 2(D+1) is
preserved for the increments, i.e., for k ≥ 3 there is a C > 0 independent of ν
such that for all |x| ≥ 1 and 0 ≤ |γ| ≤ 3
∣∣Dγxδvν,−,ki (t, x)∣∣ ≤ C1 + |x|2(D+1) , (93)
and such that for all |x| ≥ 1 and 0 ≤ |β| ≤ 2
∣∣Dβxδvν,−,ki (t, x)∣∣ ≤ C1 + |x|2(D+1) . (94)
We can than use compactness arguments or ν-independent local time contraction
in order to verify the regularity of the limit for the functional series in (74).
In order to obtain ν-independent estimates for convolutions of type Dβxgν ∗
Gν,i for gν ∈ S we may use Lipschitz continuity of the convoluted data. For
the first increment member δvinit,ν,−,2i in (74) this means that for multiindices
0 ≤ |β| ≤ 2 and ∀y, y′ ∈ RD we have
∣∣Dβxδvinit,ν,−,2i (t, y)−Dβxδvinit,ν,−,2i (t, y′)∣∣ ≤ c∣∣y − y′∣∣ (95)
for some finite constant c > 0. Lipschitz continuity turns out to hold for the
higher order increments Dβxδv
,ν,−,k
i , k ≥ 3 for 0 ≤ |β| ≤ 2 as well. We can have
c independent of ν. Here we observe that the convolution with the Gaussian and
the first order derivative of the Gaussian degenerates outside a ball Bν0,5−ǫ(x)
of radius ν0,5−ǫ for 0 < ǫ < 0.5 as ν becomes small. Indeed this holds for all
spatial derivatives of the Gaussian as we have
∣∣∣DγxGν(t, x; s, y)∣∣∣
∣∣∣∣∣
|x−y|≥ν0.5−ǫ
≤
∣∣∣Hγ,ν(t−s)(x−y)√
4πν(t−s)3
exp
(
− |x−y|24ν(t−s)
) ∣∣∣
∣∣∣∣∣
|x−y|≥ν0.5−ǫ
↓ 0 as ν ↓ 0,
(96)
where Hγ,ν(t−s)(x− y) is a Hermite-type polynomial of order |γ| parameterized
by 1/ν(t − s). If the viscosity limit limν↓0 gν ∗ DγxGν(t, x) exists (is finite for
some x) , then the ’mass’ is concentrated in a ball of radius Bν0.5−ǫ(x), i.e.,
assuming that the limits exist we have
limν↓0 gν ∗DγxGν(t, x) = limν↓0
∫ t
0
∫
R3
gν(s, y)D
γ
xGν(t, x; s, y)dyds
= limν↓0
∫ t
0
∫
B
ν0.5−ǫ (x)
gν(s, y)D
γ
xGν(t, x; s, y)dyds.
(97)
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Locally, we use simple Gaussian estimates of the form
|DγGν(t, x; s, y)|
≤
∣∣Hγ,ν(t−s)(x−y)∣∣√
4π
3
1
νδ(t−s)δ
(|x− y|2)δ− 32 ( |x−y|2ν(t−s))
3
2−δ
exp
(
− |x−y|24ν(t−s)
)
≤ C|γ|
νδtδ|x−y|3+|γ|−2δ
(98)
for δ ∈ (0, 1). We remark that for 0 ≤ |γ| ≤ 1 the constant C|γ| in (98) can be
chosen to be
C0 = sup
z>0,δ∈(0,1)
z
3
2−δ exp
(
−z
2
4
)
(99)
and
C1 = sup
z>0,δ∈(0,1)
z
5
2−δ exp
(
−z
2
4
)
. (100)
Note that C0, C1 in (99), (100) are independent of ν. For first order spatial
derivatives and regular data h with finite upper bound Ch we observe that for
any ǫ > 0∣∣∣ ∫y∈R3\B3
ν0.5−ǫ (x)
h(y)
(x−y)j
4ν(t−s)
√
4πν(t−s)3
exp
(
− |x−y|24ν(t−s)
)
dy1dy2dy3
∣∣∣
≤
∣∣∣ cCh√
4πν(t−s) exp
(
− 14ν2ǫ(t−s)
) ∣∣∣ ↓ 0 as ν ↓ 0,
(101)
where we use Lipschitz continuity of the data, and where c > 0 is a positive
constant. The observation in (101) tells us that any mass of a convolution with
Gν,j evaluated at (t, x) is concentrated in a ball B√ν(x) of radius
√
ν around
x as ν becomes small. In order to obtain ν-independent estimates we may use
Lipschitz continuity for terms
h ∗Gν,k (which are equivalent for ν > 0) (102)
with data h = Dβxgν for gν ∈ S and 0 ≤ |β| ≤ 2. Observe the symmetry
Gν,i(t, x; s, y) = −Gν,i(t, xi,−; s, yi,−), (103)
where x = (x1, · · · , xn), xi,− =
(
xi,−1 , · · · , xi,−n
)
and xi,−j = xj−2δijxj with the
Kronecker δij and where the symbol y
i,. is defined analogously. Then Lipschitz
continuity (or Ho¨lder continuity with exponent δ1 = 1) of the shifted convoluted
function hx(.) = h(x− .) and transformation z = x−y (with r =
√
z21 + z
2
2 + z
2
3
for brevity) leads to∣∣∣ ∫Bν0.5 (x) h(y) 2(xi−yi)4νs√4πνsD exp
(
− |x−y|24νs
)
dy
∣∣∣
≤
∣∣∣ ∫Bν0.5 ,yi≥0
∣∣∣hx(z)− hx(zi,−)∣∣∣ 2zj4νs√πνsD exp
(
− |z|24νs
)
dz
∣∣∣
≤ ∫
Bν0.5 ,yi≥0 4|r|
δ1 C1
νδtδ|r|4−2δ r
2dr
4 C˜
νδtδ
|r|δ1+2δ−1
∣∣∣r=ν0.5
0
= 4 C˜
tδ
|ν|(0.5)(δ1+2δ−1)−δ = 4 C˜
tδ
∀ ν ≥ 0 and δ1 = 1.
(104)
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Here, δ ∈ (0.5, 1) and the latter equation holds even for ν = 0 if the usual
definition 00 = 1 is used. This estimate can be used if the Leray data function,
i.e., the Leray projection term applied to the data, is Lipschitz. Lipschitz Leray
data function may correspond to a weak singularity of the vorticity, i.e. an
oscillatory bounded vorticity which is not continuous. However, we shall observe
that even Ho¨lder continuous data for a velocity component can be chosen and
there is still a global solution branch of the reversed Euler equation with such
data. This global solution branch is obtained by a viscosity limit of a scheme
derived from a Navier Stokes type equation.
For well chosen initial data vf,−i , 1 ≤ i ≤ 3 (for the viscosity extension of the
time reversed problem) we observe that δvinit,ν,−,2i and δv
ν,−,2
i gain regularity
independently of ν as k increases from 1 to 2 and observe that for all t ≥ 0 the
function
vν,−i (t, .)− vf,−i ∗sp Gν = δvinit,ν,−,2i (t, .) +
∞∑
l=3
δvν,−,li (t, .) (105)
have ν-independent spatial regular upper bounds with respect to the H3 ∩ C3-
norm. Moreover we shall observe that the functional series in (105) can be
differentiated twice with respect to the spatial variable member by member.
Here, we may use strong polynomial decay at spatial infinity, which leads to
stronger compactness arguments. The property of strong polynomial decay at
spatial infinity is considered below (indeed, we shall observe that a spatial poly-
nomial decay at spatial infinity of order 2(D+1) is preserved by the increments
in (105) and for spatial derivatives of these increments up to order 3). Moreover
we shall observe that
lim
ν↓0
ν∆vν,−i ≡ 0, (106)
and conclude that vν,−i , 1 ≤ i ≤ D is a regular classical solution of the viscosity
extension of the time-reversed incompressible Euler equation which has a regular
viscosity limit which solves the time reversed incompressible Euler equation.
Remark 2.4. Note that the viscosity limit ν ↓ 0 for Dβxvν,−i , 1 ≤ i ≤ D, 0 ≤
|β| ≤ 2 can be obtained by limits
Dβxv
ν,−
i − vf,−i ∗sp DβxGν = Dβxδvinit,ν,−,2i +
∞∑
l=3
Dβxδv
ν,−,l
i , (107)
(evaluated at t > 0), and where for 0 ≤ |β| ≤ 2 we can use for t > 0
Dβxδv
init,ν,−,2
i = D
β
xv
ν,−,2
i − vf,−i ∗sp DβxGν
=
∑D
j=1
(
Dβx
(
vν,−,1j
∂vν,−,1i
∂xj
))
∗Gν
−
(∑D
j,m=1
∫
RD
(
Dβx
(
∂
∂xi
KD(.− y)
)(
∂vν,−,1m
∂xj
∂vν,−,1j
∂xm
))
(., y)dy
)
∗Gν ,
(108)
and variations of this formula obtained by the convolution rule. Furthermore,
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for k ≥ 3 and t > 0 we may use
Dβδvν,−,ki = +
∑D
j=1
(
Dβx
(
vν,−,k−1j
∂vν,−,k−1i
∂xj
))
∗Gν
−
(∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)(
Dβx
(
∂vν,−,k−1m
∂xj
∂vν,−,k−1j
∂xm
)
(., y)dy
))
∗Gν
−∑Dj=1 (Dβx (vν,−,k−2j ∂vν,−,k−2i∂xj
))
∗Gν
+
(∑D
j,m=1
∫
RD
(
Dβx
(
∂
∂xi
KD(.− y)
)(
∂vν,−,k−2m
∂xj
∂vν,−,k−2j
∂xm
)
(., y)dy
))
∗Gν ,
(109)
or variations by shifts of one spatial derivative to the Gaussian by the convo-
lution rule. For 0 ≤ |β| ≤ 2 we can consider the viscosity limit of a functional
series of convolutions with the probability density Gν . There is no degeneracy
issue for this classical limit.
We summarize the six steps of the proof.
i) As usual let H2,1 be the Sobolev space where weak derivatives up to
second order are in L1. There are stronger singularities in this space in
the space H2. We provide examples of singular vorticity data in both
spaces. We choose data vf,−i , 1 ≤ i ≤ D, which determine the vorticity
data ωf,−i = ω
ν,−
i (0, .), 1 ≤ i ≤ D by the curl operation. Recall that the
velocity data can be recovered from the vorticity data by the Biot-Savart
law. First we cchoose data for one specific velocity component. In a second
step we determine the data for the other velocity components according
to different variations of argument.
For a positive number β0 ∈ (2, 2 + α0) with β0 close to 2 + α0, and
α0 ∈
(
0, 12
)
we consider velocity component data vf,−i ∈ H2,1, 1 ≤ i ≤ 3,
where for one index i0 ∈ {1, 2, 3} we have vf,−i0 (x) = g(0)(r) for some uni-
variate function g(0) which we are going to define next. Here the function
g(0) is dependent on the radial component of spherical polar coordinates
r =
√
x21 + x
2
2 + x
2
3 ∈ R+, where R+ denotes the set of nonnegative real
numbers. This function g(0) : R+ → R is determined by
g(0)(r) = φ1(r)r
β0 sin
(
1
r1+α0
)
, g(0)(0) = 0, (110)
where φ1 ∈ C∞0 (the space of smooth functions wanshing at infinity) may
be defined by
φ1(r) =


1 if r ≤ 1,
φ1(r) = α∗(r) if 1 ≤ r ≤ 2,
0 if r ≥ 2.
(111)
Here, α∗ is a smooth function with bounded derivatives for 1 ≤ r ≤ 2.
This choice of φ1 is in the scape C
∞
c of smooth functions with compact
support.
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Remark 2.5. Instead of φ1 the function
φ(r) =
1
(1 + r2)2
, r =
√
x21 + x
2
2 + x
3
3 (112)
is an alternative choice which works for all variations of arguments con-
sidered here.
Remark 2.6. An alternative function g∗(0) : R+ → R determined by
g∗(0)(r) = φ1(r)r
β∗0 sin
(
1
rα0
)
, g(0)(0) = 0, (113)
where β∗0 ∈ (1, 1.5) and φ1 ∈ C∞0 is as before or, alternatively replaced by
(112), defines a function g∗0 ∈ H2 with a singular vorticity at the origin.
This singularity is slightly weaker than the singularity of the function
g(0) ∈ H2,1, but it suffices for the purposes of this article as well.
Functions as φ1 are well-known in the context of partitions of unity. As
usual, C∞c denotes the function space of smooth functions with compact
support. In general β0 − 1 will be chosen close to 1 + α0. Note that
the data function vf,−i0 is only locally Lipschitz. The regularity gain of
the local solution vν,−i , 1 ≤ i ≤ D is obtained for the solution increment
δvν,−i = v
ν,−
i − vf,−i .
Remark 2.7. In case β0 = 2+ α0 we have Lipschitz continuous data. The
singularities of the vorticities are then bounded and of oscillatory type.
The following argument holds also in this case, but the result is weaker.
Remark 2.8. In order to prove the existence of kinks or weak singularities
we may consider for k ≥ 2 and βk0 ∈ (k+1, k+1+α0), α0 ∈
(
0, 12
)
velocity
component data vf,−i ∈ H2+k, 1 ≤ i ≤ 3 where for one index i0 ∈ {1, 2, 3}
we have vf,−i0 (x) = g(k)(r) and where g(k) : R+ → R is defined by
g(k)(r) = φ1(r)r
βk0 sin
(
1
r1+α0
)
. (114)
Now we have constructed data for one velocity component vf,−i0 with a
singularity which becomes a final data component for the inverse Euler
equation. Recall that the data term in the local solution representation of
the related Navier Stokes type extension of the time-revesed Eulerequation
is of the form vf,−i0 ∗sp Gν . A viscosity limit νk ↓ 0 yields that data v
f,−
i0
for this data term part of a local solution for the time reversed Euler
equation. However, we have observed that the corresponding term first
order spatial derivatives data term vf,−i0 ∗sp Gν,i0 degenerates (as we have
a spatial convolution). This leads to several possibilities concerning the
choice of the data of the other velocity components vf,−j , j 6= i0.
Remark 2.9. We can use data of similar regularity, i.e., the construction
of singularities can also be done with the data
vf,−1 (x) = x2x3
rβ
∗
0 sin (r−α0)
(1 + r2)2
, vf,−2 (x) = −
1
2
x1x3
rβ
∗
0 sin (r−α0 )
(1 + r2)2
(115)
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and
vf,−3 (x) = −
1
2
x1x2
rβ
∗
0 sin (r−α0 )
(1 + r2)2
, r =
√
x21 + x
2
2 + x
3
3. (116)
Here β∗0 ∈ (1, 1.5) and α0 ∈ (0, 0.5).
Next we consider choices of data related to the choice (110) above. For
j ∈ {1, 2, 3} \ {i0} we may choose velocity component data such that
D∑
j=1
vf,−j,j = 0,
D∑
j=1
ωf,−j,j = 0 (117)
is satisfied in a distributive sense (and in a classical sense outside the
origin). We observed above that for a local solution increment δvν,−i , 1 ≤
i ≤ D which is regular (spatially in H2 ∩C2 and independently of ν), the
incompressibility condition holds in the viscosity limit νk ↓ 0 over a time
intevral if we choose functions vf,−j , 1 ≤ j ≤ D, j 6= i0 such that for all
t > 0
D∑
i=1
vf,−k ∗sp Gνk,i(t, .) ↓ 0, as νk ↓ 0. (118)
This observation implies that we have some freedom in the choice of data
even if vf,−i0 is chosen. We consider a small list
ia) we can choose data as in (2.9). These are H2 data where all velocity
components are of similar regularity. The singularity of the vorticity
is at one point in space time. However all vorticity components have
a singularity. In this case the argument below does not depend on
the degeneracy of the first order spatial derivatives of the convoluted
initial data.
ib) Let i0 = 1and let v
f,−
i0
= vf,−1 be chosen as in (110). Siince v
f,−
i0
is
locally regular around any argument x 6= 0, we have the degeneracy
vf,−i0 ∗sp Gνk,i(t, x) ↓ 0, as νk ↓ 0 for x 6= 0 and also a degeneracy at
x = 0 by the symmetry of the data. Hence, if we have regularity of
the local solution increment δvνk,−i , 1 ≤ i ≤ D (a regularity which is
spatiall at leastH2∩C2), which holds also in the viscosity limit νk ↓ 0,
then the condition in (117) reduces to
∑D
j=1,j 6=1 v
f,−
j,j = 0. Then we
may choose regular data vf,−j , 2 ≤ j ≤ 3 such that ibα) the latter
reduced incompressibility condition is satisfied, and ibβ) the local
time vorticity solution increment does not degenerate in the viscosity
limit. For example we may choose vf,−2 (x) := x3r
β0φ1 and v
f,−
3 (x) =
−x2rβ0φ1 where φ1 may be chosen as above and such that it depends
only on the radial variable r =
√
x21 + x
2
2 + x
2
3. In this case we have
a stronly regularnontrivial local solution increment for the velocity
and for the vorticity, where the incompressibility condition and the
dimension D = 3 is explicityly used. The regularity argument for the
solution increment can then be based on an alternative argument.
Note that for the choice in item ib) the incompressibility condition is
only satosfied in the viscosity limit νk ↓ 0, and approximately satisfied
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for small νk > 0. However, this is sufficient for our purposes as we are
interested in the viscosity limit. Furthermore note that the specific
choice in this item takes advantage of the fact that the dimension is
D = 3 (or D ≥ 3, where similar constructions are possible).
ic) Note that with our choice in this item we have for any ν > 0 and any
t > 0
vf,−i0 ∈ H1, therefore v
f,−
i0
∗sp Gν,i0 (t, .) = vf,−i0,i0 ∗sp Gν(t, .) (119)
Therefore, we may choose any vf,−j , j 6= i0 such that for any ν > 0
and any t > 0
vf,−i0,i0 ∗sp Gν(t, .) = −
∑
j 6=i0
vf,−j,j (t, .) ∗sp Gν(t, .) (120)
An example of such an approriate choice is to choose vf,−1 = v
f,−
i0
as
above, and
vf,−2 ∗sp Gν(t, .) = −x2vf,−1,1 ∗sp Gν (121)
for the second velocity component. Then we have
vf,−1,1 ∗Gν + vf,−2,2 ∗Gν = −x2vf,−1,1 ∗sp Gν,2 != vf,−3,3 ∗sp Gν (122)
The latter equation is an integral equation for vf3 which can be solved
(maybe even explicitly for appropriate choices of φ).
We observe that for our choices we have an upper bound in in H3 ∩ C3
which is independent of ν.
We have already observed that the local solution of a Navier Stokes type
equation (related to the time reversed Euler equation) satisfies incom-
pressibility for t > 0 (as does the viscosity limit). Note that we cannot
impose a incompressible condition at t = 0 in a classical sense, as we have
a singular point at time t = 0.
Note that for k = 0 and β0 = β
0
0 close to 1 + α0 we have v
f
i ∈ H2,1
ωfi ∈ H1,1 for all 1 ≤ i ≤ D = 3 as the singularity of vfi0 = v
f
i0
(resp.
ωfi0 = ω
f
1 ) at r = 0 (polar coordinates) is of order |β00 − 4− 2α0| < 2.5 for
β0 close to 2+α0 as α0 ∈ (0, 0.5). Similarly for any l ≥ 0 we have choices
βk0 ∈ (k + 1, k + 1+ α]0, α0 ∈
(
0, 12
)
such that
g(k)(.) ∈ Cl−1 \ Cl. (123)
We just have to choose l = min
{
m ≥ 0|βk0 −m(2 + α0) < 0
}
. For this
choice of l we have g(k)(.) ∈ H l,1.
ii) As pointed out in the previous item, the choice of the data depends on
the regularity of a nontrivial local solution increment δvνk,−i , 1 ≤ i ≤
D where regularity and nontriviality hold in the viscosity limit νk ↓ 0.
The argument for the regularity of this increment simplifies or can be
stengthened if we choose the data as in ibβ) in item i) above. However
in any case, i.e., for any choice of data as listed in item i) we can observe
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the following. For D ≥ 3 and for given ν > 0, 1 ≤ i ≤ 3 and for all ,
0 ≤ |γ| ≤ 1, x ∈ R3 \ {0}, r =
√
x21 + x
2
2 + x
2
3 ∈ R \ {0} we have for the
first iteration (k = 1)
∣∣Dγxδvinit,ν,−,1i (t, x)∣∣ = ∣∣Dγxδvν,−,1i (t, x)∣∣ ≤ Cr2β0−1−|γ|, (124)
and for the second iteration (k = 2) and all δ ∈ (0.5, 1)
∣∣Dγxδvinit,ν,−,2i (t, x)∣∣ ≤ Cr2β0−1−|γ|. (125)
For the higher order increments and for k ≥ 3 we also have for all δ ∈
(0.5, 1) ∣∣Dγxδvν,−,ki (t, x)∣∣ ≤ Cr2(β0−1)+1−|γ|. (126)
Indeed these increments gain regularity at each iteration step, but we shall
not consider this here.
Inheritance of polynomial decay (cf. item iii)) then implies for 1 ≤ i ≤ 3
and for all k ≥ 3
δvν,−,ki (t, .) ∈ H3 ∩ C3, (127)
and
δvinit,ν,−,2i (t, .) ∈ H3 ∩C3. (128)
Note that at this stage we do not consider dependence on ν. The inde-
pendence of ν requires an additional argument and is considered in item
v).
iii) For a short time horizon T > 0 for all ν > 0 polynomial decay of order
2(D + 1) at spatial infinity is inherited by the increments
Dγxδv
init,ν,−,2
i , D
γ
xδv
ν,−,k
i , k ≥ 3, 0 ≤ |γ| ≤ 3.
More precisely for 1 ≤ i ≤ 3, and k ≥ 3 there exists a finite constant c > 0
such that for all t ∈ [0, T ] and |x| ≥ 1
∀ k ≥ 1 ∀0 ≤ |γ| ≤ 3
∣∣∣Dγxδvinit,ν,−,2i (t, x)∣∣∣ ≤ c1 + |x|2(D+1) , (129)
and
∀ k ≥ 1 ∀0 ≤ |γ| ≤ 3
∣∣∣Dγxδvν,−,ki (t, x)∣∣∣ ≤ c1 + |x|2(D+1) . (130)
For small T > 0 it is observed that the constant c > 0 can be chosen
independently of the iteration index k. Furthermore, for 0 ≤ |γ| ≤ 4∣∣∣vf,−i ∗sp DγxGν(t, .)∣∣∣ ≤ c1 + |x|2(D+1) t > 0 and c depends on t > 0,
(131)
such that a corresponding statement holds for the value functions vν,−,ki , 1 ≤
i ≤ 3 and k ≥ 2.
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iv) For the parameter choices of β0, α0 with β
∗
0 = 1.5 − ǫ for small ǫ > 0 of
item i), for 1 ≤ i ≤ 3, ν > 0 and for k ≥ 3 and some time T > 0
∣∣δvν,−,k+1i (t, .)∣∣H3∩C3 ≤ 12
∣∣δvν,−,ki (t, .)∣∣H3∩C3 . (132)
Here we use classical representations of solution increments in form of
convolutions of the Burgeres term and the Lery projection term with first
order spatial derivatives of the Gaussian. Here we use Lipschitz continuity
of the Burgers term and the Leray projection term established by an ana-
lyis via local time iteration schemes. Similarly for spatial derivatives. We
underline and emphasize that there is no degeneracy for the solution in-
crement δvν,−i , 1 ≤ i ≤ D for any choice of data listed in item i), although
there is degeneracy of the spatial first order derivatives of the convoluted
data terms (as we have observed above). Hence, for all t ∈ [0, T ]
vν,−i (t, .)− vf,−i ∗sp Gν(t, .) = δvinit,ν,−,2i +
∞∑
l=3
δvν,−,li ∈ H3 ∩ C3. (133)
Similarly for the choice β0 instead of β
∗
0 (cf. item i). Independence of ν is a
further step, but Lipshitz continuity of (spatial derivatives of some orderof
) the Leray projection term and the Burgers term in local time represen-
tations of solution increments in terms of first order spatial derivatives is
crucial, too. It is considered in the next step.
v) There exists a T > 0 independent of ν > 0 and a finite constant C > 0
independent of ν > 0 such that
sup
t∈(0,T ]
∣∣vν,−i (t, .)− vf,−i ∗sp Gν(t, .)∣∣H3∩C3 ≤ C. (134)
Furthermore, for such T > 0 independent of ν > 0 such that
for all t ∈ (0, T ] :
D∑
i=1
vν,−i,i (t, .) = 0. (135)
We note that the relation in (135) hold for all ν > 0. The trick here is
to use the smooth coefficients in the iteration scheme in order to estimate
the functional increments (cf. below ad vi)).
vi) Choose a time horizon T > 0 as in the previous step such that contraction
holds for the higher order increments δvν,−,ki with k ≥ 3 as in (132). For
an upper bound C > 0 independent of ν > 0 we have
∣∣δvinit,ν,−,2i (t, .) +∑∞l=3 δvν,−,li (t, .)∣∣H3∩C3
=
∣∣vν,−i (t, .)− vf,−i ∗sp Gν(t, .)∣∣H3∩C3 ≤ C.
(136)
For all ν > 0 and for some T > 0 (indpendent of ν) the function
vν,−i (t, .) = v
f,−
i ∗sp Gν(t, .) + δvinit,ν,−,2i +
∞∑
l=3
δvν,−,li (137)
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satisfies the Navier stokes equation on the time interval [0, T ] such that
ν∆vν,−i =
∂vν,−i
∂t −
∑D
j=1 v
ν,−
j
∂vν,−i
∂xj
+
∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)∑D
j,m=1
(
∂vν,−m
∂xj
∂vν,−j
∂xm
)
(t, y)dy,
(138)
where the right side of (138) is the time-reversed Euler equation operator
applied to vν,−i . We choose a sequence (νp)p≥1 converging to zero and
use probability density representations (convolutions with Gν itself) of
increments Dβxδv
init,νp,−,2
i and D
β
xδv
νl,−,l
i , l ≥ 3 for 0 ≤ |β| ≤ 2 in
v
−,νp
i := v
f,−
i ∗sp Gν + δv−νpi (139)
in order to show that the viscosity limit v−i , 1 ≤ i ≤ D is a classical
solution of the time-reversed Euler equation.exists . Here
δv−i := lim
νp↓0
δv
init,νp,−,2
i +
∞∑
l=3
δvνl,−,li ∈ C1
(
(0, T ] , H3 ∩ C3) . (140)
Furthermore the function v−i = v
f,−
i + δv
−
i , 1 ≤ i ≤ D solves the time-
reversed incompressible Euler equation and satisfies the incompressibility
condition in the time interval (0, T ], i.e.,
for all t ∈ (0, T ]
D∑
i=1
v−i,i(t, .) = 0. (141)
We conclude that the original Euler equation develops in opposite time
direction from data at time τ = 0 (corresponding to time s = T of the
reversed-time Euler equation) a weak singularity at time T > 0 (corre-
sponding to data at time t = 0 the time-reversed Euler equation).
ad i) first we note that multiindices are denoted by α = (α1, · · · , αD), β =
(β1, · · · , βD), · · · in this paper, and α0, β0 just refer to positive real numbers.
For the derivative of the data vf,−i0 = v
f
1 and k = 0 we compute for r 6= 0 and
r ≤ 1
g′(r) = d
dr
rβ0 sin
(
1
r1+α0
)
= β0rβ0−1 sin
(
1
r1+α0
)− (1 + α0)rβ0−2−α0 cos ( 1r1+α0 ) .
(142)
The derivative g′ of the function g at r = 0 is strongly singular for β0 ∈ (2, 2+α0)
and α0 ∈
(
0, 12
)
. Note that it is ’oscillatory’ singular bounded for β0 = α0 ∈(
0, 12
)
. Note that for data vfi0 (x1, x2, x3) = g(r) we have (for r 6= 0)
vf,−i0,j = g
′(r)
∂r
∂xj
= g′(r)
xj
r
. (143)
In polar coordinates (r, θ, φ) ∈ [0,∞)× [0, π]× [0, 2π] with
x1 = r sin(θ) cos(φ), x2 = r sin(θ) sin(φ), x3 = r cos(θ), (144)
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(where for r 6= 0 and x1 6= 0 we have r =
√
x21 + x
2
2 + x
2
3, θ = arccos
(
x3
r
)
, φ =
arctan
(
x2
x1
)
) we get
vf,−i0,1 = g
′(r)x1r = g
′(r) sin(θ) cos(φ),
vf,−i0,2 = g
′(r)x2r = g
′(r) sin(θ) sin(φ),
vf,−i0,3 = g
′(r)x3r = g
′(r) cos(θ),
(145)
such that we have
vf,−i0 ∈ H1,1 obviously. (146)
The second derivative of g is
g′′(r) = d
2
dr2 r
β0 sin
(
1
r1+α0
)
= ddr
(
β0r
β0−1 sin
(
1
r1+α0
)− (1 + α0)rβ0−2−α0 cos ( 1r1+α0 ))
= β0(β0 − 1)rβ0−2 sin
(
1
r1+α0
)− (1 + α0)β0rβ0−3−α0 cos ( 1r1+α0 )
+(1 + α0)(2 + α0 − β0)rβ0−2−α0 cos
(
1
r1+α0
)
−(1 + α0)2rβ0−4−2α0 sin
(
1
r1+α0
)
.
(147)
We have vf,−i0 ∈ H2,1, since
β0 − 4− 2α0 > −3. (148)
Note that
vf,−i0 (0, .) ∈ Cδ
(
R
3
)
, (149)
for Ho¨lder constants of order δ ∈ (0, 12). Similarly we have
ωf,−i0 = ω
f,−
1 = ω1(0, .) ∈ H1,1. (150)
Note that in item i) and in subitem ia) of item i) we have listed some possible
variations. The data vf,−j for j 6= i0 can be chosen chosen form the list of
subitems ia), ib) or ic) in item i) above. Note that for the choice in subitem ib)
the incompressibility condition is only satisfied in the viscosity limit (but this
suffices for our purposes).
ad ii) First we consider estimates which hold for all choices of data in items
ia), ib), and ic) above. The choice of data in item ib) allows for a stronger
variation of argument in the viscosity limit. For k = 1 (49) becomes
vν,−,1i = v
f,−
i (.) ∗sp Gν +
∑D
j=1
((
vf,−j ∗sp Gν
)(
vf,−i ∗sp Gν,j
))
∗Gν
−∑Dj,m=1 ∫RD ( ∂∂xiKD(.− y)
)
×
×∑Dj,m=1 ((vf,−m ∗sp Gν,j) (vf,−j ∗sp Gν,m)) (t, y)dy ∗Gν
=: vf,−i (.) ∗sp Gν +B0 ∗Gν − L0 ∗Gν ,
(151)
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where B0 and L0 denote abbreviations of the lowest order approximations of
the Burgers term and the Leray projection term. Recall that at this stage we
consider a given ν > 0, and do not consider dependence of ν. Nevertheless the
estimates are of a form such that an additional argument in item v) leads to
ν-independence of upper bounds. For t ≥ 0 we have
for all r =
√
x21 + x
2
2 + x
2
3 we have
∣∣∣ (vf,−j ∗sp Gν) (t, r)∣∣∣ ≤ crβ0 , (152)
and
for all r =
√
x21 + x
2
2 + x
2
3 we have
∣∣∣ (vf,−i ∗sp Gν,j) (t, .)∣∣∣ ≤ crβ0−1 (153)
for some finite constant c > 0, which is independent of ν > 0. Consequently, we
have for all r =
√
x21 + x
2
2 + x
2
3∣∣∣ (vf,−j ∗sp Gν)(vf,−i ∗sp Gν,j) (t, x)∣∣∣ ≤ cr2β0−1 (154)
and as ∂∂xiKD,i(.− y) ∼ 1r2 for D = 3 we have for all r =
√
x21 + x
2
2 + x
2
3∣∣∣ ∫
RD
KD,i(x− y)
∑D
j,m=1
((
vf,−j ∗sp Gν,m
) (
vf,−m ∗sp Gν,j
))
(t, y)dy
∣∣∣
≤ cr2β0−2+1 = cr2β0−1.
(155)
Using Gaussian estimates above for multiindices γ with 0 ≤ |γ| ≤ 1 for the
convoluted Burgers term B0 we get∣∣∣B0 ∗DγxGν(t, .)∣∣∣ ≤ cr2β0−1−|γ|, (156)
and as ∂∂xiKD,i(.− y) ∼ 1r2 for D = 3 for the convoluted Leray projection term
L0 we have ∣∣∣L0 ∗DγxGν(t, .)∣∣∣ ≤ cr2β0−1−|γ| (157)
Hence the statement in (124) follows. Next we observe thatfor all 1 ≤ i ≤ D
and
∀t > 0 δvν,−,1i (t, .) = vν,−,1i (t, .)− vf,−i ∈ C2 ∩H2. (158)
First we consider the Leray projection term. For the second order spatial deriva-
tives with indices p, q we have
L∗i,p,q := L
0
i,p ∗Gν,q = −
∑D
j,m=1
∫
RD
KD,i,p(.− y)×
×∑Dj,m=1 ((vf,−m ∗sp Gν,j) (vf,−j ∗sp Gν,m)) (t, y)dy ∗Gν,q
(159)
The singularity order of KD,p,q at r = 0 is r
−n such that for all x in a finite ball
around zero (recall r = |x| =
√∑D
j=1 x
2
j) we have for all t > 0 (fixed)∣∣∣∑Dj,m=1 ∫RD KD,i,p(x − y)∑Dj,m=1 ((vf,−m ∗sp Gν,j)(vf,−j ∗sp Gν,m)) (t, y)dy
∣∣∣
≤ cr2β0−2
(160)
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where c is independent of ν > 0 (and of t). Hence, for all x in a finite ball
around the origin we have ∣∣∣L0i,p,q(t, x)∣∣ ≤ cr2β0−3. (161)
The latter estimate holds a fortiori for lower order derivatives of Li. It follows
that Li and spatial derivatives of Li up to second order are Lipschitz, especially
continuous. Here, note that we easily conclude that for all t > 0
L∗i,p,q(t, .) ∈ L2. (162)
This holds a fortiori for the lower order spatial derivatives such that we conclude
that for all t > 0
L∗i (t, .) ∈ H2 ∩C2. (163)
Next consider the Burgers term
B∗i =
D∑
j=1
((
vf,−j ∗sp Gν
)(
vf,−i ∗sp Gν,j
))
∗Gν . (164)
We have
B∗i,p,q =
∑D
j=1
((
vf,−j ∗sp Gν,p
)(
vf,−i ∗sp Gν,j
))
∗Gν,q
+
∑D
j=1
((
vf,−j ∗sp Gν
)(
vf,−i ∗sp Gν,j,p
))
∗Gν,q
(165)
Since we assume ν > 0, we have to show that for all 1 ≤ i, j ≤ D the functions∣∣∣B0i,p,q(t, x)∣∣ ≤ cr2β0−3, (166)
and we can argue similarly as in the case of the Leray projection term in order
to conclude that for a t > 0
B∗i (t, .) ∈ H2 ∩ C2. (167)
Moreover,as ν > 0 the nonlinear terms B∗i (t, .) and L
∗
i (t, .) and their derivatives
up to second order are Lipschitz continuous (note the difference to the initial
data which are only locally Lipschiitz continuous). It follows that after the first
iteration the nonlinear terms B1i (t, .) and L
1
i (t, .) and their derivatives up to
second order are Lipschitz continuous. For k = 2 (49) becomes
vν,−,2i = v
f,−
i (.) ∗sp Gν +
∑D
j=1 v
ν,−,1
j
∂vν,−,1i
∂xj
∗Gν
−∑Dj,m=1 ∫RD ( ∂∂xiKD(.− y)
)∑D
j,m=1
(
∂vν,−,1m
∂xj
∂vν,−,1j
∂xm
)
(t, y)dy ∗Gν
=: vf,−i (.) ∗sp Gν +B1 ∗Gν − L1 ∗Gν ,
(168)
where B1 and L1 denote abbreviations of the next order of approximation of the
Burgers term and the Leray projection term. As we have
(
vf,−i (.) ∗sp Gν
)
(t, .) ∈
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H3 ∩C3 for t > 0. and B1 and L1 are C2 ∩H2, and Lipschitz continuity of B1
and L1 and their derivatives up to second order we conclude that
∀t > 0 (B1 ∗Gν) (t, .) ∈ H3 ∩C3, (L1 ∗Gν) (t, .) ∈ H3 ∩ C3. (169)
ad iii) For k ≥ 1 choose a number m is such that for t ∈ [0, T ]
∀ 0 ≤ |γ| ≤ m Dγxδvinit,ν,−,ki (t, .)is continuous and bounded. (170)
We have observed that for k = 2 we can choosem = 3 such that the upper bound
is independent of ν > 0. For 0 ≤ |γ| ≤ m and for |β| + 1 = |γ|, βj + 1 = γj (if
|γ| ≥ 1) we consider a representation of Dγxvν,−,ki , 1 ≤ i ≤ D, k ≥ 1 of the form
Dγxv
ν,−,k
i = v
f,−
i ∗sp DγxGν −Dβx
(∑D
j=1 v
ν,−,k−1
j
∂vν,−,k−1i
∂xj
)
∗Gν,j
−Dβx
(∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)∑D
l,m=1
(
∂vν,−,k−1m
∂xl
∂vν,−,k−1
l
∂xm
)
(t, y)dy
)
∗Gν,j .
(171)
Here, recall Gν is the fundamental solution of the heat equation p,t − ν∆p = 0,
∗ denotes the convolution, ∗sp denotes the spatial convolution, and KD denotes
the fundamental solution of the Laplacian equation for dimension D ≥ 3. In
the following the constant c > 0 is generic. Note that for 1 ≤ i ≤ D the initial
data vf,−i have polynomial decay of any order at spatial infinity, i.e. we have for
|x| ≥ 1 ∣∣vf,−i (x)∣∣ ≤ c1 + |x|2(D+1)+D+m (172)
for some finite constant c > 0 and t ≥ 0. Hence, for multiindices 0 ≤ |γ| ≤ m
and t > 0 we have for some finite constant c > 0 and for for |x| ≥ 1
∣∣vf,−i ∗sp DγxGν(t, x)∣∣ ≤ c1 + |x|2(D+1) . (173)
Assuming inductively
∀ l ≤ k − 1 ∀0 ≤ |γ| ≤ m
∣∣∣Dγxvν,−,li (.)∣∣∣ ≤ c1 + |x|2(D+1) (174)
we have or some finite constant c > 0 and for for |x| ≥ 1
∣∣DβxBk−1∣∣ := ∣∣∣
D∑
j=1
Dβx
(
vν,−,k−1j
∂vν,−,k−1i
∂xj
)
(t, .)
∣∣∣ ≤ c
1 + |x|4(D+1) , (175)
where |β|+ 1 + |γ| is defined as above, and
∣∣DβxLk−1∣∣ ≤ c1 + |x|4D+3 , (176)
where
DβxL
k−1 ≡
D∑
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
) D∑
j,m=1
(
Dβx
(
∂vν,−,k−1m
∂xj
∂vν,−,k−1j
∂xm
))
(t, y)dy.
(177)
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Convolutions with Gν or Gν,i weaken this polynomial decay by order D at most
such that we (generously) get
∣∣DβxBk−1 ∗Gν,j∣∣ ≤ c1 + |x|3(D+1) (178)
and ∣∣∣DβxLk−1 ∗Gν,j∣∣∣ ≤ c1 + |x|2(D+1) . (179)
Hence using the representation (49) and (173),(178),(179) we get
∀ l ≤ k ∀0 ≤ |γ| ≤ m ∣∣Dγxvν,−,li (.)∣∣ ≤ c1 + |x|2(D+1) (180)
and by (174) the same holds for the increments Dγxδv
ν,−,k
i (.) a fortiori.
Note that similar conclusions can be made using a vorticity iteration scheme(
ων,−,ki
)
k≥0, 1≤i≤D
, where for k = 0
ων,−,0i = ω
f,−
i , for 1 ≤ i ≤ D, (181)
and where for k ≥ 1 the function ων,−,ki , 1 ≤ i ≤ D is determined as the
time-local solution of the Cauchy problem

∂ων,−,ki
∂s − ν∆ων,−,ki −
∑3
j=1 v
ν,−,k−1
j
∂ων,−,k−1i
∂xj
= −∑3j=1 12
(
∂vν,−,k−1i
∂xj
+
∂vν,−,k−1j
∂xi
)
ων,−,k−1j ,
ων,−,ki (0, .) = ω
f,−
i ,
(182)
on a domain [0, T ]× RD for some time horizon T > 0. Recall that in the limit
k ↑ ∞ (if existent) we have
vν,−(t, x) =
∫
R3
(
K3(y)ω
ν,−(t, x− y)) dy, (183)
by the Bio-Savart law .
ad iv) For k ≥ 3 we have δvν,−,ki (t, .) ∈ H3∩C3 corresponding to δων,−,ki (t, .) ∈
H2∩C2. For convenience of the reader we do some explicit very simple computa-
tions concerning the recursive relation of increments. For the scheme ων,−,ki (s, .), k ≥
1 with
ων,−,ki (s, .) = ω
f,−
i ∗sp Gν +
(∑3
j=1 v
ν,−,k−1
j
∂ων,−,k−1i
∂xj
)
∗Gν
−
(∑3
j=1
1
2
(
∂vν,−,k−1i
∂xj
+
∂vν,−,k−1j
∂xi
)
ων,−,k−1j
)
∗Gν ,
(184)
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we have
ων,−,ki (s, .)− ων,−,k−1i (s, .) =
(∑3
j=1 v
ν,−,k−1
j
∂ων,−,k−1i
∂xj
)
∗Gν
−
(∑3
j=1
1
2
(
∂vν,−,k−1i
∂xj
+
∂vν,−,k−1j
∂xi
)
ων,−,k−1j
)
∗Gν
−
(∑3
j=1 v
ν,−,k−2
j
∂ων,−,k−1i
∂xj
)
∗Gν
+
(∑3
j=1
1
2
(
∂vν,−,k−2i
∂xj
+
∂vν,−,k−2j
∂xi
)
ων,−,k−1j
)
∗Gν
+
(∑3
j=1 v
ν,−,k−2
j
∂ων,−,k−1i
∂xj
)
∗Gν
−
(∑3
j=1
1
2
(
∂vν,−,k−2i
∂xj
+
∂vν,−,k−2j
∂xi
)
ων,−,k−1j
)
∗Gν
−
(∑3
j=1 v
ν,−,k−2
j
∂ων,−,k−2i
∂xj
)
∗Gν
+
(∑3
j=1
1
2
(
∂vν,−,k−2i
∂xj
+
∂vν,−,k−2j
∂xi
)
ων,−,k−2j
)
∗Gν
(185)
=
(∑3
j=1
(
vν,−,k−1j − vν,−,k−2j
)
∂ων,−,k−1i
∂xj
)
∗Gν
+
∑3
j=1 v
ν,−,k−2
j
(
ων,−,k−1j − ων,−,k−2j
)
∗Gν
−
(∑3
j=1
(
1
2
(
∂δvν,−,k−1i
∂xj
+
∂δvν,−,k−1j
∂xi
))
ων,−,k−1j
)
∗Gν
−
(∑3
j=1
1
2
(
∂vν,−,k−2i
∂xj
+
∂vν,−,k−2j
∂xi
)
δων,−,k−1j
)
∗Gν .
Hence the increments
δων,−,ki := ω
ν,−,k
i − ων,−,k−1i (186)
satisfy the recursion
δων,−,ki =
(∑3
j=1 δv
ν,−,k−1
j
∂ων,−,k−1i
∂xj
)
∗Gν
+
(∑3
j=1 v
ν,−,k−1
j
∂δων,−,k−1i
∂xj
)
∗Gν
−
(∑3
j=1
1
2
(
∂δvν,−,k−1i
∂xj
+
∂δvν,−,k−1j
∂xi
)
ων,−,k−1j
)
∗Gν
−
(∑3
j=1
1
2
(
∂vν,−,k−2i
∂xj
+
∂vν,−,k−2j
∂xi
)
δων,−,k−1j
)
∗Gν ,
(187)
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where
δvν,−,k−1i := v
ν,−,k−1
i − vν,−,k−2i . (188)
Elementary arguments (we considered similar arguments elsewhere) lead to the
first part of the next lemma. The second part (ν-independent estimates) is
proved in the next item.
Lemma 2.10. Given ν > 0 there exists T > 0 and a constant c ∈ (0, 1)
(dependent on ν) such that for all k ≥ 3 we have
max
1≤i≤D
sup
s∈[0,T ]
∣∣δων,−,k+1i (s, .)∣∣H2∩C2 ≤ c max1≤i≤D sups∈[0,T ]
∣∣δων,−,ki (s, .)∣∣H2∩C2 ,
(189)
and for all k ≥ 3
max
1≤i≤D
sup
s∈[0,T ]
∣∣δvν,−,k+1i (s, .)∣∣H3∩C3 ≤ c max1≤i≤D sups∈[0,T ]
∣∣δvν,−,ki (s, .)∣∣H3∩C3 . (190)
As β0 < 2 + α0 is close to 2 + α0 these estimates have the ν-independent coun-
terparts with a loss of regularity. There exists T > 0 and a constant c ∈ (0, 1)
independent on ν such that for all k ≥ 3 we have
max
1≤i≤D
sup
s∈[0,T ]
∣∣δων,−,k+1i (s, .)∣∣H1∩C1 ≤ c max1≤i≤D sups∈[0,T ]
∣∣δων,−,ki (s, .)∣∣H1∩C1 ,
(191)
and for all k ≥ 3
max
1≤i≤D
sup
s∈[0,T ]
∣∣δvν,−,k+1i (s, .)∣∣H2∩C2 ≤ c max1≤i≤D sups∈[0,T ]
∣∣δvν,−,ki (s, .)∣∣H2∩C2 . (192)
Moreover, the statement of (189) and (190) hold for each t0 > 0 in a time
interval [t0, T ] for some T > 0.
ad v) We have to supplement the previous argumentsin order to show inde-
pendence of ν > 0, and we have to show how a viscosity limit can be obtained
which preserves essential properties such as contraction with lower regularity
or contraction with higher regularity after finite time (as indicated in the last
lemma). We have to show va) the estimate above are essentially independent of
the viscosity ν > 0, and vb) that the viscosity limit preserves incompressibility,
or that incompressibility is ontained in the viscosity limit. Note that some of
the following estimates can be simplified in case of the data choice in item ib)
where we have chosen the data vf,−j , j 6= i0 that are regular.
We note that in the case of the data choice in subitem ib) in item i) above we
have regularity of the data vf,−j , j 6= i0, where vf,−i0 is a Ho¨lder continuous data
function with singular vorticity. Especially we have vf,−j ∈ H1 ∩ C1for j 6= i0.
In this case we observe from (193) thta the iteration scheme for the Dγxδv
ν,−,k
i
increment bcomes for k ≥ 1
Dγxδv
ν,−,k
i = D
γ
xv
ν,−,k
i − vf,−i ∗sp DγxGν
= −Dβx
(∑D
j=1 v
ν,−,k−1
j
∂vν,−,k−1i
∂xj
)
∗Gν,j−
Dβx
(∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)∑D
l,m=1
(
∂vν,−,k−1m
∂xl
∂vν,−,k−1
l
∂xm
)
(t, y)dy
)
∗Gν,j .
(193)
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For |γ| ≤ 1 and β = 0 this iteration scheme can be applied directly, where
at the first step we apply convoluted data functions vf,−j ∗sp Gν , 1 ≤ j ≤ 3
and vf,−j,k ∗sp Gν , 1 ≤ j, k ≤ 3, j 6= i0 with the substitution vf,−i0,i0 ∗ Gν =
−∑j 6=i0 vf,−j,j ∗Gν for j 6= i0 and t > 0. We then get a simple viscosity limit for
the local solution (cf. also below).
In the general case, i.e., in any case of data choice considered in item i) we
can use Lipschitz continuous upper bounds of the Leray projection terms and
the Burgers term. Note again that spatial convolutions with first order spatial
derivatives of the Gaussian degenerate, but that the time- and spatial Gauu-
sian first order derivatives convolutions of Lipschitz continuous Burgers- and
Leray projection terms contribute to the solution (this is easily demonstrated
by considering simple examples).
vν,−,2i = v
f,−
i (.) ∗sp Gν +
∑D
j=1 v
ν,−,1
j
∂vν,−,1i
∂xj
∗Gν
−∑Dj,m=1 ∫RD ( ∂∂xiKD(.− y)
)∑D
j,m=1
(
∂vν,−,1m
∂xj
∂vν,−,1j
∂xm
)
(t, y)dy ∗Gν
=: vf,−i (.) ∗sp Gν +B1 ∗Gν − L1 ∗Gν ,
(194)
Ad va) The main observation here is the estimate of
vfi0 ∗sp Gν,j (195)
for given 1 ≤ j ≤ D. First note that for r = |x| we have an upper bound∣∣Gν,j(t, x)∣∣ ≤ c
(νt)δrD+1−2δ
, (196)
where integrability is given for δ ∈ (0.5, 1) and c is independent of ν. In (196)
independence of c from ν follows from∣∣Gν,k(t, z)∣∣ = ∣∣∣ (−2zk4ρνt ) 1√4πνtD exp
(
− |z|24νt
) ∣∣∣
≤
∣∣∣ (−2zk4ρνt ) exp(− |z|28νt ) √2√8πνtD exp
(
− |z|28νt
) ∣∣∣
≤
∣∣∣ (2|z|24ρνt ) exp(− |z|28νt ) 1|z| √2√8πνtD exp
(
− |z|28νt
) ∣∣∣
≤
∣∣∣c0 1|z| √2√8πνtD exp
(
− |z|28νt
) ∣∣∣
(197)
for some finite constant c0 which is independent of ν. Then the standard point-
wise upper bound estimate for Gν can be employed and multiplied with
1
|z| in
order to obtain that c in (196) is independent of ν. Next∣∣vf,−i0 ∗sp Gν,j(t, x)∣∣ ≤ ∫ (r0)β0 c˜(νt)δ||r−r0|D+1−2δ rD−10 dr0
≤ c∗ + ∫ |r0|β0−1 c˜∗(νt)δ|r−r0|D−2δ rD−10 dr0
= c∗ +
∫ |r0 − r|β0−1 c˜∗(νt)δ|r0|D−2δ rD−10 dr0
(198)
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upon partial integration in a sufficiently large ball and with some finite constants
c∗ and c˜∗ which do not depend on ν. For each ν > 0 we may consider the right
side of the integral in a ball of radius
√
ν. Outside such a ball we have strong
decay due to the Gaussian. Hence we get for given 1 ≤ j ≤ D and r = |x|∣∣vf,−i0 ∗sp Gν,j(t, x)∣∣ ≤ C∗rβ0−1, (199)
for a C∗ independent of ν. Similarly we find some finite constant C+ which is
independent of ν > 0 such that∣∣vf,−i0 ∗sp Gν(t, x)∣∣ ≤ C+rβ0 , ∣∣ωf,−i0 ∗sp Gν(t, x)∣∣ ≤ C+rβ0−(1+α0)∣∣ωf,−i0 ∗sp Gν,j(t, x)∣∣ ≤ C+rβ0−1−(1+α0)
(200)
Using these estimates we can use local time solution representations for the
velocity and prove vi(t, .) ∈ H2 ∩ C2 for 1 ≤ i ≤ D, or local time solution
representations of the vorticity in order to prove ωi(t, .) ∈, 1 ≤ i ≤ D on
some time interval [t0, t0+∆]. Note thatfor all local solution on a time interval
[t0, t0 +∆] we have
v−i (t, .) ∈ H2 ∩ C2 ⇒ ω−i (t, .) ∈ H1 ∩C1, (201)
and,
ω−i (t, .) ∈ H1 ∩ C1 ⇒ v−i (t, .) ∈ H2 ∩ C2 using Biot Savart. (202)
We prefer to argue with the vorticity, but also mention briefly an alternative for
the velocity. A local solution of the equation
∂ων,−i
∂τ − ν∆ων,−i −
∑3
j=1 v
ν,−
j
∂ων,−i
∂yj
= −∑3j=1 12
(
∂vν,−i
∂xj
+
∂vν,−j
∂xi
)
ων,−j
(203)
may be represented in the form
ων,−i = ω
f,−
i ∗sp Gν +
(∑3
j=1 v
ν,−
j
∂ων,−i
∂yj
)
∗Gν
−
(∑3
j=1
1
2
(
∂vν,−i
∂xj
+
∂vν,−j
∂xi
)
ων,−j
)
∗Gν
= ωf,−i ∗sp Gν −
(∑3
j=1 v
ν,−,
j,j ω
ν
i
)
∗Gν +
∑3
j=1
(
vν,−j ω
ν,−
i
) ∗Gν,j
−
(∑3
j=1
1
2
(
∂vν,−i
∂xj
+
∂vν,−j
∂xi
)
ων,−j
)
∗Gν
=
∑3
j=1
(
vν,−j ω
ν,−
i
) ∗Gν,j −
(∑3
j=1
1
2
(
∂vν,−i
∂xj
+
∂vν,−j
∂xi
)
ων,−j
)
∗Gν ,
(204)
where we use incompressibility in the latter step. Next in our iteration scheme
the first order approximation of the short time vorticity increment value is
δων,−,1i =
∑3
j=1
(
vf,−j ∗sp Gν
)(
ωf,−i ∗sp Gν
)
∗Gν,j
−
(∑3
j=1
1
2
(
vf,−i ∗sp Gν,j + vfj ∗sp Gν,i
)
ωf,−j ∗sp Gν
)
∗Gν ,
(205)
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For the first derivative of the increment we have
δων,−,1i,k =
∑3
j=1
((
vf,−j ∗sp Gν
)(
ωf,−i ∗sp Gν
))
,k
∗Gν,j
−
(∑3
j=1
1
2
(
vf,−i ∗sp Gν,j + vf,−j ∗sp Gν,i
)
ωf,−j ∗sp Gν
)
∗Gν,k,
(206)
From the estimates in (199) and (200) it follows that for β0 ∈ (2, 2 + α0) close
to 2 + α0 the functions∑3
j=1
((
vf,−j ∗sp Gν
)(
ωf,−i ∗sp Gν
))
,k
=
∑3
j=1
(
vf,−j ∗sp Gν,k
)(
ωf,−i ∗sp Gν
)
+
∑3
j=1
(
vf,−j ∗sp Gν
)(
ωf,−i ∗sp Gν,k
)
(207)
are spatially Lipschitz such that
δων,−,1i (t, .) ∈ H1 ∩C1. (208)
The contraction results in (191) and (192) follow straightforwardly. For t0 > 0
we can use this regularity at t0 and may use the same iteration scheme starting
in the interval [t0, t0 + ∆0] in order to obtain the contraction results in (191)
and (192) for some T and all times t ∈ [t0, t0 + ∆] for given t0 > 0and some
∆ > 0. Concerning the alternative argument for a local velocity solution, we
first mention that the latter function satisfies
vν,−i (t, .) = v
f,−
i ∗Gν +
D∑
j=1
vν,−j v
ν,−
i,j ∗Gν + pν,−,i ∗Gν (209)
where pν,−,i denotes the derivative of the pressure with respect to the variable
xi. Now in a first approximation of our iteration scheme we have
∆pν,−,1 =
D∑
j,k=1
(
vf,−j ∗sp Gν,k
)(
vf,−k ∗sp Gν,j
)
, (210)
where the right side is Lipschitz as a production of two Lipschitz functions
according to the estimates above. Using symmetric data we can conclude that
for all 1 ≤ i ≤ D the second derivatives p1,i,i of the first approximation of the
pressure are Lipschitz. This leads to the conclusion that
p1,i,i ∗Gν,k(t, .) ∈ L2 ∩ C (211)
for some second order derivatives. This information can be used together with
the estimates in (199) and (200) to conclude that vνk,−i (t, .) ∈ C2∩H2 indepen-
dently of νk for a sequence (νk)k with νk ↓ 0. Ad vb) for 1 ≤ i ≤ D consider the
local solution of the Navier Stokes type equation (related to the time reversed
Euler equation)
vν,−i = v
ν,−
i (.) ∗sp Gν −
∑D
j=1 v
ν,−
j
∂vν,−i
∂xj
∗Gν
−∑Dj,m=1 ∫RD ( ∂∂xiKD(.− y)
)∑D
j,m=1
(
∂vν,−m
∂xj
∂vν,−j
∂xm
)
(t, y)dy ∗Gν
(212)
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on the time integral [0, T ]. We have to show that the incompressibility condition
holds on the restricted time interval (0, T ], i.e.,
for all t ∈ (0, T ]
D∑
i=1
vν,−i,i (t, .) = 0 (213)
The local solution in (212) satisfies the equation
∂vν,−i
∂t − ν∆vν,−i = −
∑D
j=1 v
ν,−
j
∂vν,−i
∂xj
+
∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)∑D
j,m=1
(
∂vν,−m
∂xj
∂vν,−j
∂xm
)
(t, y)dy.
(214)
For t ∈ (0, T ] vν,−i (t, .) ∈ H3∩C3 such that we can apply the divergence operator
in a classical sense to the equation in (214). We get
∂
∑D
i=1 v
ν,−
i,i
∂t − ν∆
∑D
i=1 v
ν,−
i,i −
∑D
i=1
∑D
j=1 v
ν,−
j,i
∂
∑D
i=1 v
ν,−
i,i
∂xj
−∑Di=1∑Dj=1 vν,−j,i vν,−i,j
+
∑D
i=1
∑D
j,m=1
∫
RD
(KD,i,i(.− y))
∑D
j,m=1
(
∂vν,−m
∂xj
∂vν,−j
∂xm
)
(t, y)dy.
(215)
The last two terms in (215) encode the Poisson equation ∆p− =
∑D
i=1
∑D
j=1 v
ν,−
j,i v
ν,−
i,j
(with p− the analogue of pressure), and we have
∑D
i=1 v
f,−
i,i = 0 in H
1 sense.
Hence,
∑D
i=1 v
ν,−
i,i (t, .) = 0 in classical sense is consistent with (214). Note that
we have chosen vf,−j , 1 ≤ i ≤ D, j 6= i0 at item i) above such that
D∑
i=1
vf,−i ∗sp Gν,i(t, .) = 0. (216)
We can use the local iteration scheme and check directly that the incompress-
ibility condition holds, for the limit, i.e.,
∑D
i=1 v
ν,−
i,i (t, .) = 0.
ad vi) Choose a time horizon T > 0 as in the previous step such that con-
traction holds for the higher order increments δvν,−,ki with k ≥ 3 as in (3). We
choose the increment δvinitν,−,2i obtained after k = 2 iterations of the scheme.
We observed that there is an upper bound C > 0 independent of ν such that
∣∣δvinit,ν,−,2i +∑∞l=3 δvν,−,li ∣∣H2∩C2
=
∣∣vν,−i (t, .)− vf,−i ∗sp Gν(t, .)∣∣H2∩C2 ≤ C
(217)
where C > 0 is independent of ν > 0. For all ν > 0 the function
vν,−i (t, .) = v
f,−
i ∗sp Gν(t, .) + δvinit,ν,−,2i +
∞∑
l=3
δvν,−,li (218)
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satisfies the Navier stokes equation on the time interval [0, T ] such that
ν∆vν,−i =
∂vν,−i
∂t −
∑D
j=1 v
ν,−
j
∂vν,−i
∂xj
+
∑D
j,m=1
∫
RD
(
∂
∂xi
KD(.− y)
)∑D
j,m=1
(
∂vν,−m
∂xj
∂vν,−j
∂xm
)
(t, y)dy,
(219)
where the right side of (219) is the time-reversed Euler equation operator applied
to vν,−i . Recall that the time horizon T > 0 is structurally independent of ν
in the contraction result. Next we may use the strong polynomial decay at
spatial infinity in order to apply a strong compactness argument. Here we note
that Rellich’s theorem holds only with restrictions for unbounded domains. It
is convenient to use the strong polynomial decay at spatial infinity in order to
transform on a bounded domain. Moreover spatial transformations to bounded
domains allow for convergence constructions in Cm-Banach spaces. Here recall
that
Proposition 2.11. For open and bounded Ω ⊂ Rn and consider the function
space
Cm (Ω) :=
{
f : Ω→ R| ∂αf exists for |α| ≤ m
and ∂αf has an continuous extension to Ω
} (220)
where α = (α1, · · · , αn) denotes a multiindex and ∂α denote partial derivatives
with respect to this multiindex. Then the function space Cm
(
Ω
)
with the norm
|f |m := |f |Cm(Ω) :=
∑
|α|≤m
∣∣∂αf ∣∣ (221)
is a Banach space. Here, ∣∣f ∣∣ := sup
x∈Ω
|f(x)|. (222)
We choose a sequence (νp)p≥1 converging to zero and consider the spatial
transformation
δv
c,init,−,νp,2
i (t, y) = δv
init,−,νp,2
i (t, x) (223)
for yj = arctan(xj), 1 ≤ j ≤ D and for all t ∈ [0, T ]. Note that for
∣∣δvinit,−,νp,2i (t, x)∣∣ ≤ c1 + |x|2m (224)
with a finite ν-independent constant c and multiindices γ with 0 ≤ |γ| ≤ 3 + ǫ
for some ǫ > 0 we have for all t ∈ [0, T ] and all x ∈ RD
∣∣Dγy δvc,init,−,νp,2i (t, y)∣∣ ≤ c0(1 + |x|2m)∣∣Dγxδvinit,−,νp,2i (t, x)∣∣ ≤ C (225)
for some finite constants c0, C. This implies
δvc,init,−,0,2i (t, .) := lim
νp↓0
δv
c,init,−,νp,2
i (t, .) ∈ H2 ∩ C2 for all 0 ≤ t ≤ T , (226)
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and as for some finite C > 0 independent of νp
sup
νl>0
∣∣(1 + |x|2m)∣∣Dγxδvinit,−,νp,2i (t, x)∣∣ ≤ C (227)
we conclude that for all t ∈ [0, T ]
δvc,init,−,0,2i (t, .) ∈ H2 ∩ C2. (228)
The latter statement transfers to δvinit,0,−,2i (t, .), 1 ≤ i ≤ D. Similarly for the
higher order increments δvν,−,ki , 1 ≤ i ≤ D for k ≥ 3. Hence the viscosity limit
v−i , 1 ≤ i ≤ D satisfies
v−i (t, .)− vf,−i ∗sp Gν(t, .) = δv−i (t, .) ∈ H2 ∩ C2 (229)
for all t ∈ [0, T ], where indeed
δv−i := lim
νp↓0
δv
init,νp,−,2
i +
∞∑
l=2
δvνl,−,li ∈ C1
(
(0, T ] , H2 ∩ C2) . (230)
Next, we observe that the function v−i , 1 ≤ i ≤ D of the described regularity is
a classical solution of the time-reversed Euler equation. Indeed, for some finite
C > 0
lim
νp↓0
νp
∣∣∆δv−i (t, .)∣∣C∩L2 ≤ limνp↓0 νp supνp
∣∣δvνp,−i (t, .)∣∣H2∩C2 ≤ νpC ↓ 0 as νp ↓ 0
(231)
for the left side in (219), and hence the right side of (219) is also 0. Note
that the set of continuous functions on RD which vanish at spatial infinite is
closed. In our context of functions with very strong polynomial decay we may
even transform to a bounded domain. Hence we may consider norms |f |C0 =
supx |f(x)| and similar norms |f |Cm for derivatives up to order 1 ≤ m ≤ 3 in
our context. Furthermore, we have
lim
νp↓0
νp
∣∣∆(vf,−i ∗spGν)(t, .)∣∣C0 = limνp↓0 ν1−δp
∣∣∑
j
vf,−i,j ∗spνδGν,j(t, .)
∣∣
C0
↓ 0 as νp ↓ 0,
(232)
where in the last step we may use the local upper bound
| ∫|x−y|≤1(∑j vf,−i,j )(t, y)νδGν,j(t, x; 0, y)| ≤ ∫ c0rβ0−(2+α0) c1tδ|x−y|4−2δ dy
≤ c2rβ0+(2δ−1)−(2+α0) for 0 ≤ r =
√
y21 + y
2
2 + y
2
3
(233)
in a ball B1(x) of radius 1 around x, δ ∈ (0.5, 1), and for some finite constants
c0, c1, c2 which are independent of ν. For β0 close to 2 + α0 this integral is
bounded. Note that this is also achieved for weaker parameter conditions (for
α0, β0) if δ is chosen to be 1−ǫ for small ǫ > 0. Note that the integral outside this
ball clearly converges to zero as νp ↓ 0. Here, note that we used the factor νδ for
the latter conclusion in order to ensure that a standard estimate of the Gaussian
is independent of ν. Similar arguments show that the velocity viscosity limit
v− has spatial regularity H3 ∩ C3 for positive time corresponding to a spatial
42
vorticity regularity H2 ∩ C2 for positive time t > 0. We conclude that the
original Euler equation develops in opposite time direction from data at time
t = 0 (corresponding to time s = T of the reversed-time Euler equation) a weak
singularity at time T > 0 (corresponding to data at time s = 0 the time-reversed
Euler equation).
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