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11 Doravante, o espirito humano renuncl.a as pes-
quisas absolutas (metafÍsicas e teolÔgicas) que so 
convinham ã sua infância; ele c1rcunscrevc seus esfor 
ços ao domínio exclusivo da verdadeira observação, a 
Única base possível dos conhecimentos verdadejramente 
acessiveis, sabiamente adaptados ãs nossas necessida 
des reais. Numa palavra, a revolução fundamental que 
caracteriza a virilidade de nossa inteligênc:ia con-
siste essencialmente em substituir, em todos os domi-
nws, a inacessivel determinação das causas propria-
mente ditas, pela simples procura das leis, isto e, 
das relaçÕes constantes que existem entre os fenôme-
nos observados 11 , 
Com te. 
• 
SÍNTESE 
Apresenta-se um modelo global para din~mica populacional de 
uma esp~cie isolada. H~ menç5o ao Modelo de Malthus e ao Modelo de 
Verhulst. 
Sugere-se como t~cnica para estimar os par~metros, minimi-
zar uma funç~o sujeito a restriç5es de desigualdades. Transforma-
se este problema de otimizaç~o restrito em irrestrito por penali-
zaçao. H6 um estudo sobre penalizaç~o externa. 
Resolvo-se o problema irrestrito usando-se o M~todo de 
Nelder-Mead. H~ uma aprssentaç~o deste mªtodo. 
Sugere-se uma sequ~ncia de problemas que t~m n objetivo de 
determinar uma faixa de previs~o para tempos n~o tahelados. 
Finalmente, simula-se uma população fictícia por uma equa-
çao logística, a fim de ajust~-la ao modelo global. H~ teste com 
a população da !ndia e do Brasil. 
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INTROOUÇAO 
Do ponto de vista acad~mico e cientifico parece difÍcil ju~ 
tificar uma tese de Mestrado. Se, porem, deve existir, ela deve 
ser fruto de um trabalho de pesquisa e sobre tudo de aprendizagem 
de um aluno de PÓs-Graduação. 
Mais do que uma avalicção acadêmica, uma tese de Mestrado 
deve fornecer subsÍdios pr~ticos e tB6ricos para resolver 
problema dentro da sociedade. 
algum 
O objetivo mai5 importante deste~ trabalho e sugerir um moda 
lo global pura dinãmica populacional de uma espécie isolada. 
Com o propósito de formular, identificar e ajustar tal moda 
lo, apresentEremos dois modelos cl~ssicos, descritos por equaçoes 
diferenciais ordin~rias, que s~o importantes por sua simplicidade 
te,6rica e pela simplicidade de aplic~-los, para fazer 
sobre estágios da população no futuro. 
previsões 
Os fen~menos biol6gicos e sociol6gicos sao bastE,ntes aplic~ 
dos, contendo um grande n~mero de fatores importantes, o que tor-
na difÍcil fazer um modelo simples que seja representado no 
real. 
caso 
Por outro lado, nos achamos que nenhum modelo sobre din~mi-
ca populacion~l est§ completo se n~o sugerir procedimentos 
estimar seus par~metros e como devemos proceder em caso 
visão. 
de 
para 
pre-
• 
i i 
Assim sendo, este trabalho apresenta um modelo global para 
din~mica populacional de uma esp~cie isolada que tem como caso 
particular o modelo logístico. Sugere ainda técnicas numéricas de 
otimiz:~ção, bem como procedimentos para avaliar o comportamento da 
população no futuro. 
• 
Cf\PÍTULO I 
DOIS MODELOS CLASSICOS 
1. CONSIDERAÇDES GERAIS 
A primeira vista,parece impossivel representar a dinâmica p~ 
pulaci~nal de uma espécie isolada por uma equaçao diferencial,uma 
vez que uma populaçâo de qualquer espécie varia por acr~scimos in 
teiros. Consequentemente, a populaçâo de qualquer espécie nunca 
pode ser uma funçâo diferenci~vel do tempo. Entretanto, se uma da 
da populaçâo ~ muito grande e subit6mente aum8nta lJIJ diminui de 
um individuo, sntâo a varieçâo ~ muito pequena comparada com a p~ 
pulaç;;,; dadfl. i'.~>2·im, admitimos, aproximadamentE,, que gr,Jndes pop~ 
laç6es varian1 continuamente e mesmo diferencialmente com o tempo. 
O isola1nento de uma espécie, para seu estudo, em um sistema 
ecológico em que esta vive, ~ geralmente uma simplificaç~o que se 
afaste, drasticamente da realidade, j~ que toda espécie em um sis-
tema ecolÓgico, ou serve de alimento a outra esp~cie na cadeia de 
alimentos do sistema, ou se alimentEi de alimentos comLins a v~rias 
espêcic<S que vivem em lugares também comuns a outras ospéc:ies. Além 
disso, mais de un1a destas situaç6es podem ocorrer simultaneamente. 
O estudo da din~mica populacional de uma especie isolada se just! 
fica. porque. assim. pode-se apresentar modelos que se ajustam ra 
zoaveh,lente bem n~ avaliação ou previsão de populações humana ou de 
2 
popul,Jç~es quase isolada, apesar das simplificaç~es citadas. Sen-
do as~>im, su;Jonhamos que no sistema ecolÓgico em consideração, com 
exceç~u de uma esp~cie E, n~o existe outra esp~cie que se alimen 
te don prorl1Jtns que E consome ou que vivam em lugares nos quais 
E vive. Suponhamos tamb~m. que a esp~cie E nao serve de alimen 
to a nenhuma das esp~cies que vivem no habitat em que E vive. 
ConsidfJrdremos também que não há migração, isto e, o sistema acolá-
gico enl consideraç~o ~ simples e fechado. 
NÓs construiremos nosso modelo baseado na hipÓtese de que a 
taxa de variaç~o dX/dt, num instante de tempo t, do nGmero de 
indiv:Iduos X, de qualquer espécie isolada E, sujeito as conside 
raç5es anteriores, dependem exclusivamente e de alguma maneir~ in 
dGfinida do r1~mero de individuas desta espêcie. Com isto, -nos r e s 
tringiremos nossa an~lise para um sistema din~mico do tipo: 
dX 
dt F I X I 
X I t I X 
o o 
onde X e (1 população de E no instante de tempo t 
o o 
2, O ~HJOELO DE ~1AL THUS 
I 1 I 
Seja X o numero de indivÍduos de uma espécie isolada que 
vivem num sistema ecolÓgico simples e fechado, no instante de tempo 
t . 
3 
O modelo m:·is simples possfvel para descrever esta situaç~o 
foi proposto pelo economista inglês T.R. Malthus [llôij-18341 em 
1788 n8 quôl ele sup5e que a taxa de variaç~o dX/dt da popula-
çao de E, num instante de tempo t, é somente proporcional ao nu 
mero d'J indivÍduos de E. Então, 
dX 
dt "' aX 
X [ t I X 
o o 
onde O < a E JR • 
Logo, a população X(t) da espécie isolada E, de 
corr. a solução da equaçao diferencial (2), e descrita por 
I 2 I 
acordo 
I 3 I 
Note que [ 3 J descreve um crescimento ilimitado quando 
t~+OO, 
A equaçao (3) como solução de (2), e conhecida como Lei de 
Maltl1u~ para crescimento populacional. 
1'1altllus [ 9) formulou um modelo extremamente ~:;imples para 
o cres~irnento populacional. Tão simples, que somos Gapazes de re-
solv~-lo analiticamente em poucas linhas. Entretanto, ~ importan-
te obs8rvnr se este modelo com sua simplicidade tem alguma rela-
ç§o com a realidade. Com efeito, seja 
lação :Ü.l Teri'a, no ano de 1961, e a 
X = 3,06 X 10 9 
o 
2% a taxa de 
a popu-
crescimento 
4 
populacioncü BDtimada para o periodo 1960-1970. Portanto, 
de modo qu8, 
t 
D 
X 
o 
a 
dX 
dt 
1961 
9 
= 3,[16X 10 
o' [j 2 
O, O 2 X 
X I t J 3,06 X 10 9 x Exp[0.02(t- 1961)] I 4 J 
CJbservou-sEJ que <l equaçao (4) reflete com surpr8er1dente pr~ 
cis~o fl populaç~~~ da Terra estimada para o periodo J.700-l961. Po-
r8m, o mesmo n~o acontece para per!odos de tempo suficientemente 
granCF~s. Com Gfeito, por volta do ano 250rJ, rl poptrlação da Ter-
rrJ :_;,;~i, r:~.lr,rrrdlli'.:IILL: grc·mde, 58 fosse predj'Ld pr;],l cr]IJar,::·,rJ (!:)_ A equ~ 
çao (4) prediz qtJB a população da Terra ser~ de 3.600,000 bilh6es 
de /1abit~ntes no ano de 2670. Tal -numero e extreman1entu absurdo 
s0 lG!v,lrrno~; un cr1r1ta que a superficie da Terra ó de 51D.0Dl.OOO qu! 
16metros quadrados. 
O mais importante incoveniente na Lei de Maltt•us e que ela 
n~o leva em conte a compet~ncia inevit~vel por habitat e alimen-
tos sntre indivíduos, quando a densidade destes e suficientemente 
gJ'andc. Porér~. o modelo de Mathus nao e completamente inÚtil porque 
• 
5 
ele se ajusta razoavelmente bem quando o habitat 8 os alimentos 
-sao abundantes, poj.s neste caso a taxa de crescimento e independen 
te dos r8cursos. Por outro lado, note que em qualquur modelo, uma 
populaç~o inicia: nula deve manter-se constantemente nula. O moda 
lo de 1'1êilthu::; cumpre esta Última condiç.3o, mas nao cumpre a condi 
çao de limitar ~ populaç~o quando os recursos sao escassos. O mo-
dela mais simples no qual estas duas condiç6es se cumprem e conhe 
cido como Modelo Loglstico ou Modelo de Verhulst (1804-1849), 
Chamaremos de fase de crescimento exponencial ao perlodo de 
tempo no qual a populaç~o de uma esp~cie isolada, pode ser descri 
ta psl3 mooelo dA Malthus. 
3. O MJDELO LOGÍSTICO 
O modelo logistico [ 8 consiste em considerar a taxa de va 
riaçào dX/dt cto nGmero de individuas X, no instante de tempo t, 
como uma f~nç~o quadràtica de X, isto e. 
com <l > O , b < O 
dX 
dt 
2 
aX + bX 
X [ t J X 
o o 
e a,bEIR. 
[ 5) 
Uma justificativa para se tomar a equaçao [5) como um mode-
lo alternativo, sem contudo desprezar completamente o modelo de 
6 
Malthus, e a seguinte: Dado que o modelo de Malthus nao reflete a 
competªncia de recursos por individuas, uma escolha conveniente 
de um termo corrstivo,para englobar a disputa ror recursos, 8 
oncln e uma constante negativa, pois a m~dia e~tatistica 
do n~moro de cho~ues entre dois individuas por unidade de tempo ~ 
proporcional a x2 . 
Quando a densidade da população X for pequena, haver~ re-
cursos suficientes de modo que a taxa de crescimento serã indepe~ 
dente :ias recursos e, portanto, aproximadamente proporcional a p~ 
pulação. A ccn5tcJnte b, em geral, será muito pequena se compara-
da com a constante a, de modo que se X não é bastante gr.:1nde, en-
tão o termo 2 bX- deve ser desprezfvel se comparado com aX, e nas-
te caso, a popuL:1ção crescera exponencialmente. Entretanto, a me-
dida que a populaç§o aumenta, os recursos disponiveis por indivi-
duas produzir~o um efeito inibit6rio no crescimento populacional. 
Neste caso, o termo nao e mais desprezível e rortanto serve 
para rl1minuii' a velocidade de crescimento da populaç~o. As cons-
tantes a e são geralmente denominadas coeficientes vitais. 
c:om o oiJjetivo de determinar que tipo de população o modelo 
de VCJr': 1lst preve. ex.::~minaremos com detalhes a equaçso diferencial 
I 5 l . 
iuponhanos inicialmente que X t O 8 X I -a/b. Assim,pod! 
rnos escrever a equaçao (5) como 
" 
7 
dX dt 
X(a + bXl 
( 6) 
X ( t l X 
o o 
Se a > O e b < O, então a solução de (6) é a familia com 
respeito ao par§metro X 
o 
de curvas logísticas, dadas por 
X ( t J " 
a X 
o 
(a+bX )Exp[-a(t t )] bX 
o o o 
""~ 
-b/<1 --~------
fjg. 1. [5paço de fase da 
equação (7). 
(7) 
• 
B 
E importante separar nosso estudo para os casos em que 
O < X < -a/b 
" 
e X > -a/b, posto que a taxa de cr·sscimento nas-
o 
tss i11tervalos muda de sinal. 
Se O < X < -a/b 
o 
o que acarreta X ~ X(t] 
quando t --~ + ·Xl 
ent~o a taxa de crescimento ~ positiva 
ser monótona crescente e X(tJ----» -a/b 
Se X > -a/b 
o 
então a taxa de crescimento e negativa. 
que acarreta X Xltl ser monótona decrescente e X(t)~ -a/b 
quando t ............... + oo 
o 
Logo, independente de seu valor inicial X , '" população ten 
o 
de sempre ao valor limite -a/b, desde que X 'f O. Além disso,de 
o 
2 
cl X [ 8 J 
t 13m o c, que dX/d t: fl crescente, se X <"-a/2b e que dX/clt 
cente, :;e ;.; >--cJ/2b. 
rlort.anl:o, se X < -a/b, o grã·Fico de X 
o 
X ( t) d1'1Vr0l Sf?.!' da 
forma da fig,Jra 2. 
ll 
-·--º-b 
o 
--2b 
9 
-------------------------
X (I ) 
I 
______ L_. 
-lo lx 
' 
F ig. 2 
3.1. ESrABJL~DAD~ DAS SDLUÇOES CONSTANTES 
X 
" 
c r.Jnt.ÊÍcl X I t) 
o uma Golução constante de (6), isto e, 58 
O, para todo t. Isto significa que se co-
ms~nrmos com uma população inicial X ~ ~ jan1ais teremos algum 
o 
inrJiv~duo desta ~OpiJlaç~o. Agora, suponhamos qua se comece com um 
pequeno nGn1eJ·o de individuas X ~O. A questáo é saber se conti-
o 
nuaremos com este pequeno numero. Observando a equaçao [7) e/ou a 
f:i.gura 1 , fica claro que a resposta é negativa. Isto deve~se ao 
fato de que, quar1do X # -a/b 
o 
então X(t)---* -a/b quando t~ +=, 
]0 
~ cornurrr di~er que a soluç~o X(t) o ~ uma Holuç~o inst~-
V!rl (!, FlLJUdÇdU ( 1]) 
Cor1·::.idere <lgora a solução X(t) "' -a/b, isto c, sc; X '"'-a /b 
o 
Bflt§o Xitl ~ -a/h. Isto significa que se começarmos com uma pop~ 
ção inicial X ~ -a/b, jamais teremos um outro n~mero de indivl-
o 
duos oesta pr:pulação. Por~m se perturbarmos ligeiramente este va-
lor, isto ~. se nossa populaç~o inicial ê qualquer valor positivo 
diferente de zero e -a/b, então nossa população final sera -a/b, 
como pode ser observado no plano de fase da figura l. Ne~;te caso, di 
zernos qur~ X(tJ 0 ' -a/b e uma solução estável da equação ( 5), 
CDnCNTÁIXIOS. 
t claro qU8 desenvolvimentos tecnológicos, considerações fÍ 
si cus e sociulÓgicas têrn grande influência sobre os coeficientes vi 
tE: i S a b. Portanto, eles devem ser reavaliados em pequenos 
' per1odos de tempo. 
Uma outra critica levantada a Lei Logistica de crescimento 
~opulaclonal, ~ que se observou que algumas populaç6es flutuam p~ 
riodic.::lmente entre dois valores, e nenhum tipo de flutuélçdo apar~ 
ce ntJna l.Bi l.og!5tica, 
11 
soluç~o de (9) nao tivesse a propriedade de trajet6ria ~nica. 
A propriedade de trajetória Gnica pode ser assegurada se 
F(XJ 13!n (8) cumpre a seguinte condição: 
I - F(X) deve ser continua, limitada e Lipschitziana numa 
região R do plano TX. 
Al~m disso, gostarlamos que F = F(XJ tambêm cumprisse uma 
outra condição que chamaremos de II, que e 
com 
8 v 
. i 
I.I - Dentro de um certo intervalo lo, XL] ,onde XL deve ser tão 
grande quanto desejamos, a funç~o F[X) tenha um nGmero 
finito de raizes reais. todas elas de ordem finita. 
l1 artindo das condiç5es I e II nosso modelo propoe escrever 
F (X l 
I] < X < X < 
o 1 
V. 
X.) 2 W (X J 
' 
< X 
L 
W(X) I O , \IX E fO,Xll, continuo, 
indica o gr~LJ de multiplicidade da raiz X .• 
l 
( 1 o) 
l:onSBQL13ntemente, nossa din~mica populacional global de uma 
espéc:~t! iSTJladiJ ~~ dee.;critEl por 
n \>. 
11 (X - X. I ' W I X I 111 I 
i_, [) l 
• 
CAPÍTULO II 
UM MODCLD GLOBAL PARA UMA ESP~CIE ISOLADA 
1. O f1iJCIELD GI_ODAL 
Seja X Xlt,t ,X J ou simplesn1ente X ~ X(tJ o numero 
o o 
de 
indiv{:juos de uma espécie isolada, que vivem no instante de tempo t. 
~6s desejamos estabelecer algumas hipóteses a respeito de 
uma classe de funç6es F = F(XJ, de tal forma que o sistema din;-
mie: o 
ciX 
dt F I X I 
X I t ) X 
c o 
I 9 I 
descreva com razo~vel precis~o a din~mica populacional dn 
UllliJ ~,~;p2cio isoL::do E 
tanto ·~'.18 
-f-'TU- .;orno 
plesmr~<;t.e 
g uem 1'.1 ,, .. :: 8 
gu~;.:m r]iJd 8 
F(X) podem ser ôS mais gerais possiveis con 
X = X(t,t ,X J tenha a propriedade de trajetória Gnica () o 
soluç~o de [9). A proprie~ade de trajetória Gnica sim 
significa que, se em algum tempo t 1 , depois de 
X I indivíduos e em algum tempo t 2 • depois de 
x2 inclivlduos, então no tempo t 2 - t 1 depois 
t ' o al-
t • al-
o 
de 
deve-s1 medir x2 individuas. Esta é uma hip6tese bastante rea-
lista, pois EBria uma situação ecolÓgica bastante estranha se a 
13 
Como ilustraç~o. podemos tomar um caso partictJlar do modelo 
(11), fazendo 
FIXI- XIX- X IIX 
c 
X I 
m 
onc:e X e uma populaç~o critica, isto e, 
c 
( 12 J 
dada UMa população 
inicidl X 
u 
inferior a X , a populaç~o X(t) 
c 
da espêcie descrl 
ta por (12) tende a extinção e dada uma população inicial supe-
rior a X , a população descrita por (12) desencadeia um cresci-
c 
menta limitado pela população máxima X 
' 
Note que, 
m 
ss X E [IJ , X ), então W I X I = IX - X I 
c m 
,; ::: X E I " 
·' 
, X I então t' I X I X e ,. m 
:;;e X 
" 
r c; , X 
rn
1 então W I X I ]. 
Neste caso podemos tomar para XL qualquer valor maior que 
X . 
m 
• pcssivel demonstrar que o modelo loglstico ~ um caso par-
ticula[' do modelo (11). Com efeito, podemos reescrever (5) fazendo 
dX/dt "' (X··ll) [X+<~Ib)b. Comparando corn (11) temos que 
~ -a/b. v ~ v = 1 1 2 e W(Xl " biO. Logo, se uma dada 
x
1
,o,x
2
"' 
população 
pode ser ajustad~ por uma logistica. Ent~o ela tamb~m pode ser a-
justad0 por (11). 
• 
Fig. 3. Espaço de fase para o caso 
de uma esp~cie com popula-
ção crítica e população ma 
xima. 
2. ::STMliLIOAi.lF [1,,\S Srll!JÇiiFS CONSTAI\JTES F PTU, 
14 
Observando que f(X.l =O, para todo 
l 
O < i < r1 , e fácil v e r 
que funç5es da tipo X(t,t ,X,l 
o l 
sistema (11), na o importando qual 
são as soluçÕes constantes do 
t ª to~ado como tempo ini-
o 
cial. Como estes pontos ou soluç5es sao imut~veis durante o pas-
ar do tempo. Blss sao Mitos pontos de equilibrio do modelo lll I . 
Tais pGntos podem ser est~veis ou inst~veis, . porem i~>to depende 
d,l funr;.:1r: F [ •: 1 en Ql18st~o. No caso do exemplo de ser -L to pela equ~ 
-qau (1~), 
' c 
~ !Janto de equil{brio inst~vel e X 
m 
é ponto de 
~ i1nportant8 termos em mente o que queremos dizer com ponto 
de equilÍIJrio estável e instável. 
Dizemos que -e ponto de equilÍbrio de (lll se 
15 
FIX.J~o. 
1 
Seja \.• um ponto de equilÍbrio de (11). Ent~o dize-
mos que X. 
' 
-
e' 
I - Estável se, dado qualquer E > O, existe ô > O tal que 
se e jx- x.j < ô, então IXIt,t .X J-x 1 j<o l o o 
para todo t > o. 
II - In~t~vsl ~e nao e est~vel, 
1\Ja verdade x
1 
é ponto de equilÍbrio assintoticamente está 
VEJ., isto G, 
ümite I X {L t , X J 
t -+ +OO Q Q 
- X I 
1 
= o. 
1\ hipÓtese I, imposta para F (X), implica que as soluções 
de (J.ll têm é'l propriedade de trajetória Única. Assim, se para o 
tentpo ~ ,x;t ,t. ,X l=X out~ entro dois X. consecutivos, diluu 
o U :; O l,S 
X X c·n j' j + 1 
o: 1 .• x.'+J J . .J .. 
tendo X. 
.J 
corno ] imite in-f,:,n·:i.or e X j +1 torno limite superior. Em virtude 
diEta, podemos e devemos restringir o nosso estudo para soluçÕes 
de (ll) a limitef; dB consecutivos. 
3. SOLUÇÜES 80 MODELO DENTRO DO INTERVALO (X .• X. 1 1. J ,. 
e duas raizes consecutivas da função F(X). 
X E (X .,X 
1
J a função F(X) pode ser 
J j+ 
onde 
zes 
F (X I 
v, 8 v j ~ ~ J 
xJ 8 )< j + 1 
v. 
(X-X,) J(X 
J 
v. 1 
X I J+ W,(XI j+l J 
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C 1 3 I 
sao respectivamente as multiplicidades das raf 
8 
Logo, l' sioJtema (11) pode ser escrito como 
dX V. v. 1 (X X j I J (X )J+ W j (X J - X j + 1 dt 
( 1 4) 
X(t I X 
D D 
Supor CiUB F(Xl ê continua, limitada e Lipschitiziana numa 
região R do plano ..,.X, e necessário para garantir ô existência e 
unicidade da soluç~o X X(t,t ,X ). Al~m disso, se W.(X) e co-
D D J 
nhecida, o sistema (14) pode ser resolvido por separaçao de vari~ 
vais, obtendo-sR assim Lima soluç~o implicita t = t[XJ 8 pelo te~ 
rema das funç6es impllcitas ~ possfvel determinar uma represent~ 
ç§c local da soluç~o X ~ X(t,t .X J. Contudo nem sempre a função 
D D 
Wj(XJ 8 conhecida, mas sabemos que W.(X) = W.(X(t,t ,X)]. Logo, 
J J o o 
é pos~dvel integrar por partes o sistema (14], o quCJl acarreta em 
dX W. (X J dt. 
J 
(15) 
v v 
(X-X.J j(X-X. I j+l 
J J+l 
2studaremos cada uma das integrais de [15] separadamente. 
• 
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A integral 
dX [ 16 ) 
para diferentes Vj,Vj+l' podemos resolver usando uma t~cnica co-
nhecida como fraçÕes parciais. 
Grafaremos por S=S(X
0
,Xj,Xj+l'XJ as diferentes soluções de (16), 
(a) Se 1, então 
onrle 
A 
[ b ) Se 
onde 
8 
1 
X . 1 X, J • J 
v j 1 8 
1 
x-; xj+I 
v =mil j 
\)j+l 
G 
[X. -X) s,~(X ,xj,x .•. l.xJ=(-1Jmam.fnlX J+l-x J 
~· o J . j+l o 
or1dc: 
f3 ·-
[ X 
o 
m I 1 • então 
" 1, então 
+ _B_f:x-x 11-m_(X -X 11-rrr/ (l-m ll j o j Í 
) 
[ 17) 
[ 18) 
• 
18 
(r-J) Se vj-,Hd.l e 1- l, então 
ond8 
S (X .X.,X. 
1
,X) 
4 o J J + 
A 
l -111 
( l X - X J 1-m j 
B 
•· --n-1 
8 B 
r t 
o 
i: E (X .• X. 1 J o J J + 8 
[X 
o 
[ 2 o J 
[ 21 ) 
a soluç~o do sistema di-
n~n1ico X - X(t,t ,X 1 fica dentro do intervalo (X .. x., 1 J. Per ou o o J J. 
tro lado, 
cx.,.x 1,,J. c . " 
Vi,(X) é 
J 
r: n tãu 
contínua e nao se anula dentro do intervalo 
"J_(X(t, t ,X J) t;:;1mbém não se anula para todo 
o o 
t E: JR • Isto ac.:1r·re-:a que 
f!.lX(t,t ,X )Jdt 
J o o 
= ~[t,t ,X J 
o o 
se~a uTa funç~o continua monotSnica para t E 
= [. 
[22) 
:R+, com 4l(t ,t .X) 
o o o 
~[t,t ,X J nem sempre e conhRcida; 
o o 
Jstn porque 
nem sEmpr·s conhecemos a funç~o \l)j(X]. Porém, dado que c(llt,t .X J é 
o o 
monot5nica e continua, ent~o ela pode 
n5mio do tipn 
~lt.t ,X I 
o o 
o lt-t I 
o 
Ct • ( t 
l 
ser aproximada pur um pol1 
I 2 3 I 
Finalmc:nte, as soluções do sistema (14) sao aproximaçÕes da 
função S "S[X ,X.,X. 1 .XI o J J -j. no intervalo 1x .• x 1 1
1, 
J . + 
S(X 
o 
I t - t I 
o 
m 
L 
i "'1 
i 
a.(t-t l 
l o 
istn é, 
i 2 4 I 
• 
CAPÍTULO III 
ANALISE NUMtRICA 
1. FORMULAÇAD DO PROBLEMA NUMtRICO 
Dada uma determinada tabela de medidas experimentais (cen-
sas), de uma população isolada, com um conjunto de pontos Ct 1 ,y 1 l 
i= D,l •... ,n . onde y1 e o nGmero de individuas no tempo t 1 , 
quer-se ajustar estas medidas ao modelo (14) com um erro nao sup~ 
rior a c%. E~ote E:% sendo a soma dos erros percentuais que in-
cidem t:1m c.-Jda e finalmente prever o seu comportamento ao lon 
go do ~empo (axtrapolação). 
A tarefa de ajustar os dados ao modelo consiste nos seguin-
tes procedimentos: 
! - Determinar entre as funç5es S • S(X ,X,,X, 1 ,XJ, o J J + do 
Capítulo II, a mais apropriada ao ajuste dos dados tabelados. 
II - Estimar um intervalo (X.,X. 1 1 que melhor limita a din~ J J. 
mica d1~scrita pela funç~o S = S(X 0 .Xj,Xj+l'X) escolhida no proc~ 
dirrento anterior. 
II1 - Decidir o grau mínimo do polinômio p(t) que melhor aju~ 
ta a f•Jnção S • S(X ,X .. X. 1 ,X) escolhida. {) J J + 
IV - Calcular os coeficientes a 1 que melhor aproxima o po-
linÔMiO p(t) à função S • S(X ,X .• X. 1 .XJ. o J J + 
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Neste trabalho sera tomado como ponto de partida a função 
s 1 8 ser-á fixodo u grau do polinômio p(t) em n < 3, restando e~ 
Rim. o c~lcLJlo dos coeficientes e, o que é mais importante,a 
esi;imativa dos par~metros xj. xj+l que determinam o intervalo 
Assim se tem que a din~mica populacional da esp~cie tabela-
da e descrita num intervalo por 
dX 
cJt 
X I t l 
o 
com V..1 .(X) I C 
J 
pdra todo X E IX .• X. 1 1. J J + 
8 
. 
en·.:ao, 
como 
•J X 1 
--------" 
1Y X.IIX-X. 1 1 J J' 
Jt WJ.IXIdt t l·lt,t ) " pltl o 
o 
1 
X ·X j + 1 j 
2n 
IX. 1 -Xllv -X.l ' . o 
IX-X.IIX. 1 ·v l J J + ' o 
"' p ( t) J 
I 2 s J 
I 2 6 J 
I 2 7 I 
12 ô I 
lirn.ite X!. t] 
t-++W 
linlite X(t) 
t+-cu 
e X I t l 
o 
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o que dt?monstra :~r?r X"' X(t) compativel com o modelo (25). 
L~ orno X = ><Ctl representa uma classe de funç6es nos 
tros >:J e X _i tl, então devemos estimar estes parâmEJtros 
formd que, atJ'cJvri~o de: (:30), seja possivel predizer medidas 
-parame-
de tal 
(cen-
sos) ,, = X(t.J que devem ser comparados com os 
'i l y. S tabelados, J ' 
afim de que a soma dos residuos percentuais seja minimizada. Con 
sequentemente, temoG uma funç~o erro nas vari~veis Xj 
deve c;er min:miz::Jda sob a condição yi E (Xj,Xj+l), 
em substituiç~o a 
~nt~o. o nosso problema e 
f'linimiz::Jr 
~cujeito a 
X.+l J . respectivamente. 
8 xj+l que 
Grafaremos 
I 3 1 J 
C6lC~larrtOS o valor E[X 1 .X 2 J de acordo com o seguinte fluxo 
de op~r6çDEc; 
para todo (X
1
,x 2 J no conjunto R de restriçÕes do problema (31). 
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isto é, deverno::o aproximar [26) a um polinômio do tipo p(tJ "'Ci t+ 
l 
pois p I t I 
o 
" o. 
Este problema ser~ resolvido utilizando o M~todo dos Mini-
mcE Qu3drados Lineares. 
O MÉtodo dDs MÍnimos Quadrados Lineares [ 7 J diz que p I tI 
e uma IJoa aproximaç~o da funç~o S se os coeficientes de p(t) é 
uma soluç~o do problema. 
Minimizar 
2 
ISIX ,Xj,X. 1 .y.l- plt.IJ o J+ l l I 29 I 
r evidente que para se resolver este problema, é necess~rio 
que se estime os par~metros e X. 1 • Então, por razoes ecolÓ-J' 
gicas 1~ para -Ficar de acordo com (25), nós temos que estes param.§_ 
tros s~o tais qus yn < Xj+l .::.._ YLS onde -8 O<X.<y e 
- J o 
t~o grnnde quanto desejarmos. 
!leste modo, ~ poss!vel escrever uma expressao analltica que 
descrAve a populaç~o X "' X[t) dependendo funcionalmente do tsm-
po t. 
f\ssim, 
X I t I 
:<. 1 (y -X.l • X.IX. l- y JExp[IX. 1 - X.lpltJ) ~ __ o__.)__ J + o + J .- (30) 
1·1 -X J • IX. 1 - y )Exp [IX. l- X.lpltl] 
-o j J+_ o J+ J 
Note que, 
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N6s resolvemos o problema (31) utilizando o Mitodo de Pena-
lizaçóo Externa f 10] ou simplesmente penalizeção. o qual descreve 
remos na pr6xima sRçao. 
2. O r2TODD DE f'ENALIZAÇAD. 
2.1 INTRODUÇAD E COMENTARIOS 
Este m~todo tem como objetivo transformar um problema de oti 
mizaç~o restrito em um problema de otimizaç~o n~o restrito. A 
transformaç~o ê feita pela adição. ã função objetivo, de um termo 
que imp5e um alto "custon, para as restriç6es violadas. Dai o no-
me de penalizaç~o. Associado com este m~todo, esti tJm par~metro ~ 
que deterTnina a severidade da penalização e consequentemente o 
grau ds otimelidade entre o problema n~o restrito 8 o problema 
re:~trjto. F:sperF.tmos que quando JJ -» +w a aproximação torne-se gra-
dualmente precisa. 
Existen1 duas quest5es fundamentais associadas com este m~to 
do: A prirnuir·a tum a ver como quao bem o problema n~o restrito 
ap:'oxir~a o pr-oblRrna restrito. Isto e fundamental no exome se,qua!:l_ 
do c parómetJ·n 1 8 aumentado em direção ao infinito, a solução do 
pJ·obllm.CJ n,lo n~:~,l:rito convGrf,e parü uma soluçôo ao protJlCJma restrito. 
[1 uutJ é.>. que:~t:C1o, rnuis irnportfJnte do ponto de v:lstd prático, ó a 
quest~o de corno r·esolver um problema n~o restrito dado, quando a 
stJ1 funç~a oi)jetivo cont~m um termo de penalizaç~o. Ocorre que, 
qudn,jc iJ ~~ aunentado para produzir um problema de boa aproximaç~o. 
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a estrutura correspondente ao problema nao restrito torna-se gra-
dualmente desfavor~vsl,retardando assim a velocidade de conver-
g~ncia de muitos algoritmos que podem ser aplicados para resolver 
o problema não r8strito. t necessârio, então, imaginar um mãtodo 
de acsl8I'BÇ~D quB atenue este fen~meno de convergência lenta. Pa-
ra resolver este fenômeno, n6s partimos inicialmente corn valores 
razoaV·Jlnrente grande de \.1 NÓs observamos que a otimalidade do 
proble~a não restrito, resolvido por um método direto, conhecido 
como M~todo de Nelder-Mead ou Mªtodo Simplex [121 n~o varia muito 
quandD trabalhamos com p grande. Isto deve-se, sem dÚvicla, a gra~ 
de ver:latilidade do riétodo Simplex. Oportunamente duscreveremo5 co 
mo funr:iona e:;te método. 
O ~~todo dE Penalizaç~o e de grande import~ncia tanto para 
o pr~1:ico c:orr1o pdra o te6rico. Para o pr~tico, ele oferece um me-
todo simples para resolver problemas restritos que pedem ser im-
plemen~ados em computadores nao sofisticados. 
Para o te6rico porque, na tentativa de ter o contr·ole desta 
aproxi~lAÇ~o p~~tica pelo domlnio de sua converg~ncid inerentemen-
te len1 a, ele nacessi.ta recorrer a quase todos os BE'.pectos da teo 
ria dd oti~izaç~o. 
2.2. [) M~TODO 
[~ons~dere o problema 
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~1:LnimJzdr f(X) 
[32) 
Sujeito a X E R, 
onde ~ um~ funç~o continua em 8 R e um conjunto de res 
fi objetivo de um ~~todo de IJenalizaç~o e substituir o pro-
blema (32) por um problema n§o restrito da forma 
Mi:limizar f(X) + J-!P(X) [33) 
ontle ]J e uma constante positiva e P e uma função em JRn satisfa 
zendo~ 
é contínua 
F'(X: > O, para todo X E 1Rn 8 
IIT-P(X).,O se, e somente se X E R. 
Por exEmplo, supoílha que R e definido por um numero 
ç5ss de desigualdades 
F< {X, g.IXJ <O, i • 1,2,. ..• p}. 
1 -
Um~ função de penalidade muito usada neste caso e 
P I X l 
p 
• l: 
i= 1 
2 (max [O,g. CXJ]) 
1 
de restri-
[ 3 4 J 
1-·ara u grande, e claro que o ponto minimo do problema [33) 
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estará na região onde P e pequeno. Assim, com o aumento de 11 es-
pera-se que a soluç~o correspondente esteja pr6xima do fecho de R 
e cons·equentElmente próximo da solução de (32). Idealmente, esper~ 
se que a sequ~ncia de soluç6es dos problemas penalizados convirja 
para uma solução do problema (32), quando ]1 ~ + = . 
Os procedimentos para resolver o problema (32), pelo m~todo 
de penalizaç~o. consiste em: Seja k "' 1 > 21 o 
cia tendendo para o infinito tal que para cada 
> ~I k • 
Define-se a funç~o 
f(X) + "PIX). 
?ara cad<-:J k ~esolve-se o problema 
Minimizar q(]lk, X) 
obtendo-se uma soluç~o Xk. 
1<. 
.. ' uma seque!!_ 
11 k > o ' 11 k+l 
(3 5) 
I 3 6 l 
NÓs assumimos que, para cada k, o problema (:JG) tem uma so 
luç:ão. 
O Jsma segtJinte d~ um conjunto de desigualdades que se se-
e a desigualdade ~k+l > ~k· 
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LEMA 1. 
I 371 
f'(XI>P(X I k k+l i 3 B I 
(391 
Nós temos tamb~m que 
i 4 o I 
8 
i 41 I 
Somando (40) e (41) temos 
[pk+l- pk)P(Xk+l) < (Jlk+l - pk)P(XkJ ' 
que prova { 38 J. 
2!J 
fl\kll) +yF'(X) k k 
e portônto us~nrlu [33) -nos obtemos ( :-1 [] J • 
LUlA 2. ::~E:j u X* urna soluç~o para o problema (32). ~nt~o. para 
cada '< 
f [X* l 
PH[Vf\. 
-f ( ,\ * ) f(:-\*1 + u prx*J ::. 
. k ' 
'' I' l X I ,_, k. k. 
A conver~s~cia global do m~todo de penalidade ou, mais pre-
cisc:Jm,<llte, a jemonst!'ação de que qualquer ponto lim~te 1ja sequên-
c ia ; ( } 
" 
e 0rna snluç~o do problema restrito, segtJIJ-se facilmen-
te do3 dois lemas ôclma. 
UmL! t;equer1cia gerada pelo rnBtorliJ de penalid~ 
de. Ent~o. qualq~sr ponto limite desta sequ~ncia ~ Ltma soluç~o p~ 
ra o p~oblema restrito. 
PROVA. StJponha que a oequência 8 urna subsequência 
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Xk , tendo como limite X. Ent~o. pela continui-
dade ce f , IIO.S temos que 
lir:1ite f(Xkl 
k E: K 
f I X l (42 ) 
Seja f* o valor 6timo associado ao problema restrito (32), 
Ent~o. de accrdo com os lemas l e 2, a sequ~ncia de nGmeros reais 
q(~k.Xk) ~ decrescente e limitada acima de f*. Assim, 
q* < f*. 143) 
Subtr<lindo (42) de (43) 
(44) 
D1:osde que P(Xk) > O e Jlk --> + oo , (44) implica que 
limite P(Xkl O. 
k E K 
Usando-se a continuidade de P, isto implica que p(j(J " o. 
Ncis,pnr enquanto, temos mostrado que o ponto limite X e um pon~ 
to factível para o problema restrito (32). Para mostrar que X e 
6timo, n6s notamos que do lema 2, 
f(Xkl < f* e portanto 
f (X l limite f(Xk) < f*, 
k E K 
2.4. APLICAÇAO AO PROBLEMA 
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Para garantir a existência de uma soluç~o para o problema 
[31). nós gostaríamos que o conjunto R de restrições fosse com-
pacto. Para tanto, n6s esperamos que. sem perda de generalidades, 
se R' e um subconjunto compacto de R definido por (X 1 .X 2 ) E R' se, 
e somente se 8 y - o < 
n 
numero real positivo tão pequeno quanto se deseje. Então o probl~ 
ma de 
tem uma boa soluç5o para o problema [31). 
~a aolicaç~o do m~todo de penalidade ao problema 145) 
definimos 
f' [X X ) l ' z 
=y +6-X 
n 2 
:_og o, 
1 1) P(X X l e contínua em m2 • 
' . ' l. 2 
ond8 
8 
"' -X l 
x2 - x1s · 
( 4 5 ) 
. 
nos 
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se, e somente se 
Agora. aplicar o m~todo de penalizaç~o ao problema (45) e 
resolver, para cada lJ, o problema não restrito 
( 4 6 I 
Para resolver o problema (46) nos utilizamos o m~todo dire-
to conhecido como método simplex ou também por método de Nelder-
-Mead. o qual descreveremos na pr6xima seç~o. 
3.1. lrHRDIIUÇ.;~J. 
~2 m0to;jo~ diretos para determinar o ponto de otimalidade de 
um proUlemt"J 1-:--r!?.!'.trit.o, tal co:.m crn (46), são geralmente iterativos, 
sendo necess~rio para iniciar o processo de busca, estimar um va 
lar inJcial para a solução. Desta forma~ gerada uma sequéncia de 
aproxin;ac.:Õe;, suces~liVas, até atingir o valor ótimo. 
Os diferentes procedimentos s~o caracterizados pel0s estra-
t~gias utilizadas para produzir esta série de aproximaç5es. Os m~ 
to1jos rliretas D~U aqueles em que a estrat~gia de busca ~ baseada 
na compara~ao dos valores que a funç~o assume em cada ponto. Tais 
mªtJdos n~a avaliam as derivadas da funç~o. Entre estes métodos 
encontrcJ-se o f'lC.·~.odo de Nelder- Mead ou Método que 
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paosaremos a descrever em J. 2. 
3.2. C M(TOQLJ l IJ AL~ORÍTMO. 
Um conjuntc1 de n+l pontos, num espaço n-dimen5ional, forma 
o que dnfininos por simplex, Quando os pontos s~o equidistantes , 
o simplex ª denominado regular. 
A idéia principal do método e formar, a partir do simplex 
original, uma sequ~ncia de simplexes com o objetivo de que estes 
~cerquem'' o ponto de otimalidade. 
onde 
Seja então o problema 
f 
1'1inimizar f(X) 
X E JRn 
e uma funç~o continua. 
Para descrever o processo, introduzimos as notaç6es, 
-I= {1.2, ... ,n+l} 
- xk 8 o vértice correspondente para f C X h I max f C X . J 
iEI 2 
- xs e o vértice correspondente para f(X 5 J =max f C X . J 
. iEI.ifh 2 
- xf 8 o v8rtice correspondente para fi X 2 J " min f (X . l i. E I 2 
X 8 centróide definido por 
o 
nq 
X 1 ); xi o n i=l 
i ;i h 
r 4 71 
C 4 e I 
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A seguir definiremos tr~s operaçoes b~sicas usadas por este 
rEÉtodo .. 
lúlflexão 
X 
r 
e substituido por 
I 4 8 J 
onde o coeficiente de reflexão a > o e a razao entre a distância 
[X ,X] e [Xh.X
0
J. Toma-se 
r o 
o > o convenientemente . 
- X e expandido na direção de I X - X l , tal que 
r r o 
um mell1or valor da função ~ esperado. Usa-se a relaç~o 
X ~ X + y(X - X ) E o r o I so J 
onda o coeticients de expansao y > l e expresso pela razao en-
tre as dist~ncias de [X , X ] e [X , X ] 
r o r o 
Toma-se y > l c o nv en ien 
temente. 
Contraç~o - ~ a operaçao atravªs da qual o simplex e reduzi 
X 
c 
X + SIX 
o h X l • o 
I 51 J 
onde c coeficiente de contraç~o S § a razao entre a~ distâncias 
sati~.fazendo O< B < 1. Toma-se tamb~m S. con 
V13:lier:temente. 
J5 
Podemos 1iefinir o proc~sso como se segue! 
1 U111 simplex original e formado e a função objetivo e alia 
X 
' 
' 
8 X 
o 
';I! d ll!l'liJx,)o ~;obrt,! X 
" 
8 clVLll.iíJ '-lfJ 11 )JOil tU i C 
flct.ÜJC1 X 
r 
f (X 
<; 
> f(X ] > f(X ], substituc-sA 
l~ -· 9, X h por X r B 
re~strLJtura-s8 o processo com a formaç~o de 11m novo sim 
p J c: X • 
Se f (X 
r 
< f(X~J. e de se esperar que a direção I X -X J 
r o 
po~~a indicar um valor melhor da funç~o. Logo, expandi-
~o~ o novo simplex nessa direç5o. A oxpans~o ter~ suces 
so se é S11bstituido por 
Cas:J contrário, e stJbstituirlo por· em am-
tJos oc; casos, o rrocesso e ree,õtruturc:ido •I par·tjr t18 um 
'lDV:l OJimpltJx. 
Se 10 movin1ento de reflexão do procedimento 2, a avalia 
X 
r 
e tol que > f (X l 
r 
> f (X l • substitue 
~3 
X ,, pnr X r e !'l~aliz.1-s8 o mnvin1l,ntu rle r:ontraçôo. 
;lepoie rte efetuarmos a contraç~o. compara-sR 
f(X J_ ::>e e 
:>ut:·stituifjcJ por X 
c 
e reinicia-se o prnc:ssso em um no-
vo sim~lex. No caso de falha, < -F(X J, então 
(: 
~ltimo simplex ~ con~rafdo em torno do ponto 
ONICAMP 
B'RIIOHCA CE~ITRAL 
o 
onde 
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recomeçando-se o processo a partir do procedin1ento 1. 
O crit~rio do parada do algoritmo sugerido por Nelder-Mead 
e daclo per 
(.l 
ll 
[f [ X . J 
1 
< c 
onde t: e um numero real, pré-fixado, suficientemente pequeno. 
3.3. COMENTARIDS 
[ 53 J 
O m~toda de Nelder-Mead requer apenas a continLJidade da fu~ 
çao objetivo, sendo de grande utilidade pr~tica nos casos onde a 
funç~o objetivo ~ n~o diferenciãvel ou quando esta apresenta difi 
culdade na avaliação num~rica de suas derivadas parciais. 
A maior vantagem deste mêtodo e a facilidade de prog~amaç~o. 
No referente a converg~ncia, esta em geral ~ lenta e a rapidez da 
mesma depende da estimativa dada ao ponto inicial. 
Ente mêtodo foi desenvolvido, assim como os demais m~todos 
diretos, pc;r processos heurísticos. Apesar disso, nenhuma provas~ 
bre sua converg~ncia foi realizada at~ hoje. Experi~ncias comput~ 
cionais realizadas por muitos autores [ 11] asseguram que este 
m~todo ª o melhor m~todo direto disponivel. 
3.4. rLUXOGRAMA DO M~TODD SIMPLEX. 
Calcule os X. e F IX. I 
l l 
i"'l,2, ... ,n+l do sirnplex inicial 
I' 
-~-- I Calcule xh·\·xt e xo_) 
4 
I ' 
Calcule X =(l+o:JX - ax 
r [) h 
I' 
I Calcule F[Xrl j ~ 
t 
-
'
nao le F(X J >F(X]? sim 
r s 1 
4 L-~-,~~~~--" 4 
[é F [X r) < F (X Q.l ? 
~ sirn na o 
lcul3 X~·=( lr(lX -~~X 
L:_ r o 
_ ..... ] 
. 
I 
l CaL~ule F(~E) I 
nu o 
t j 
r·roquo x
1
_
1 
ror X 
c 
sim + I 
Troque Xh 
por Xr 
Calcule X "' X -1~(1-SlX c~ h o 
L....---,----~ -~ 
I 
l por2(Xi·X~l 
·--.. ----~---~---.-t--------'-----------·--
1. __ ------~----"""'.n-~2_--f~_' '-~~í-n~_m_o_f ~~--o-k u n t,:acJ o_]f----2sc!1
4
Jlrnc___ ... f'f,R 1 _ ] 
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At6 o momento nos estabelecemos um modelo global para din~-
mica populacional de uma esp~cie isolada e procedimentos para av~ 
liar ou seus par~metros. N6s gostaríamos tambªm que tais parame 
tros fossem utilizados na avaliaç~o de populaç5es nao tabeladas 
isto e, desejamos fazer previsões ou extrapolações. NÓs achamos 
que um bom procedimento seria determinar, para cada tempo nao ta-
balado t um intervalo de previsão. Sendo as~.im, ~ost<JrÍamos que, 
p 
dentro de uma pequena margem de erro pr~-est~belecida 6 . deter-
E 
minar duas funç6es X = X(t); uma que subestime a populôçào, a 
qual ~hamamos de envolvente minima e outra que superestime,a qual 
chamam8s de e~volvente m~xima. 
D ponto como solução do problema ( 4 5 j determina 
a 111elh.Jr curv<J X* ( t l que se ajusta a tabela 
quere~os encontrar duas outras curvas da classe de 
dentro de uma vizinhança 
( lc i , y . I , 
. ' 
Nós 
X"' X(t,t ,X 
o o 
x* "' 
"'X*(t). P.. figuriJ S8gUinte ilustra melhor 8Sti:l prBC:CIJpaçao. 
JQ 
X 
X ( I ) 
XI( I) 
... 
t 
Fig. 4. 
:>,.ficmo1;10~ qu8 .J sBquência de pr-Dblernas, c:J seg•.rir, cleterrnina 
as P~1vnlvsnt~s ~2sejadas. 
1 - Mirrinrit::Jr (X 2 
Sujeito a 
x*J 
1 
< E + Õ 
p E 
[ 54 ) 
)( 
T 
F ig. 5. 
2 - Maximize (X 2 - x*J 1 
Sujeito a < E p 
yn<X2<yLS 
' 6 E 
t 
40 
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X 
f t 
F ig. 6, 
Sej ,J r x~, -x- J 
. 2 
3 - i'lu;.;imi;:c - X I 
1 
SujeitCJ .'1 < E + l~ p c 
o < x < x* 
1 1 
(56) 
)1.* 
I 
)( 
·--·---------------------
4 - f'lir1irnize 
Suje i to u 
Fig. 7. 
(X' ~ X I 
2 I 
< E + 8 
X~<Xl<yo 
X' 
? 
p E 
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t 
(57) 
X 
X2 < t l x1 (t) 
----------------------
-f---------------.-1 
1 .. ig. B 
O nosso procedimento para resolver estes qtJAtro problemas 
foi o mesmo utilizado para resolver o problema (31), isto é, pri-
meiro dpli~amos o mªtodo d8 penalizaçáo aos problemcls restritos e 
en1 seguida aplicamos o m6todo simplex. 
Seja X
1 
(t) a cnvolVEJnte mÍnimo d~finidCJ pela :_jOlltr;:ão do pro-
bJ.ema (':,6) e X.
1
ltl a envolvente máxima definirli'l peld 
" 
solução do 
-
problt'.;na (57}. IJG-finj_mos como f,oiXiJ de previsôo no tempo t p no o 
toiJel..J,Jo, rJo intt"l"VcJ]O l" [X 1 it l,X 2 it I[. . p p 
CAPITULO IV 
f\JlJ~j-1 L. DL UADOS 
l. BR/:!000 CRfSCf~fNfO rOPULAC10NAL ZFRD 
IJ1na estimativa razo~vel do crescimento populacional de uma 
naçao, ~ de vital import~ncia no planejamento econ~mico e social. 
Novos empregos a serem gerados, produç~o agr!cola, consumo energ! 
tico, escolas, habitações etc. tudo deve ser planejado com base 
no crescimento populacional. 
!~m tt3mpo!3 de crise, a pressao por novos empregos, maior dis 
ponibi lidade de llt'CJdutos agrícolas, maior número de 8~coliJS e 1-,a-
oitaçÕeo; poder11 sct-· consequência de um crescimento populrlcional 
q:1E n:J.,-J é cnr1::ncd,~r,t~! com o crescimento ecnnOmico dt! um,'J nação. 
I·Jo coso do !Jra,;il, o aumento, ano a ano, rio produto interno 
bruto, rG~quel- ur·l r~,;fDrço consirjer~vel dcJ soci8rJcJd8. i'or este rnoti 
lacitJ~.3l e o aunrcntu do 1'10 ir~o levar o Brasil, mal~ c Grais. em 
conti~u~da3 cris~s ec·or1omicas e sociais. 
]aseadn em ~adns aemogr~ficos do IDGr: e da UNi~c;co e aplica~ 
do [] lll·)c\L~l-:; )~lLllJ,-rl du 1.1111,-J nc;pécie isol,ldcl, rnlpnstn 110 c,-rDÍhJln TI, 
co~ os prc~eriimcntos numéricos propostos no capitulo ITJ, a prev~ 
SRO to cre"cinenta poprJlocional do Orasil ~ bast,~nt~ otimista. No 
fin: Jr) prÓximo st!::ulD, u Ur,Jsil deveJ á atirrgir o pal.CJIPi-ll de cr-es-
cimen--::rJ po;.JU3~~cional zeco. Isto pode significac o fim dus pressoes 
• 
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demogr~ficas na economia e sugere um futuro econômico social RSt~ 
vel s rrovav~lmente pr6spero. 
1.1. O MODELO GLOBAL E A PDPULAÇAD DO BRASIL. 
Os dados segundo as fontes: 
TABELA I 
Dados censitários segundo as fontes 
/\NO IBGE UNESCO ( * J 
1872 1 o. 112 
1090 !4.334 
1900 u. 438 
1920 30.636 27.404 10.549 
1940 41.253 41.233 0.048 
1950 13.1.~1?6 52.872 1.723 
1560 70.070' 7 l. 513 2.059 
~970 93.139 95.322 2.343 
Fontes: 1 tJG E . Anuári.o Estatístico - 1980 
UN[~SCO - Boletim Denográfico - 19 8 o. 
( * ) !Ji··'erença Percentual. 
(') Vcllor obtido por Amostragem. 
IJevicjD ,3 grande diferença entre os dados do IBGE e da UNESCO, 
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no ano de 192Q, 8ste dado nac foi considerado num primeiro ajuste 
num~rit:o do modolo global. Ainda o dado de 1960, por· ser dado de 
amostragem, tamb8m nâo foi considerado. O modelo global ajustou 
os out~os dados do Tabele I, com erro inferior a 0.9% em cada po~ 
to (ver labela Ill. A interpolaç~o para o ano de 1920 estima uma 
populaç~o de 26.115 milh6es de habitantes, confirmando o dado da 
UNESCO. Para o ano de 1960, a interpolação estimou 69.003 mi-
lh5es r1e habitantes confirmando o dado obtido por amostragem do 
IBGE. 
:Js dados pr·evi,tos no modelo, entre os 
est~o na Tabula lli. 
anos r.le 187;:? e 1970, 
A extra~olaç~o do modelo, preve uma população m~xima para o 
Brasil er.trt~ :'lG:'I rnilhÕ~!S e 466 milhÔe:~s de habitantr's, a qual deve 
r<j se:c ~ltinr=;id<~ ror volta de 2050, ficando estável ,_:ipÓs o começo 
do s~~ulo XXI, corno mostra a Tabela IV. 
Resultados em milh~es de habitantes 
TABELA II 
Ajuste NtJm&rico de dados censitários 
i\N O IBGE Modelo Global Erro ?~ 
1872 10.112 10.112 0.000 
lô90 14.334 14.334 0.000 
]900 17.439 17.461 0.128 
1940 41.253 40.940 0.758 
.1.950 51.976 52.393 0.802 
19 7 o B3. 138 83 .. 010 o. 138 
17 
Irrl:urpol<-rl;::ic ;:urn8rir<l rlP ~nros cenc_;itãrios 
li f'\ J ~1 00 f: LU GLOOAL 
.l ô 7) 10.112 
11:190 14.334 
l!J[JC 17.461 
HI2D 26.115 
1940 40.940 
1950 52.393 
1960 69.002 
1970 83.010 
TABELA IV 
Ex~rapolaç~o num~rica da populaç~o brasileira 
lif\j u t-'RlV. MÍNIMA f-'REV. MAX IMA 
1975 108.027 109.700 
19SU 125.941 lJD.SO/ 
1985 146.618 156.00[] 
1990 169.923 186,622 
1 9 IJ 5 195.361 222.241:! 
2000 222.031 28l.ü2U 
2005 241-L 675 303.171 
7010 273.576 34] "2 ':, 
2015 2813.346 378.94ll 
2020 315.206 407.99li 
2050 362.947 465.69:J 
Z. AJUSTl DO MODELO GLOBAL A POPULAÇAO DA INDIA 
TABELA V 
Dados cen~it~rios segundo a fonte 
ANO 
1931 
1941 
1951 
1961 
19 7l 
1981 
Em milh5es ds habitantes 
CENSO 
278.321 
318.135 
361.088 
439.235 
548.168 
683.810 
Fonte: :Jerrographic Yearbook, United. Ney York, 1982. 
Resu1t~do Num~rir:o 
TfoE-lELA VI 
Ajuste numªrico de dados censit~rios 
MW :ENSC: MODELO GLOBAL EH!-:0 
1931 21tl.J?l 278.321 rl,OOiJ 
1 g 4 l 318.l:Vl 316.35t) (]. s 5 s 
1 ~~ s l JBl. ORE\ 36:1.880 u . :n :-1 
1 8 c 1 ·1 J~. :'.l:; 4J7.3:J:::.• 'I. 43:-1 
1 ~l í' 1 S45.JGFI 54El.605 D.Of\l: 
UJ é!. Ct-'J.tllU 683.1310 [J • u [_;Li 
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Os par.~metros da ftJnç~o X = X(t) definidos pela soluç~o do pro-
grama .:451, atravé5 de• método simplex sao 
X '" O.DOO j 
c~ 1 
xj+l "" ssz.915, 
-3 
= 0.2083 x 10 ~ e o:
3 
-0.1296 X 10-4 
TABELA VII 
i\ NO PREVISÃO PREV. M!NIMA PRE\1. MAXIMA 
1991 791.272 764.667 805.711 
2 o o]_ 1339.•l41.1 787.456 B/3.323 
2011 u:il./14 790.311 Ô~!:i.ll9 
2021 i)'·i2. 796 790.467 9[]0,203 
2 03 l ô52.~3ll 790.471 900.746 
Ubser,r,J-se qus .~ populaç~o da India, segundo o modeJo global, de-
ve est.1bilizar-oe por volta do ano 2011, se controles populacio-
n~is n:;o forern adot~dos. 
3. A LnG1STICA E O MODEI_O GLOBAL . 
. Já rnostramo::; dnaliticumente, que o modelo log1c;tico é um c~ 
so par·•:icular do modelo global,Jogo, é procedente nbserv,Jr CC!ITIO se com 
portalil os resultados nurr,o;ricos através dos algoritmos pi'opostos no 
c~p!t,JlD Ifi. quando os dados v§m de uma equaç~o los!st1ca. Seja 
\ll 
então ,:J 
TABELA VIII 
Dados FicticioB segundo uma logistica 
MJO LOG!STICA 
19LJO 10.000 
1010 24.359 
1 9 ;: o 58.526 
1930 136.185 
1940 295.786 
1950 564.920 
180[) 8~:16. 608 
1970 1177.755 
1908 1349.842 
1990 14:'l5.085 
20CD 1472.916 
A tabela VIII cont~m uma populaç~o fict!cia, definida pela 
equaçao (7], corn a"' 0.09, -4 b = -0.6 X 10 ' X ~ 10 .. 
onde T 
)( I t l ______ ._:Oc.;•c.:S:._ ____ -=-'' 
-3 0.9006 Exp(-0.09T) - 0,6 x 10 
t - 1900. 
o 
t 
o 
I 58 l 
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Teoric~ments, esper~-se que Xj = O , Xj+l = 1500 e que os 
coe·Ficientea do polin~mio p(t) na equaçao (30) seja a
1 
"' 0.09, 
a
2
"'ci 3 =0. 
O ajuste num~rico desta populaç~o do modelo descrito por 
(30), como oplicoç~o dos algoritmos propostos no capitulo III, 
TABELA IX 
Ajuste num~rico de dados logfsticos 
ANO LOG!STICA MODELO GLOBAL ERRO % 
1900 10.000 10.000 0,000 
1910 24.359 24.349 0.042 
1920 58.526 58.503 0.039 
1930 136.195 136.178 0.012 
1940 295.7d6 285.833 0.016 
1950 584.921 565.073 0.027 
1960 896.609 596.761 o. o 17 
1970 1177.755 1177.779 0.002 
1980 1348.842 1349.779 0.005 
1990 1435,095 1435.047 0.003 
2000 1472.916 1472.933 o. o o 1 
Neste caso os parâmetros de X = X(t] em (30), defi11j.dos P..§. 
la solução do problema (31), são: 
XJ o o. o o l xJ+l o 1500.217 X " 10.000 . t " 1900 o o 
al " -0.8993 X lO-l '"2 " 0.2977 X 10 
-5 
e a3 " -0.3051 X 10 -? 
O que demonstrfl ser·em ostes p.;~râmatros uma boa aproximação do 8Sperado. 
c 
C RPENDICE 
S.J8~:1.'1JT 1 ~·I E 1:1L 1-ll.< D, H. tJ. TOL, EPS, I Tt1RY.. \/F', NF', 5[), =.v F·, f' L, I E:?) 
C OBJElJVD. R:USTI~~ LIMA POPULRCAO DE UMA ESPECJE IS~LA~A A 
C U~ MIJDELO L)GlSliCO NAO LINEAR - 110DELD GLOBAL. 
C PARAI·IE1RJ5 C•E E!~TRRDA: 
C \): i·lliH\I~'. f<'Ud_ 1>(11, 2:• C!UE [:•EVE CONTER t·m F'Rli'IEJRA COLUNA 
C 05 At:US CE~SITRI~IOS E NA SEGUNDA AS POPULACOES COkRESPON-
C DENTlS EM D~DE" CRESCENTES DOS ANOS. 
t 11: tlli~lERü C•:: LllmRS DA 11ATRlZ [), 11 DEVE SERF'I1Et~OJ;: I)IJ IGUAL 
C A Cfh. 
C N. GRAU ~O POLINOMIO DA LOGISTICA NAO LINEAR, N DEVE SER 
C MEHOR OU IGUAL A DEZ. 
C TDL: NUMERO PEQUENO DA ORDEM DE PRECISAO DR MAQUit~R 
C EPS TDLERAHCIA NO CRITERIO DE PARADA ND METDDD DE NELDER 
C -~EAD. QUANDO R CONVERGENCIR OCORRE ''EPS'' E UMA ESTIMATIVA 
C EhiH~E •:XJ", XJ1) E A 50LLICAO. SUGERE-SE TOI~Ai': EF'S:;:l. E"::-~12. 
C !TMFii:· NU11ERD ltRi•iH10 C•E A'IAL!ACOES F'ERI11TIDO AO t1ETOCoiJ C•E 
C HEL~E~-~E8D PR~A AVALIAR A FUNCAO ERRO. SUGERE-SE JTMAX=500 
C YP. 1IETOR REAL DE ~p POSICOES DIMENSIONADO NO PROGRAMA 
C PRJN[:lPAL, A~MAZENADO POR COLUNA. VP DEVE CONTER C•S NP 
C ANOS ~RD-CE~SITHR!OS PARA INTERPOLRCAO OU EXTRAPOl.RCAO 
C 1~P. NUMERO ~E LlNHRS DO VETOR VP. 
C PARAHETROS :!E SAlDA. 
C SD· JlflTRJ;~ _;:EAL 5[:•(!1, 4> RRI1AZEt~A!)0 F'O/<: COLUNA t>IA 
c· PRI/I[Jf<:R COl.LH-Hl SI> COIHE/1 OS ANOS CEI~SITARIOS, NA ;:,E-
C GUNDt1 COLUNA AS POPULACOES CENSITARIRS CORRESPONDENTES 
C ~R TERCEIRA COLUNA A lNTERPOLnCRO PREVISTA PELO l~CiDELU 
C GLOB!!L E WR QUARTA COLUNA O ERRO PERCENTUAL l'AMADO COMO 
C BASE OS DADOS CENSlTRRIOS. 
C SVP. HATRIZ REAL 5VP<HP,4) DIMENSIONADO NO PROGRAMA 
C PRINCIPAL ARMA~ENADR POR COLUNA. SVP CONTEM NR PRIMEIRA 
C COL~IlA OS AllDS REQUERIDOS POR VP. NA SEGUNDA COLUtJR A 
C PREVi5RO CORRESPONDENTE R ESTE ANO, DADA POR X=~<T:•, 
t ~A TERCEIRA COLUNA A PREVISAO MINIMA, NA QUARTA R PREYISAO 
C MAXlll!t QUA~DO O ANO CORRESPONDENTE NAO FOR INTE~'POLRDOR. 
C PL· YETOR REAL DE ~+2 POSICOES. Pl CONTEM NESTA ORDEM. OS 
C PRRA~ETROS KJ E XJ+1 E OS COEFICIENTES DE P=P<T) E.M X~X(T) 
C QUE liELHOR flclllS..,..R OS ORL'OS CENSITRRIOS. 
C lER DECLARA RS CONDICOES DE SAlDA NO METODO DE NELDER-MEAD. 
C SE JER~i, El.TAO O NUMERO MAXIMO DE AVALIACOES (JTMA~) FOI 
C RTlNlilDO IER=O INDICA CONVERGENCIA. 
c 
c 
l>IMEt!~;IoN R<100, 10), E:(10f:l), IPIII<i0), AUi«10), !='(6), ;;:.;1(-1) 
UII-1El.t!;lO/J X 1!(~'), i<:E•:2·), E)U2), 5TEP(2). l<T(1(1(1), ;.:(18). 'r'<l~:r:~ 
D 1 M E rl! ~; 1 OU C !; ( 2 :l . C: I .; 2 ) , SI) 0:: 1 (10, 4 ) , 51/ F •: 10 (1, 4 ) , C• •: 10 (1, ·' ::0 , F' 1 .. < 1 0 > 
COIHJIIUDIH)1/XP< U~0), Ti•:0:100) 
COI1lHJU/Dfl::•:::.-'~':L~::, F'Ef.:, ><IH, >::~T1F 
;:;QI-1l'lliiJ/I)f1D::.:~~Jr. ;,:JJFt·ll.- i·:~TlFt·tR 
\:XTErd-JRL ERidJ 
c 
EXTH~I~AL FI1Hl 
E X TE rum L F/'111 )\ 
EXTEUlf:IL CO!?'!::Rl 
EKTEkt~RL COVER~:. 
DO 1.C 1 =1.· !·1 
X'r(l.>"""'C•(l,1> 
XP<J>=l~<I, 2:• 
TX<l)=~T(J)-XT(1) 
SD<L·t>=XT<I) 
50( L ~~)=~W(I) 
18 CONTllWE 
X0=lW(1) 
XN=XF'(IO 
TB:::~:T(i) 
TN=Xl<l1l 
XL5=2. '~'i<LS 
XM!•<:. E2(1 
XYC2:•~9. 5~CXLS+XNl 
~R=M·r;z 
• 
5TEP<2>=0 1~XY<2> 
CALL t~EU>ER<E!<:RO, :•:'1'• FE, STEP, EPS, K, IH1Ri<, IE~:. p, t1, t~, TOL) 
XJF::·;;Y(1) 
XJiF'-'i<V·::;:) 
'DO ;:_·iJ I =1., ~ 
PLCJ-'''~~<T'(l) 
XE•:1 '=X\'•:1) 
EX<J-,:.:~('r'<l) 
28 CONT .: J<UE 
PER:·f"t:.v-1 Ht 
PER~··. +INT<PER~10 
PER='·O. 1,,-F·EF~ 
CFtlL 11JU~;TE01-I·L XP, Ti<, ;,:ü, i~E, 8, Fl) 
CAU. !•1HWR•:I"=!, r:.:,:, !'1. N, lE. RES, TOL IPI\·', FtU:O 
25 CONT '!~UE ) o ;: ) '{ =~.L I l'i 
T = I . : I I :J 
CHL! .. :·F·or·<t~ l-:·J :-:r:,~: .. T. :<n:. 
St· < l ·;-' <:1"-i 
5(1( J, ·l>:o•:RE:': . .::.:F•:I:• --;<fi) i>-!:1(1(1 /i·:F'(l) 
3:8 COIF I :-lliE 
STEF'• .l)oofl 
STEI·'• :2>~"FI. 5+,<:-:r,-- )<~r:tr> 
CRU llf: u-·ER: H'l [ !-.\,:-:!::_.Fi~ l, STEF', EF'5, 1::, 1 T!1FI;,;, I 1_, F', 1·1, t~ · ·~o L_:. 
oo ~:u :::L~ 
CS< I'; .:;<:E·: I> 
5]: 
• 
c 54 
58 C: OI-H 1 NOE 
XJ1Fi'l["'l<E·:2·l 
STEP•: :l:•=D 
.5TEF'• 2'•=•:l<L_S-i<,f1F)•H3 5 
CRLl. t~ELN:F::<FI'If~i,:, l<'r', Ft1R, SlEP, EPS, f(, ITHRX, 12, P, 14, N, TOL) 
DO ?D I.::i,2 
Cl(J)::X~',:I) 
70 CO H"! \IWE 
STEP(1>=B. s~<XO-XJF) 
STEF'•,2)=0. 
CALL llEL!:•ER<CO'iERL CJ. FCJ. STEP, EP~., K, !TI~RX, L f', f~, N, TOLJ 
CRLL RJU!:-TE< ~L IL l<P, TX, l•:0, CL B, A) 
CALL !·1JN[IR(_f~, E:, 'r', 11, IL ICI, RES, TOL, lPII/, AUiO 
STEP•:i)=-0. 5•XJF 
STEF'•:.2>=0 
CRU. NELC·E~<COVERS, CS, FCS, STEP, EF'S, K, IH1HJ<, J, P, I'L IL TOI.) 
CRU A,TUSH<I1, N. )<;p, Ti<:, )<:(1, CS, B, A) 
CALL 11II1[1R• f!, E:_,;~, 1·1, 1~, 1[.5, RES, TOL, IPI\·', RUi,:) 
{)0 J.IJ:l J:o1, I~F 
TT='o/~'< T ·, 
T=TT··'fü 
SVP< I l"l=cTT 
IF<l:· üT.TD RI-JL'·.TT LT.Tin GO TO 102 
CALL. !~i-'üF'<I.J, ;.;[L E i<,;-:, L ;-:R,~ 
SVP,:. '.~-):~i<: Fi 
CALL_ l~FOF<N- :<:[1, CI, ',', T, i<A~~:_. 
SVP· ,, :n=:-~·:Fi:"? 
CRU. J;;PDF'O~. ~<Cl, C-S, .-::.L i<:R1) 
SVP·. ( .. ,1)~=~\R:i 
GO li.J 1D:I. 
102 CF1Ll I~PCIF"n!. :,;[1, [)..;, :.:, T, ;,;H) 
S'IP·. -· ~·),,;,:R 
5VP.-:f _;.i'"'-
SliP'; .' •f.J:~"-
HH COIC-II~UE 
c 
c 
R E T )..1 ::!~ 
END 
FliUCTJ[It~ ER~O· .. :•S,/1 .. 1~, TOL::O 
I>IN~:a::lO~I G<5::,, IF'lVO:H<;, )<tr'(2), i<(10) 
r~Il~f:iE-lOtl R(:LOO, 1[1":<, B·;:t.otn, RU:<•:10) 
coi'l:l·l~/C•I1D1 /:<F··: 1.0o>, n:·; 1r:1o> 
([1~111:')·:UNiDZ'.-')<L:::, F'ER, ;,:HL ;,:,TiF 
COH!1·);'~/1)1:1DJ:/),:Jl=- l·=:J1.FI•1I, ;.;LT1FI·1A 
XEI"'i~i)•:l_; 
l<'t4=i;:><i'I.J 
XJ"' ::·1!: :L> 
c 
;j(2) i·-:.: . ."1 
C.RLL H,·:u~.~r;·•.t·L tJ :<r:·, T:-:, :':!),>:V, E:, F!) 
CRU 11lt·W-~o;H. f::,:<. H, t·L I F', RES, TOL, H' IV, RU:<> 
SE"' ü 
DO 4·.1 1 c:l, 1·1 
f=T~<:'. 1 ·_í 
5E=~~~<~AB5(XP•:Jl-XA))~1BB. liXP(l) 
48 COijT liiLIE 
SG I= l:• 
DO !Hi l::::L 4 
IF(G~I) LT O ) G(ll=0 
SGI~::·.[Jl+G<1>**2 
58 COHTli~UE 
c 
c 
F E"'~-:::+ :<t·1! -~ ::;:G 1 
ERRlL•TE 
ll:ETlii'·t~ 
END 
FUIHTI_[IH FJol"lJ.I<::~:, 11, I~, TOL> 
0111Eli~;IOfJ :<E(2).G•:5>, i<:<lC~>. 1PI'v'l..10) 
DII1FtlSIOt.l Ft<H1B-1(1,~, F.::<:1(1(1), Rlli<(10) 
c OIHir.IIL-"DFrD 1 /:-:P ,: 1.0cn, T:=:.: 1c10) 
C0Mt1•JIJ/DRD~:/:<L~~. PEI<:, :<111• :-:.J1F 
C0~1H 'IIU[H~DJ'/:<:JF I )<:JlFI-1.!' )<:Jlrt~H 
J<0=:-:?<1> 
:< N"' )·:I"• <H.) 
X,T:::<i··: 1 I 
XJ1"'":E~.:2l 
G( 1- -;·:,T--).:t1+.L 
G(2J •--)•'J 
G (:?-' ·~ :u 1··· :< LT :l F 
G( •!· ·."::.tl+l -:<;.J1 
CALL 11.JU~:.Tz:<t·L /~, ;,:p .. r;.:, ;,:o, i{E, IL R) 
C.ALL i1li.WRO:I~, E!,)!.. t·L t·L JP, RE~ .. TOL, IPI'./, fiU;<'.) 
SE==r:• 
DO .,. cl I:::: :L, 1•1 
T=T:<"! > 
CAll. l"t:.DF'<tL '·U~l, ~.:L t:, T, ;,:R·) 
SE:::!:;,:t((f!E:S<>:Y<I l-:<fl))>t=ll10. )/i<:F'(l) 
40 CO IH' IWE 
Gç5·: ·"~:.E-F'Ef,: 
5 G I "' ;l. 
DO ~:;11 r oot, 5 
<< 
._ ...... 
c 56 
' 
fF(l> :iJ. LT. n :J G(J);:;Q 
SGI::.'":.[íl+b< I )!I: >to~: 
58 ':OUT I llUE 
~Hl~·~J1-KJF~XM~~SGI 
FI1Jt.i,·FHI 
c 
c 
<f! I! I IJ 
ou o 
i=UuC.i ;:O!·l Ft~fn:c,:;.•, H, H, TOL) 
DitH.!.ISlO!J i<\'•~;2.•1 G<::,), i-~·;1(1), IF'll/(10) 
:Ht1Ell51 DN F1<1BD, i@>, 8<11J[i), RUi<(1(1) 
c o tHI ;:JtU!)AD 1. ,;xp < .1. 00 > , n: < 1. t:1t1 > 
COHI1Cli~IDA02/XL5. PER, XMI, XJ1F 
COHMO~IDAD3/XJF,KJ1FMI,XJ1FMA 
){0::::i0-'(1) 
XH=Xr··:~D 
XJ=l\\'•:1) 
l<J1"-·.:lr'(2:0 
G(1):cl\~T-l<:O+:L. 
;j(2):c:•·XcT 
[J(J)·.:o)~cT1<\LS 
G< 4) '~XcT1F-i-::J1 
CALL RJUST2(M,IJ.XP.TX,X0,XY.B.R) 
CALL t4INOR<A, E:,;.;;, 11, t·L Jp, RES, TOL, IPJV, AUiO 
5 E= lí 
004ÓI,LM 
T:.T\(0:1) 
C ALI.. f~POP(t~. )~0. l<~', )<:, T, l\R) 
SE=SE+<<ABS<XP<I>-~R>>•100. )/XP(J) 
48 COHTIIWE 
G(5)::5E-PER 
SGI ~.-o 
1>0 :5il I:::t, 5 
lf(G~l>. LT. @. > G(l)=0. 
SGI'"~~GI+Ci(l )~.:~+:2 
SB CONTdWE 
c 
c 
n1 A:::::,TF -l•:J i·~KM"I >r.SG "I 
FMA:' c F I·\ A 
RETIIt:t~ 
E NC, 
FUI.JCTIOI~ co•.,o;::~n<Cl, i'"L hl. TOL) 
I)JMJ<W::JON [:1(2"!, G(':.i), )<(1.0), IF'll/0:113) 
DINC1l5,0t~ R<l~H), 10>,E:O::H1CP, RUi·,:0:10) 
C [IV.i'liHlt'DFliH/i<F' < 10(1), TiU 100) 
C.OHI·li)I~/I)F![)2.-'i<L.~:., PEJ:;, ~':HI, :<JlF 
C0~1NiJ~~/DHD~~/;-::crF. ~:J1.FHl, l<:~T1FI·1H 
c 
)<{:.\:::..;!•: 1) 
){ N:: iW ~ I'D 
XJ=c·:<D 
XJ1,.L:I<2> 
G( 1 I "~:aF·--:~~r 
13( 2) :·•;<J-)<8+1. 
G<:L!:.o:){,Jl·-XLS 
Ó(4)~~l<U+:L -l<~Tl 
CAlt. H,TUST20L 1~, ;.:p, l)\, i\0, CL E:, R) 
CRU. 11II~OR<H, E:,~::, !·1, 1~, IP, RE5, TOL, IPI I/, Alli-0 
s'E=EI 
~o 411 !=1· M 
T=H:•: I> 
CRU.' I~POF'(I~, XEt, CL ;.;, L XfO 
SE=SE+(CASS<XPCI>-XA))*1B0. )/XPCI) 
oiB CONTJ NLIE 
G < 5) ·~SE-F'ER 
SG!=kl. 
DO 5ll I=L 5 
IF<GC1) LT 0.) GCI)=B. 
SG 1 ,~:;G l +G< I)*·*':~ 
50 CONT ;t<LIE 
c 
c 
F C I =::.J 1 FI~A-:<S +)<111 >+o~.G I 
COVEJ.cl =FC! 
RETUIW 
END 
FUNCTIOH COI/Et:::::.<CS .. 1'1, hL TOL) 
D111UIS"-10t·l CS(2), GC'.;), ;,:(Hn, IPIVC10) 
DIMEW;IOH A<1E10, 1(-J), BCH~0), RUl•:C10) 
C Ol'l i•!f)N/I)F!Ctl/)<:P < 1(1[1-!, T)<: 0:100) 
C0t11'10N/[)1~()2/l,:L'-::~ F·E~:. i•:HJ, ;,:J1F 
COMMON,'DRDJ/XJF, ~JlFMl. XJ1FMA 
X0=i(P<:L) 
XN:::~':P<Ii'l 
X,T=C';<U 
XJi"c.::-.<2":< 
G<1 ~-,-:.:,J 
8(2>,·":<,J-l<JF 
(i(? I :'(,Ti··<<L·:. 
G(4·1 .. =.:<t~+L. ~-:·,:,!1. 
CAL' .. -~J.)U·~-T;~~:I·1. 1-.l ~<P. r;:. i<B. CS. E:, FI) 
CALL ~4-lt~Cii<:•:F-t. B. :-.:, !'"!. t-J, lF', F:[S, TOl_, IF'I'·/, FtUiO 
SE:::\J 
L•O •1::1 1'~L 11 
r"' r,; -: 1 .i 
CRL.l_ ::·F·o:::-<!L :-:o. c~:.:::, L ;,:fu 
~-E_, .. ,_;[H·:iiE:S•::--:;::-.; [)·<-:A-· ~=11)~~ )/)<;P(l) 
, ....... 
-:.0 ( 
c 58 
48 COHT! IWE 
G(5):,q:-FCf~: 
SG I"· U. 
DO 5-.!1 1 =c: L 5 
IFCG~ll. LT O. l G(1)=0. 
50 GDII"'lilliE 
c 
c 
FCS:::. ,'~ --l.:JtF:-11 +)·(Joll >t 0"-Gl 
covrr!;,~Fr-·; 
RETUFil 
ENO 
5LI8f<:UUll!iE RF'OP·~I~. i<:[--1, )<:Y', :<:,L i<:A) 
DittE115lOH :<:o:tü, i<Y'C?) 
XJ=l•:V~i) 
:-<J1=:,:Y<2) 
P=1. 
5=0. 
DO 1H 1=1, N 
P=P•I:T 
19 5=5AI~•X(I) 
c 
c 
P1=XS1-n'l 
P 2:: ).:fi-- X.T 
Xi=E~:P•:5:t 
X2=l•:.J:L>t-F'? 
\<3.=)•:-.r*Pi 
l\4=1< --,f;~.'-1+~<:2 
:..; 5 "'I<·. ,,,:-:1-f r:::: 
Q E TU .:·t·J 
E!-W 
SU8F:;'ilJT J.IJE l~j u;:: TE { !1, 1-J, ~<C•, XT, i\EI, X1r', E:, A) 
DliH~t·;toN A<t·Ltn.E:<t·1·J,;<r•<ln.l<TO:I·1),)<:1'<2) 
XJ=:·: 1:'< 1) 
DO ~'l:l J=L t~ 
DO lll l '~L !·1 
X(::::<-:1•< I) 
T=i<:r:J:.• 
R(I, ,Tl~"í·l•oj.'FLOFlT<J) 
lF\J. I~D I·D 
10 CO!H · !~UE 
26 COHT! f~UE 
RETUitt~ 
E rJ r· 
FUNC "!OI~ !:-•::<, 'r', 1~, ::;; 
c 
t 
c 
lr11""~:---:': 
R 2 =1r' ··IJ 
R?=lC:·--H 
A~= 2: ·-·'i 
R5=H !.·~t-12 
AG"'Fi '•-H·~ 
A7=H:·,,'nt:: 
5:::f1l. ~1G( 11;-· _! 
:•t E T l.' í1' tJ 
UH) 
SUBR(IlJl'IIIE llJU5T2(M, N, XD, XT, X0,XY,B, R) 
OII1El:I~:Ol0t~ A<t1, tn, B.;t-1), i<t:od-1), ;n<JoD, i<:\-'(2) 
)(·J:%:<~:'<1) 
XJ1.::;i·:~'<2) 
DO 20 cT=1, N 
00 11]1 I ::::;1, 11 
XC=~:[t0:!) 
T=KT•,]) 
A( I, ,[):::T~t:*FLORT(J) 
IF•:J EQ.tn E:(])o:o5S()~(:,XO.l<J,XJ1) 
U CO~T!IHIE 
29 C'OHT liHIE 
RETLifW 
END 
''• 
' 
A1=Z>·l< 
R2=V--H 
R3.=JO:···l~ 
A4=z-.. '~ 
A5=n:•-*R;;: 
A 6 = ~1 ::>f"fl4 
A7=11~S/R6 
SS:::ALOGO:Ft8~;(n;"_:.) 
RETUi~I'J 
END 
'59 
C LRBDRRTORIO DE HATEMRTICR APLICADA - UNICRMP -
SOBF:;)!JT11~E hiEL!)ERO:FUN, l<:, F, STEP, Ef'S, I<Ot>l, ITI1Ri<:, lER, f' 
l I t·l 1~. TIJL) 
C PARH MJNIMI!A~: UMA FUNCAO DE ''N'' VRRIAVEIS SEM RES'rRICOES 
C E S~M DERIV~DAS. ''N'' DEVE SER C=58. 
C PARfilli~H:OS 
C (FU'l 1~. :•:. F, STEF", EF'::;, 1((1/>1, 1TMAX, lER, F·) 
C FUN f' A FUNCRO QLIE CALCULA O VALOR ~E ''F~. DEVE SER DECLA-
C RADO »E~TE~NAL'' ~O PROGRAMA PRINCIPAL. SEU UNICO ARGUMEN-
C TO ~:-· "X-', ü POIHO OI~C•E O VALOR [)E "F" VAI SER C:AL•::ULAC•O 
C X ~J ENTRA~ HA SUBROUTINA NELDER E~ O VETOR lHIClAL FOR-
C HECIDO. NR SAlDA CONTEM A MELHOR APROXIMACAO A SOLUCAO OBTI-
C DA NO PROCESSO 
C F: lONTERA J VALOR DA FUNCAO OBJETIVO. 
C STEPd': E' A 'iRRIACRO INICIAL NA COORC•WAC•R "!" [•E :; 
C OS N PRIMEIROS PONTOS RUE R SUBROUTINR RYRL!RRR SERRO 
C ";\tSTEP-:IHEO), ONI)E EU) E~ O l-ESII10 VETOR C•A t::RSE 
C CANDNICA E' ACDNSELHA~EL COLOCAR 5TEP(!l=(1ii0lo(A DIFEREM-
C CR E~IIMADA ENTRE R COORDENADA I DE X E R COORDENADA I DA 
C SOLUCROl SE O PONTO INICIAL PARECE ESTAR LONGE DA SOLUCRO 
C E~ R~!DRVEL DAR VALORES GRANDES PARA ''STEP". 
C DEVE SER D!!1EHSIONADD COM PELO MENOS ''N'' POSICOES NO PRO-
C GRR~A PRINCIPAL 
C EPS fDLERANCIA NO CR1TERIO DE PARADA. QUANDO A CONVERGENCIA OCO-
C RE "EPS" E' UMA ESTIMATIVA DA DISTANCIA ENTRE "X" E R SOLUCAO. 
C KON NUMERO OE AVALIRCDES. 
C ITMA)t. !~UME~O I~A~IMO DE AVALIRCOES PERMITIDO 
C IER 0ECLAR~ AS COIIDICOES DE SAlDA 
C SE 1~~=9· JND1C9 CONVERGENCIA. 
C SE :~R=·1, O NUMERO MA~lMO DE AVALIRCOES DA FUN-
C CAO :.::-:11 USFIUO 
C P: u~TOR AU:<ILIAR QUE DEVE SER DIMENSIONADO NO PROGRAMA 
C PRi'JCIPRL COM PELO MENOS N~<N+1) POSlCOES. 
c 
c 
i:Olt•lE!EION iU2:•.::.TEF·:2),P(2,1J,i<L(50),}<:H<50) 
*' XR<5i~;, ~:B(5ü), ~.:E<50>, XHL•:50), i<:C<50), ETE<51) 
N=2 
F=l ·,~1:[! 
ra:o!Jd 
ELFf~.:'l.. 
BETH o·~.::, 
GAHil ,;:, 
K U tl.: ·3 
C ARMAR O SIMPLEX INICIAL 
C0'.1•'1·N 
1 P\I, )~1:;~··:(1; 
ro;: J,LN 
c 
DO? :t::::LN 
l ?<L.,..:-=~<<!! 
2 P\,J, :; J:oP•:,J, J)+~~TEP·~J) 
C RVRL:AR A FUNCRO NOS VERTICES DO SIMPLEX INICIAL 
00 •t l :::1, IH 
K0U""·-<Dt·l+1 
IF(~JN. GE !TMR:\)GOTOJ6 
EFEO:::·Jo:F!Jt~(F'(i. 'i), 1'1, N, TOL) 
IF<E~E(l) G·r. F)GOT04 
f=EF"<J) 
37 ~CKl··~P(I~l, l) 
4 cotn::tWE 
C CALCiJLAR XL E ~H 
100 FHENOR~1. E?B 
FKI11 OH=-1 E:lL' 
~o s l"L u1 
1F(E1:E(l) GT FMENOR)GO TO 6 
!L=:t 
FXL,EFE(:t) 
FMEHOf~=F:\L 
[)0 ? ,J;:;l, ~~ 
7 xu._n:::P<J, IL) 
6 lf(Ef:E(!). L'r FMRIOR>GO TO 5 
!H=I 
FKH==E!=E(J) 
FI'! Ri UR=:Fi·:H 
DO C: .1 L 11 
S XHCr•"'PCLIH) 
5 COHTciWE 
C TESTHi( Cl':ITERlO C•E PRF:ADA 
A1=0 
DO :) .J=~L I~ 
D09I"LI~ 
9 R1=·:\1Hi:•:1\At. RBS<F'(J, s:;-P(J, N1))) 
1F~hl I~T EPS)GO T010 
JER"I.l 
RET' __ !t~·-~ 
10 1F•-J,•H.LT lfl'\fi:·<:•ClO TO 12 
J6 I Eti.c.L 
~-Eli.J:(!-1 
C CAL!:·JLRR O CEtJTROI[)E 
12 r., n -~ 5 1 -, t . ~~ 
15 ~.B".l l~-(' 
16 }:B< t l":-:t:•,l_:<+F'• 1 ,1::0 
14 C O W' .! !-H'E 
c 
DO ,_ .• l~Ltj 
17 ~:8(.1 ~::-~<B•:J:•/FLGtH.:.rn 
C CALCU~RP XR 
DO ld [:..o:J,Jl 
18 X R< ~ • -~ :': t: < I > + í~l L F fH <:.;E:(. I ) - iül ( l ) ) 
FXR~i=UNC:~R. 11. N. ·rDL1 
F::: F:< 1·: 
Dü .::8 l:"[:o:j_. ~~ 
3B X<i<'J ·-~;<r,:<f(I) 
]9 KDN=i(ON+i 
lF(;.IHi GE. IH1R:OGOT[l~:6 
lf(F)(L. LE F'(RlGO TG 1.9 
C CALGlJL8R ~~ 
oo;~1Jl:::Lt~ 
29 ~E(!.•=X8\l1+GRMA~=(;:RCI1-XBC1)) 
FXE"r::..itJ.;;..:f, 11, t~. TOLJ 
IF<F~<E- GT. f)GOT040 
F= F iíl:: 
DO 41 !ZI:::.L 1-J 
41 X<~.l'":<:r.·tK\) 
46 KON~l:ON+l 
IF~J:I.IN [;[ ITI'IA:<)ClDT0:?6 
It<F'.~!;.·,LE.Fll.E.JGD TO ·~:1 
DO ::·~ :1 '"1: !~ 
22 P(J, ~~-·~XECI) 
EFE•: ;.~-;);;;;Ff<:E 
GO ~-:) :t•)!:'l 
21 DO ;~-~ .1-:=:L ~~ 
2J: P(I, t'-:.t·,::<f<:tJ-i 
GO '!•) :!.FIO 
19 R~1:::·· c E'?•J 
t·O ;: ~ J::q_, t~J. 
lf(J.~Q IH~30 TO 24 
RM~i~i4~1~1·:A~I- EF;(J)~ 
24 CON·;·t•..!LIE 
IFCA1 l.T FXRJG~1 TD25 
DO ?·.~ 1-=.1, N 
E F" E". [ri_:.:::;:~<~: 
GO 'f :J JCIL~ 
C CRL( .ILflR XHL 
25 ]F(FKH. LE. FXR)~O T027 
tO·.~~ l"'LJ.I 
2B ~·HL•:!)<,:R'(1) 
f :\H!. -.F·:··R 
~o r.) :::Q 
27 t·03JI::o1,H 
62 
• 
c f.} 
30 XHL(~)~~II(l) 
FXHi__:<::-:~H 
c row:~~cAo 
29 DO J:L 1=·.;_, J.1 
31 ~C(l \;XG(I)+8ETA•<~HL(l)-XB<l)) 
FXC"r:I_!IJ(:,-;c .. eL H.- TOL> 
IF<F.~C GT !-=JbOl04::.:~ 
F =f /,G 
('0 •J..'i K1 c--:1, ]·~ 
43 X<kl ,.,;,:f>:KI.l 
42 KON=~CN+l 
lf(,,ll~ GE IfMH:<1GOl'OJ6 
IF<FXC. GT F:<HLlGO TO ~2 
DO ··-:·-; A "'.L, 1,1 
EFE':. ·;H):::F~:c 
GO Tl.l 1130 
3:2 DO s,l J:=1, IH 
lF(J. ED. lL)GO TO l4 
DO ~(5 J:::L/J 
35 P(J, J):~-F·O, J)+(1 '5>t:(XL(])-P(l, J)) 
EFE(.J)=FliN<f'(L J), 11, N, TOL) 
IF<EFE(Jl. GT. F)G0T044 
45 )((K],I=P<KL J) 
~4 KOIJ:oi:ON+1 
IF(KON. GE. ITMRX)G0T036 
34 C OHTl NLIE 
GO T-) HH~ 
E IH· 
c 64 
C !.A80PAT0·;:10 DE MATEMATICA RPLICADl~ - UNICAMP -
!;:_n::POIHH•I[ !•IU~CP(Fl, t:, ;.:, 11, IL F', RES2, TOL !PlV. RUiO 
C 03JE~lVU. DADAS A MATFlZ A<MXN) E A MATRIZ B(NXNCBJ, 
C fiR!Hi~:EtH)~·f1S F·;Jf<: CO! .. UNR5 (1/EF: OECLARACRCJ C•l11EtEIOt~>-· t1It-IO~: CALCULA 
C J.:.,R•;-- l"'8 Oh!tlE fl•.+) E. FI P~-EUC•OII..tVE~:SR l>E 11001~E-PEtl:;:oSE t>E A 
C ti~R ;; DOCIJM~NT~lAO DE MINOR PARA CASOS PARTICULARE.S DC5TA 
C SIHf·CflO 
C f'iH·.r,t:ETRC:; 
C H <EJ:'i~'liLfi): llf·1 '·t'ETOR C•E !1:<H POSlCOES QUE L•E'·/E COtiTER "FI 
C HRT~IZ R. ARMAZENADA POR COLUNAS E DESTRUIDA NO PROCESSO. 
C ti: /IUHERO DE LINHAS DE A 
C N: hU11Er.:o [•E COLUtiFIS C> E A 
C 8 <ENTRADA): UM VETOR DE MXNCB POSICOES QUE DEVE CONTER R 
C MATRIZ B ARMAZENADA POR COLUNAS. DESTRU!DR NO PROfESSO 
C NCB: NUHERO DE COLUimS DE 6 
C K CSRJDAJ: MATRIZ RC+IoB. CALCULADA POR M!NOR CNXNCB POSJ-
C COES. ARMAZENADA POR COLUNAS! 
C P (SF!l[)A). h1Ul1EI':O INTEIRO, POSTO DE A. 
C RES2 CSAIDA}· VETOR DE NCB POSICOES QUE CONTEM, E~:GETO ERROS 
C DE RRREDONO~MENTO, OS QUADRR~OS DOS RESIDUOS DE C8DA UM DOS 
C NCB PROBLEMAS DE QUADRADOS MlNIMOS RESOLVIDOS POR MINOR 
C TOL o::IHf:Afl~l) · NUI1E~:O PEC!UEtW, [)R ORC•Et•l [)R P~:ECISF\,) Dfl 
C HAQUlNR. QUE SERVE PARA DECLARAR SE UMA COLUNA DE 
C A ESTA ND SUBESPACO GERADO POR OUTRAS 
C IPIV. VEl"OR AUXILIAR IIJTEIRO DE PELO MENOS N POSICOE5 
C HUX: VETOR llU~ILIAR REAL DE PELO MENOS N*NCB POSICüES 
C METO~o· NR [:LASSIFlCRCAO DE N. SHJNOZRKI. M. SlBUYA ~ K. TAI~RBE 
C ("HlltiERlCAL ALGORITHMS FOR THE MOORE-PE~ROSE INVEP;E OF A MATRIK 
C (1IRECT HETH(IC•S'·, ANNRLS OF THE HIST. OF ~."ffiT. l1ATH. '·r'OL 24. 
C NRO. 1, 1972) T~RTR-5E DE UM METODO DO TlPO 1 2. 6. 
C PROGFRMR[•O POR J. M MARTINEZ, FEVEREIRO DE 1982. 
!)J!'IE!·.:SlOl>! A•.l(li;1, 10:··, E:(100.1), IF'IV<10), AU~:o:1.0. i),;,;. 1.0, 1) 
l J !([52~ 1) 
IlHEH:':P F' 
IICB<1 
1-1~:=1·11 r-11:1.:1·1, N> 
l.lO 1F• J=l, t~ 
1~ [PlV·!J)=: 
1)0 ll-0 J==L H!~ 
.Ji=,T·!·l. 
C 8USC~. ~R MELHOR COLUNA PARA f'lVOTAR 
:;E!-JI·:n;;o:.(1 
no ~.I_' 1::~"~:. ~~ 
·.: = [1, 
;~>,;;_: 
;.:2=SI- f~T( ;::) 
:F(,i t:l~ 1)(JliTD•H1 
J)O :c 1=-·t ,r ... J_ 
r 65 
i~(al. LT. 1. C-2E::,GOf050 
S!::N0~:2.2/Z1 
lF(SEJ,ICt. LT. SENMAX)G0TD5B 
K!~A;(~-1: 
5Eill~f:i{"'SEI'l0 
~:i~OI~E:<:"'Z3 
f:~~ o::: :::·;;· 
GOTü~_,[, 
49 IF(Z2. LT 1. I~-28:,G01050 
JF<Z2. l"f SEI~IiAX:,GOT050 
K11Ai<~'K 
~;NOI~H)<=Z 
RNO::~~;;-
SENV:t'1i:\:::Z2 
50 CONTINUE 
IFC5ENMAX. GE. TOL)GOT060 
P=J-i 
GOT0170 
C rERMUTRR COLLINAS J E KMRX 
6B lFCKMAX. EQ. J)GOT088 
LL-=lFl 1/Cn·tA:O 
JPIV<KHA:~)=IPIV(J) 
JPIV<"J)::LL 
I• O ?íi I ::::t, 11 
;:.~A·: J I V11e1E--. 
70 R~l.,1·l::2 
C CqL[lJI.R A fl~~l~SFORMACRO DE HDUSEHOLDER 
83 !F(J. EQ. 1~ 1 GOT01(8 
IF<Ft•.J, ,T l L'J fi. :•f;:!·J(t:~~PJ-lD 
ll·rv~:rtr.J J)~RNO~PNGMR~)~-B 5 
n < J, ,i ·j =fl·: J, ,J ·' +~-·1~:u 
C llPLllfiR A T1~AN~·I:OPMAI~~D AS OUTRAS COLUt~HS 
:F(J ED li-•GCITOJ.~G 
{.•:) 1~ (I !;',,fi tJ 
11 -r v r·" r1 
l.• :• ~· ,_t I , . .J , \~ 
90 llr't'i=" l·•r· .. ·::-rr~~: ,i ··i'Íi' r. L.:' 
llrvr··-!·IT'I~.·.? ~~~-:,1. 
L• ·:· f • (1 l c .r, :·i 
1.iH3 11 ( 1 . ; · ,_ -1 . -~ 1 · . -- 1-í ' .. n· . n, 1 , .J i 
1:L0 1 )·'.11 !W ~ 
C !-!:::~_}! i·lh i\ li;'f'ill~·:F,_-Ikf'IP.ChU P. f: 
1::?:0 l•)i.:l;li~:~,)l~.'.f:: 
[•.) i.[l lo,T,I·í 
11e I! r··/F' t.:r\-·::- •H-: i I··' r: .. 1, t: ·-, 
c 
IJTI_.lj.-,_;i,1Ti/t'/i ~:. >~<t.Jl!}) 
1)0 i•:t) Jc.J, 'i·1 
14B a(J, f· >~:8• I-1:>-J.JT\/PdHJ, J") 
150 ,~O IH i l-H! E 
fl(,T, .J.·c::-r·ili.J 
160 CONT IIIUé 
F'=IHI 
170 l•D J '.U c•.:l, •iCE• 
180 RE52~1=·)=0 
(i=\ f-· 'r: r·- :0\'l iJ::tTO_L :10 
Ll[l ·J ~::"i !(,-_",~-ICE: 
!JD :ll::~. r= F· r t. 1·1 
185 F:~~:;-. I:_·,,,<E':. ''L-· f~::·:J, f.: l•l+-:2 
c F:ê·;c~:.t:c ~~ ':-l:: .. J·c:t·lr~ rF'IFn-tc1uun 
19e JF(P ED ~I)G(IT[t4:~0 
li LI ;v;< r·, f· '- =--E:< ;:•, V> , . .-"1 < r· .. F'-' 
IF<P. EG l.>G~110;:20 
C• O ~-- _, ::1 I ·:.I·'·· J_, 1, ···1. 
f~ c::: fi 
j)~J :·r.-.:1 Jc '! rJ., F-' 
200 nc-=~::'f+f:JJ, .I •"=Rll·:tcT .. J;:·; 
210 auz· ·. 1::~,--~í.:·_~ .. 1.·--nr:.,/Fl'"J, 1) 
22B unr 1 :1uc 
230 IF•r ':C!~-· ,,-,---q-r_.·i'Lf' 
c 
c 
c 
>O ;: :·j l =-i- iiC't: 
:_..o ~:,- 1 ;1 lo:_l, '' 
;~E~;l.i '·IEj;-· i.lS OC-,i;·us ::IS1HH1S TRIRNiJUlFIF:ES<AC:Hí-Ht' G> 
··HR :llFIN!TfiS SCti.:JfOES DE QIJRDRRDOS MINltiOS E lEMOS DE ACHAR 
R [-[ IIUPHi 1·11tl!IHI 
nu;<<t, ::._·~"·r~f<f', ,T:·_.-Ft<F-', P> 
lF<F' ~C! l )G0T027'B 
'.'JO ;~, [_! Io:F'--", 1, -·1 
~~ c " ;_-
)[I Z •:,ti t_.o: I+ __ , P 
250 flC;=ft--'·Fi•:X.L>·H~U:.:<L1) 
260 lU~:· 1.1:1 =·-:H•:J, 3 --·-FIC-.•/Rr.l, 1) 
27~ l10 ::·:>!1 ]:·L F 
280 ~1 ( 1, .' _,.-.rlu:~,., .1-, 
290 ~(I!!' J,iiJE 
C )J<'('·iiJf.:llfrLI;:rH~ n.~; LINHAS f)f (J,G) FM:::DJC<O FI':·. t-\ESi1h':· C\I''Ef<'ACOES El1 B 
'O :! () .1 " L !' 
)0 ;;i) l:ol,f1 
3:08 ~~<:i, "•::::0 
J.11) i<J. ·"'i 
c 
[>i) :~-~-r.~ .-.-.~~-,1~ 
320 ;·~::·fl•.1 )1'/!~: 
;:· ' ·1 .. ~:- ~! r· ·r < :::- · 
[•1J ]~'(I .J.oJ...-1< 
330 ll(J,J)=~(; .. i~~z 
r··:) J •:ü I_.,:". !·!C' f: 
]40 8(l,f ;=G<i,l-.l~2 
.\i;< I EP F-,Ci•)T(l~''l) 
{•') ::;C! ~_,,_-.:LF' 
r· r::"" c 
l•'J ~~-r· .J~~-:-! 
360 A(L, ~l)=R<l", .J">--F'E>~=A,_l, cl) 
f! V J ;·u ff:,:,_, !·-!CE: 
l70 t~~L,):)~'C{l, ~::>-F'E-t=E:• .. l, K> 
380. Cl)tHHtUE 
• 
390 CONTJNUE 
C MULTIPLICAR 8 PELA TRANSPOSTA DA ORTONORMALIZRDR 
DO Hl(l K=1, II!CB 
LIQ 4üfl J -~'L 1·1 
f~Lit:<S, 1::>=•13. 
f)D 1t.[-(1 1 =1. F' 
400 HU:<(,J, K'•="-f1LI:<<J, I~)+R(I, ,_T)*B(I, \() 
C DESPERMUTAR PARA QUE R SOLUCAO FINAL FIQUE EM X 
4113 r1J 4::0 K=L '-IC8 
428 :-:<I F::\'< [ :·· · 1:. ·, o::RU:<< I. L:) 
F:ETUF'H 
43:8 f.-'3 •1:•~0 ;<=:L,!-·I(f~: 
f~ETU~b! 
[ N [• 
f;? 
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