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We study non-deterministic communication protocols in which no input has too many 
witnesses. Define nk(f) to be the minimum complexity of a non-deterministic protocol for the 
function f in  which each input has at most k witnesses. We present two different lower bounds 
for nk(f). Our first result shows that nk(f) is bounded below by t2(~-f)/k), where c(f) is 
the deterministic complexity. Our second results bounds nk(f) by log(rk(M1))/k-1, where 
rk(M/) is the rank of the representing matrix o f f  As a consequence, it follows that the com- 
munication complexity analogue of the Turing-complexity class FewP is equal to the analogue 
of the class P. © i994 Academic Press, Inc. 
1. INTRODUCTION 
In the two-par ty  communicat ion  complex i ty  model ,  two part ies compute  a 
funct ion that  depends on both  of  their ( init ial ly pr ivate)  inputs. Rough ly  speaking, 
the determinist ic  ommunicat ion  complex i ty  of  a funct ion f (x ,  y)  is the min imum 
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number of bits that must be exchanged in order for one of the parties to be able 
to deduce the value of f Many variants and applications of the communication 
complexity model were studied (see, e.g., the survey paper of Lovasz [12]) since it 
was introduced by Yao [21] in 1979. 
In 1986 Babai, Frankl, and Simon [4] began a systematic study of complexity 
classes associated with this model, by defining a communication protocol to be 
"tractable" if the number of bits that must be exchanged is at most polylogarithmic 
in the input length. For example, the classes pcc, Npc~, Bpp~ correspond respec- 
tively to the languages recognized by tractable deterministic, nondeterministic, and 
bounded-error p obabilistic protocols. (The reader is referred to [4] for the exact 
definitions.) The natural complexity theoretic problems, such as P=?NP and 
PH= ? PSPACE immediately pose the analogous questions in the communication 
model. They showed that existing results can be concisely phrased in this language, 
e.g., p~c ¢Np~,  p~=Npccc~ coNpCL They also proved some new results, e.g., 
Bppccc  PH ~ but BPP ~ and NP cc are unrelated. Further esearch, concerning the 
higher levels in the communication complexity hierarchy is in [9]. 
In this paper we are mainly interested in the "number of witnesses." We 
investigate the communication complexity analogues of the Turing-complexity 
classes UP and FewP. The classes UP and FewP are subclasses of NP consisting of 
those languages recognizable by non-deterministic Turing machines that satisfy a 
restriction: for every string in the language, the number of accepting computations 
(witness strings) is very small (exactly one for UP and polynomially bounded for 
FewP). The class UP was introduced by Valiant [17] in 1976 and was intensively 
studied. It is not known whether UP is strictly larger than P, although this is 
believed to be the case (for related results ee [19]). In contrast, Yannakakis [20] 
proved that in communication complexity this restriction is as severe as can be, 
namely, that P~C= UP% The somewhat less restrictive class FewP was introduced 
by Allender [1] and studied in [5, 6]. As it contains UP, it is at least as hard. 
A corollary to our main result (Corollary 1) is a strengthening of the result of 
Yannakakis above; namely we prove pcc= FewP~ (where in FewP c~ we allow each 
input to have a polylogarithmic number of witnesses, as well as a total polylog 
number of communication bits). Stated differently, we show that FewP ~ is as easy 
as UP% A similar statement could be quite plausible for the Turing machine 
analogous classes; however, the relative power of FewP and UP is not known (for 
related results ee [5]). 
For each integer k, we define nk(f)  to be the minimum complexity of a non- 
deterministic communication protocol that computes f, subject o the condition 
that every input has at most k witnesses. Our two main results are (nearly tight) 
lower bounds on nk(f). The first (Theorem 1) says that n~(f) is at least of the order 
of the square root of deterministic communication complexity divided by k, which 
implies the above-mentioned corollary. The second result (Theorem 2) says that 
nk(f)  is at least of the order of the log of the rank of the representing matrix off, 
divided by k. As this rank is a well-known lower bound [11 ] on the deterministic 
communication complexity and is, in fact equal for "most" functions, the second 
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bound is "usually" better than the first, but in general, we do not know if it always 
implies the first. 
Our results also yields a generalization of a well-known graph-theoretic result 
concerning the covering of the edges of the complete graph Kn on n vertices by 
complete bipartite graphs. It is easy to see that [-logn7 bipartite graphs are 
necessary and sufficient o cover Kn. On the other hand, if it is required the each 
edge belong to exactly one of the bipartite graphs (i.e., the cover is a partition of 
the edges), then it has been proven that n -  1 graphs are necessary (and trivially 
sufficient). The lower bound was first proved by Graham and Pollak [7, 8] (see 
also [2, 10]), using a linear-algebra (rank) argument. As a consequence of our 
results we obtain a trade-off between these two extremes: any cover of the complete 
graph by bipartite graphs in which each edge is covered at most k times requires 
at least n ~/k graphs, and there is such a cover that uses kn ~/k graphs. 
This paper is organized as follows. In Section 2, we provide some background 
and preliminary results. The reader familiar with past work on communication 
complexity can skip much of this section. In Section 3, we state our main results, 
which are then proved in Section 4. 
2. PRELIMINARIES 
2.1. Matrices 
All matrices we consider have complex entries. We define an equivalence r lation 
-=o on the set of matrices of a given size with A -=o B if A and B have the same set 
of zero entries. The rank (over the complex numbers) of a matrix A is denoted 
rk(A). The triangular rank of A, trk(A), is the size of the largest non-singular lower 
triangular submatrix of A. The following properties are easily verified: 
PROPOSITION 1. 1. For every matrix A, trk(A)~<rk(A). 
2. I f  A=-o B then trk(A)=trk(B). 
A Boolean matrix of rank 1 is called a rectangle. A rectangle cover of a Boolean 
matrix M is a set ~ = {Ri}i~ E,~ of rectangles satisfying M-o  R, where R = Y~=, R,, 
i.e., every "1" entry of M is covered by at least one of the Ri's while every "0" entry 
of M is "0" in all the Rfs. The degree of an entry (x, y) of M with respect o ~ is 
the number of R~e~ such that R~(x, y)= 1. A rectangle cover is a k-cover if all of 
the degrees are at most k, i.e., R <~ k J  (where J denotes the all l's matrix). Define 
K(M) (resp., ~ck(M)) as the minimum cardinality of a cover (resp., k-cover) of M. 
PROPOSITION 2. For any Boolean matrix M: 
1. KI(M)~>rk(M), 
2. x(M)~>trk(M), 
3. xl(M)>>-tc2(M)>l ... >~xi(M)>~ ... >~x(M). 
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Proof. For the first part, if {Ri}i~ro is a 1-cover of M then M=~2~=1 Ri and so 
by the sub-additivity of matrix rank, rk(M) ~< t. For the second part, in any rectangle 
cover of M, each diagonal entry of a non-singular lower triangular matrix must 
belong to a different rectangle. The third part is immediate from the definition. | 
Let X and Y be finite sets. For S_  X x Y, the characteristic matrix A of S is the 
Boolean matrix with rows indexed by X and columns by Y with A(x, y) = 1 if and 
only if (x, y) ~ S. For a function f with domain X x I1, its representing matrix My has 
rows indexed by X and columns indexed by Y and My(x, y) =f(x, y). 
2.2. Communication Protocols 
A deterministic two-party Boolean-output communication protocol P on X x Y is 
described by a rooted binary tree as follows: (i) the two children of each interior 
node v are distinguished as Co(V) and cl(v); (ii) each node is classified as either type 
X or type I1; (iii) each node v of type Z e {X, Y} is labeled by a function 
b~: Z~ {0, 1}. (When we do not need to specify the type of the node we write 
b~(x, y), although it is understood that b~ depends only on one of its arguments.) 
The set of leaves of the tree is denoted Le. 
Such a protocol corresponds to an interactive computation between two parties 
in which party X has input x s X and party Y has input y e Y. Each node of the tree 
is a computation state. Starting from the root, the parties exchange bits, where at 
a node of type Z, party Z sends b~(x, y), thereby specifying one of the children of 
v as the new computation state. In this way, the parties arrive at a leaf, I = le(x, y), 
and the output of the protocol is the value bt(x, y). The function f~,: Xx  Y~-* {0, 1} 
specified in this way is the function computed by P. 
A non-deterministic protocol P is defined similarly, except that the domain of 
each interior node function by is {0, 1, ,} instead of {0, 1}. At node v, if b~ 
evaluates to • on input (x, y) then the computation moves non-deterministically to 
either child of v. Let Le(x, y) denote the set of leaves which can be reached from 
the root on input (x, y). The function computed for (x, y) is 1 if and only if 
fl(x, y) = 1 for one of the leaves l~Le(x, y). 
The complexity of a (deterministic or non-deterministic) protocol is the maxi- 
mum depth of a leaf in the tree. We use c(f) (resp. n(f)), to denote the minimum 
complexity of any deterministic (resp. non-deterministic) protocol that computes f.
We define the witness multiplicity of input (x, y) in the non-deterministic protocol 
P to be the number of accepting paths for the input, i.e., the number of leaves 
lE Le(x, y) such that bl(x, y)= 1. For each positive integer k, we define nk(f) to be 
the minimum complexity of a non-deterministic protocol for f for which the witness 
multiplicity of every input is at most k. 
2.3. Communication Complexity Classes 
As suggested in [15] and described in more detail in [4], these complexity 
measures for functions extend naturally to a complexity measure for languages. Let 
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L be a language in {0, 1 }* such that each string is of even length. We associate to 
L a family of functions {L, J n/> 1 }, where L,:  {0, 1 }" × {0, 1 }, ~-~ {0, 1 } is defined 
by Ln(x, y) = 1 if and only if xy ~ L. A communication protocol for L is then a 
(non-uniform) sequence of protocols, one for each L,. A protocol is said to have 
polynomial time communication complexity if there is a polynomial p( ) such that, 
for each n ~> 1, the complexity of the protocol for Ln is at most p(log n). The com- 
plexity classes pcc and NP CC are defined, respectively to be the set of languages that 
have polynomial time deterministic and non-deterministic protocols. In a similar 
way, [4] define analogues for many other standard complexity classes. 
As described in the Introduction, we are concerned with analogues of the Turing 
classes UP and FewP. The classUP c~ can be formally defined as the class of 
languages L such that there is a polynomial p( ) such that for all n ~> 1, nl(L,) ~< 
p(log n). Similarly, a language L is in FewP cc if there are polynomials q(), p(), such 
that for each n/> 1, nqoog n)(Ln) ~<p(log n). 
We now review some needed background results about communication com- 
plexity. For any protocol P and each leaf v we define the set Sv ~ Xx Y to be the 
set of inputs (x, y) such that v ~ L~(x, y) (v is a possible leaf for the input (x, y)) 
and by(x, y) = 1 (input (x, y) is accepted at v). The characteristic matrix of Sv is 
denoted R,. 
An elementary but important observation due to [21, 3] is that So is always a 
product set; Sv = X' × Y' for some X' ___ X, Y' ___ Y and that each of the matrices R~ 
is a rectangle. Moreover, in any protocol for f, the set {R, :yeLp} is a rectangle 
cover of the matrix Mf. It is also easy to see that the set is a k-cover if and only 
if each input (x, y) has witness multiplicity at most k with respect o the protocol 
P. This implies that any non-deterministic protocol for f must have at least ~(Mz) 
leaves and that any such protocol with witness multiplicity at most k must have at 
least t%(Ms) leaves. Since the complexity of the protocol is bounded below by the 
base two logarithm of the number of leaves, we have n(f) >>. log x(Mf) and for each 
k ~ 1, nk(f) >>- log ~k(Mf). In fact, up to round-off these bounds are tight. 
PROPOSITION 3. For any function f, n(f) = [-log ~(Mu)~. Similarly, for k >~ 1, 
nk(f) = [-log ~k( Mf) ~. 
Proof The first part of this proposition is from [3]. It is enough to prove that 
n(f) and nk(f) are bounded above by the associated quantities. For this it suffices 
to show that for every rectangle cover (resp., k-cover) by t rectangles there is a non- 
deterministic protocol (resp., protocol with witness multiplicity at most k) of 
complexity Flogt-]. Given any cover ~ of Mf of size t, we may define a 
non-deterministic protocol as follows: encode each of the rectangles by a binary 
string of length [-log t-]. The first party (non-deterministically) sends the name of 
some rectangle in which row x is non-zero. The second party then evaluates the 
function to 1 if column y in this rectangle is non-zero. Clearly, there is some com- 
putation path which evaluates to ! if and only if there is a rectangle belonging 
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to ~ which contains entry (x, y), i.e., f (x ,  y) = 1. The complexity of the computa- 
tion is Flog t] and the witness multiplicity for a given input (x, y) is equal to the 
degree of (x, y) in the cover. | 
For deterministic omplexity, no such exact characterization is known. It is easy 
to see that 2n(Y)>~c(f)>~n(f), and simple known examples show that each 
inequality can be made an equality: the lower bound is tight for the function 
ID(x, y)= 1 iff x=y and the upper bound is tight for the complementary function 
ID. If one has simultaneous upper bounds on the nondeterministic complexity of a 
function and its complement, one obtains much better upper bounds on the deter- 
ministic complexity. This was shown by Aho, Ullman, and Yannakakis [3]. Let f 
denote the complement o f f  
PROPOSITION 4 [3]. c( f )  = O(n(f )  n(f)).  In particular, pcc = Npcc c~ coNpcq 
This result was improved by Lovasz and Saks [13], who showed that n( f )  in the 
upper bound above can be replaced by the quantity log(trk(My)), which is smaller 
than nf by Propositions 2 and 3. 
PROPOSITION 5 [ 13 ]. For every function f, c( f )  = O(n(f )  log(trk(Mf))). 
The lower bound c( f )  >~ n( f )  can be improved by c( f )  >1 nl(f) ,  since every deter- 
ministic protocol is a non-deterministic protocol of witness multiplicity i. Together 
with Proposition 3 and the first part of Proposition 2, this yields the following 
bounds. 
PROPOSITION 6 [11]. For any function f, 
c( f )  >1 hi( f )  = I-log tel(f)- ]>i log rk(My). 
The inequality c(f)>>, rk(My) has been a major tool for proving explicit lower 
bounds for specific functions, but it is not known how good it is in general. The 
largest known gap between these two quantities is a constant factor [-16], but it 
may well be exponential (see [12]). On the other hand, Yannakakis [20] showed 
that the gap between c(f)  and nl ( f )  (which he called the unambiguous non- 
deterministic omplexity) cannot be more then polynomial. 
PROPOSITION 7 [20]. Cf <~ ni( f )  2. In particular, pcc = Upcq 
It is not known if this bound is best possible. 
3. MAIN RESULTS 
The main results of this paper are two lower bounds on nk(f). The first 
generalizes Yannakakis' bound (Proposition 7) for nl(f). 
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THEOREM 1. For any function f:  Xx  Yw-~ {0, 1} and integer k>>. 1, 
nk(f ) = £2( x /~/k  ), 
or, equivalently, 
c( f )  = O( (knk(f) 2). 
Applying the definition of the complexity class FewP cc we obtain 
COROLLARY 1. P~ = FewP% 
The second result generalizes the bound nl(f)>>, log rk(Mf). 
THEOREM 2. For any non-zero function f: Xx  Y~-~ {0, 1 } and integer k >~ 1, 
nk(f)>>-l°grk(M/) 1. 
k 
Theorem 2 is an arithmetic onsequence of the fact (Proposition 3) that nk(f) = 
[-log ~k(Mf)7 and the following lemma. 
LEMMA 1. For any Boolean matrix A and positive integer k, 
(1 + tCk(A)) k 1> rk(A). 
We defer the proof of Lemma 1 to the next section. 
For all presently known examples, the second result is stronger than the first, but 
as remarked after Proposition 6, it is possible that the second result is much weaker 
for some functions. Finally, we show that the last lower bound on nk(f) is nearly 
best possible. For this, define the identity function ID" {0, 1 }" × {0, 1 }" ~ {0, 1 } by 
ID(x, y) = 1 iff x =y,  and ID its complement. 
b - -  
THEOREM 3. n(ID) = log rk(ID) = n, and for every k, nk(ID) <, (n/k) + log k. 
Finally, we note the following graph-theoretic corollary of Lemma 1 and 
Theorem 3, generalizing a theorem of Graham and Pollak [7, 8]. 
COROLLARY 2. Let G be a graph and k a positive integer. Let Ao be the 
adjacency matrix of G. Any set of bipartite subgraphs of G whose union is G and 
which cover each edge of G at most k times must have at least rk(A) 1/k - 1 members. 
In particular, for the complete graph K,, any such set must have at least n 1/k  - -  1 
members and there exists such a set consisting of kn 1/k subgraphs. 
571/49/2-9 
254 KARCHMER ET AL. 
4. PROOFS 
4.1. Proof of Theorem 1 
This proof is very similar to one in [14], which is a special case of this one. Let 
f be given and an optimal k-cover {Ri}i~EO for Mf with R=Y'.Ri. Note that 
log t<.nk(f) (Proposition 3). The proof is by induction on k, with the base case 
k = 1 given by Proposition 7. Assume that k > 1. 
Define a function g: Xx  Y~--> {0, 1 } by g(x, y) = 0 ~,* R~y = k. It is easy to see that 
n(~)<<.k.nk(f), as the (unique) cover is given by the intersections of exactly k 
rectangles from the original cover. Also observe that Mg and k J -R  (where J 
denotes the all l's matrix) have the same set of zero entries. Thus by fact 1 we have 
trk(Mg) = t rk(k J -R)~< rk(k J -R)~< 1 + t. From Proposition 5 we deduce c(g)= 
O(knk(f)2). 
This motivates the following deterministic protocol for f(x, y). First evaluate g
using O(knk(f) 2) bits as above. The leaves of this protocol partition the input 
product sets {St = Xt x Yz}, one for each leaf L In a leaf l in which the answer is 
g = 0, we halt and output f=  1. Let l be leaf in which the answer is g = 1. By the 
definition of g, the entries of R indexed by Xt × Yt are bounded by k - 1. Let R(l) 
be the set of matrices {Ri[Xtx Yt]}i~Et3, where Ri[Xix Yt] is the minor of Ri 
defined by the row set X l and column set Y~. It is easy to see that R(1) is a k -  1 
cover of the function fl, which is the restriction o f f  to the set S~= Xt x Y~. By the 
inductive assumption it can be solved using O((k-1)2 nk(f)2) bits. I 
4.2. Proof of Theorem 2 
As noted above, it is enough to prove Lemma 1. Let M be a matrix, t = •k(M) 
and {R~}~[t] be a minimum k-cover of M. Let R=~=IR i. As rk(R)~<t, it 
suffices to prove that (1 + rk(R)) k >t rk(Mf). 
By definition of a k-cover, R =0 M. Let Jgk be the set of all matrices A, whose 
non-zero entries take on at most k distinct values. Note that R belongs to Jgk. 
Thus it suffices to prove the following stronger esult, which may be of independent 
interest. 
THEOREM 4. Let A, B be matrices (over C) with A =-o B, A ~ Jgk, and B Boolean. 
Then (1 + rk(A)) e t> rk(B). 
Remarks. 1. The bound above is nearly best possible; i.e., the example in the 
proof of Theorem 3 exhibits a Boolean matrix B with rk(B)= 2" which has a 
k-cover by k2 n/k rectangles. Let A be the sum of these rectangles, A, B meet the 
conditions of Theorem 4, and rk(B) >~ (rk(A)/k) k. 
2. We note here that this theorem has a tlavour of a rigidity type statement 
(see [18]); i.e., one can start with a Boolean matrix B and obtain a matrix A by 
changing as many non-zero entries as long as the entries take no more than k 
values. Then the rank of A cannot drop too much. 
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Proof The theorem follows from the two lemmata below, with the following 
definition. For two matrices X, Y of the same dimensions (r x s), let Z = Xo Y be 
the (r x s) matrix for which Z U = X o. Y~. 
LEMMA 2. Rank is sub-multiplicative under o, i.e., 
rk(X1 o X 2 . . . . .  J~s) <-G ~I rk(Xe). 
i=1 
LEMMA 3. Under the conditions of the theorem, there exist matrices A1, A 2, ..., d k 
such that rk(Ai)~< 1 +rk(A)  for all i t  [k], and 2B=AloA 2 . . . . .  Ak for some 
constant 2 ~ O. 
Using A1 ..... Ak and 2 as in Lemma 3 we have rk (B)=rk(2B)= 
rk(AloA 2 . . . . .  Ak)<<. ( l+rk (A) )  k. | 
Proof of Lemma 2. It clearly suffices to prove it for s = 2, as for larger s it 
follows by induction. So we want to prove that for any X, Y, rk(Xo Y)~< 
rk(X) rk(Y). Note that if rk(X) = rk(Y) = 1, then rk(Xo Y) ~< 1. Write X = ~rk¢x) Xi, d--~i = 1 
y_  ~rk(Y) 
- -  ~j= ~ Yj such that for all i, j, rk(X,.) = rk(Y;) = 1. Now using sub-additivity of 
the rank function under matrix addition, we have 
//rk(X) \ /rk(Y) 
rk(Xo Y )=rk  ~ i=~1 XiQo~j~l  Y i ) )=rk  ( ;  XioYi) 
~< Z rk(X,.o Yfl ~< rk(X) x rk(Y). | 
i,j 
Proof of Lemma 3. Let el, ~2,--., ak be the distinct non-zero elements of C 
appearing in A. We shall prove that there exist xa, x2, ..., xke C, with x, = 0, and 
2 e C with 2 ¢ 0, such that 
k 
forall j e  [k], [ I  (x ,+c9)=2.  (1) 
~=~ 
Note that this implies the lemma, as taking Ai--- xi J+A satisfy rk(Ai) ~< 1 +rk(A) 
and 2B=AloA . . . . .  Ak. 
Let 2= (Xl, x2, xk), and for le  [k], let $10 2) denote the lth elementary sym- 
metric function of if, namely $ l (2)= Z r=_ EkJ, I rl = l [ I~  r Xi. Then the system of (l) 
can be written in matrix form as 
2 2 
O~ 2 O~ 2 
O~ k O~ 2 . . .  s1(2) / 
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Let V be the Vandermonde matrix generated by the cds, i.e., V U = a~-1; it is well 
known that V is invertible. Denote by ~(i)= (~,  e{ ..... c~,) for every 0 ~<j~< I. 
Finally, let ?(2) denote the right-hand side of the above equation, and #(2) 
denote the vector V-1~(2). Then for a particular choice of 4, we seek to find 2 so 
that for each le  [k], St()c)= wk+l_t(2). This is done by choosing the xi to be the 
roots of the polynomial p(z) = z k + Z~Zd ( -  1)k-~ Wl+ 1(2) z( To guarantee that 
one of these roots is zero, it suffices to select 2 ~ 0 for which w1(2)= 0. Letting 
denote the first row of V -I, we have WI(~)= 2/~-i-- /~ 'c~(k) = 2--/~'0~ (k) and so we 
set 2 = ~. c~ (k). We need only check that this is non-zero, which follows from the fact 
that fi is non-zero and is orthogonal to the last k -  1 columns of V; thus it cannot 
be orthogonal to $(kl, since these k vectors are linearly independent. | 
4.3. Proof of Theorem 3 
Assume for simplicity that k divides n (otherwise add dummy bits). We give a 
family of k2 n/k rectangles which constitute a k-cover of ~ .  Let I1, 12 .... Ik be a 
partition of [n] into blocks of n/k bits each. For every je  [k] and every string 
a E {0, 1 }n/k define the rectangle Rj,~ as follows. An input (x, y) is in Rj,~ iff x agrees 
with a on Ij and y does not. It is easy to see that every input x, y with x ~ y belongs 
to at most k rectangles, one for each choice of j. | 
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