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Abstract
Emotion detection in text is an important task in NLP and
is essential in many applications. Most of the existing meth-
ods treat this task as a problem of single-label multi-class text
classification. To predict multiple emotions for one instance,
most of the existing works regard it as a general Multi-label
Classification (MLC) problem, where they usually either ap-
ply a manually determined threshold on the last output layer
of their neural network models or train multiple binary classi-
fiers and make predictions in the fashion of one-vs-all. How-
ever, compared to labels in the general MLC datasets, the
number of emotion categories are much fewer (less than 10).
Additionally, emotions tend to have more correlations with
each other. For example, the human usually does not express
“joy” and “anger” at the same time, but it is very likely to
have “joy” and “love” expressed together. Given this intu-
ition, in this paper, we propose a Latent Variable Chain (LVC)
transformation and a tailored model – Seq2Emo model that
not only naturally predicts multiple emotion labels but also
takes into consideration their correlations. We perform the
experiments on the existing multi-label emotion datasets as
well as on our newly collected datasets. The results show that
our model compares favorably with existing state-of-the-art
methods.
1 Introduction
Emotion mining from text (Sailunaz et al. 2018; Yadollahi,
Shahraki, and Zaı¨ane 2017) has attracted increasing atten-
tion in the recent research on Natural Language Process-
ing (NLP) . However, most of the existing works regard this
task as a problem of general multi-class text classification.
Multi-class text classification problem associate a single la-
bel l from a set of single labels to any instance X . How-
ever, there are many other scenarios where an instance X
may have multiple labels. The detection of human emotions,
for example, is one such scenario. Due to the complexity
of human emotions, it is very likely that multiple emotions
are expressed by a single text instance. These emotions may
also be correlated. For example, emotions such as ‘hate’ and
‘disgust’ may occur more often together than in isolation.
Typically, the number of possible expressed emotions is not
Copyright c© 2020, Association for the Advancement of Artificial
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large. Therefore, in this work, we regard emotion mining
from the text as a special case of a Multi-label classification
(MLC) problem where the number of labels (emotions) is
small, and where correlations may subsist between them.
Common approaches to MLC problems usually involve
various ways of problem transformation, where an MLC
problem could be transformed into multiple single-label
text classification problems. Consequently, general single-
label classifiers may be adopted directly or with modifi-
cations. Well known transformation techniques include Bi-
nary Relevance (BR) (Godbole and Sarawagi 2004), Clas-
sifier Chains (CC) (Read et al. 2011), and Label Power-
set (LP) (Tsoumakas, Katakis, and Vlahavas 2010). Given,
L = {l1, l2, · · · , lk} a set of labels, both transformations of
BR and CC need to train k binary classifiers where each of
the classifiers is responsible for discriminating a single label
li. Compared to BR, CC takes into account the correlations
among the labels, whereas BR predicts each label indepen-
dently. LP treats each possible combination of the labels as a
separate label, therefore it may expand the number of labels
to 2k so that it is usually not feasible when k is large.
In light of recent advances in Neural Network (NN) re-
search which have shown great success in many NLP tasks
(Peters et al. 2018; Devlin et al. 2019), we propose a new
problem transformation which only uses the latent variables
of a NN model as the “chains” to perform the task of MLC.
As an analogy to CC, we refer to this transformation as La-
tent Variable Chains (LVC). Based on the proposed LVC
method, we also tailor a deep Neural model – Seq2Emo
which first captures both the semantic and the emotional fea-
tures of an instance X , and then uses a bi-directional LVC
to generate labels. The model performs a sequence of pre-
dictions based on the chain of latent features which leads
to a multi-label emotion classification. In addition, we col-
lect a dataset that contains Balanced Multi-label Emotional
Tweets (BMET), from scratch, to test both the baseline mod-
els and our proposed approach.
The main contributions of this research are: (1) We pro-
pose an MLC problem transformation named LVC designed
for NN models and more importantly, takes into account
the correlations among target labels, which can be relevant
for tasks like multi-label emotion classification. (2) More-
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over, we propose Seq2Emo, a novel NN model based on
LVC, that utilizes many recent research developments in
deep learning and achieves encouraging results for classi-
fying emotions in text. (3) Furthermore, to validate the pro-
posed methods, we assemble a new dataset, BMET, a large
and balanced multi-label emotion dataset. We make both the
new dataset and the source code available to the public 1.
In the remainder of the paper, we first present a brief syn-
opsis of current multi-label classification approaches in Sec-
tion 2. Then, in Section 3, we provide some preliminaries
to better understand our model which is presented in Sec-
tion 4. The existing emotion text data benchmarks and how
we gathered our own emotion text collection, are exhibited
in Section 5. We then present our experiments in Section 6
and analyze the results in Section 7. Perspectives and con-
clusions are highlighted in Section 8.
2 Related Work
Multi-label classification (MLC) assigns one or more labels
to each sample in the dataset, as opposed to single-label clas-
sification which assigns a unique label to each sample. In
this section we present an overview of MLC methods in gen-
eral. The MLC for emotion detection are mainly adaptations
of the more general MLC approaches.
One of the main approaches to MLC is the transforma-
tion based approach. It transforms an MLC task into some
one-vs-all single labeling problems (Boutell et al. 2004;
Read et al. 2011). Correlations or co-occurrences between
labels is simply ignored in this case, as the problem is con-
verted into isolated classification problems. Several MLC
models for emotion follow this approach, transforming the
problem into a binary classification problem (Baziotis et al.
2018). However, these models can be computationally ex-
pensive when using large amount of labels or datasets.
Another set of methods applies the threshold dependent
approach. The methods usually set a threshold on the out-
put probabilities in order to determine the predicted classes
(Chen et al. 2017; Kurata, Xiang, and Zhou 2016). In our
work, we consider multi-label emotion classification as a
fixed length label-sequence generation problem. Instead of
a threshold dependent model, the labels of emotion are gen-
erated sequentially, and are dependent of each other.
Recently deep learning methods for emotion classification
have exhibited success. Using deep learning methods allows
to avoid the labor-intensive task of feature engineering that
is usually necessary with other classification paradigms (Yan
and Turtle 2016). Deep learning methods also propose an
end-to-end framework for classification, but remain depen-
dent on a threshold function that needs to be learned or im-
plemented (Yu et al. 2018). Finding a good threshold func-
tion is a challenging problem in itself (Fan and Lin 2007).
Other methods like He and Xia (2018)’s work , although not
using any threshold transformation based approach, they in-
corporate some prior knowledge on the different emotion re-
lations for a better classification. In this work, we do not use
any external or prior knowledge, or a threshold mechanism.
1The dataset and related code will be made publicly available
after publication
3 Overview
In order to compare our proposed LVC transformation with
both BR and CC methods, in this section, we systematically
introduce both BR and CC transformation methods. We also
explain how NN models can be transformed using the two
methods.
3.1 The MLC Task
In text classification tasks, an instance X is usually in the
form of X = [x1, x2, x3, · · · , xn] where xi is a word or
token and n is the length of the sequence. In addition, each
X is assigned with a target Y , where Y ⊆ L represents the
corresponding labels of X . The set relation “⊆” indicates
that each Y may contain multiple elements in L or none of
them (i.e. Y = ∅).
Hence, an MLC model is supposed to learn the condi-
tional distribution ofP(Y |X), where Y is a set and the num-
ber of elements |Y | is not always equal to one.
3.2 BR Transformation
Binary relevance transformation is a simple but very adap-
tive method which allows the incorporation of any single-
label classifier to the task of MLC.
To begin with, the target Y is represented as a binary vec-
tor Y b = (y1, y2, · · · , yk), where yi , 1(li ∈ Y ) 2. In gen-
eral, when the size of the label setL is k, k individual models
will be required for this type of transformation. Denote the
classifiers for BR transformation are CBj (j ∈ [1 · · · k]). The
classifier CBj is only responsible for the generation of yi.
In other words, CBj is learning the probability distribution
of P(yi|X), and Y b is generated by the predictions of all k
classifiers.
Traditional classifiers, such as SVM, Naı¨ve Bayes, etc.
can be used for MLC tasks by BR transformations. The
deep learning models, although can still be adopted directly,
do not necessarily need k totally individual models. When
applying NN models for single-label text classification, in-
stance X is firstly represented by some types of NN en-
coders, such as CNN (Kim 2014), RNN (Hochreiter and
Schmidhuber 1997), Transformer (Vaswani et al. 2017), etc.,
and then apply a Fully Connect (FC) layer to project the
representation to the space of labels using SoftMax normal-
izer. The FC layer itself can be regarded as a classifier which
takes as input the vector representation ofX which is gener-
ated by any encoders. Therefore, it is more efficient for the
k classifiers to share a same encoder and only have different
FC layers.
Given, FC layers denoted as FCj (j ∈ [1, · · · , k]), in the
case of BR transformation, each FCj is responsible for a
binary classification. As shown in Figure 1, there are two
major variants of binary FC classifiers that can be used.
The first type of the classifier has two cells as the other
2The symbol “,” reads as “is defined as”, and it is not the same
as “=” which indicates “equal to”. 1 is the indicator function, its
value will be equal to 1 if the inner condition is satisfied, otherwise
the value will be 0.
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Figure 1: Two variants of Binary Relevance (BR) trans-
formed NN models. The top left (green) block indicates the
binary classifier using two cells, and the top right (purple)
block indicating a classifier using one cell and threshold τ
end of the FC layer. The outputs of the two cells are reg-
ularized by SoftMax. Denote the two cells b0j and b
1
j , then
yi , 1(b0j < b1j ). Another method involves an additional
hyper-parameter τ and there is only one cell on the other
end of the FCj layer. The output is usually regularized by
Sigmoid activation function so that the output will be in the
range of (0, 1). Correspondingly, denote the output as brj and
the binary classification is achieve through yi , 1(brj > τ).
In this models, it is assumed that the labels are indepen-
dent. However, this assumption usually does not hold, espe-
cially when the labels correspond to emotions (Shahraki and
Zaı¨ane 2017).
3.3 CC Transformation
In order to take into consideration the correlations of the la-
bels in L, Read et al. (2011) proposed another transforma-
tion method called classifier chains.
Similar to BR, CC transformation also requires k indi-
vidual classifiers. Given, the classifiers, CCj , where j ∈
[1 · · · k]. The original CC transformation conducts k contin-
ues binary classifications where each classification is based
on the output of the previous one.
Using the binary representation Y b, the transformation
can be represented as the following recursive procedure:
yj = C
C
j (X, yj−1), (1)
Where y0 = ∅ (i.e. CC1 only take as input X).
When CC is firstly proposed, DL methods was not as
popular as the time of conducting this research. The use of
CC transformation was restricted by the traditional models
which are not as flexible on inputs and output as that on NN
models in general. In the following paragraphs, we explain
how NN models can use CC transformation methods.
In fact, Seq2Seq model (Sutskever, Vinyals, and Le 2014)
which is widely used for neural machine translation, docu-
ment summarization and end-to-end dialogue generation, is
adopting the very similar idea of CC transformation. It usu-
ally contains two major components: encoder and decoder.
The encoder compresses the information of the sequence
X into dense vector/vectors representations:
v = Encoder(X) (2)
Given v, the decoder normally predicts the target Y b se-
quentially using the following formula:
yj = Decoder(v, yj−1). (3)
where y0 is usually a special token <s> to indicate the start
of the decoding. By comparing Eq. 1 and 3, one may find
they are very similar to each other. The only major difference
is that the decoder in Seq2Seq is a single model whereas the
original CC method requires k individual models.
To the best of our knowledge, there has not been any ex-
isting research that directly uses Seq2Seq model upon the bi-
nary representation Y b. Yang et al. (2018), however, applied
Seq2Seq model on a different representation of the target
label set Y . Their system is named SGM (Sequence Genera-
tion Model for Multi-label Classification). In their approach,
Y is transformed into an ordered sequence Y o. Once an ar-
bitrary order of the full label set L is determined (denoted
as Lo). All the elements in Y o will occur from left to right
using the same order as that in Lo.
The CC transformation has a critical problem. In the in-
ference phase, the target sequence Y is unknown. Thus, ap-
plying Eq. 1 or 3 is not possible as the true yj−1 is unknown
which prevents the generation of the next label. However, it
is possible to use the estimated yj−1 instead, in order to con-
tinue the iteration. Therefore, if the model use the true yj−1
rather than estimated label in the training phase (which is
also known as teach forcing), there will be an inconsistency
between the training and the inference phases. Bengio et al.
(2015) refer to this issue as exposure bias. We propose a new
transformation method that circumvents this problem.
4 Proposed System
In the proposed model, we also have an encoder and a de-
coder. However compared to SGM, we propose a different
problem transformation of MLC tasks. For SGM, the length
of the target sequence Y is dependent on the number of el-
ements in the set of positive emotions y and, therefore, it is
directly dependent on the previous predicted label. Hence,
the issue of exposure bias is inevitable by SGM’s problem
setup. In this section, we first propose a different transforma-
tion scheme which does not explicitly use yj−1 to connect
the “chain”, and thus avoids the problem of exposure bias.
4.1 LVC Transformation
We propose a transformation method called Latent Variable
Chains (LVC). LVC make use of the special property of Re-
current Neural Network (RNN) models which have interme-
diate hidden states at each step of decoding.
LVC uses the same label representation Y b as that in BR
transformation, in addition, it requires a sequence of signals
S = (s1, · · · , sk). The signal has the same length as the size
of total label set L and each signal is an auxiliary input for
generating a binary label in Y b.
Global Attention
GloVe ELMo
Encoder Decoder
Figure 2: Overview of the Seq2Emo model
Formally, LVC first use the same encoder as that in Eq. 2,
and its decoder is modified as the following:
hj = Decoder(v, hj−1, sj) (4)
yj = Proj(hj) (5)
In Eq. 4, hj is the hidden state from an RNN decoder, which
is further used to generate yj . Compared to Eq. 3, yj−1 is
not required to generate yj . Instead, we use the signal sj as
the auxiliary input to assist the decoding of yj . Thus, there
will be no exposure bias problem during training and infer-
ence phases. Additionally, the hidden state hj still retain the
information of the previous decoding step (via input hj−1),
so that the correlations among the labels can be calculated
in the process of generating the binary label Y b. Proj is a
model that project the hidden states into a binary space (two
cells) in order to be able to estimate the likelihood of label
yj using SoftMax. The common choice of a Proj layer can
be one or multiple dense or fully connected layers.
However, one limit of this setting is that the correlations of
labels are considered in only one direction, which might be
sub-optimal. For example, say y3 stands for emotion “angry”
and y4 is corresponding to “sadness”. Eq. 4 suggests that
while recognizing the emotion “sadness”, the latent variable
which is used to detect “angry” is considered, but this in-
formation flow does not exist the other way around. In this
regard, in order to fully consider the relations among the
emotions, a model of chained classifiers needs to diversify
the order of emotion labels. Read et al. (2011) have used
ensembles of different CC classifiers with different orders
to tackle this issue. However, they were limited by the lack
of the ability of traditional classifiers to learn complex rela-
tions, as well as their lack of flexibility. RNN models such
LSTM (Schuster and Paliwal 1997) and GRU (Chung et al.
2014) are able to effectively capture the relatively long dis-
tance relations of a sequence in one direction. Stacking only
two RNN models of two reversed orders is intuitively a good
solution. This idea is also known as bidirectional RNNs
(Schuster and Paliwal 1997) which has already been widely
used in many applications (Huang, Xu, and Yu 2015). Fol-
lowing the same idea, we further extend LVC transformation
into a bidirectional fashion as follows:
−→
h j = Decoder
F (v,
−→
h j−1, sj) (6)
←−
h j = Decoder
B(v,
←−
h j−1, sk−j+1) (7)
yj = Proj(
−→
h j ,
←−
h k−j+1) (8)
where DecoderF and DecoderB stands for forward de-
coder and backward decoder respectively.
4.2 Seq2Emo Model
In Section 4.1, we have presented the Latent Variable Chain
transformation for MLC task. In this section, we introduce
the Seq2Emo model which is not only tailored to adapt the
proposed transformation, but also dedicated for the task of
emotion classification.
Figure 2 shows the high level overview of Seq2Emo,
where E stands for encoder, DF and DB stand for a forward
decoder and a backward decoder respectively. Seq2Emo also
contain many other modules: “GloVe”, “ELMo”, “Global at-
tention”, and “DeepMoji”, which we will explain their use
in the later part of this section. The design of Seq2Emo
is based on the existing Sequence-to-Sequence (Seq2Seq)
model (Sutskever, Vinyals, and Le 2014) and its encoder-
decoder structure. However, the two models are different as
they are adapting two different transformations: Seq2Emo is
adapting LVC while Seq2Seq is adapting CC.
Encoder We show the structure of the encoder in the left
side of Figure 2, where we use a multi-layer bi-LSTM to en-
code the input sequence X = [x1, x2, x3, · · · , xn]. Inspired
by the work of (Sanh, Wolf, and Ruder 2018), we use the
combination of GloVe (Pennington, Socher, and Manning
2014) and ELMo (Peters et al. 2018) to best capture the lo-
cal semantic meaning and the contextual representation of
each word xt.
GloVe and ELMo GloVe and ELMo are both pre-trained
models which have been trained on large text corpora us-
ing unsupervised learning algorithms. GloVe does not dif-
ferentiate the meaning of a word given its context, instead,
it uses the probability distribution of a word’s context to
represent its semantic meaning. Similar approaches exist
in the literature (Mikolov et al. 2013; Bengio et al. 2003;
Joulin et al. 2016). However, in our proposed framework, we
found GloVe to work slightly better than the others. ELMo
is a recent RNN based contextual word vector model. Unlike
GloVe, it assigns a dense vector representation to each word
dynamically based on its context. Besides, ELMo is trained
at the character level which can be used to capture the se-
mantic meaning of out-of-vocabulary words. Therefore, we
combine the GloVe and ELMo as the feature representation
of the words.
Given, Glv as a pre-trained GloVe model, the word vec-
tor for xt generated by GloVe can be thus represented as
Glv(xt). Glv is a matrix of dimension R|V |×DG , where DG
is a hyper-parameter of a GloVe model and each word in
GloVe will be represented in a vector space of RDG . V is
the set of words that Seq2Emo is able to recognize, |V | is
the number of words.
To generate the vector representation of each word xt, a
pre-trained Elmo model, Elm, first takes as input X , and
generate a matrix of dimension R|n|×DE , where n is the
length of the sequence X and DE is a hyper-parameter of
the pre-trained ELMo model. Given X , we denote the gen-
erated matrix by the ELMo model as ElmX . Further more,
we use a subscript t to the to denote the tth row of ElmX .
Therefore, the word vector of xt given by Elm can be writ-
ten as ElmXt and each vector will be in the space of RDE .
LSTM encoder After having both vector representations
of a word xt, denote [Glv(Xt);ElmXt ] as the concatenation
of the two vectors. By using the concatenation we have two
pre-trained word representation models combined, and each
word xt is represented in a vector space of RDG+DE . We
then use a multi-layer bi-directional LSTM (Graves, Mo-
hamed, and Hinton 2013) to encode the concatenated vec-
tors. For simplicity, we only use bi-LSTME to denote the
model, and its iterations can be shown as:
hEt , c
E
t = bi-LSTM
E([Glv(Xt);Elm
X
t ], [h
E
t−1; c
E
t−1]),
(9)
where hE0 = c
E
0 = 0 and h
E
t and c
E
t represent the hidden
state and cell state of the LSTM model at time step t. We
further use h¯t and c¯t to denote the states of the top layer of
the deep LSTM model.
Global attention In this research, we use the global at-
tention (Luong, Pham, and Manning 2015) to better cap-
ture the long-distance dependency between the encoder
and decoder in the Seq2Seq framework. More specifically,
we use the general alignment score function and input-
feeding update scheme. Given h¯E = [h¯E1 , h¯
E
2 , · · · , h¯En ] as
all the hidden states of the top LSTM layer from the en-
coder. We choose a single-layer single-directional LSTM
for each of the forward and backward decoding direction.
Denote hDt as the hidden state of time step t of a decoder
D. It will be updated by the attention mechanism through
hDt → αt → CTXt → h˜Dt . αt is usually referred as
the vector of attention scores. CTXt is the context vector
which is dynamically calculated at each decoding step t, it
corresponds to a vector which is the weighted sum of en-
coder output h¯E and the attention scores αt. The updating
of decoder hidden state hDt using global attention is shown
in the following iterations:
h˜Dt = tanh
(
Wc
[
CTXt;h
D
t
])
(10)
CTXt =
∑
αth¯
E∑
αt
(11)
αt(i) =
exp
(
score
(
hDt , h¯
E
i
))∑n
j=1 exp
(
score
(
hDt , h¯
E
j
)) (12)
score
(
hDt , h¯
E
i
)
= hDt
>
Wah¯
E
i (13)
where αt = (α1, α2, · · · , αn) and αt(i) , αi.
Decoder The design of the decoder is the core of the
proposed Seq2Emo model. Its graphical representation is
shown on the right side of the Figure 2. We can observe
two different FC modules and a module named “DeepMoji”
along side the decoder LSTM. We can also notice two de-
coders of reversed directions: DF and DB . We explain the
forward decoding of Seq2Emo in details in this section. It
can be easily adopted to backward decoding by changing the
subscript similarly to what has been done in Eq. 7 compared
to Eq. 6.
DeepMoji (Felbo et al. 2017) is an LSTM based model
which is pre-trained on over 1 billion tweets by the task of
predicting contained emojis. Given a sequenceX , DeepMoji
can give the emotional representation by extracting the out-
put from the last layer. Given that the target domain of our
study is emotion classification, we plug DeepMoji encod-
ings into the proposed Seq2Emo as it brings an emotional
semantic dimension to the model. We denote this process as
MojiX = DeepMoji(X). Furthermore, we add a fully con-
nected layer FCmt where t is depending on the signal st.
This FC layer will project the static representation MojiX
to a smaller but learnable vector while conditioning on the
emotion that is about to be predicted.
For a single direction of decoding, we use the following
equations to update the hidden states:
hDt , c
D
t = LSTM
D
(
[st, FC
m
t (MojiX)],
[
h˜Dt−1; c
D
t−1
])
(14)
hD0 = h¯
En
n , c
D
0 = c¯
E
n . (15)
Denote
−→
h Dt and
←−
h Dt as the hidden states of forward de-
coder and backward respectively. We further apply different
FC layers for each of the binary label classification in Y b
similar to that in Section 3.2. This procedure can be repre-
sented as follows:
yt = FC
o
t ([
−→
h Dt ;
←−
h Dt ]) (16)
In the process of decoding, we feed a sequence of signals
S = (s1, , . . . , sk) to the decoder to force a generation of
k labels. The sequence S is dependent on size of the label
set L which is a constant value for a given MLC task. Feed-
ing the signals also means that in the training, each signal is
telling the decoder to learn a specific label given the input
sequence X . To feed a signal into LSTM directly, we mod-
ify the LSTMD in a similar way to that of Li et al.’s (2016).
Signal st are used in both FCot and FC
m
t so that each FC
layer is only responsible for one emotion. During the ex-
periments, we found that disentangling FC layers based on
different labels is able to achieve better results in Seq2Emo
model comparing to sharing a single FC layer.
5 Data Collection and Pre-processing
Due the to lack of study in the area of multi-label emo-
tion classification, the publicly accessible datasets for this
specific task remain rare. We first introduce two existing
datasets that contain multi-labeled emotions and then ex-
plain the procedure of collecting a new large and balanced
dataset with respect to each emotion category.
Table 1: Number of the emotions, instances and the propor-
tions of the multi-labled instances of the three datasets
Dataset # of emotions # of instances % multi-label
SemEval18 11 10690 86.1 %
CBET 9 81162 5.6 %
BMET 6 96323 24.2 %
5.1 SemEval18
In the shared SemEval-2018 Task 1: Affect in Tweets (Mo-
hammad et al. 2018), the provided dataset is labeled by
human annotators. It has been widely used. The task it-
self is composed of many sub-tasks, among which, E-c
is a task of emotion classification. It contains 11 emo-
tion categories: “anger”, “anticipation”, “disgust”, “fear”,
“joy”, “love”, “optimism”, “pessimism”, “sadness”, “sur-
prise”, and “trust”. This dataset consists 10,690 Tweets
which are mostly multi-labeled (see Table 1). For simiplic-
ity, we refer to this dataset as SemEval18 in the following
context.
5.2 CBET
Unsing hashtags as self-annotated labels, (Shahraki and
Zaı¨ane 2017) created a tweet-based dataset and named it as
Cleaned Balanced Emotional Tweets (CBET). It contains 9
emotions which are chosen from the union of four highly
regarded psychological models of emotions. The CBET
dataset is much larger than SemEval18, however, very few
instances are multi-labelled, most of the instances (94.4%)
are singly labelled.
5.3 Balanced Multi-label Tweets (BMET)
The SemEval18 dataset encompasses 11 emotions and has
only a little more than ten thousand instances. On the other
hand, CBET is much larger but it is mostly single labeled.
We collect a new dataset and name it Balanced Multi-label
Tweets (BMET). It is larger than CBET dataset and contains
much more multi-labeled instances. In addition, BMET is
balanced with respect to each emotion category. The statis-
tics are shown in Table 1. BMET data is collected from
scratch mostly following the procedure described in (Abdul-
Mageed and Ungar 2017). The details of the data collection,
post-processing and samples can be found in the supplemen-
tary materials.
6 Experiments
6.1 Metrics
Following the work of Yang et al. (2018) and Mohammad
et al. (2018), we choose Jaccard Index (Rogers and Tani-
moto 1960), Hamming Loss (Schapire and Singer 1999), and
Micro-averaged F1 score (Manning, Raghavan, and Schu¨tze
2008) as the automatic metrics.
Jaccard index Jaccard index is also refferred as multi-
label accuracy (Mohammad et al. 2018). Denote the test set
as {Xtei , Y tei }N , where each Y tei is a set of emotion labels
and N is the size of the test set. Let Yˆ tei be the estimated
labels by a model. Jaccard index can be defined as follows:
J =
1
N
N∑
i=1
|Y tei ∩ Yˆ tei |
|Y tei ∪ Yˆ tei |
(17)
It has to mention that in Semeval18 dataset, there are in-
stances with Y tei = ∅, therefore it is possible that the value
of |Y tei ∪ Yˆ tei | = 0. In this situation, we regard the value of
the corresponding term as 1, because the estimated set Yˆ tei
corresponds to the true set ∅ in this case.
Hamming loss Hamming Loss (HL), is used to find out
the number of wrongly predicted labels out of all labels.
Hence, the less the score, the better.
Micro F1 We refer Micro-averaged F1 score as Micro F
for simplicity. It takes into consideration of true positives,
false negatives, and false positives, which is a widely used
metrics for multi-label classification problems.
6.2 Baseline models
In this research, we propose a new problem transformation
approach, LVC, for multi-label emotion classification. We
compare our proposed LVC-based model, Seq2Emo, against
models that are based on the BR transformation and CC
transformation (see Section 3). For BR transformation, we
use the SL and SLD models from (Huang, Trabelsi, and
Zaı¨ane 2019) as encoders, and adapt the models to solve
MLC problems by adding multiple binary FC classifiers to
the end (as shown in Figure 1). We name the models as
Binary-SL and Binary-SLD respectively. SL and SLD uti-
lize many recent advances in text classification and emo-
tion mining. However, in the research of (Huang, Trabelsi,
and Zaı¨ane 2019), SLD is part of the proposed hierarchical
framework and its individual performance is not given. In
this work, SL without self-attention is used as the encoder
of the proposed Seq2Emo model, the DeepMoji Module is
used by the decoder. In order to justify the the performance
of SL and SLD models, we test them with three single la-
bel classification datasets, the results and analysis are shown
Table 2: Results
Models Semeval18 CBET BMETJaccard HL Micro F. Jaccard HL Micro F. Jaccard HL Micro F.
SGM 0.4514 0.1668 0.5511 0.5184 0.1090 0.5270 0.5689 0.1610 0.6052
Binary-SL 0.5737 0.1230 0.6914 0.5573 0.0750 0.6368 0.5776 0.1266 0.6661
Binary-SLD 0.5752 0.1231 0.6909 0.5823 0.0739 0.6508 0.5685 0.1258 0.6619
Seq2Emo-L 0.5884 0.1217 0.7063 0.5750 0.0771 0.6433 0.5715 0.1301 0.6607
Seq2Emo-LD 0.5919 0.1211 0.7089 0.5779 0.0766 0.6440 0.5856 0.1276 0.6719
in Supplementary Material. For CC transformation, we di-
rectly use the public implementation by the author of the
SGM model (Yang et al. 2018) 3. To show the impact of
DeepMoji module, we make two variants of the Seq2Emo
model: Seq2Emo-L and Seq2Emo-LD. Seq2Emo-LD is the
full sized model as shown in the Figure 2 and Seq2Emo-L
simply removes the DeepMoji module and its connection to
the decoder LSTM.
6.3 Hyper-parameters
We use PyTorch 1.0 as the deep learning framework. For
the DeepMoji model, we use the implementation offered
by Hugging Face team4. For the dimensions of the Bi-
LSTMs encoders in Binary-SL, Binary-SLD, Seq2Emo-L,
and Seq2Emo-LD, we set the dimension in each LSTM di-
rection as 1,200. The number of layers of Bi-LSTM modules
are set to 2. We use Adam optimizer with 5e-4 as the learn-
ing rate for Binary-SL, Binary-SLD and the encoder part of
the proposed Seq2Emo-L and Seq2Emo-LD model. As for
the decoder of the Seq2Emo-L and Seq2Emo-LD, we de-
crease the learning rate to 1e-4. We apply a Dropout rate
(Srivastava et al. 2014) of 0.2 to all the models.
7 Results and Analysis
Table 1 highlights the fact that SemEval18 has the highest
multi-label percentage followed by BMET. CBET has the
lowest percentage, meaning that BMET, the dataset we col-
lected, has more tweet posts with multiple labels. Table 2
shows the results of our methods and the contenders. As
we can see, our model Seq2Emo-LD achieves better per-
formance than contenders on the datasets (Semeval18 and
BMET), which have the highest percentages of multi-label
samples. On CBET dataset, which is mostly single-labeled,
Binary-SLD is able to achieve better performance. We show
that Binary-SLD is a very strong baselline model on single-
label emotion classification task in the supplementary ma-
terials. In addition, models with DeepMoji (Binary-SLD
and Seq2Emo-LD) achieves obvious performance improve-
ments on datasets Semeval18 and CBET against those mod-
els without using DeepMoji (Binary-SL and Seq2Emo-L).
The results generated by Seq2Emo-LD on Semeval18
dataset outperform the top solutions of the shared task
(Park, Xu, and Fung 2018). To the best of our knowledge,
Seq2Emo model achieves the best Jaccard score on the Se-
mEval18 dataset (Mohammad et al. 2018).
3https://github.com/lancopku/SGM
4https://github.com/huggingface/torchMoji
8 Conclusion
In this research, we aim at tackling the task of multi-label
emotion classification. We propose LVC transformation – a
new approach to adapt recurrent neural models on the task
of the multi-label classification while avoiding the problem
of exposure bias. We argue that, in multi-label emotion clas-
sification, it is necessary to consider the correlations that ex-
ist between the labels, and applying LVC transformation is
ideal in this scenario. Therefore, we propose a model named
Seq2Emo, which not only makes use of many state-of-the-
art pre-trained models but also is tailored to adapt to the
LVC transformation. Seq2Emo uses a bi-directional decod-
ing scheme to capture the relations of both directions. Our
experiments reveal that the proposed Seq2Emo model per-
forms better on the datasets containing higher percentages of
multi-labeled examples. It also indicates that our proposed
model scales better on the amount of correlations between
the labels.
However, we also notice some limitations of the proposed
system. The LVC transformation needs k decoding steps for
the label set L of size k. If the label sets are very large,
for example, RCV1-V2 (Lewis et al. 2004) which has 103
labels, the decoding length might be too long for an RNN
based model to capture the long distance dependency. In ad-
dition, the time complexity of the model is also linearly re-
lated to k, which potentially makes LVC based models hard
to be scaled on the MLC tasks with a large number of dis-
tinct labels. For emotion mining and other practical MLC
problems, the number of distinct labels is typically reason-
ably small.
9 Supplementary Material
9.1 Collection of BMET
We collect data from scratch mostly following the procedure
described in (Abdul-Mageed and Ungar 2017). The general
idea is to find specific hashtags in tweets and assume they
are self-annotated (Mintz et al. 2009). We collect more than
4 billion tweets dated from 2011 to 2018 from Archive.org5.
From the tweets, we first filter out those that are not En-
glish. Then, we define an overall of 46 hashtags to extract 9
emotions (same emotion categories as CBET) to further fil-
ter the data keeping only those containing at least two emo-
tions. Based on the emotion distribution, we removed the
emotion love because it occurs in about 87% of the tweets.
5https://archive.org/details/twitterstream
We also removed the emotion guilt and disgust as they to-
gether appear in less than 1% of the tweets. Table S1 enu-
merates these hashtags. We then remove the hashtags that
are used for crawling. To reduce the computational cost, we
only use the tweets that have a length ranging between 3 and
50 words. For pre-processing, we used the tool provided by
(Baziotis, Pelekis, and Doulkeridis 2017). In order to retain
the semantic meanings of the emojis, we first convert the
emojis to their textual aliases and then replace the delimina-
tor such as the “:” and “ ” with spaces. In order to make the
dataset balanced, we first divide the datasets into two por-
tions: multi-labeled only and single-labeled only. We then
calculate the label distribution of the multi-labeled part and
fill it up by randomly sampling instances from the single-
labeled part.
Table S1: Hashtags used to extract the BMET dataset
Emotion List of Hashtags
anger #anger, #angry, #rage, #pain
fear #fear, #anxiety, #horror, #horrific
joy #happy, #joy, #like,
#happiness, #smile, #peace,
#pleased, #satisfied, #satisfying
sadness #sad, #sadness, #depression,
#depressed, #alone
surprise #surprise, #amazing, #awesome,
#fascinate, #fascinating, #incredible,
#marvelous, #prodigious, #shocking,
#unbelievable, #stunning, #surprising
thankfulness #thankfulness, #gratefulness, #gratitude,
#kindness, #thankful, #thanks, #gratful
We show several examples with multiple labels from the
BMET on Table S2. The hashtags for the six emotions which
are used to collect BMET datasets are shown in Table S1.
9.2 SL, and SLD on single label emotion
classification
In our experiments, Seq2Emo is outperformed by binary-
SLD model on the CBET dataset. In this section, we show
that SLD is a strong baseline that is able to achieve great per-
formance on single label emotion classification task. Com-
pared to binary-SL and binary-SLD, only one single FC
layer with Softmax regularizer is used to map the output
of the encoders to the space of labels. In the state-of-the-
art emotion classification work by (Zhang et al. 2018), they
use lexicons to estimate the emotion distribution and use
multi-task learning to train a CNN text classifier (MTCNN).
We run three single labeled emotional datasets against their
work: ISEAR (Scherer and Wallbott 1994), TEC (Moham-
mad 2012) and only single labeled instances in CBET
dataset. We compare MTCNN with SL, SLD models and
three other non- deep learning models (Naı¨ve Bayes, Ran-
dom Forest, and SVM) which use bag-of-word features to
represent words. It needs to be mentioned that in the work
of (Zhang et al. 2018), the performance of MTCNN is mea-
sured using the averages scores of the evaluation set of the
10-fold cross validation, whereas we run the numbers on a
held-out test (10% of the original dataset). The results are
shown in Figure S3, from which we notice that on both TEC
and CBET datasets, SLD outperforms MTCNN by a large
margin, but MTCNN outperforms SLD on ISEAR datast.
ISEAR has only 7,666 instances in total, whereas TEC has
21,051 instances and CBET-Single 76,860 instances. The
fact that MTCNN has better scores on the ISEAR maybe be-
cause the dataset is too small to be generalized on the held-
out test set.
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