Abstract. Assuming ZF C, we prove that CH holds if and only if there exists a cofinal maximal chain of order type ω 1 in the Turing degrees.
Introduction and Notations
Introduction. A chain in the Turing degrees is a set of degrees in which any two distinct elements are Turing comparable. A maximal chain is a chain which cannot be properly extended. A chain in the Turing degrees is cofinal if every degree is below some one in the chain. The study of chains in the Turing degrees can be traced back to Sacks [5] which is related to the global theory of the Turing degrees. Obviously, assuming ZF C, the existence of a cofinal chain is equivalent to CH. An interesting question is how nice a maximal chain can be. In particular, does there exist a maximal cofinal chain of order type ω 1 ? Such a chain also provides a nice ranking for the Turing degrees. However the existence of such a chain is not a simple question. Abraham and Shore [1] even constructed a maximal chain of order type ω 1 which is an initial segment of the Turing degrees. So the behavior of chains may be very abnormal. Hence it seems no obvious way to construct such a chain. In this paper, we construct, by a very nonuniform method, such a chain. After we done, Shore pointed out that some technical results such as Lemma 2.3 can be improved by some known results (see the remarks at the end). However, the proof of these results are difficult and some are unpublished. We give a self-contained and easy to reach proof here.
Notations. We follow conventions in [4] . A tree T is a total function mapping 2 <ω to 2 <ω such that T (τ ) ⊂ T (σ) if and only if τ ⊂ σ ∈ 2 <ω .
[T ] is the collection of infinite paths of a given tree T , i.e.
[T ] = {x ∈ 2 ω : ∃y ∈ 2 ω ∀n ∈ ω(T (y n) ⊂ x)}.
We fix a recursive coding of 2 <ω and identify finite strings with their codes. We say σ < τ if and only if their codes σ < τ .
For some fix e, if for any τ and n there is a π ⊃ τ such that Φ e (T (π); n) ↓, then we define T = T ot(T, e) to be the subtree of T such that
if T (τ ) = T (π) then for i < 2 let ρ i be the least extension of πˆ i with
For σ and ρ extensions of τ we say that σ and ρ e-split τ if and only if Φ e (σ) and Φ e (ρ) are incompatible. Given τ and T there is an e-splitting of τ on T if and only if there are extensions σ and ρ of τ such that T (σ) and T (ρ) e-split T (τ ).
If there are e-splittings of all finite strings on T then we define T = Sp(T, e) to be the subtree of T such that
given T (τ ) = T (π), let ρ 0 and ρ 1 be the least pair such that π ⊆ ρ 0 ∩ ρ 1 , ρ 0 < ρ 1 and T (ρ 0 ) and
Main results
Our construction is very nonuniform, not just a simple inductive construction step by step. The rough idea is that we first do a "jump" to compute a fixed real and then fill the "gap" between this jump and the degrees which we already constructed.
Chong and Yu [2] proved the following result.
Lemma 2.1 (ZF ).
For countable A ⊂ 2 ω and x ∈ 2 ω there is a minimal cover z of A such that x ≤ T z .
With this and assuming CH one is able to construct a maximal chain in the Turing degrees such that every degree is bounded by a double jump of something in the chain. Actually we can improve this by eliminating double jumps. To this end we need the following technique lemma. 
Proof. We will build stage by stage finite approximations σ 0 [s] and σ 1 [s] ∈ 2 <ω to x 0 and x 1 . As in typical minimal degrees constructions we will also build complete binary trees T 0,s and T 1,s so that
At stage s + 1 where s = 5e, assume σ 0 [s], σ 1 [s], T 0,s and T 1,s are defined. We make either Φ e (x 0 ) is recursive or computes x 0 . Case 1. If for any τ ∈ 2 <ω there is an e-splitting of τ on T 0,s , then let T 0,s+1 = Sp(T 0,s , e) and T 1,s+1 = Ext(T 1,s , 0 ). Case 2. Otherwise fix any τ of which there is no e-splitting on T 0,s , let T 0,s+1 = Ext(T 0,s , τ ) and
In any case let
At stage s + 2, we do the following to make ∅ know whether Φ e (x 0 ) is total. Case 1. If for any τ and n there is some π ⊃ τ with Φ e (T 0,s+1 (π); n) ↓, then let T 0,s+2 = T ot(T 0,s+1 , e) and T 1,s+2 = Ext(T 1,s+1 , 0 ). Case 2. Otherwise fix τ ∈ 2 <ω and n ∈ ω such that Φ e (T 0,s (ρ); n) ↑ for any ρ ⊃ τ , let T 0,s+2 = Ext(T 0,s+1 , τ ) and T 1,s+2 = Ext(T 1,s+1 , 10 τ 1 ).
In any case let σ 0 [s + 2] = T 0,s+2 (∅) and
At
It is easy to see that for i < 2,
ω is well defined. It is also trivial that x 0 , x 1 ≤ T ∅ and they are minimal degrees.
To see x 0 ≤ T ∅ , note that ∅ can compute the construction and at stage 5e + 2 the construction can decide whether Φ e (x 0 ) is total, namely Φ e (x 0 ) is total if and only if Case 1 applies at stage 5e + 2. Hence x 0 ≤ T ∅ . Similar argument works for x 1 and proves the above claim.
Let s = 5e and T 0,s and T 1,s be given. x 1 can decide whether T 1,s ( 0 ) ⊆ σ 1,s+1 or T 1,s ( 1 ) ⊆ σ 1,s+1 and hence can compute the indices of T 0,s+1 and T 1,s+1 . Similar computations at s + 2, s + 3 and s + 4 using x 0 and x 1 produce the indices of T 0,s+4 and T 1,s+4 from T 0,s+1 and T 1,s+1 . Finally e ∈ ∅ if and only if T 0,s+5 ( 1 ) ⊂ x 0 , and T 0,s+5 and T 1,s+5 can be computed from T 0,s+4 and T 1,s+4 using x 0 .
By induction ∅ ≤ T x 0 ∨ x 1 .
So the lemma is proved.
Lemma 2.3. (ZF ) There is a maximal chain
Proof. Fix an enumeration (d n : n ∈ ω) of degrees below 0 . Let c 0 = 0. Assume c n is defined with c n = 0 . Relativize Lemma 2.2 to get degrees x 0 and x 1 such that x 0 ∨ x 1 = c = 0 = x 0 = x 1 . If d n < 0 then there must be some i < 2 with
Finally let c ω = 0 .
One might ask whether the maximal chain in the lemma above can be improved to be cofinal in [0, 0 ). The answer is no. Just note that no r.e. degree r > 0 can be bounded by c n for all n < ω. Proof. (⇒) To show this direction, AC is not needed. Assuming CH, let (d α : α ∈ ω 1 ) be an enumeration of the Turing degrees. We will inductively construct a chain C α for each α ∈ ω 1 such that (1) for each β < α there is some c ∈ C α such that c ≥ d β , (2) C α is of order type α × ω + 1 if α is a successor or 0, and (3) C α is of order type α × ω if α is a limit ordinal.
Moreover we will make C β ⊂ C α whenever β < α < ω 1 . At the beginning let C 0 = {0}. If α = β + 1 and suppose C β is defined. Given d β we apply Lemma 2.1 2 to get a minimal cover a of C β with a ≥ d β . Then we relativize Lemma 2.3 to get a maximal chain a 0 = a < a 1 < . . . < a ω = a in [a, a ] . Let C α = C β ∪{a γ : γ ≤ ω}.
For α a limit, if C γ 's are defined for γ < α, let C α = γ<α C γ . Finally let C = α<ω1 C α . It is easy to see that the order type of C is ω 1 , C is a maximal chain and for each α < ω 1 the (α × ω + ω + 1)-th element of C bounds d α .
(⇐) To show this direction, we just need ℵ 1 -AC. Since every degree bounds at most countably many degrees, CH follows immediately if there is a maximal chain as described.
Note that it is not difficult to see, by a usual fusion argument, that assuming ZF + CH, there are 2 ℵ1 many such chains.
Finally we give some further comments.
(1). One also can construct a cofinal maximal chain of order type ω 1 in the hyperdegrees by the same method as above based on the results in [6] . (2) . One may want to "localize" our result. Such as, by Lemma 2.3, there exists a cofinal maximal chain of order type ω 2 in arithmetical sets. However it is not difficult to see that there exists no a cofinal chain in [a, a n ) for any degree a and number n > 0. Abraham and Shore's result [1] shows that the order types of cofinal maximal chains in [a, b) range over all of the ordinals below ω 1 . (3). Obviously, every minimal degree can be extended to be a cofinal maximal chain of order type ω 1 . By Lemma 2.3, every Turing degree greater or equal to 0 can be extended to be a cofinal maximal chain of order type ω 1 .
3 (4). Not every Turing degree can be extended to be a cofinal maximal chain of order type ω 1 . Such as ∆ 0 2 generic degrees, 2-generic degrees, 2-random degrees and hyperimmune-free random degrees, since they do not bound minimal degrees. (5) . It is open how to characterize the Turing degrees which can be extended to be a cofinal maximal chain of order type ω 1 . To be more precise, whether such degrees can be "naturally defined" in (D, ≤).
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2 As promised in the introduction that our proof is self-contained, we explain how to eliminate the use of Lemma 2.1. By a slight modification of the proof, one can prove Theorem 2.4 only using the result that the double jump of minimal degrees can be arbitrarily high (and this is pretty easy to show, see [4] ). The reason that we apply Lemma 2.1 here is just to make the proof be uniform. 3 Shore pointed out that 0 can be replaced with 0 in Lemma 2.3 since every GH 1 degree bounds a minimal degree avoiding certain types of cones and every minimal degree is GL 2 (these facts can be found in [4] ). Together with Cooper's theorem on jumps of minimal degrees [3] , one can show that every Turing degree greater or equal to 0 can be extended to be a cofinal maximal chain of order type ω 1 .
