Importance sampling is essential to the timely solution of Monte Carlo nuclear-logging problems. Achieving minimum variance (maximum precision) of a tool response in minimum computation time is one criteria for the choice of an importance function. Various methods for generating importance functions are presented; a new generation method is introduced; and, calculations using the different importance function generators are shown.
Introduction
Computer simulation of nuclear well-logging tools requires the ability to accurately solve the nuclear particle transport equation in complex, three dimensional geometries. In particular, modeling techniques must be capable of modeling eccentered tools in a borehole environment. These eccentered tools may also contain off-axis detectors. The primary method of solving the nuclear well-logging problem is the Monte Carlo technique because of its general physics and geometry capabilities. The nuclear tool's geometry and material composition must be accurately described. In addition, a complete description of the borehole, lithology, and fluid conditions in the down-hole environment is required. Another important consideration is the description of the source, the detectors, and the desired response.
vast computer resources are available, then the task is feasible. However, if precise results in a finite time are required, more work is necessary. There are several reasons for this requirement. In the case of neutronporosity tools, a neutron reaches a detector after it has undergone many collisions and lost several orders of magnitude in energy. In the case of photondensity tools, a gamma ray reaches a detector after several scatterings with the tool, borehole fluid, or formation matrix. Similar analogies can be made for the many specialty nuclear-logging tools. The fundamental problem is that the solution phase space (be it energy, time or physical space) is several orders of magnitude removed from the source. A precise solution can only be achieved in a finite time by employing variance If only an approximate response is required or if reduction techniques using nonanalog schemes. These techniques combine particle weight density functions with particle weight corrections to increase problem efficiency. There are several sophisticated variance reduction techniques which are available in Monte Carlo codes. Some of these include: geometry splitting and Russian roulette; weight cutoff with Russian roulette; energy and time splitting with Russian roulette; time cutoff; energy cutoff; implicit capture; exponential transform; forced collision; correlated sampling; source biasing; point detector tallies; DXTRAN; collision biasing; induced photon source . weight control and line biasing; some angular biasing; and, weight windows. Several of the variance reduction techniques are used together to provide more efficient Monte Carlo calculations. This paper examines four (4) variance reduction approaches: geometry splitting with Russian roulette; weight windows; quasi-deterministic generated weight windows; and, integral transport functions applied in MCNP 111, a general Monte-Carlo radiation transport computer code. The latter three are relatively new techniques that offer methodologies for improving the efficiency of the Monte Carlo calculation. (The rendition of each technique is that of MCNP; however, the approaches could be applied to any general Monte Carlo code.) Each of the techniques is applied to a neutron porosity tool. The near and far detector responses are calculated, and the results are compared.
Variance Reduction
Variance reduction in Monte Carlo calculations can reduce the computer time required to obtain results of sufficient precision . The question of accuracy is addressed by the accuracy of the model, the physics capabilities of the Monte Carlo code, and the quality and completeness of the nuclear data. For a particular tally type, the efficiency of the Monte Carlo calculation is affected by the random walk sampling. The object is to sample the "important" walks at the expense of the "unimportant" walks. Analog Monte Carlo samples the events according to their natural physical probabilities. On the other hand, nonanalog techniques do not directly simulate the physical process. Nonanalog techniques can simulate anything, as long as the particle density is preserved. Such preservation is accomplished by adjusting the weight of the '%biased" particle. Nonanalog techniques require that the expected weight associated with each outcome be the same as that used in the analog technique. Consequently, the expected number of physical particles executing a random walk is the same as in the analog game.
Basically, three types of nonanalog games are played: (1) splitting, (2) Russian roulette, and (3) sampling from nonanalog probability density functions. Splitting occurs when the particle weight is divided among two or more daughter particles. The daughter particles are followed independently. The weight is generally divided evenly among the U identical daughters and each daughter's weight is WO/U; where WO is the weight of the particle before splitting. There are special techniques for doing non-integer splitting.
Russian roulette takes a particle of weight WO, turns it into a particle of weight w l > WO with probability p1= WO /wl, and sets its weight to zero with probability (1-PI). Thus, the expected weight is preserved. Splitting and Russian roulette are the fundamental techniques used to control weight (or importance) in most variance reduction techniques.
Variance reduction comes at a price. To decrease the error in the calculation (for a fixed computer time) either the number (NI of particles transported is increased or the sample history variance (9) is decreased. Decreasing S normally requires more time because better information is required and increasing N normally increases S because there is less time per history to obtain information. Optimum variance reduction schemes either decrease S substantially without significantly decreasing N, or increase N substantially without significantly increasing S.
The application of variance reduction techniques is currently more art than science. Each variance reduction technique has its own advantages, problems, and peculiarities. Understanding both the physical problem and the variance reduction techniques available to solve the problem can be extremely beneficial. There is usually something special about the way particles tally. With this understanding the user can select the technique which will enhance the "important" particles.
A figure of merit (FOM) is defined to be the inverse of the sample history variance times the computer time used. The FOM is useful for determining if a tally is statistically well behaved and offers a quantitative measure of calculational performance. The FOM measurement is applied to each tally.
Using the FOM as a measurement of efficiency, we shall investigate and compare four variance reduction techniques. Geometry splitting with Russian roulette, integral transport, weight window generator, and quasideterministic weight window variance reduction techniques will be discussed along with the pros and cons for using each technique. Each of the four techniques will be used to help calculate the near and far detector response of a hypothetical neutron porosity tool.
Geometry Splitting with Russian Roulette
Geometry splitting with Russian roulette is one of the oldest variance reduction techniques. It is a very reliable technique because the weights of all particle tracks are the same in a cell no matter which geometrical paths the tracks have taken to the cell. The variance of any tally will be reduced when tally contributions all have the same weight. As particles move in an important direction, they are increased in number with reduced weight to provide better sampling. If they move in the opposite direction, the particles are reduced in an unbiased manner with increased weight. The methodology of splitting and Russian roulette is discussed in reference [21. The concept of geometry splitting and Russian Roulette are fundamental to the concept of using weight windows. Geometry splitting decreases the history variance, but increases the time per history. Russian roulette generally increases the history variance, but decreases the time per history. Geometry splitting/Russian roulette works well in problems that do not have extreme angular dependence. It is difficult to assign , importances in 3D environments while trying to maintain a constant track population. The technique is useless if no particle ever enters an important cell where the particles can be split. Geometry splitting/Russian roulette will preserve weight variations from other variance reduction techniques. It never looks at the particle weight before deciding to split or roulette.
Weight Window Generator Technique
Most nuclear-logging problems can only be solved by using some form of variance-reduction technique. The biasing techniques require some 'a priori' knowledge of the importance function. Monte Carlo estimates of importance functions, other than geometry splitting, are required in complicated nuclear-logging geometries since deterministic methods are impractical. Many biasing techniques can introduce large variations in particle weights. A particle may have several "unpreferred" samplings, which can cause the particle weight to be multiplied by weight factors larger than one. Although any weight multiplication by itself usually is not serious, cumulative weight multiplications can degrade calculational efficiency. More importantly, the error estimates may be misleading until a sufficient number of large weight particles have been well sampled.
pathologies in a Monte Carlo calculation. However, a properly specified weight window is very helpful in eliminating the pathology referred to in the previous paragraph. A weight window consists of an upper and lower bound for particle weight in each phase space region of the problem. A particle is split if its weight is above the window's upper bound, and Russian roulette is played if the particle's weight is below the lower bound. As soon as the particle weight is larger than the weight window, the particle is split and subsequent weight multiplications will only be multiplying a fraction of the pre-split particle's weight. For this reason it is hard for a tally to be overwhelmed by a particle of extremely large weight. has also been applied to time and angle weight windows. The generator is essentially a bookkeeping operation which estimates the optimal importance function for subsequent Monte Carlo calculations. The generator does not learn how the phase space should have been divided, but rather, determines the average importance of each given phase space region to a specific tally.
expected score a unit weight particle will generate 141. Phase space is divided into a number of phase space "cells". The importance of a cell can then be defined as the expected score (importance) generated by a unit weight particle after entering the cell. Namely:
Particle importance in phase space is equal to the Importance = total score due to particles entering the cell/total weight entering the cell With suitable bookkeeping, it is possible to generate the importance for each phase space cell in a stochastic manner.
The generator and the weight window utilization are independent. However, they are used in a complementary manner. It generally is not possible for every history to contribute the same score. But, by using a window which is inversely proportional to the importance, the mean score from any track can be held roughly constant. The window is chosen so that the track weight times the mean score is approximately constant. Consequently, the variance is mostly due to the variation in the number of contributing tracks rather than the variation in the track score.
The weight window generator provides a very powerful tool for solving Monte Carlo problems. For effective use, two caveats are appropriate. First, the biasing techniques, the phase space division, the weight window, and the window generator must be appropriate to the transport problem. Furthermore, the phase space division must be reasonable. For example, the spatial cells should only be 1-2 mean free paths in thickness. Similarly, the energy variation between similar spatial cells should only be a factor of two.
Second, to use the generator effectively, it is necessary to remember that the generated parameters are only statistical estimates which are subject to errors. In order to generate good weight windows, it is necessary to sample all of phase space. This may require an iterative step in generating the weightwindow parameters or a hand-adjustment of the parameters.
Quasi-Deterministic Technique
Although the weight window generator discussed in section 4 has been very successful in many nuclearlogging applications, it is a statistical method that often produces no estimates or poor estimates in regions of low importance and/or poor sampling. The weightwindow generator makes a direct estimate of the average importance due to particles entering each phase space region. Poor estimates are the result of 1) very few particles entering the region, and 2) very few of the particles that enter the region subsequently scoring. The quasi-deterministic (qd) method [51 attacks these deficiencies by sourcing particles into every region. Continuous transport is approximated by a discrete state transport problem. Monte Carlo methods applied to the original problem estimate the transport parameters that comprise the specification of the discrete transport problem. Once the discrete problem is defined, it can be solved deterministically.
A particle is only required to go through one step in the transport process (which is performed by Monte Carlo) before an estimate is made of its importance. Thus, the quasi-de terministic method will provide importance estimates with analog sampling. As a result, the user is relieved of choosing the initial biasing required of the weight window generator and of adjusting or recalculating the generator's results in poor statistics regions.
The quasi-deterministic method assumes that phase space is divided into J regions. Each region is considered a discrete state; a particle anywhere in region i is in state i of the discrete transport problem.
In each state, i , a number of source particles, Nb are randomly sampled within the state. If Lj particles enter state j , the transfer function from state i to statej is pi j = Lj /Ni . Next the average score, si j, produced by the transfer from state i to statej is computed. Estimates of pi j and si j permit the determination of the mean history score (importance), Mi, for a particle started in state i . To see this, note that the mean score of a particle in state i is equal to the mean score generated on the next event plus the mean score generated on all subsequent events. Namely:
T 1 (j=O corresponds to particle termination) Equation ( 2 ) is a set of J linear equations that can be solved deterministically by any linear equation solver.
are the sourcing of the problem and the computer memory requirements. The former requirement is not difficult to overcome if the physical space is sampled in a sequential manner. The latter requirement of computer storage will require more investigation. For example, in a typical nuclear-logging problem there might be 200 cells; the weight windows need to be generated for 6 energy bins; and, 10 polar and 5 azimuthal angles may be required. Finally, 50-500 source points/cell may be required to adequately sample the problem. For a one-step transport process, the memory requirements are 3-12 million words. Work in this area is still underway.
Integral Transport Technique
Two of the main difficulties with the qd method A reasonable Monte Carlo importance map is dependent on the ability to develop the energy, spatial, angle, and time variations of the particle flux in a system. Monte Carlo is poorly suited for calculating the flux at a point. It is also expensive to calculate the flux with point estimators at a large number of points. Deterministic methods can obtain a transport solution that is unique and at a large set of discrete points. Until recently, deterministic methods have not been capable of modeling the complex, threedimensional geometries found in well logging applications. A new deterministic code is under development that solves the integral form of the nuclear transport equation [61. The new transport code, xTRAPT, solves the multigroup neutron transport equation in complex, three-dimensional geometries. A diffusion approximation has been added to the integral transport solution to improve the efficiency of the calculation in highly scattering transport problems. The ability for this deterministic code to handle complex geometries is due to the nature of the integral transport equation and to the unique geometry handling algorithms used in the code. The code is well suited for qualitative analysis of nuclear well-logging tools because of its flux-mapping capabilities. The code can also be used to provide optimal weight windows for the more accurate Monte Carlo transport codes.
One of the disadvantages of the integral transport operator is that the accuracy decreases rapidly for highly scattering media when cell dimensions exceed about one-half of a mean free path. Because of this limitation, integral transport problems must be defined with small cells in order to be accurate. This constraint can require several million cells in a typical welllogging calculation. Since the integral transport method requires on the order of N-squared computations, the problems of this size are not solvable on today's computers. In an attempt to estimate the particle flux in highly scattering media, the integral transport operator has been approximated by a diffusion operator. For well-logging calculations in highly scattering media, the diffusion operator provides a better solution than the integral operator when typical cell dimensions exceed about one-half a mean free path. However, the integral transport method, even with the diffusion kernel, has been shown to be inaccurate for some types of transport problems.
The integral transport code is not yet capable of accurately predicting the neutron and photon fluxes in typical well-logging radiation problems. However, the results from the code can still provide qualitative information about the radiation environment in and around the tool. In addition, the results of the integral transport calculations can be used for setting Monte Carlo importance functions.
Discussion
The benchmark porosity tool model [7J proposed by North Carolina State University was modeled with the MCNP Monte Carlo code. An x-y plane of the MCNP model is shown in Figure 1 on a 130 cm by 130 cm grid. Figure 2 illustrates the x-z plane of the MCNP model on a 60 cm by 60 cm grid. The model consists of a 20.32 cm (8") borehole filled with fresh water. There is no casing and the formation is 20 porosity unit limestone filled with fresh water. Both detectors are 3He; the near detector is 2.54 cm OD by 7.62 cm in length; the far detector is 5.08 an OD by 25.4 cm in length. The near detector is 19.05 an centerline from the source, and the far detector is 50.8 cm centerline from the source. The model has 231 spatial cells. Since the NCSU model is not completely defined, other assumptions about the model were made. First, the 3He density in the detectors was assumed to be 0.502 g/l(4 atmospheres and 2O' C). Second, the formation was modeled as a right-circular cylinder with a radius of 60 cm and a height of 139.7 cm. The neutron source was located 38.1 cm above the bottom of the formation. Third, the Am& neutron source spectrum shown in Figure 3 was used for all the calculations. Finally, the detector count rates were assumed to be equal to the 3He(n,p) reaction rate in each detector. No other detector effects, such as wall effects, elastic scattering, etc. were included in the determination of the count rates. The input file is available on floppy disk from one of the authors (PDS).
Count rates per source neutron were calculated (running MCNP on a Gay Y /MP) for the four variance reduction techniques discussed in the paper. The results of the calculations are given in Table 1 . Figure 4 illustrates the flux and 3He(n,p) reaction rate in the near detector. It is the 3He(n,p) reaction rate which is optimized in the generation of weight windows. Case 1 is an analog calculation. All of the cell importances are unity, but implicit capture is used. For realistic 3-D well-logging tools, the geometries are complex and there are a large variations in energy and time between the source and the detector(s1. It is difficult to assign reasonable cell importances and achieve a high fom. Consequently, geometry splitting was applied to the generic tool used in these calculations. Several cases were run for the weight window generator technique. (Cases 2-6 used five (5) energy bins for the weight windows.) Weights were generated by bootstrapping the optimization of the response from both detectors; For example, in Case 2 the initial weights were unity. Weights were generated with optimization on both detectors. In a 5 minute Cray calculation, 25 OOO particles were run. The generated weights were then used to calculate the count rates for Case 2. Similarly the weights of Case 2 were used to generate the weights for Case 3 in an analogous manner to Case 2.
The qd method weights (Case 4) were constructed based on sampling all of the cells and then transporting only 5 source points from each cell. Each of the state points had 10 polar angles, 5 azimuthal angles and 5 energy bins. Ideally, one would like to run 100-500 source points for each state point. However, because of the problem size and memory requirements, only 5 points/state could be used. With our present algorithms, we run out of computer memory to solve any larger problems. This is an area which is currently under investigation.
The integral-transport weights are constructed based on the adjoint fluxes calculated with the XTRAPT code. The 3 He(n,p) cross section was used as the adpint source for the XTRAPT calculation. The XTRAPT calculations are based on a 9-group multigroup cross-section set that was derived from the BUGLE-80 cross-section library [8]. For the generation of the MCNP weight windows, a diffusion theory approximation to the integral operator was used. The results of the MCNP calculation are shown in Table 1 as Case 5 (Standard). Case 6 was obtained by using the integral transport generated weight windows as the initial condition for the MCNP weight window generator. Based on Cases 7 & 8 (which are longer run cases 4 & 51, a valid near-to-far count rate ratio is 3.35-3.55. The important point of the paper is the FOM for the various techniques. As illustrated in Table 1 , the FOM for the near to far detector ratio is nearly identical in all the techniques. None of the techniques causes a deterioration in the solution and all produce reasonable results. The efficiency of the calculations were improved by over a factor of 10. The quasideterministic work requires the smallest amount of "setup" work. Since only a few points/state could be used in the qd method, it appears (although we can not yet show it) that the qd method may become the easiest and friendliest user interface for generation of importance functions.
Conclusion
The timely solution of nuclear logging problems requires the use of variance reduction techniques. Weight window generation works very well if iterations are performed on optimization of detector response. Quasideterministic generation requires less user interface, reduces statistical noise, and needs no iterative steps; however, with the current algorithms, there are large memory requirements. Integral-transport generation requires setting up and executing the XTRAPT code, but provides very good weights and the method yields global transport solutions useful to tool response understanding. 
